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D. Imboden, Zürich, Switzerland
R. L. Jaffe, Cambridge, MA, USA
R. Lipowsky, Potsdam, Germany
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Preface

A seminal paper, dated 1981, marked the birth of what was to become the
most successful paradigm in modern cosmology following that of the big bang
itself: inflation. Its 25th birthday offered a welcome opportunity to celebrate
the phenomenological success of inflation and to gather the world leading sci-
entists engaged in forefront research in this field. Such was the objective of
the XXII IAP colloquium, which took place at “Institut d’Astrophysique de
Paris” (IAP) in June 2006. During this meeting and the immediately follow-
ing two-week workshop, scientists from the world over and from both obser-
vational and theoretical communities gathered to discuss the present status,
the achievements and the shortcomings as well as the future of the theory
of inflation. The numerous discussions that took place offered solid ground
for the publication of regular proceedings. However, inflationary cosmology
encompasses different disciplines of physics, from high energy physics to ob-
servational astrophysics, and it has also become a field of research in its own
right. Therefore it was felt that a more pedagogical text, containing exhaus-
tive discussions of the ins and outs of inflation, would be more useful. This is
precisely what this present volume of the Lecture Notes in Physics series is
aiming at.

As is by now well known, cosmic inflation corresponds to an episode of
accelerated expansion in the very early Universe which solves the handful of
puzzles that plague the standard hot big bang cosmology, namely the flat-
ness, horizon, monopole excess problems, and, in some models, the problem
of the primordial singularity. These achievements even come with a bonus: the
production of density perturbations to the level needed to explain the origin
of large scale structure of the Universe. The first chapter of this volume, by
A. Linde, introduces this framework, offers a historical overview of this subject
and develops the present status of the theory. This is followed L. Kofmann’s
discussion on preheating which describes how matter and radiation can have
been produced during this period which smoothly connects inflation with the
standard big bang phase.



VI Preface

Any cosmological model needs to be implemented in a particle physics
context. The contribution of D. Lyth shows how this can be done in the
most reasonable extensions of the standard particle physics model, namely
those based on supersymmetry. This chapter is followed by the discussion of
R. Kallosh on the embedding of inflation in string theories.

As of today, there are various ways of implementing inflation. One such
framework is “eternal inflation”, in which different parts of the Universe un-
dergo an episode of inflation at different times, the Universe being eternally
inflating and self-reproducing. This particular scenario is discussed in length
by S. Winitzki

As shown by J. Martin in a subsequent chapter, the production of density
perturbations during inflation is akin to the production of charged particles
out of the vacuum in a strong electric field. This analogy is developed in full
detail in order to explain the inflationary origin of primordial density fluctua-
tions. The numerical implementation of the calculation of these perturbations,
which is required in order to compare these results to the high accuracy data of
cosmic microwave background fluctuations, is then discussed by C. Ringeval.

The next chapter, by D. Wands, discusses the models containing more than
one scalar field, in particular their dynamics and the observational predictions;
the curvaton model is here reviewed as an alternative to the pure inflationary
production of perturbations. Then, A. Riotto shows that the measurement of
non-Gaussianities in the spectrum of inflationary perturbations could offer a
way of discrimating the different models.

Finally the possibility of finding alternative scenarios to inflation is a ma-
jor but unanswered issue. The old contender, in which topological defects
seed the primordial density fluctuations has been shown to disagree with cos-
mic microwave background data. However, as M. Sakellariadou argues, such
topological defects might still be present in our Universe as they should be
produced in convincing models of inflation. Their contribution to the observed
fluctuations might open a window on physics of an otherwise inaccessible en-
ergy scale. R. Brandenberger concludes this volume by presenting a radically
different perspective in which string gas cosmology plays the main role and
by pointing out some shortcomings of inflation which may argue for the need
of a broader conceptual framework.

Paris, Martin Lemoine, Jérôme Martin & Patrick Peter.
April 2007
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1

Inflationary Cosmology

Andrei Linde

Department of Physics, Stanford University, Stanford, CA 94305, USA
alinde@stanford.edu

Abstract. This chapter presents a general review of the history of inflationary
cosmology and of its present status.1

1.1 Brief History of Inflation

Since the inflationary theory is more than 25 years old, perhaps it is not
inappropriate to start this chapter with a brief history of its development,
and some personal recollections.

Several ingredients of inflationary cosmology were discovered in the begin-
ning of the 1970s. The first realization was that the energy density of a scalar
field plays the role of the vacuum energy/cosmological constant [1], which
was changing during the cosmological phase transitions [2]. In certain cases
these changes occur discontinuously, due to first-order phase transitions from
a supercooled vacuum state (false vacuum) [3].

In 1978, we with Gennady Chibisov tried to use these facts to construct
a cosmological model involving exponential expansion of the universe in the
supercooled vacuum as a source of the entropy of the universe, but we im-
mediately realized that the universe becomes very inhomogeneous after the
bubble wall collisions. I mentioned our work in my review article [4], but did
not pursue this idea any further.

The first semi-realistic model of inflationary type was proposed by Alexei
Starobinsky in 1979–1980 [5]. It was based on the investigation of a confor-
mal anomaly in quantum gravity. His model was rather complicated, and its
goal was somewhat different from the goals of inflationary cosmology. Instead
of attempting to solve the homogeneity and isotropy problems, Starobinsky
considered the model of the universe which was homogeneous and isotropic
from the very beginning, and emphasized that his scenario was “the extreme
opposite of Misner’s initial ‘chaos’.”
1 Based on a talk given at the 22nd IAP Colloquium, “Inflation+25”, Paris, June

2006.
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2 A. Linde

On the other hand, the Starobinsky model did not suffer from the graceful
exit problem, and it was the first model to predict gravitational waves with
a flat spectrum [5]. The first mechanism of production of adiabatic per-
turbations of the metric with a flat spectrum, which are responsible for
galaxy production, and which were found by the observations of the CMB
anisotropy, was proposed by Mukhanov and Chibisov [6] in the context of this
model.

A much simpler inflationary model with a very clear physical motivation
was proposed by Alan Guth in 1981 [7]. His model, which is now called “old
inflation,” was based on the theory of supercooling during the cosmological
phase transitions [3]. Even though this scenario did not work, it played a
profound role in the development of inflationary cosmology since it contained
a very clear explanation of how inflation may solve the major cosmological
problems.

According to this scenario, inflation is described by the exponential ex-
pansion of the universe in a supercooled false vacuum state. False vacuum is
a metastable state without any fields or particles but with a large energy den-
sity. Imagine a universe filled with such “heavy nothing.” When the universe
expands, empty space remains empty, so its energy density does not change.
The universe with a constant energy density expands exponentially, thus we
have inflation in the false vacuum. This expansion makes the universe very
big and very flat. Then the false vacuum decays, the bubbles of the new phase
collide, and our universe becomes hot.

Unfortunately, this simple and intuitive picture of inflation in the false vac-
uum state is somewhat misleading. If the probability of the bubble formation
is large, bubbles of the new phase are formed near each other, inflation is too
short to solve any problems, and the bubble wall collisions make the universe
extremely inhomogeneous. If they are formed far away from each other, which
is the case if the probability of their formation is small and inflation is long,
each of these bubbles represents a separate open universe with a vanishingly
small Ω. Both options are unacceptable, which has lead to the conclusion that
this scenario does not work and cannot be improved (graceful exit problem)
[7, 8, 9].

The solution was found in 1981–1982 with the invention of the new infla-
tionary theory [10], see also [11]. In this theory, inflation may begin either in
the false vacuum, or in an unstable state at the top of the effective potential.
Then the inflaton field φ slowly rolls down to the minimum of its effective
potential. The motion of the field away from the false vacuum is of crucial
importance: density perturbations produced during the slow-roll inflation are
inversely proportional to φ̇ [6, 12, 13]. Thus the key difference between the
new inflationary scenario and the old one is that the useful part of inflation
in the new scenario, which is responsible for the homogeneity of our universe,
does not occur in the false vacuum state, where φ̇ = 0.

Soon after the invention of the new inflationary scenario it became so
popular that even now most of the textbooks on astrophysics incorrectly
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describe inflation as an exponential expansion in a supercooled false vacuum
state during the cosmological phase transitions in grand unified theories.
Unfortunately, this scenario was plagued by its own problems. It works only if
the effective potential of the field φ has a very flat plateau near φ = 0, which
is somewhat artificial. In most versions of this scenario the inflaton field has
an extremely small coupling constant, so it could not be in thermal equilib-
rium with other matter fields. The theory of cosmological phase transitions,
which was the basis for old and new inflation, did not work in such a situation.
Moreover, thermal equilibrium requires many particles interacting with each
other. This means that new inflation could explain why our universe was so
large only if it was very large and contained many particles from the very
beginning [14].

Old and new inflation represented a substantial but incomplete modifica-
tion of the big bang theory. It was still assumed that the universe was in a
state of thermal equilibrium from the very beginning, that it was relatively
homogeneous and large enough to survive until the beginning of inflation, and
that the stage of inflation was just an intermediate stage of the evolution of
the universe. In the beginning of the 1980s these assumptions seemed most
natural and practically unavoidable. On the basis of all available observations
(CMB, abundance of light elements) everybody believed that the universe was
created in a hot big bang. That is why it was so difficult to overcome a certain
psychological barrier and abandon all of these assumptions. This was done in
1983 with the invention of the chaotic inflation scenario [15]. This scenario
resolved all problems of old and new inflation. According to this scenario,
inflation may begin even if there was no thermal equilibrium in the early uni-
verse, and it may occur even in the theories with simplest potentials such as
V (φ) ∼ φ2. But it is not limited to the theories with polynomial potentials:
chaotic inflation occurs in any theory where the potential has a sufficiently
flat region, which allows the existence of the slow-roll regime [15].

1.2 Chaotic Inflation

1.2.1 Basic Model

Consider the simplest model of a scalar field φ with a mass m and with the
potential energy density V (φ) = m2

2 φ
2. Since this function has a minimum

at φ = 0, one may expect that the scalar field φ should oscillate near this
minimum. This is indeed the case if the universe does not expand, in which
case the equation of motion for the scalar field coincides with the equation for
the harmonic oscillator, φ̈ = −m2φ.

However, because of the expansion of the universe with Hubble constant
H = ȧ/a, an additional term 3Hφ̇ appears in the harmonic oscillator equation:

φ̈+ 3Hφ̇ = −m2φ . (1.1)
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The term 3Hφ̇ can be interpreted as a friction term. The Einstein equation
for a homogeneous universe containing a scalar field φ looks as follows:

H2 +
k

a2
=

1
6

(φ̇2 +m2φ2) . (1.2)

Here k = −1, 0, 1 for an open, flat or closed universe respectively. We work in
units M−2

pl = 8πG = 1.
If the scalar field φ initially was large, the Hubble parameter H was large

too, according to the second equation. This means that the friction term 3Hφ̇
was very large, and therefore the scalar field was moving very slowly, as a ball
in a viscous liquid. Therefore at this stage the energy density of the scalar
field, unlike the density of ordinary matter, remained almost constant, and
the expansion of the universe continued at a much greater speed than in the
old cosmological theory. Due to the rapid growth of the scale of the universe
and the slow motion of the field φ, soon after the beginning of this regime
one has φ̈ � 3Hφ̇, H2 � k

a2 , φ̇2 � m2φ2, so the system of equations can be
simplified:

H =
ȧ

a
=
mφ√

6
, φ̇ = −m

√
2
3
. (1.3)

The first equation shows that if the field φ changes slowly, the size of the
universe in this regime grows approximately as eHt, where H = mφ√

6
. This

is the stage of inflation, which ends when the field φ becomes much smaller
than MPl = 1. The solution to these equations shows that after a long stage
of inflation the universe initially filled with the field φ � 1 grows exponen-
tially [14],

a = a0 eφ
2/4 . (1.4)

Thus, inflation does not require an initial state of thermal equilibrium,
supercooling and tunneling from the false vacuum. It appears in the theories
that can be as simple as a theory of a harmonic oscillator [15]. Only when it
was realized, it became clear that inflation is not just a trick necessary to fix
problems of the old big bang theory, but a generic cosmological regime.

1.2.2 Initial Conditions

But what is about the initial conditions required for chaotic inflation? Let us
consider first a closed universe of initial size l ∼ 1 (in Planck units), which
emerges from the space–time foam, or from singularity, or from “nothing” in
a state with the Planck density ρ ∼ 1. Only starting from this moment, i.e. at
ρ � 1, can we describe this domain as a classical universe. Thus, at this initial
moment the sum of the kinetic energy density, gradient energy density, and
the potential energy density is of the order unity: 1

2 φ̇
2 + 1

2 (∂iφ)2 + V (φ) ∼ 1
(Fig. 1.1).

We wish to emphasize, that there are no a priori constraints on the
initial value of the scalar field in this domain, except for the constraint



1 Inflationary Cosmology 5

Fig. 1.1. Motion of the scalar field in the theory with V (φ) = m2

2
φ2. Several

different regimes are possible, depending on the value of the field φ. If the potential
energy density of the field is greater than the Planck density M4

Pl = 1, φ � m−1, the
quantum fluctuations of space–time are so strong that one cannot describe it in usual
terms. Such a state is called space–time foam. At a somewhat smaller energy density
(for m � V (φ) � 1, m−1/2 � φ � m−1) the quantum fluctuations of space–time are
small, but the quantum fluctuations of the scalar field φ may be large. Jumps of the
scalar field due to quantum fluctuations lead to a process of eternal self-reproduction
of inflationary universe which we are going to discuss later. At even smaller values
of V (φ) (for m2 � V (φ) � m, 1 � φ � m−1/2) fluctuations of the field φ are small;
it slowly moves down as a ball in a viscous liquid. Inflation occurs for 1 � φ � m−1.
Finally, near the minimum of V (φ) (for φ � 1) the scalar field rapidly oscillates,
creates pairs of elementary particles, and the universe becomes hot

1
2 φ̇

2 + 1
2 (∂iφ)2 + V (φ) ∼ 1. Let us consider for a moment a theory with

V (φ) = const. This theory is invariant under the shift symmetry φ → φ + c.
Therefore, in such a theory all initial values of the homogeneous component
of the scalar field φ are equally probable.

The only constraint on the amplitude of the field appears if the effective
potential is not constant, but grows and becomes greater than the Planck
density at φ > φp, where V (φp) = 1. This constraint implies that φ � φp, but
there is no reason to expect that initially φ must be much smaller than φp.
This suggests that the typical initial value of the field φ in such a theory is
φ ∼ φp.

Thus, we expect that typical initial conditions correspond to 1
2 φ̇

2 ∼
1
2 (∂iφ)2 ∼ V (φ) = O(1). If 1

2 φ̇
2 + 1

2 (∂iφ)2 � V (φ) in the domain under
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consideration, then inflation begins, and then within the Planck time the
terms 1

2 φ̇
2 and 1

2 (∂iφ)2 become much smaller than V (φ), which ensures con-
tinuation of inflation. It seems therefore that chaotic inflation occurs under
rather natural initial conditions, if it can begin at V (φ) ∼ 1 [14, 16].

One can get a different perspective on this issue by studying the probability
of quantum creation of the universe from “nothing.” The basic idea is that
quantum fluctuations can create a small universe from nothing if it can be
done quickly, in agreement with the quantum uncertainty relation ΔE·Δt � 1.
The total energy of scalar field in a closed inflationary universe is proportional
to its minimal volume H−3 ∼ V −3/2 multiplied by the energy density V (φ):
E ∼ V −1/2. Therefore such a universe can appear quantum mechanically
within the time Δt � 1 if V (φ) is not too much smaller than the Planck
density O(1).

This qualitative conclusion agrees with the result of the investigation in the
context of quantum cosmology. Indeed, according to [17, 18], the probability
of quantum creation of a closed universe is proportional to

P ∼ exp
(
−24π2

V

)
, (1.5)

which means that the universe can be created if V is not too much smaller
than the Planck density. The Euclidean approach to the quantum creation of
the universe is based on the analytical continuation of the Euclidean de Sitter
solution to the real time. This continuation is possible if φ̇ = 0 at the moment
of quantum creation of the universe. Thus in the simplest chaotic inflation
model with V (φ) = m2

2 φ
2 the universe is created in a state with V (φ) ∼ 1,

φ ∼ m−1 � 1 and φ̇ = 0, which is a perfect initial condition for inflation in
this model [14, 17].

One should note that there are many other attempts to evaluate the prob-
ability of initial conditions for inflation (see Chap. 5 in this volume). For
example, if one interprets the square of the Hartle–Hawking wave function
[19] as a probability of initial condition, one obtains a paradoxical answer
P ∼ exp(24π2

V ), which could seem to imply that it is easier to create the uni-
verse with V → 0 and with an infinitely large total energy E ∼ V −1/2 → ∞.
There were many attempts to improve this anti-intuitive answer, but from my
perspective these attempts were misplaced: the Hartle–Hawking wave function
was derived in [19] as a wave function for the ground state of the universe,
and therefore it describes the most probable final state of the universe, in-
stead of the probability of initial conditions; see a discussion of this issue in
[14, 20, 21].

Another recent attempt to study this problem was made by Gibbons and
Turok [22]. They studied classical solutions describing a combined evolution
of a scalar field and the scale factor of the universe, and imposed “initial
conditions” not at the beginning of inflation but at its end. Since one can
always reverse the direction of time in the solutions, one can always relate
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the conditions at the end of inflation to the conditions at its beginning. If one
assumes that certain conditions at the end of inflation are equally probable,
then one may conclude that the probability of initial conditions suitable for
inflation must be very small [22].

From our perspective [23, 24], we have here the same paradox which is
encountered in the discussion of the growth of entropy. If one starts with
a well ordered system, its entropy will always grow. However, if we make a
movie of this process, and play it back starting from the end of the process,
then the final conditions for the original system become the initial conditions
for the time-reversed system, and we will see the entropy decreasing. That
is why replacing initial conditions by final conditions can be very misleading.
An advantage of the inflationary regime is that it is an attractor (i.e. the most
probable regime) for the family of solutions describing an expanding universe.
But if one replaces initial conditions by the final conditions at the end of the
process and then studies the same process back in time, the same trajectory
will look like a repulsor. This is the main reason of the negative conclusion
of [22].

The main problem in [22] is that the methods developed there are valid
for the classical evolution of the universe, but the initial conditions for the
classical evolution are determined by the processes at the quantum epoch near
the singularity, where the methods of [22] are inapplicable. It is not surprising,
therefore, that the results of [22] imply that initially φ̇2 � V (φ). This result
contradicts the results of the Euclidean approach to quantum creation of the
universe [17, 18, 19] which require that initially φ̇ = 0, see a discussion above.

As we will show in a separate publication [24], if one further develops
the methods of [22], but imposes the initial conditions at the beginning of
inflation, rather than at its end, one finds that inflation is most probable, in
agreement with the arguments given in the first part of this section.

The discussion of initial conditions in this section was limited to the sim-
plest versions of chaotic inflation which allow inflation at the very high energy
densities, such as the models with V ∼ φn. We will return to the discussion of
the problem of initial conditions in inflationary cosmology in Sects. 1.13 and
1.14, where we will analyze it in the context of more complicated inflationary
models.

1.2.3 Solving the Cosmological Problems

As we will see shortly, the realistic value of the mass m is about 3 × 10−6,
in Planck units. Therefore, according to (1.4), the total amount of inflation
achieved starting from V (φ) ∼ 1 is of the order 101010

. The total duration of
inflation in this model is about 10−30 s. When inflation ends, the scalar field φ
begins to oscillate near the minimum of V (φ). As any rapidly oscillating clas-
sical field, it looses its energy by creating pairs of elementary particles. These
particles interact with each other and come to a state of thermal equilibrium
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with some temperature Trh [25, 26, 27, 28, 29, 30, 31]. From this time on, the
universe can be described by the usual big bang theory.

The main difference between inflationary theory and the old cosmology
becomes clear when one calculates the size of a typical inflationary domain at
the end of inflation. The investigation of this question shows that even if the
initial size of inflationary universe was as small as the Planck size lP ∼ 10−33

cm, after 10−30 s of inflation the universe acquires a huge size of l ∼ 101010

cm! This number is model-dependent, but in all realistic models the size of
the universe after inflation appears to be many orders of magnitude greater
than the size of the part of the universe which we can see now, l ∼ 1028 cm.
This immediately solves most of the problems of the old cosmological theory
[14, 15].

Our universe is almost exactly homogeneous on large scales because all
inhomogeneities were exponentially stretched during inflation. The density of
primordial monopoles and other undesirable “defects” becomes exponentially
diluted by inflation. The universe becomes enormously large. Even if it was a
closed universe of a size ∼ 10−33 cm, after inflation the distance between its
“South” and “North” poles becomes many orders of magnitude greater than
1028 cm. We see only a tiny part of the huge cosmic balloon. That is why
nobody has ever seen how parallel lines cross. That is why the universe looks
so flat.

If our universe initially consisted of many domains with chaotically dis-
tributed scalar field φ (or if one considers different universes with different
values of the field), then domains in which the scalar field was too small never
inflated. The main contribution to the total volume of the universe will be
given by those domains which originally contained a large scalar field φ. In-
flation of such domains creates huge homogeneous islands out of initial chaos.
(That is why I called this scenario “chaotic inflation.”) Each homogeneous
domain in this scenario is much greater than the size of the observable part
of the universe.

1.2.4 Chaotic Inflation Versus New Inflation

The first models of chaotic inflation were based on the theories with polyno-
mial potentials, such as V (φ) = ±m2

2 φ
2 + λ

4φ
4. But, as was emphasized in

[15], the main idea of this scenario is quite generic. One should consider any
particular potential V (φ), polynomial or not, with or without spontaneous
symmetry breaking, and study all possible initial conditions without assum-
ing that the universe was in a state of thermal equilibrium, and that the field
φ was in the minimum of its effective potential from the very beginning.

This scenario strongly deviated from the standard lore of the hot big bang
theory and was psychologically difficult to accept. Therefore during the first
few years after the invention of chaotic inflation many authors claimed that
the idea of chaotic initial conditions is unnatural, and made attempts to real-
ize the new inflation scenario based on the theory of high-temperature phase
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transitions, despite numerous problems associated with it. Some authors be-
lieved that the theory must satisfy the so-called “thermal constraints” which
were necessary to ensure that the minimum of the effective potential at large
T should be at φ = 0 [32], even though the scalar field in the models they
considered was not in a state of thermal equilibrium with other particles.

The issue of thermal initial conditions played the central role in the long
debate about new inflation versus chaotic inflation in the 1980s. This debate
continued for many years, and a significant part of my book [14] was dedicated
to it. By now the debate is over: no realistic versions of new inflation based on
the theory of thermal phase transitions and supercooling have been proposed
so far. Gradually it became clear that the idea of chaotic initial conditions
is most general, and it is much easier to construct a consistent cosmological
theory without making unnecessary assumptions about thermal equilibrium
and high-temperature phase transitions in the early universe.

As a result, the corresponding terminology changed. Chaotic inflation, as
defined in [15], occurs in all models with sufficiently flat potentials, including
the potentials with a flat maximum, originally used in new inflation [33]. Now
the versions of inflationary scenario with such potentials for simplicity are
often called “new inflation,” even though inflation begins there not as in the
original new inflation scenario, but as in the chaotic inflation scenario. To
avoid this terminological misunderstanding, some authors call the version of
chaotic inflation scenario, where inflation occurs near the top of the scalar
potential, a “hilltop inflation” [34].

1.3 Hybrid Inflation

The simplest models of inflation involve just one scalar field. However, in
supergravity and string theory there are many different scalar fields, so it
does make sense to study models with several different scalar fields, especially
if they have some qualitatively new properties. Here we will consider one of
these models, hybrid inflation [35].

The simplest version of hybrid inflation describes the theory of two scalar
fields with the effective potential

V (σ, φ) =
1
4λ

(M2 − λσ2)2 +
m2

2
φ2 +

g2

2
φ2σ2 . (1.6)

The effective mass squared of the field σ is equal to −M2 + g2φ2. Therefore
for φ > φc = M/g the only minimum of the effective potential V (σ, φ) is
at σ = 0. The curvature of the effective potential in the σ-direction is much
greater than in the φ-direction. Thus at the first stages of expansion of the
universe the field σ rolled down to σ = 0, whereas the field φ could remain
large for a much longer time.

At the moment when the inflaton field φ becomes smaller than φc =M/g,
the phase transition with the symmetry breaking occurs. The fields rapidly
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fall to the absolute minimum of the potential at φ = 0, σ2 =M2/λ. If m2φ2
c =

m2M2/g2 � M4/λ, the Hubble constant at the time of the phase transition
is given by H2 = M4

12λ (in units MPl = 1). If M2 � λm2

g2 and m2 � H2, then
the universe at φ > φc undergoes a stage of inflation, which abruptly ends at
φ = φc.

Note that hybrid inflation is also a version of the chaotic inflation sce-
nario: i am unaware of any way to realize this model in the context of the
theory of high-temperature phase transitions. The main difference between
this scenario and the simplest versions of the one-field chaotic inflation is in
the way inflation ends. In the theory with a single field, inflation ends when
the potential of this field becomes steep. In hybrid inflation, the structure of
the universe depends on the way one of the fields moves, but inflation ends
when the potential of the second field becomes steep. This fact allows much
greater flexibility of construction of inflationary models. Several extensions of
this scenario became quite popular in the context of supergravity and string
cosmology, which we will discuss later.

1.4 Quantum Fluctuations and Density Perturbations

The average amplitude of inflationary perturbations generated during a typi-
cal time interval H−1 is given by [36, 37]

|δφ(x)| ≈ H

2π
. (1.7)

These fluctuations lead to density perturbations that later produce galax-
ies (see Chap. 6 in this volume). The theory of this effect is very complicated
[6, 12], and it was fully understood only in the second part of the 1980s [13].
The main idea can be described as follows.

Fluctuations of the field φ lead to a local delay of the time of the end
of inflation, δt = δφ

φ̇
∼ H

2πφ̇
. Once the usual post-inflationary stage begins,

the density of the universe starts to decrease as ρ = 3H2, where H ∼ t−1.
Therefore a local delay of expansion leads to a local density increase δH such
that δH ∼ δρ/ρ ∼ δt/t. Combining these estimates together yields the famous
result [6, 12, 13]

δH ∼ δρ
ρ

∼ H2

2πφ̇
. (1.8)

The field φ during inflation changes very slowly, so the quantity H2

2πφ̇
remains

almost constant over an exponentially large range of wavelengths. This means
that the spectrum of perturbations of the metric is flat.

A detailed calculation in our simplest chaotic inflation model of the am-
plitude of perturbations gives

δH ∼ mφ2

5π
√

6
. (1.9)
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The perturbations on the scale of the horizon were produced at φH ∼ 15 [14].
This, together with the COBE normalization δH ∼ 2×10−5 givesm ∼ 3×10−6,
in Planck units, which is approximately equivalent to 7× 1012 GeV. An exact
value ofm depends on φH, which in its turn depends slightly on the subsequent
thermal history of the universe.

When the fluctuations of the scalar field φ are first produced (frozen), their
wavelength is given by H(φ)−1. At the end of inflation, the wavelength grows
by the factor of eφ

2/4, see (1.4). In other words, the logarithm of the wave-
length l of the perturbations of metric is proportional to the value of φ2 at
the moment when these perturbations were produced. As a result, according
to (1.9), the amplitude of the perturbations of the metric depends logarith-
mically on the wavelength: δH ∼ m ln l. A similar logarithmic dependence
(with different powers of the logarithm) appears in other versions of chaotic
inflation with V ∼ φn and in the simplest versions of new inflation.

At first glance, this logarithmic deviation from scale invariance could seem
inconsequential, but in a certain sense it is similar to the famous logarithmic
dependence of the coupling constants in QCD, where it leads to asymptotic
freedom at high energies, instead of simple scaling invariance [38, 39]. In QCD,
the slow growth of the coupling constants at small momenta/large distances is
responsible for nonperturbative effects resulting in quark confinement. In in-
flationary theory, the slow growth of the amplitude of perturbations of metric
at large distances is equally important. It leads to the existence of the regime
of eternal inflation and to the fractal structure of the universe on super-large
scales, see Sect. 1.6.

Since the observations provide us with information about a rather limited
range of l, it is often possible to parametrize the scale dependence of density
perturbations by a simple power law, δH ∼ l(1−ns)/2. An exactly flat spectrum,
called Harrison–Zeldovich spectrum, would correspond to ns = 1.

The amplitude of the scalar perturbations of the metric can be charac-
terized either by δH, or by a closely related quantity ΔR [40]. Similarly, the
amplitude of tensor perturbations is given by Δh. Following [40, 41], one can
represent these quantities as

Δ2
R(k) = Δ2

R(k0)
(
k

k0

)ns−1

, (1.10)

Δ2
h(k) = Δ2

h(k0)
(
k

k0

)nt

, (1.11)

where Δ2(k0) is a normalization constant, and k0 is a normalization point.
Here we ignored running of the indexes ns and nt since there is no observa-
tional evidence that it is significant.

One can also introduce the tensor/scalar ratio r, the relative amplitude of
the tensor to scalar modes,

r ≡ Δ2
h(k0)

Δ2
R(k0)

. (1.12)
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There are three slow-roll parameters [40]

ε =
1
2

(
V ′

V

)2

, η =
V ′′

V
, ξ =

V ′V ′′′

V 2
, (1.13)

where prime denotes derivatives with respect to the field φ. All parameters
must be smaller than one for the slow-roll approximation to be valid.

A standard slow roll analysis gives observable quantities in terms of the
slow-roll parameters to first order as

Δ2
R =

V

24π2ε
=

V 3

12π2(V ′)2
, (1.14)

ns − 1 = −6ε+ 2η , (1.15)
r = 16ε , (1.16)

nt = −2ε = − r
8
. (1.17)

The equation nt = −r/8 is known as the consistency relation for single-field
inflation models; it becomes an inequality for multi-field inflation models. If
V during inflation is sufficiently large, as in the simplest models of chaotic
inflation, one may have a chance to find the tensor contribution to the CMB
anisotropy. The possibility to determine nt is less certain. The most important
information which can be obtained now from the cosmological observations
at present is related to (1.14) and (1.15).

Following notational conventions in [41], we use A(k0) for the scalar power
spectrum amplitude, where A(k0) and Δ2

R(k0) are related through

Δ2
R(k0) 
 3 × 10−9A(k0) . (1.18)

The parameterA is often normalized at k0 ∼ 0.05/Mpc; its observational value
is about 0.8 [41, 42, 43] (see also Chap. 6 in this volume). This leads to the
observational constraint on V (φ) and on r following from the normalization
of the spectrum of the large-scale density perturbations:

V 3/2

V ′ 
 5 × 10−4 . (1.19)

Here V (φ) should be evaluated for the value of the field φ which is determined
by the condition that the perturbations produced at the moment when the
field was equal φ evolve into the present time perturbations with momentum
k0 ∼ 0.05/Mpc. In the first approximation, one can find the corresponding
moment by assuming that it happened 60 e-foldings before the end of inflation.
The number of e-foldings can be calculated in the slow roll approximation
using the relation

N 

∫ φ

φend

V

V ′ dφ . (1.20)
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Equation (1.19) leads to the relation between r, V and H , in Planck units:

r ≈ 3 × 107 V ≈ 108 H2 . (1.21)

Finally, recent observational data suggest [42] that

ns = 1 − 3
(
V ′

V

)2

+ 2
V ′′

V
= 0.95 ± 0.016 , (1.22)

for r � 0.1. These relations are very useful for comparing inflationary models
with observations. In particular, the simplest versions of chaotic and new
inflation predict ns < 1, whereas in hybrid inflation one may have either
ns < 1 or ns > 1, depending on the model. A more accurate representation of
observational constraints can be found in Sect. 1.7.

Until now we have discussed the standard mechanism of generation of
perturbations of metric. However, if the model is sufficiently complicated,
other mechanisms become possible. For example, one may consider a theory
of two scalar fields, φ and σ, and assume that inflation was driven by the field
φ, and the field σ was very light during inflation and did not contribute much
to the total energy density. Therefore its quantum fluctuations also did not
contribute much to the amplitude of perturbations of metric during inflation
(isocurvature perturbations).

After inflation the field φ decays. If the products of its decay rapidly loose
energy, the field σ may dominate the energy density of the universe and its
perturbations suddenly become important. If, in its turn, the field σ decays,
its perturbations under certain conditions can be converted into the usual
adiabatic perturbations of metric. If this conversion is incomplete, one obtains
a theory at odds with recent observational data [44, 45]. On the other hand,
if the conversion is complete, one obtains a novel mechanism of generation
of adiabatic density perturbations, which is called the curvaton mechanism
[46, 47, 48, 49]. A closely related but different mechanism was also proposed
in [50]. See Chap. 8 in this volume for a detailed discussion.

These mechanisms are much more complicated than the original one, but
one should keep them in mind since they sometimes work in the situations
where the standard one does not. Therefore they can give us an additional
freedom in finding realistic models of inflationary cosmology.

1.5 Creation of Matter After Inflation: Reheating
and Preheating

The theory of reheating of the universe after inflation is the most important
application of the quantum theory of particle creation, since almost all matter
constituting the universe was created during this process.
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At the stage of inflation all energy is concentrated in a classical slowly
moving inflaton field φ. Soon after the end of inflation this field begins to
oscillate near the minimum of its effective potential. Eventually it produces
many elementary particles, they interact with each other and come to a state
of thermal equilibrium with some temperature Tr.

Early discussions of reheating of the universe after inflation [25] were
based on the idea that the homogeneous inflaton field can be represented
as a collection of the particles of the field φ. Each of these particles de-
cayed independently. This process can be studied by the usual perturba-
tive approach to particle decay. Typically, it takes thousands of oscillations
of the inflaton field until it decays into usual elementary particles by this
mechanism. More recently, however, it was discovered that coherent field
effects such as parametric resonance can lead to the decay of the homo-
geneous field much faster than would have been predicted by perturbative
methods, within a few dozen oscillations [26]. These coherent effects pro-
duce high energy, nonthermal fluctuations that could have significance for
understanding developments in the early universe, such as baryogenesis. This
early stage of rapid nonperturbative decay was called “preheating.” In [27]
it was found that another effect known as tachyonic preheating can lead to
even faster decay than parametric resonance. This effect occurs whenever
the homogeneous field rolls down a tachyonic (V ′′ < 0) region of its poten-
tial. When that occurs, a tachyonic, or spinodal instability leads to exponen-
tially rapid growth of all long wavelength modes with k2 < |V ′′|. This growth
can often drain all of the energy from the homogeneous field within a single
oscillation.

We are now in a position to classify the dominant mechanisms by which
the homogeneous inflaton field decays in different classes of inflationary mod-
els. Even though all of these models, strictly speaking, belong to the general
class of chaotic inflation (none of them is based on the theory of thermal
initial conditions), one can break them into three classes: small field, or new
inflation models [10], large field, or chaotic inflation models of the type of the
model m2φ2/2 [15], and multi-field, or hybrid models [35]. This classification
is incomplete, but still rather helpful.

In the simplest versions of chaotic inflation, the stage of preheating is
generally dominated by parametric resonance, although there are parameter
ranges where this cannot occur [26]. In [27], it was shown that tachyonic pre-
heating dominates the preheating phase in hybrid models of inflation. New
inflation in this respect occupies an intermediate position between chaotic in-
flation and hybrid inflation: If spontaneous symmetry breaking in this scenario
is very large, reheating occurs due to parametric resonance and perturbative
decay. However, for the models with spontaneous symmetry breaking at or
below the GUT scale, φ� 10−2MPl, preheating occurs due to a combination
of tachyonic preheating and parametric resonance. The resulting effect is very
strong, so that the homogeneous mode of the inflaton field typically decays
within few oscillations [28].
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A detailed investigation of preheating usually requires lattice simulations,
which can be achieved following [29, 30]. Note that preheating is not the last
stage of reheating; it is followed by a period of turbulence [31], by a much
slower perturbative decay described by the methods developed in [25], and by
eventual thermalization.

1.6 Eternal Inflation

A significant step in the development of inflationary theory was the discovery
of the process of self-reproduction of inflationary universe. This process was
known to exist in old inflationary theory [7] and in the new one [51, 52, 53],
but its significance was fully realized only after the discovery of the regime
of eternal inflation in the simplest versions of the chaotic inflation scenario
[54, 55]. It appears that in many inflationary models large quantum fluctu-
ations produced during inflation may significantly increase the value of the
energy density in some parts of the universe. These regions expand at a greater
rate than their parent domains, and quantum fluctuations inside them lead to
production of new inflationary domains which expand even faster. This leads
to an eternal process of self-reproduction of the universe.

To understand the mechanism of self-reproduction one should remember
that processes separated by distances l greater than H−1 proceed indepen-
dently of one another. This is so because during exponential expansion the
distance between any two objects separated by more than H−1 is growing
with a speed exceeding the speed of light. As a result, an observer in the in-
flationary universe can see only the processes occurring inside the horizon of
the radius H−1. An important consequence of this general result is that the
process of inflation in any spatial domain of radius H−1 occurs independently
of any events outside it. In this sense any inflationary domain of initial radius
exceeding H−1 can be considered as a separate mini-universe.

To investigate the behavior of such a mini-universe, with an account taken
of quantum fluctuations, let us consider an inflationary domain of initial radius
H−1 containing sufficiently homogeneous field with initial value φ � MPl.
Equation (1.3) implies that during a typical time interval Δt = H−1 the field
inside this domain will be reduced by Δφ = 2

φ . By comparison this expression
with |δφ(x)| ≈ H

2π = mφ

2π
√

6
one can easily see that if φ is much less than

φ∗ ∼ 5√
m

, then the decrease of the field φ due to its classical motion is much
greater than the average amplitude of the quantum fluctuations δφ generated
during the same time. But for φ � φ∗ one has δφ(x) � Δφ. Because the
typical wavelength of the fluctuations δφ(x) generated during the time is
H−1, the whole domain after Δt = H−1 effectively becomes divided into
e3 ∼ 20 separate domains (mini-universes) of radius H−1, each containing
almost homogeneous field φ − Δφ + δφ. In almost a half of these domains
the field φ grows by |δφ(x)| − Δφ ≈ |δφ(x)| = H/2π, rather than decreases.
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This means that the total volume of the universe containing the growing field
φ increases 10 times. During the next time interval Δt = H−1 this process
repeats itself. Thus, after the two time intervals H−1 the total volume of
the universe containing the growing scalar field increases 100 times, etc. The
universe enters the eternal process of self-reproduction.

The existence of this process implies that the universe will never disappear
as a whole. Some of its parts may collapse, the life in our part of the universe
may perish, but there always will be some other parts of the universe where
life will appear again and again, in all of its possible forms.

One should be careful, however, with the interpretation of these results.
There is still an ongoing debate of whether eternal inflation is eternal only
in the future or also in the past. In order to understand what is going on,
let us consider any particular time-like geodesic line at the stage of inflation.
One can show that for any given observer following this geodesic, the dura-
tion ti of the stage of inflation on this geodesic will be finite. One the other
hand, eternal inflation implies that if one takes all such geodesics and cal-
culate the time ti for each of them, then there will be no upper bound for
ti, i.e. for each time T there will exist geodesics which experience inflation
for a time ti > T . Even though the relative number of long geodesics can be
very small, exponential expansion of space surrounding them will lead to an
eternal exponential growth of the total volume of the inflationary parts of the
universe.

Similarly, if one concentrates on any particular geodesic in the past time
direction, one can prove that it has finite length [56], i.e. inflation in any
particular point of the universe should have a beginning at some time τi.
However, there is no reason to expect that there is an upper bound for all τi
on all geodesics. If this upper bound does not exist, then eternal inflation is
eternal not only in the future but also in the past.

In other words, there was a beginning for each part of the universe, and
there will be an end for inflation at any particular point. But there will be
no end for the evolution of the universe as a whole in the eternal inflation
scenario, and at present we do not have any reason to believe that there was a
single beginning of the evolution of the whole universe at some moment t = 0,
which was traditionally associated with the big bang.

To illustrate the process of eternal inflation, we present here the results
of computer simulations of evolution of a system of two scalar fields during
inflation. The field φ is the inflaton field driving inflation; it is shown by the
height of the distribution of the field φ(x, y) in a two-dimensional slice of the
universe. The second field, Φ, determines the type of spontaneous symmetry
breaking which may occur in the theory. We paint the surface in red, green or
blue corresponding to three different minima of the potential of the field Φ.
Different colors correspond to different types of spontaneous symmetry break-
ing, and therefore to different sets of laws of low-energy physics in different
exponentially large parts of the universe.
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Fig. 1.2. Evolution of scalar fields φ and Φ during the process of self-reproduction
of the universe. The height of the distribution shows the value of the field φ which
drives inflation. The surface is painted in red (medium), green (dark) or blue (light)
corresponding to three different minima of the potential of the field Φ. The laws of
low-energy physics are different in the regions of different color. The peaks of the
“mountains” correspond to places where quantum fluctuations bring the scalar fields
back to the Planck density. Each of such places in a certain sense can be considered
as a beginning of a new big bang

In the beginning of the process the whole inflationary domain is red, and
the distribution of both fields is very homogeneous. Then the domain became
exponentially large (but it has the same size in comoving coordinates, as shown
in Fig. 1.2). Each peak of the mountains corresponds to nearly Planckian
density and can be interpreted as a beginning of a new “big bang.” The laws
of physics are rapidly changing there, as indicated by changing colors, but
they become fixed in the parts of the universe where the field φ becomes small.
These parts correspond to valleys in Fig. 1.2. Thus quantum fluctuations of the
scalar fields divide the universe into exponentially large domains with different
laws of low-energy physics, and with different values of energy density.

Eternal inflation scenario was extensively studied during the last 20 years. I
should mention, in particular, the discovery of the topological eternal inflation
[57] and the calculation of the fractal dimension of the universe [58, 55]. The
most interesting consequences of the theory of eternal inflation are related
to the theory of inflationary multiverse and string theory landscape. We will
discuss these subjects in Sect. 1.14.
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1.7 Inflation and Observations

Inflation is not just an interesting theory that can resolve many difficult prob-
lems of the standard big bang cosmology. This theory made several predictions
which can be tested by cosmological observations. Here are the most impor-
tant predictions:

(1) The universe must be flat. In most models Ωtotal = 1 ± 10−4.
(2) Perturbations of the metric produced during inflation are adiabatic.
(3) Inflationary perturbations have a nearly flat spectrum. In most inflation-

ary models the spectral index ns = 1 ± 0.2 (ns = 1 means totally flat).
(4) The spectrum of inflationary perturbations should be slightly non-flat. (It

is very difficult to construct a model with ns = 1.)
(5) These perturbations are gaussian.
(6) Perturbations of the metric could be scalar, vector or tensor. Inflation

mostly produces scalar perturbations, but it also produces tensor pertur-
bations with a nearly flat spectrum, and it does not produce vector per-
turbations. There are certain relations between the properties of scalar
and tensor perturbations produced by inflation.

(7) Inflationary perturbations produce specific peaks in the spectrum of CMB
radiation. (For a simple pedagogical interpretation of this effect see e.g.
[59]; a detailed theoretical description can be found in [60].)

It is possible to violate each of these predictions if one makes the infla-
tionary theory sufficiently complicated. For example, it is possible to produce
vector perturbations of the metric in the models where cosmic strings are
produced at the end of inflation, which is the case in some versions of hy-
brid inflation. It is possible to have an open or closed inflationary universe, or
even a small periodic inflationary universe, it is possible to have models with
non-gaussian isocurvature fluctuations with a non-flat spectrum. However, it
is difficult to do so, and most of the inflationary models obey the simple rules
given above.

It is not easy to test all of these predictions. The major breakthrough
in this direction was achieved due to the recent measurements of the CMB
anisotropy. The latest results based on the WMAP experiment, in combi-
nation with the Sloan Digital Sky Survey, are consistent with predictions of
the simplest inflationary models with adiabatic gaussian perturbations, with
Ω = 1.003 ± 0.01, and ns = 0.95 ± 0.016 [42].

There are still some question marks to be examined, such as an unex-
pectedly small anisotropy of the CMB at large angles [41, 61] and possible
correlations between low multipoles; for a recent discussion see e.g. [62, 63]
and references therein (Fig. 1.3).

The observational status and interpretation of these effects is still uncer-
tain, but if one takes these effects seriously, one may try to look for some
theoretical explanations. For example, there are several ways to suppress the
large angle anisotropy, see e.g. [64]. The situation with correlations between
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Fig. 1.3. CMB data (WMAP3, BOOMERANG03, ACBAR) versus the predictions
of one of the simplest inflationary models with Ω = 1 (solid red line), according to
[43]

low multipoles requires more work. In particular, it would be interesting to
study effects related to relatively light domain walls [65, 66, 67]. Another pos-
sibility is to analyze the possible effects on the CMB anisotropy which can be
produced by the cosmic web structure of the perturbations in the curvaton
scenario [46]. Some other possibilities are mentioned in [63]. One way or an-
other, it is quite significant that all proposed explanations of these anomalies
are based on inflationary cosmology.

One of the interesting issues to be probed by future observations is the pos-
sible existence of gravitational waves produced during inflation. The present
upper bound on the tensor to scalar ratio r is not very strict, r � 0.3. How-
ever, new observations may either find the tensor modes or push the bound
on r much further, towards r � 10−2 or even r � 10−3.

In the simplest monomial versions of chaotic inflation with V ∼ φn one
find the following (approximate) result: r = 4n/N . Here N is the number
of e-folds of inflation corresponding to the wavelength equal to the present
size of the observable part of our universe; typically N can be in the range
of 50–60; its value depends on the mechanism of reheating. For the simplest
model with n = 2 and N ∼ 60 one has r ∼ 0.13 − 0.14. On the other hand,
for most of the other models, including the original version of new inflation,
hybrid inflation, and many versions of string theory inflation, r is extremely
small, which makes the observation of gravitational waves in such models very
difficult.

One may wonder whether there are any sufficiently simple and natural
models with intermediate values of r? This is an important question for those
who are planning a new generation of CMB experiments. The answer to this
question is positive: In the versions of chaotic inflation with potentials like
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±m2φ2 + λφ4, as well as in the natural inflation scenario, one can easily
obtain any value of r from 0.3 to 10−2. I will illustrate it with two figures.
The first one shows the graph of possible values of ns and r in the standard
symmetry breaking model with the potential

V = −m2φ2/2 + λφ4/4 +m4/4λ =
λ

4
(φ2 − v2)2 , (1.23)

where v = m/
√
λ is the amplitude of spontaneous symmetry breaking.

If v is very large, v � 102, inflation occurs near the minimum of the
potential, and all properties of inflation are the same as in the simplest chaotic
inflation model with quadratic potential m2φ2. If v � 10, inflation occurs as
in the theory λφ4/4, which leads to r ∼ 0.28. If v takes some intermediate
values, such as v = O(10), then two different inflationary regimes are possible
in this model: at large φ and at small φ. In the first case r interpolates between
its value in the theory λφ4/4 and the theorym2φ2 (i.e. between 0.28 and 0.14).
In the second case, r can take any value from 0.14 to 10−2, see Fig. 1.4 [68, 69].

If one considers chaotic inflation with the potential including terms φ2, φ3

and φ4, one can considerably alter the properties of inflationary perturbations
[70]. Depending on the values of parameters, initial conditions and the required
number of e-foldings N , this relatively simple class of models covers almost
all parts of the area in the (r, ns) plane allowed by the latest observational
data [71], see Fig. 1.5.

Fig. 1.4. Possible values of r and ns in the theory λ
4
(φ2 − v2)2 for different initial

conditions and different v, for N = 60. In the small v limit, the model has the same
predictions as the theory λφ4/4. In the large v limit it has the same predictions as
the theory m2φ2. The upper branch, above the first star from below (marked as φ2),
corresponds to inflation which occurs while the field rolls down from large φ; the
lower branch corresponds to the motion from φ = 0
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Fig. 1.5. Possible values of r and ns for chaotic inflation with a potential including
terms φ2, φ3 and φ4 for N = 50, according to [71]. The color-filled areas correspond
to 12%, 27%, 45%, 68% and 95% confidence levels according to the WMAP3 and
SDSS data

Note that for all versions of the model shown in Figs. 1.4 and 1.5 the range
of the cosmological evolution of the fields is Δφ > 1, so formally these models
can be called the large field models. And yet they have dramatically different
properties, which do not fit into the often-used scheme dividing all models
into small field models, large field models and hybrid inflation models.

1.8 Alternatives to Inflation?

The inflationary scenario is very versatile, and now, after 25 years of persistent
attempts of many physicists to propose an alternative to inflation, we still do
not know any other way to construct a consistent cosmological theory. Indeed,
in order to compete with inflation a new theory should make similar predic-
tions and should offer an alternative solution to many difficult cosmological
problems. Let us look at these problems before starting a discussion.

(1) The homogeneity problem. Before even starting an investigation of den-
sity perturbations and structure formation, one should explain why the
universe is nearly homogeneous on the horizon scale.

(2) The isotropy problem. We need to understand why all directions in the
universe are similar to each other, why there is no overall rotation of the
universe, etc...
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(3) The horizon problem. This one is closely related to the homogeneity prob-
lem. If different parts of the universe have not been in a causal contact
when the universe was born, why do they look so similar?

(4) The flatness problem. Why Ω ≈ 1? Why parallel lines do not intersect?
(5) The total entropy problem. The total entropy of the observable part of

the universe is greater than 1087. Where did this huge number come from?
Note that the lifetime of a closed universe filled with hot gas with total
entropy S is S2/3 × 10−43 s [14]. Thus S must be huge. Why?

(6) The total mass problem. The total mass of the observable part of the uni-
verse has mass ∼ 1060MPl. Note also that the lifetime of a closed universe
filled with nonrelativistic particles of total mass M is M

MP
× 10−43 s. Thus

M must be huge. But why?
(7) The structure formation problem. If we manage to explain the homo-

geneity of the universe, how can we explain the origin of inhomogeneities
required for the large scale structure formation?

(8) The monopole problem, gravitino problem, etc.

This list is very long. That is why it was not easy to propose any al-
ternative to inflation even before we learned that Ω ≈ 1, ns ≈ 1, and that
the perturbations responsible for galaxy formation are mostly adiabatic, in
agreement with the predictions of the simplest inflationary models.

There were many attempts to propose an alternative to inflation in re-
cent years. In general, this could be a very healthy tendency. If one of these
attempts will succeed, it will be of great importance. If none of them are suc-
cessful, it will be an additional demonstration of the advantages of inflationary
cosmology. However, since the stakes are high, we are witnessing a growing
number of premature announcements of success in developing an alternative
cosmological theory (see Chap. 11 in this volume for an alternative discussion).

1.8.1 Cosmic Strings and Textures

Fifteen years ago the models of structure formation due to topological de-
fects or textures were advertised in popular press as the models that “match
the explanatory triumphs of inflation while rectifying its major failings” [72].
However, it was clear from the very beginning that these theories at best
could solve only one problem (structure formation) out of the eight problems
mentioned above. The true question was not whether one can replace inflation
by the theory of cosmic strings/textures, but whether inflation with cosmic
strings/textures is better than inflation without cosmic strings/textures. Re-
cent observational data favor the simplest version of inflationary theory, with-
out topological defects, or with an extremely small (few percent) admixture
of the effects due to cosmic strings.

1.8.2 Pre-big Bang

An attempt to avoid the use of the standard inflationary mechanism (though
still use a stage of inflation prior to the big bang) was made in the pre-big bang
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scenario [73]. This scenario is based on the assumption that eventually one
will find a solution of the cosmological singularity problem and learn how one
could transfer small perturbations of the metric through the singularity. This
problem still remains unsolved, see e.g. [74]. Moreover, a detailed investigation
of the homogeneity, isotropy and flatness problems in the pre-big bang scenario
demonstrated that the stage of the pre-big bang inflation introduced in [73]
is insufficient to solve the major cosmological problems [75].

1.8.3 Ekpyrotic/Cyclic Scenario

A similar situation emerged with the introduction of the ekpyrotic scenario
[76]. The original version of this theory claimed that this scenario can solve
all cosmological problems without using the stage of inflation, i.e. without a
prolonged stage of an accelerated expansion of the universe, which was called
in [76] “superluminal expansion.” However, the original ekpyrotic scenario
contained many significant errors and did not work. It is sufficient to say that
instead of the big bang expected in [76], there was a big crunch [77, 78].

The ekpyrotic scenario was replaced by the cyclic scenario, which used
an infinite number of periods of expansion and contraction of the universe
[79]. The origin of the required scalar field potential in this model remains
unclear, and the very existence of the cycles postulated in [79] have not been
demonstrated. When we analyzed this scenario using the particular potential
given in [79], and took into account the effect of particle production in the
early universe, we found a very different cosmological regime [80, 81].

The original version of the cyclic scenario relied on the existence of an
infinite number of very long stages of “superluminal expansion,” i.e. inflation,
in order to solve the major cosmological problems. In this sense, the original
version of the cyclic scenario was not a true alternative to inflationary scenario,
but its rather peculiar version. The main difference between the usual inflation
and the cyclic inflation, just as in the case of topological defects and textures,
was the mechanism of generation of density perturbations. However, since the
theory of density perturbations in cyclic inflation requires a solution of the
cosmological singularity problem [82, 83], it is difficult to say anything definite
about it.

Most of the authors believe that even if the singularity problem were
solved, the spectrum of perturbations in the standard version of this sce-
nario involving only one scalar field after the singularity would be very non-
flat. One may introduce more complicated versions of this scenario, involving
many scalar fields. In this case, under certain assumptions about the way the
universe passes through the singularity, one may find a special regime where
isocurvature perturbations in one of these fields are converted into adiabatic
perturbations with a nearly flat spectrum. A recent discussion of this scenario
shows that this regime requires an extreme fine-tuning of initial conditions
[84]. Moreover, the instability of the solutions in this regime, which was found
in [84], implies that it may be very easy to switch from one regime to another
under the influence of small perturbations. This may lead to a domain-like



24 A. Linde

structure of the universe and large perturbations of the metric [85]. If this is
the case, no fine-tuning of initial conditions could help.

One of the latest versions of the cyclic scenario attempted to avoid the long
stage of accelerated expansion (low-scale inflation) and to make the universe
homogeneous using some specific features of the ekpyrotic collapse [86]. The
authors assumed that the universe was homogeneous prior to its collapse on
the scale that becomes greater than the scale of the observable part of the
universe during the next cycle. Under this assumption, they argued that the
perturbations of metric produced during each subsequent cycle do not interfere
with the perturbations of metric produced in the next cycle. As a result,
if the universe has been homogeneous from the very beginning, it remains
homogeneous on the cosmologically interesting scales in all subsequent cycles.

Is this a real solution of the homogeneity problem? The initial size of the
part of the universe, which is required to be homogeneous in this scenario
prior to the collapse, was many orders of magnitude greater than the Planck
scale. How homogeneous should it be? If we want the inhomogeneities to be
produced due to amplification of quantum perturbations, then the initial clas-
sical perturbations of the field responsible for the isocurvature perturbations
must be incredibly small, smaller than its quantum fluctuations. Otherwise
the initial classical inhomogeneities of this field will be amplified by the same
processes that amplified its quantum fluctuations and will dominate the spec-
trum of perturbations after the bounce [77]. This problem is closely related
to the problem mentioned above [84, 85].

Recently there was an attempt to revive the original (non-cyclic) version of
the ekpyrotic scenario by involving a nonsingular bounce. This regime requires
violating the null energy condition [78], which usually leads to a catastrophic
vacuum instability and/or causality violation. One may hope to avoid these
problems in the ghost condensate theory [87]; see a series of recent papers on
this subject [88, 89, 90]. However, even the authors of the ghost condensate
theory emphasize that a fully consistent version of this theory is yet to be
constructed [91], and that it may be incompatible with basic gravitational
principles [92].

In addition, just as the ekpyrotic scenario with the singularity [84], the
new version of the ekpyrotic theory requires two fields, and a conversion of
the isocurvature perturbations to adiabatic perturbations [93]. Once again, the
initial state of the universe in this scenario must be extremely homogeneous:
the initial classical perturbations of the field responsible for the isocurvature
perturbations must be smaller than its quantum fluctuations. It does not seem
possible to solve this problem without further extending this exotic model and
making it a part of an even more complicated scenario.

1.8.4 String Gas Scenario

Another attempt to solve some of the cosmological problems without using
inflation has been proposed by Brandenberger et al. in the context of string
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gas cosmology [94, 95]. The authors admitted that their model did not solve
the flatness problem, so it was not a real alternative to inflation. However, they
claimed that their model provided a non-inflationary mechanism of production
of metric perturbations with a flat spectrum.

It would be quite interesting and important to have a new mechanism of
generation of metric perturbations based on string theory. Unfortunately, a
detailed analysis of the scenario proposed in [94, 95] revealed that some of its
essential ingredients were either unproven or incorrect [96]. For example, the
theory of generation of metric perturbations used in [94] was formulated in
the Einstein frame, where the usual Einstein equations are valid. On the other
hand, the bounce and the string gas cosmology were described in string frame.
Then both of these results were combined without distinguishing between
different frames and a proper translation from one frame to another.

If one makes all calculations carefully (ignoring other unsolved problems
of this scenario), one finds that the perturbations generated in their scenario
have a blue spectrum with n = 5, which is ruled out by cosmological observa-
tions [96]. After the conference “Inflation + 25” where this issue was actively
debated, the authors of [94, 95] issued two new papers reiterating their claims
[97, 98], but eventually they agreed with our conclusion expressed at this con-
ference: the spectrum of perturbations of metric in this scenario is blue, with
n = 5, see (43) of [99]. This rules out the models proposed in [94, 95, 97, 98].
Nevertheless, as often happens with various alternatives to inflation, some of
the authors of [94, 95, 97, 98] still claim that their basic scenario remains
intact and propose its further modifications [99, 100, 101].

1.8.5 Mirage Bounce

Paradoxes with the choice of frames appear in other works on bounces in
cosmology as well. For example, in [102] it was claimed that one can solve
all cosmological problems in the context of mirage cosmology. However, as
explained in [103], in the Einstein frame in this scenario the universe does not
evolve at all.

To clarify the situation without going to technical details, one may con-
sider the following analogy. We know that all particles in our body get their
masses due to spontaneous symmetry breaking in the standard model. Sup-
pose that the Higgs field initially was out of the minimum of its potential, and
experienced oscillations. During these oscillations the masses of electrons and
protons also oscillated. If one measures the size of the universe in units of the
(time-dependent) Compton wavelengths of the electron (which could seem to
be a good idea), one would think that the scale factor of the universe oscillates
(bounces) with the frequency equal to the Higgs boson mass. And yet, this
“cosmological evolution” with bounces of the scale factor is an illusion, which
disappears if one measures the distances in units of the Planck length M−1

p

(the Einstein frame).
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In addition, the mechanism of generation of density perturbations used
in [102] was borrowed from the paper by Hollands and Wald [104], who sug-
gested yet another alternative mechanism of generation of metric perturba-
tions. However, this mechanism requires investigating thermal processes at
the density 90 orders of magnitude greater than the Planck density, which
makes all calculations unreliable [23].

1.8.6 Bounce in Quantum Cosmology

Finally, I should mention [105], where it was argued that under certain condi-
tions one can have a bouncing universe and produce metric perturbations with
a flat spectrum in the context of quantum cosmology. However, the model of
[105] does not solve the flatness and homogeneity problems. A more detailed
analysis revealed that the wave function of the universe proposed in [105]
makes the probability of a bounce of a large universe exponentially small
[106]. The authors are working on a modification of their model, which, as
they hope, will not suffer from this problem.

To conclude, at the moment it is hard to see any real alternative to infla-
tionary cosmology, despite an active search for such alternatives. All of the
proposed alternatives are based on various attempts to solve the singular-
ity problem: one should either construct a bouncing nonsingular cosmological
solution, or learn what happens to the universe when it goes through the sin-
gularity. This problem bothered cosmologists for nearly a century, so it would
be great to find its solution, quite independently of the possibility to find an
alternative to inflation. None of the proposed alternatives can be consistently
formulated until this problem is solved.

In this respect, inflationary theory has a very important advantage: it
works practically independently of the solution of the singularity problem. It
can work equally well after the singularity, or after the bounce, or after the
quantum creation of the universe. This fact is especially clear in the eternal
inflation scenario: eternal inflation makes the processes which occurred near
the big bang practically irrelevant for the subsequent evolution of the universe.

1.9 Naturalness of Chaotic Inflation

Now we will return to the discussion of various versions of inflationary theory.
Most of them are based on the idea of chaotic initial conditions, which is the
trademark of the chaotic inflation scenario. In the simplest versions of chaotic
inflation scenario with the potentials V ∼ φn, the process of inflation occurs
at φ > 1, in Planck units. Meanwhile, there are many other models where
inflation may occur at φ� 1.

There are several reasons why this difference may be important. First of
all, some authors argue that the generic expression for the effective potential
can be cast in the form
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V (φ) = V0 + αφ+
m2

2
φ2 +

β

3
φ3 +

λ

4
φ4 +

∑
n

λn
φ4+n

MPl
n , (1.24)

and then they assume that generically λn = O(1), see e.g. (128) in [107]. If
this assumption were correct, one would have little control over the behavior
of V (φ) at φ > MPl.

Here we have written MPl explicitly, to expose the implicit assumption
made in [107]. Why do we writeMPl in the denominator, instead of 1000MPl?
An intuitive reason is that quantum gravity is non-renormalizable, so one
should introduce a cut-off at momenta k ∼MPl. This is a reasonable assump-
tion, but it does not imply the validity of (1.24). Indeed, the constant part
of the scalar field appears in the gravitational diagrams not directly, but only
via its effective potential V (φ) and the masses of particles interacting with
the scalar field φ. As a result, the terms induced by quantum gravity effects
are suppressed not by factors φn

MPl
n , but by factors V

MPl
4 and m2(φ)

MPl
2 [14]. Con-

sequently, quantum gravity corrections to V (φ) become large not at φ > MPl,
as one could infer from (1.24), but only at super-Planckian energy density,
or for super-Planckian masses. This justifies our use of the simplest chaotic
inflation models.

The simplest way to understand this argument is to consider the case
where the potential of the field φ is a constant, V = V0. Then the theory has
a shift symmetry, φ → φ + c. This symmetry is not broken by perturbative
quantum gravity corrections, so no such terms as

∑
n λn

φ4+n

MPl
n are generated.

This symmetry may be broken by nonperturbative quantum gravity effects
(wormholes? virtual black holes?), but such effects, even if they exist, can be
made exponentially small [108].

On the other hand, one may still wonder whether there is any reason not to
add terms like λn φ

4+n

MPl
n with λ = O(1) to the theory. Here I will make a simple

argument which may help to explain it. I am not sure whether this argument
should be taken too seriously, but I find it quite amusing and unexpected.

Let us consider a theory with the potential

V (φ) = V0 + αφ+
m2

2
φ2 + λn

φ4+n

MPl
n +

ξ

2
Rφ2 . (1.25)

The last term is added to increase the generality of our discussion by consid-
ering fields non-minimally coupled to gravity, including the conformal fields
with ξ = 1/6.

Suppose first that m2 = λn = 0. Then the theory can describe our ground
state with a slowly changing vacuum energy only if V0 + αφ < 10−120, α <
10−120 [109]. This theory cannot describe inflation because α is too small to
produce the required density perturbations.

Let us now add the quadratic term. Without loss of generality one can
make a redefinition of the field φ and V0 to remove the linear term:

V (φ) = V0 +
m2

2
φ2 . (1.26)
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This is the simplest version of chaotic inflation. The maximal value of the field
φ in this scenario is given by the condition m2

2 φ
2 ∼ 1 (Planckian density), so

the maximal amount of inflation in this model is ∼ eφ2/4 ∼ e1/m2
.

If, instead, we considered a more general case with the three terms m2

2 φ
2 +

λn
φ4+n

MPl
n + ξ

2Rφ
2, the maximal amount of inflation would be

N < exp
[
min{m−2, λ−2/n

n , ξ−1}
]
. (1.27)

The last constraint appears because the effective gravitational constant be-
comes singular at φ2 ∼ ξ−1.

Thus, if any of the constants λ2/n
n or ξ is greater thanm2, the total amount

of inflation will be exponentially smaller than in the simplest theory m2

2 φ
2.

Therefore one could argue that if one has a possibility to choose between dif-
ferent inflationary theories, as in the string theory landscape, then the largest
fraction of the volume of the universe will be in the parts of the multiverse
with λ2/n

n , ξ � m2. One can easily check that for λ2/n
n , ξ � m2 the higher

order terms can be ignored at the last stages of inflation, where φ = O(1). In
other words, the theory behaves as purely quadratic during the last stages of
inflation when the observable part of the universe was formed.

One can come to the same conclusion if one takes into account only the
part of inflation at smaller values of the field φ, when the stage of eternal
inflation is over. This suggests that the simplest version of chaotic inflation
scenario is the best.

Of course, this is just an argument. Our main goal here was not to promote
the model m2

2 φ
2, but to demonstrate that the considerations of naturalness

(e.g. an assumption that all λn should be large) depend quite crucially on the
underlying assumptions. In the example given above, a very simple change of
these assumptions (the emphasis on the total volume of the post-inflationary
universe) was sufficient to explain the naturalness of the simplest model m

2

2 φ
2.

However, the situation may become quite different if instead of the simplest
theory of a scalar field combined with general relativity one starts to investi-
gate more complicated models, such as supergravity and string theory.

1.10 Chaotic Inflation in Supergravity

In the simplest models of inflation, the field φ itself does not have any direct
physical meaning; everything depends only on its functions such as the masses
of particles and the scalar potential. However, in more complicated theories
the scalar field φ itself may have a physical (geometrical) meaning, which may
constrain the possible values of the fields during inflation. The most important
example is given by N = 1 supergravity.

The F-term potential of the complex scalar field Φ in supergravity is given
by the well-known expression (in units MPl = 1):
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V = eK
[
K−1

ΦΦ̄
|DΦW |2 − 3|W |2] . (1.28)

Here W (Φ) is the superpotential, Φ denotes the scalar component of the su-
perfield Φ; DΦW = ∂W

∂Φ + ∂K
∂ΦW . The kinetic term of the scalar field is given

by KΦΦ̄ ∂μΦ∂μΦ̄. The standard textbook choice of the Kähler potential cor-
responding to the canonically normalized fields Φ and Φ̄ is K = ΦΦ̄, so that
KΦΦ̄ = 1.

This immediately reveals a problem: At Φ > 1 the potential is extremely
steep. It blows up as e|Φ|2 , which makes it very difficult to realize chaotic
inflation in supergravity at φ ≡ √

2|Φ| > 1. Moreover, the problem persists
even at small φ. If, for example, one considers the simplest case when there
are many other scalar fields in the theory and the superpotential does not
depend on the inflaton field φ, then (1.28) implies that at φ� 1 the effective
mass of the inflaton field is m2

φ = 3H2. This violates the condition m2
φ � H2

required for successful slow-roll inflation (the so-called η-problem).
The major progress in SUGRA inflation during the last decade was

achieved in the context of the models of the hybrid inflation type, where
inflation may occur at φ � 1. Among the best models are the F-term infla-
tion, where different contributions to the effective mass term m2

φ cancel [110],
and D-term inflation [111], where the dangerous term eK does not affect the
potential in the inflaton direction. A detailed discussion of various versions of
hybrid inflation in supersymmetric theories can be found in the Chaps. 3 and 4
in this volume, see also [107, 112, 113].

However, hybrid inflation occurs only on a relatively small energy scale,
and many of its versions do not lead to eternal inflation. Therefore it would
be nice to obtain inflation in a context of a more general class of supergravity
models.

This goal seemed very difficult to achieve; it took almost 20 years to find
a natural realization of the chaotic inflation model in supergravity. Kawasaki,
Yamaguchi and Yanagida suggested to take the Kähler potential

K =
1
2
(Φ + Φ̄)2 +XX̄ (1.29)

of the fields Φ and X , with the superpotential mΦX [114].
At first glance, this Kähler potential may seem somewhat unusual. How-

ever, it can be obtained from the standard Kähler potential K = ΦΦ̄+XX̄ by
adding terms Φ2/2 + Φ̄2/2, which do not give any contribution to the kinetic
term of the scalar fields KΦΦ̄ ∂μΦ∂μΦ̄. In other words, the new Kähler poten-
tial, just as the old one, leads to canonical kinetic terms for the fields Φ and
X , so it is as simple and legitimate as the standard textbook Kähler potential.
However, instead of the U(1) symmetry with respect to rotation of the field
Φ in the complex plane, the new Kähler potential has a shift symmetry; it
does not depend on the imaginary part of the field Φ. The shift symmetry is
broken only by the superpotential.

This leads to a profound change of the potential (1.28): the dangerous
term eK continues growing exponentially in the direction (Φ + Φ̄), but it
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remains constant in the direction (Φ − Φ̄). Decomposing the complex field Φ
into two real scalar fields, Φ = 1√

2
(η+ iφ), one can find the resulting potential

V (φ, η,X) for η, |X | � 1:

V =
m2

2
φ2(1 + η2) +m2|X |2 . (1.30)

This potential has a deep valley, with a minimum at η = X = 0. At η, |X | > 1
the potential grows up exponentially. Therefore the fields η and X rapidly fall
down towards η = X = 0, after which the potential for the field φ becomes
V = m2

2 φ
2. This provides a very simple realization of eternal chaotic inflation

scenario in supergravity [114]. This model can be extended to include theories
with different power-law potentials, or models where inflation begins as in the
simplest versions of chaotic inflation scenario, but ends as in new or hybrid
inflation, see e.g. [115, 116].

The existence of the shift symmetry was also the basis of the natural infla-
tion scenario [117]. The basic assumption of this scenario was that the axion
field in the first approximation is massless because the flatness of the axion
direction is protected by U(1) symmetry. Nonperturbative corrections lead
to the axion potential V (φ) = V0(1 + cos(φ/fa)). If the ‘radius’ of the axion
potential fa is sufficiently large, fa � 3, inflation near the top of the potential
becomes possible. For much greater values of fa one can have inflation near
the minimum of the axion potential, where the potential is quadratic [118].

The natural inflation scenario was proposed back in 1990, but until now
all attempts to realize this scenario in supergravity have failed. First of all,
it has been difficult to find theories with large fa. More importantly, it has
been difficult to stabilize the radial part of the axion field. A possible model
of natural inflation in supergravity was constructed only very recently, see
Chap. 4 in this volume.

Unfortunately, we still do not know how one could incorporate the models
discussed in this section in string theory. We will briefly describe some fea-
tures of inflation in string theory, and refer the readers to a more detailed
presentation in Chap. 4 in this volume.

1.11 Towards Inflation in String Theory

1.11.1 de Sitter Vacua in String Theory

For a long time, it had seemed rather difficult to obtain inflation in M/string
theory. The main problem here was the stability of compactification of internal
dimensions. For example, ignoring non-perturbative effects to be discussed
below, a typical effective potential of the effective four-dimensional theory
obtained by compactification in string theory of type IIB can be represented
in the following form:
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V (ϕ, ρ, φ) ∼ e
√

2ϕ−√
6ρ Ṽ (φ) (1.31)

Here ϕ and ρ are canonically normalized fields representing the dilaton field
and the volume of the compactified space; φ stays for all other fields, including
the inflaton field.

If ϕ and ρ were constant, then the potential Ṽ (φ) could drive inflation.
However, this does not happen because of the steep exponent e

√
2ϕ−√

6ρ, which
rapidly pushes the dilaton field ϕ to −∞, and the volume modulus ρ to +∞.
As a result, the radius of compactification becomes infinite; instead of inflat-
ing, four-dimensional space decompactifies and becomes 10-dimensional.

Thus in order to describe inflation one should first learn how to stabilize
the dilaton and the volume modulus. The dilaton stabilization was achieved
in [119]. The most difficult problem was to stabilize the volume. The solution
of this problem was found in [120] (KKLT construction). It consists of two
steps.

First, due to a combination of effects related to the warped geometry of
the compactified space and nonperturbative effects calculated directly in four-
dimensional (instead of being obtained by compactification), it was possible
to obtain a supersymmetric AdS minimum of the effective potential for ρ. In
the original version of the KKLT scenario, it was done in the theory with the
Kähler potential

K = −3 log(ρ+ ρ̄) , (1.32)

and with the nonperturbative superpotential of the form

W =W0 +Ae−aρ , (1.33)

with a = 2π/N . The corresponding effective potential for the complex field
ρ = σ + iα had a minimum at finite, moderately large values of the volume
modulus field σ0, which fixed the volume modulus in a state with a negative
vacuum energy. Then an anti-D3 brane with the positive energy ∼ σ−2 was
added. This addition uplifted the minimum of the potential to the state with
a positive vacuum energy, see Fig. 1.6.

Instead of adding an anti-D3 brane, which explicitly breaks supersymme-
try, one can add a D7 brane with fluxes. This results in the appearance of a
D-term which has a similar dependence on ρ, but leads to spontaneous super-
symmetry breaking [121]. In either case, one ends up with a metastable dS
state which can decay by tunneling and formation of bubbles of 10d space with
vanishing vacuum energy density. The decay rate is extremely small [120], so
for all practical purposes, one obtains an exponentially expanding de Sitter
space with the stabilized volume of the internal space.2

1.11.2 Inflation in String Theory

There are two different versions of string inflation. In the first version, which
we will call modular inflation, the inflaton field is associated with one of the
2 It is also possible to find de Sitter solutions in noncritical string theory [122].
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Fig. 1.6. KKLT potential as a function of σ = Re ρ. The thin green (lower) line
corresponds to the AdS stabilized potential for W0 = −10−4, A = 1, a = 0.1. The
dashed line shows the additional term, which appears either due to the contribution
of a D3 brane or of a D7 brane. The thick black line shows the resulting potential
with a very small but positive value of V in the minimum. The potential is shown
multiplied by 1015

moduli, the scalar fields which are already present in the KKLT construction.
In the second version, the inflaton is related to the distance between branes
moving in the compactified space. (This scenario should not be confused with
inflation in the brane world scenario [123, 124]. This is a separate interesting
subject, which we are not going to discuss in this chapter.)

Modular Inflation

An example of the KKLT-based modular inflation is provided by the racetrack
inflation model of [125]. It uses a slightly more complicated superpotential

W = W0 +Ae−aρ +Be−bρ . (1.34)

The potential of this theory has a saddle point as a function of the real and
the complex part of the volume modulus: it has a local minimum in the di-
rection Re ρ, which is simultaneously a very flat maximum with respect to
Im ρ. Inflation occurs during a slow rolling of the field Im ρ away from this
maximum (i.e. from the saddle point). The existence of this regime requires
a significant fine-tuning of parameters of the superpotential. However, in the
context of the string landscape scenario describing from 10100 to 101000 dif-
ferent vacua (see below), this may not be such a big issue. A nice feature of
this model is that it does not require adding any new branes to the original
KKLT scenario, i.e. it is rather economical (Fig. 1.7.)
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Fig. 1.7. Plot for the potential in the racetrack model (rescaled by 1016). Here X
stays for σ = Re ρ and Y stays for α = Im ρ. Inflation begins in a vicinity of the
saddle point at Xsaddle = 123.22, Ysaddle = 0. Units are MPl = 1

Other interesting models of moduli inflation were developed in [126, 127,
128, 129]. An interesting property of all of these models is the existence of
the regime of eternal slow-roll inflation. This property distinguishes modular
inflation from the brane inflation scenario to be discussed below.

Brane Inflation

During the last few years, there were many suggestions on how to obtain
hybrid inflation in string theory by considering motion of branes in the com-
pactified space, see [130, 131] and references therein. The main problem of
all of these models was the absence of stabilization of the compactified space.
Once this problem was solved for dS space [120], one could try to revisit these
models and develop models of brane inflation compatible with the volume
stabilization.

The first idea [132] was to consider a pair of D3 and anti-D3 branes in
the warped geometry studied in [120]. The role of the inflaton field φ in this
model, which is known as the KKLMMT model, could be played by the in-
terbrane separation. A description of this situation in terms of the effective
four-dimensional supergravity involved Kähler potential

K = −3 log(ρ+ ρ̄− k(φ, φ̄)) , (1.35)

where the function k(φ, φ̄) for the inflaton field φ, at small φ, was taken in the
simplest form k(φ, φ̄) = φφ̄. If one makes the simplest assumption that the
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superpotential does not depend on φ, then the φ dependence of the potential
(1.28) comes from the term eK = (ρ + ρ̄ − φφ̄)−3. Expanding this term near
the stabilization point ρ = ρ0, one finds that the inflaton field has a mass
m2
φ = 2H2. Just like the similar relation m2

φ = 3H2 in the simplest models of
supergravity, this is not what we want for inflation.

One way to solve this problem is to consider φ-dependent superpotentials.
By doing so, one may fine-tune m2

φ to be O(10−2)H2 in a vicinity of the point
where inflation occurs [132]. Whereas fine-tuning is certainly undesirable, in
the context of string cosmology it may not be a serious drawback. Indeed,
if there exist many realizations of string theory (see Sect. 1.14), then one
might argue that all realizations not leading to inflation can be discarded,
because they do not describe a universe in which we could live. This makes
the issue of fine-tuning less problematic. Inflation in the KKLMMT model and
its generalizations were studied by many authors; see Chap. 4 in this volume
and references therein.

Can we avoid fine-tuning altogether? One of the possible ideas is to find
theories with some kind of shift symmetry. Another possibility is to con-
struct something like D-term inflation, where the flatness of the potential is
not spoiled by the term eK . Both of these ideas were combined together in
Ref. [133] based on the model of D3/D7 inflation in string theory [134]. In
this model the Kähler potential is given by

K = −3 log(ρ+ ρ̄) − 1
2
(φ− φ̄)2 , (1.36)

and the superpotential depends only on ρ. The role of the inflaton field is
played by the field s = Reφ, which represents the distance between the D3
and D7 branes. The shift symmetry s→ s+ c in this model is related to the
requirement of unbroken supersymmetry of branes in a BPS state.

The effective potential with respect to the field ρ in this model coincides
with the KKLT potential [120, 121]. The potential is exactly flat in the direc-
tion of the inflaton field s, until one adds a hypermultiplet of other fields φ±,
which break this flatness due to quantum corrections and produce a logarith-
mic potential for the field s. The resulting potential with respect to the fields
s and φ± is very similar to the potential of D-term hybrid inflation [111].

During inflation, φ± = 0, and the field s slowly rolls down to its smaller
values. When it becomes sufficiently small, the theory becomes unstable with
respect to the generation of the field φ+, see Fig. 1.8. The fields s and φ+ roll
down to the KKLT minimum, and inflation ends. For the latest developments
in D3/D7 inflation see [135, 136].

All inflationary models discussed above were formulated in the context
of Type IIB string theory with the KKLT stabilization. A discussion of the
possibility to obtain inflation in the heterotic string theory with stable com-
pactification can be found in [137, 138].

Finally, we should mention that making the effective potential flat is not
the only way to achieve inflation. There are some models with nontrivial
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Fig. 1.8. The inflationary potential as a function of the inflaton field s and Reφ+.
In the beginning, the field s rolls along the valley φ+ = 0, and then it falls down to
the KKLT minimum

kinetic terms where inflation may occur even without any potential [139].
One may also consider models with steep potentials but with anomalously
large kinetic terms for the scalar fields see e.g. [140]. In application to string
theory, such models, called “DBI inflation,” were developed in [141].

In contrast to the moduli inflation, none of the existing versions of the
brane inflation allow the slow-roll eternal inflation [142].

1.12 Scale of Inflation, the Gravitino Mass,
and the Amplitude of the Gravitational Waves

So far, we did not discuss the relation of the new class of models with particle
phenomenology. This relation is rather unexpected and may impose strong
constraints on particle phenomenology and on inflationary models: In the
simplest models based on the KKLT mechanism the Hubble constant H and
the inflaton mass mφ are smaller than the gravitino mass [143],

mφ � H � m3/2 . (1.37)

The reason for the constraint H � m3/2 is that the height of the barrier
stabilizing the KKLT minimum is O(m2

3/2). Adding a large vacuum energy
density to the KKLT potential, which is required for inflation, may destabilize
it, see Fig. 1.9. The constraint mφ � H is a consequence of the slow-roll
conditions.
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Fig. 1.9. The lowest curve with dS minimum is the one from the KKLT model. The
height of the barrier in this potential is of the order m2

3/2. The second line shows the
σ-dependence of the inflaton potential. When one adds it to the theory, it always
appears divided by σn, where in the simplest cases n = 2 or 3. Therefore an addition
of the inflationary potential lifts up the potential at small σ. The top curve shows
that when the inflation potential becomes too large, the barrier disappears, and the
internal space decompactifies. This explains the origin of the constraint H � m3/2

Therefore if one believes in the standard SUSY phenomenology with
m3/2 � O(1) TeV, one should find a realistic particle physics model where
inflation occurs at a density at least 30 orders of magnitude below the Planck
energy density. Such models are possible, but their parameters should be sub-
stantially different from the parameters used in all presently existing models
of string theory inflation.

An interesting observational consequence of this result is that the ampli-
tude of the gravitational waves in all string inflation models of this type should
be extremely small. Indeed, according to (1.21), one has r ≈ 3 × 107 V ≈
108 H2, which implies that

r � 108 m2
3/2 , (1.38)

in Planck units. In particular, for m3/2 � 1 TeV ∼ 4 × 10−16 Mp, which is in
the range most often discussed by SUSY phenomenology, one has [144]

r � 10−24 . (1.39)

If CMB experiments find that r � 10−2, then this will imply, in the class of
theories described above, that

m3/2 � 10−5 Mp ∼ 2.4 × 1013 GeV , (1.40)

which is 10 orders of magnitude greater than the standard gravitino mass
range discussed by particle phenomenologists.
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There are several different ways to address this problem. First of all, one
may try to construct realistic particle physics models with superheavy grav-
itinos [145, 146].

Another possibility is to consider models with the racetrack superpotential
containing at least two exponents (1.34) and find parameters such that the
supersymmetric minimum of the potential even before the uplifting occurs at
zero energy density [143], which would mean m3/2 = 0, see Fig. 1.10. Then,
by a slight change of parameters one can get the gravitino mass squared much
smaller than the height of the barrier, which removes the constraintH � m3/2.

Note, however, that in order to have H2 ∼ V ∼ 10−10 with m3/2 � 1
TeV ∼ 4 × 10−16 Mp in the model of [143] one would need to fine-tune the
parameters of the theory with an incredible precision. This observation further
strengthens the results of [147, 148], which imply that the tensor perturbations
produced in all known versions of string theory inflation are undetectably
small.

One could argue that since the existing versions of string theory inflation
predict tensor modes with an extremely small amplitude, there is no sense to
even try to detect them. From our perspective, however, the attitude should
be opposite. There is a class of inflationary models that predict r in the range
from 0.3 to 10−2, see Sect. 1.7, so it makes a lot of sense to test this range of
r even though the corresponding models have not been constructed as yet in
the context of string theory.
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Fig. 1.10. The potential in the theory (1.34) for A = 1, B = −5, a = 2π/100, b =
2π/50, W0 = −0.05. A Minkowski minimum at V = 0 stabilizes the volume at
σ0 ≈ 37. The height of the barrier in this model is not correlated with the gravitino
mass, which vanishes if the system is trapped in Minkowski vacuum. Therefore, in
this model one can avoid the constraint H � m3/2 [143]
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If the tensor modes is found, the resulting situation will be similar to the
situation with the discovery of the acceleration of the universe. This discovery
initially puzzled string theorists, since none of the versions of string theory
which existed 5 years ago could describe an accelerating universe in a stable
vacuum state with a positive energy density. Eventually this problem was
resolved with the development of the KKLT construction.

A possible discovery of tensor modes could lead to another constructive
crisis since it may rule out many existing versions of string inflation and string
phenomenology, and it may imply that the gravitino must be superheavy.
Thus, investigation of gravitational waves produced during inflation may serve
as a unique source of information about string theory and fundamental physics
in general [144].

1.13 Initial Conditions for the Low-Scale Inflation
and Topology of the Universe

One of the advantages of the simplest versions of the chaotic inflation scenario
is that inflation may begin in the universe immediately after its creation at
the largest possible energy density M4

Pl, of a smallest possible size (Planck
length), with the smallest possible mass M ∼ MPl and with the smallest
possible entropy S = O(1). This provides a true solution to the flatness,
horizon, homogeneity, mass and entropy problems [14].

Meanwhile, in the new inflation scenario (more accurately, in the hilltop
version of the chaotic inflation scenario), inflation occurs on the mass scale 3
orders of magnitude below MPl, when the total size of the universe was very
large. If, for example, the universe is closed, its total mass at the beginning
of new inflation must be greater than 106MPl, and its total entropy must
be greater than 109. In other words, in order to explain why the entropy
of the universe at present is greater than 1087 one should assume that it
was extremely large from the very beginning. Then it becomes difficult to
understand why such a large universe was homogeneous. This does not look
like a real solution of the problem of initial conditions.

Thus one may wonder whether it possible to solve the problem of initial
conditions for the low-scale inflation? The answer to this question is positive
though perhaps somewhat unexpected: the simplest way to solve the problem
of initial conditions for the low-scale inflation is to consider a compact flat
or open universe with nontrivial topology (usual flat or open universes are
infinite). The universe may initially look like a nearly homogeneous torus of
a Planckian size containing just one or two photons or gravitons. It can be
shown that such a universe continues expanding and remains homogeneous
until the onset of inflation, even if inflation occurs only on a very low energy
scale [149, 150, 151, 152, 153].

Consider, e.g. a flat compact universe having the topology of a torus, S3
1 ,

ds2 = dt2 − a2i (t) dx2
i (1.41)
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with identification xi + 1 = xi for each of the three dimensions. Suppose for
simplicity that a1 = a2 = a3 = a(t). In this case the curvature of the universe
and the Einstein equations written in terms of a(t) will be the same as in
the infinite flat Friedmann universe with metric ds2 = dt2 − a2(t) dx2. In our
notation, the scale factor a(t) is equal to the size of the universe in Planck
units M−1

p = 1.
Let us assume, that at the Planck time tp ∼ M−1

Pl = 1 the universe was
radiation dominated, V � T 4 = O(1). Let us also assume that at the Planck
time the total size of the box was Planckian, a(tp) = O(1). In such case,
the whole universe initially contained only O(1) relativistic particles such as
photons or gravitons, so that the total entropy of the whole universe was O(1).

The size of the universe dominated by relativistic particles was growing
as a(t) ∼ √

t, whereas the mean free path of the gravitons was growing as
H−1 ∼ t. If the initial size of the universe was O(1), then at the time t � 1
each particle (or a gravitational perturbation of the metric) within one cos-
mological time would run all over the torus many times, appearing in all of
its parts with nearly equal probability. This effect, called “chaotic mixing,”
should lead to a rapid homogenization of the universe [150, 151]. Note, that to
achieve a modest degree of homogeneity required for inflation to start when
the density of ordinary matter drops down, we do not even need chaotic mix-
ing. Indeed, density perturbations do not grow in a universe dominated by
ultrarelativistic particles if the size of the universe is smaller than H−1. This
is exactly what happens in our model. Therefore the universe should remain
relatively homogeneous until the thermal energy density drops below V and
inflation begins. And once it happens, the universe rapidly becomes very ho-
mogeneous.

Thus we see that in this scenario, just as in the simplest chaotic inflation
scenario, inflation begins if we had a sufficiently homogeneous domain of the
smallest possible size (Planck scale), with the smallest possible mass (Planck
mass), and with the total entropy O(1). The only additional requirement is
that this domain should have identified sides, in order to make a flat or open
universe compact. We see no reason to expect that the probability of formation
of such domains is strongly suppressed.

One can come to a similar conclusion from a completely different point
of view. The investigation of the quantum creation of a closed or an infinite
open inflationary universe with V � 1 shows that this process is forbidden
at the classical level, and therefore it occurs only due to tunneling. As a
result, the probability of this process is exponentially suppressed [17, 18, 20].
Meanwhile, creation of the flat or open universe is possible without any need
for the tunneling, and therefore there is no exponential suppression for the
probability of quantum creation of a topologically nontrivial compact flat or
open inflationary universe [149, 152, 153].

These results suggest that if inflation can occur only much below the
Planck density, then the compact topologically nontrivial flat or open uni-
verses should be much more probable than the standard Friedmann universes
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described in every textbook on cosmology. This possibility is quite natural in
the context of string theory, where all internal dimensions are supposed to
be compact. Note, however, that if the stage of inflation is sufficiently long,
it should make the observable part of the universe so large that its topology
does not affect observational data.

The problem of initial conditions in string cosmology has several other
interesting features. The most important one is the existence of an enormously
large number of metastable de Sitter vacuum states, which makes the stage of
exponential expansion of the universe almost inevitable. We will discuss this
issue in the next section.

1.14 Inflationary Multiverse, String Theory Landscape
and the Anthropic Principle

For many decades, people have tried to explain strange correlations between
the properties of our universe, the masses of elementary particles, their cou-
pling constants, and the fact of our existence. We know that we could not
live in a five-dimensional universe, or in a universe where the electromagnetic
coupling constant, or the masses of electrons and protons would be just a few
times greater or smaller than their present values. These and other similar
observations have formed the basis for the anthropic principle. However, for
a long time many scientists believed that the universe was given to us as a
single copy, and therefore speculations about these magic coincidences could
not have any scientific meaning. Moreover, it would require a wild stretch of
imagination and a certain degree of arrogance to assume that somebody was
creating one universe after another, changing their parameters and fine-tuning
their design, doing all of that for the sole purpose of making the universe suit-
able for our existence.

The situation changed dramatically with the invention of inflationary cos-
mology. It was realized that inflation may divide our universe into many expo-
nentially large domains corresponding to different metastable vacuum states,
forming a huge inflationary multiverse [52, 54, 154]. The total number of such
vacuum states in string theory can be enormously large, in the range of 10100

or 101000 [120, 155, 156, 157]. A combination of these two facts gave rise to
what the experts in inflation call “the inflationary multiverse,” [14, 55, 158]
and string theorists call “the string theory landscape” [159].

This leads to an interesting twist in the theory of initial conditions. Let us
assume first that we live in one of the many metastable de Sitter minima, say,
dSi. Eventually this dS state decays, and each of the points belonging to this
initial state jumps to another vacuum state, which may have either a smaller
vacuum energy, or a greater vacuum energy (transitions of the second type
are possible because of the gravitational effects). But if the decay probability
is not too large, then the total volume of the universe remaining in the state
dSi continues growing exponentially [9]. This is eternal inflation of the old
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inflation type. If the bubbles of the new phase correspond to another de Sitter
space, dSj , then some parts of the space dSj may jump back to the state dSi.
On the other hand, if the tunneling goes to a Minkowski vacuum, such as
the uncompactified 10-dimensional vacuum corresponding to the state with
σ → ∞ in Fig. 1.6, the subsequent jumps to dS states no longer occur.
Similarly, if the tunneling goes to the state with a negative vacuum energy,
such as the AdS vacuum in Fig. 1.10, the interior of the bubble of the new
vacuum rapidly collapses. Minkowski and AdS vacua of such type are called
terminal vacua, or sinks.

If initial conditions in a certain part of the universe are such that it goes
directly to the sink, without an intermediate stage of inflation, then it will
never return back, we will be unable to live there; so for all practical pur-
poses such initial conditions (or such parts of the universe) can be discarded
(ignoring for the moment the possibility of the resurrection of the universe
after the collapse). On the other hand, if some other part of the universe goes
to one of the dS states, the process of eternal inflation begins, which even-
tually produces an inflationary multiverse consisting of all possible dS states.
This suggests that all initial conditions that allow life as we know it to exist,
inevitably lead to formation of an eternal inflationary multiverse.

This scenario assumes that the vacuum transitions may bring us from
any part of the string theory landscape to any other part. Here we should
note that the theory of such transitions accompanied by the change of fluxes
was developed for the case where dS states are not stabilized [156, 160]. A
generalization of this theory for the string landscape scenario based on the
KKLT mechanism of vacuum stabilization is rather nontrivial. As of now, the
theory of such transitions was fully developed only for the transitions where
the scalar fields change but the fluxes remain unchanged [161]. It might happen
that the landscape is divided into separate totally disconnected islands, but
this does not seem likely [162]. Even if the landscape is not fully transversable,
one may probe all parts of the inflationary multiverse by considering the
wave function of the universe corresponding to the possibility of its quantum
creation in the states with different values of fluxes [163, 164].

The string theory landscape describes an incredibly large set of discrete
parameters. However, the theory of inflationary multiverse goes even further.
Some of the features of our world are determined not by the final values of the
fields in the minima of their potential in the landscape, but by the dynamical,
time-dependent values, which these fields were taking at different stages of
the evolution of the inflationary universe. This introduces a large set of con-
tinuous parameters, which may take different values in different parts of the
universe. For example, in the theory of dark energy, inflationary fluctuations
may divide the universe into exponentially large parts with the effective value
of the cosmological constant taking a continuous range of values [109]. In such
models, the effective cosmological constant Λ becomes a continuous parame-
ter. Similarly, inflationary fluctuations of the axion field make the density of
dark matter a continuous parameter, which takes different values in different
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parts of the universe [165, 166]. Another example of a continuous parameter
is the baryon asymmetry nb/nγ , which can take different values in different
parts of the universe in the Affleck–Dine scenario of baryogenesis [167, 168].

This means that the same physical theory may yield exponentially large
parts of the universe that have diverse properties. This provided the first
scientific justification of the anthropic principle: We find ourselves inside a
part of the universe with our kind of physical laws not because the parts
with different properties are impossible or improbable, but simply because we
cannot live there [52, 154].

This fact can help us understand many otherwise mysterious features of
our world. The simplest example concerns the dimensionality of our universe.
String theorists usually assume that the universe is 10- or 11-dimensional, so
why do we live in the universe where only 4 dimensions of space–time are large?
There have been many attempts to address this question, but no convincing
answer has been found. This question became even more urgent after the
development of the KKLT construction. Now we know that all de Sitter states,
including the state in which we live now, are either unstable or metastable.
They tend to decay by producing bubbles of a collapsing space, or of a 10-
dimensional Minkowski space. So what is wrong about the 10-dimensional
universe if it is so naturally appears in string theory?

The answer to this question was given in 1917 by Paul Ehrenfest [169]:
in space–time with dimensionality d > 4, gravitational forces between distant
bodies fall off faster than r−2, and in space–time with d < 4, the general theory
of relativity tells us that such forces are absent altogether. This rules out the
existence of stable planetary systems for d �= 4. A similar conclusion is valid
for atoms: stable atomic systems could not exist for d > 4. This means that
we do not need to prove that the four-dimensional space–time is a necessary
outcome of string cosmology (in fact, it does not seem to be the case). Instead
of that, we only need to make sure that the four-dimensional space–time is
possible.

Anthropic considerations may help us to understand why the amount of
dark matter is approximately five times greater than the amount of normal
matter [165, 166] and why the baryon asymmetry is so small, nb/nγ ∼ 10−10

[168]. But perhaps the most famous example of this type is related to the
cosmological constant problem.

Naively, one could expect the vacuum energy to be equal to the Planck
density, ρΛ ∼ 1, whereas the recent observational data show that ρΛ ∼ 10−120,
in Planck units, which is approximately three times greater than the density
of other matter in the universe. Why is it so small but nonzero? Why ρΛ
constitutes is about three times greater than the density of other types of
matter in the universe now? Note that long ago the density of matter was
much greater than ρΛ, and in the future it will be much smaller.

The first anthropic solution to the cosmological constant problem in the
context of inflationary cosmology was proposed in 1984 [163]. The basic as-
sumption was that the vacuum energy density is a sum of the scalar field
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potential V (φ) and the energy of fluxes V (F ). According to [17], quantum
creation of the universe is not suppressed if the universe is created at the
Planck energy density, V (φ) + V (F ) = O(1), in Planck units. Eventually the
field φ rolls to its minimum at some value φ0, and the vacuum energy becomes
Λ = V (φ0)+V (F ). Since initially V (φ) and V (F ) could take any values with
nearly equal probability, under the condition V (φ) + V (F ) = O(1), we get
a flat probability distribution to find a universe with a given value of the
cosmological constant after inflation, Λ = V (φ0)+V (F ), for Λ � 1. The flat-
ness of this probability distribution is crucial, because it allows us to study
the probability of emergence of life for different Λ. Finally, it was argued in
[163] that life as we know it is possible only for |Λ| � ρ0, where ρ0 ∼ 10−120

is the present energy density of the universe. This fact, in combination with
inflation, which makes such universes exponentially large, provided a possible
solution of the cosmological constant problem.

Shortly after that, several other anthropic solutions to the cosmological
constant problem were proposed [170]. All of them were based on the as-
sumption that life as we know it is possible only for −ρ0 � ρΛ � ρ0. This
bound seemed almost self-evident to many of us at that time, and therefore in
[163, 170] we concentrated on the development of the theoretical framework
where the anthropic arguments could be applied to the cosmological constant.

The fact that ρΛ could not be much smaller than −ρ0 was indeed quite
obvious, since such a universe would rapidly collapse. However, the origin of
the constraint ρΛ � ρ0 was much less trivial. The first attempt to justify
it was made in 1987 in the famous paper by Weinberg [171], but the con-
straint obtained there allowed the cosmological constant to be three orders of
magnitude greater than its present value.

Since that time, the anthropic approach to the cosmological constant prob-
lem developed in two different directions. First of all, it became possible, under
certain assumptions, to significantly strengthen the constraint on the positive
cosmological constant, see e.g. [172, 173, 174, 175]. The final result of these
investigations, |Λ| � O(10) ρ0 ∼ 10−119, is very similar to the bound used
in [163].

Simultaneously, new models have been developed which may allow us to
put an anthropic approach to the cosmological constant problem on a firm
ground. In particular, the existence of a huge number of vacuum states in
string theory implies that in different parts of our universe, or in its different
quantum states, the cosmological constant may take all of its possible values,
from −1 to +1, with an increment which may be as small as 10−1000. If the
prior probability to be in each of these vacua does not depend strongly on Λ,
one can justify the anthropic bound on Λ using the methods of [172, 173, 174,
175, 176].

However, the issue of probabilities in eternal inflation is very delicate, so
one should approach anthropic arguments with some care. For example, one
may try to calculate the probability to be born in a part of the universe with
given properties at a given point. One can do this using comoving coordinates,
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which are not expanding during inflation [162, 177, 178, 179, 180, 181].
However, it is not obvious whether the calculation of the probabilities of phys-
ical processes at a given point, ignoring the expansion of the universe, should
be used in anthropic considerations. Most of the physical entities which could
be associated with “points” did not even exist before the beginning of infla-
tion: protons did not exist, photons did not exist, galaxies did not exist. They
appeared only after inflation, and their total number, and the total number
of observers, is proportional to the growth of volume during inflation.

This leads to the volume-weighted [55, 182, 183, 184], or pocket-weighted
[184, 185, 186] probability measures [187]. The main problem with this ap-
proach is the embarrassment of riches: the total volume of the universe oc-
cupied by any particular vacuum state, integrated over the indefinitely long
history of the eternally inflating universe, is infinitely large. Thus we need to
compare infinities, which is a very ambiguous task, with the answer depending
on the choice of the cut-off procedure.

The volume-weighted probability measure proposed in [55] is based on the
calculation of the ratio of the volumes of the parts of the universe with different
properties. This is possible because if we wait long enough, eternal inflation
approaches a stationary regime. Different parts of the universe expand and
transform to each other. As a result, the total volumes of all parts of the
universe of each particular type grow at the same rate, and the ratio of their
volumes becomes time-independent [55].

This method is very good for describing the map of the inflationary mul-
tiverse, but in order to use it in anthropic considerations one should make
some additional steps. According to [182], instead of calculating the ratio of
volumes in different vacuum states at different densities and temperatures,
we should calculate the total volume of new parts of the universe where life
becomes possible. This ratio is related to the incoming probability current
through the hypersurface of the end of inflation, or the hypersurface of a fixed
density or temperature. If one uses the probability measure of [55] for an-
thropic considerations (which was not proposed in [55]), one may encounter
the so-called youngness paradox [188, 189]. If one uses the prescription of
[182], this paradox does not appear [21].

The results of the calculations by this method are very sensitive to the
choice of the time parametrization [182, 21]. However, a recent investigation
of this issue indicates that it may be possible to resolve this problem [190]. The
main idea is that the parts of the universe with different properties approach
the stationary regime of eternal inflation at different times. This fact was
not taken into account in our earlier papers [55, 182]; the calculations of the
probabilities started everywhere at the same time, even if the corresponding
parts of the universe did not yet approach the stationary regime. If we start
comparing the volumes of different part of the universe not at the same time
after the beginning of inflation, but at the same time since the beginning of the
stationarity regime, the dependence on the time parametrization disappears,
at least in the simple cases where we could verify this property [190].
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As we already mentioned, there are many other proposals for the
calculations of probabilities in an inflationary multiverse, see e.g. [184, 186].
The results of some of these methods are not sensitive to the choice of time
parametrization, but they do depend on the choice of the cut-off. A detailed
discussion of this series of proposals can be found in [185, 191] and in Chap. 5
in this volume.

While discussing all of these approaches one should keep in mind yet
another possibility: it is quite possible that it does not make much sense
to compare infinities and talk about the probability of events that already
happened. Instead of doing it, one should simply study our part of the uni-
verse, take these data as an initial input for all subsequent calculations, and
study conditional probabilities for the quantities which we did not mea-
sure yet [21]. This is a standard approach used by experimentalists who
continuously re-evaluate the probability of various outcomes of their fu-
ture experiments on the basis of other experimental data. The non-standard
part is that we should be allowed to use all of our observations, includ-
ing our knowledge of our own properties, for the calculation of conditional
probabilities.

Let us apply this limited approach to the cosmological constant problem.
Twenty years ago, we already knew that our life is carbon-based, and that
the amplitude of density perturbations required for the formation of galaxies
was about 10−5. We did not know yet what was the vacuum energy, and the
prevailing idea was that we did not have much choice anyway. But with the
discovery of inflation, we learned that the universe could be created differently,
with different values of the cosmological constant in each of its parts created
by eternal inflation. This allowed us to propose several different anthropic so-
lutions to the cosmological constant problem based on the assumption that,
for the given value of the amplitude of density perturbations and other already
measured parameters, we cannot live in a universe with |Λ| � 10−120. If ob-
servations would show that the cosmological constant were a million times
smaller than the anthropic bound, then we would be surprised, and a theoret-
ical explanation of this anomaly would be in order. As of now, the small value
of the cosmological constant does not look too surprising, so for a while we
can concentrate on solving many other problems which cannot be addressed
by anthropic considerations.

Within this approach, one should not vary the constants of nature that
were already known at the time when the predictions were made. In doing
so, one faces the risk of repeating the old argument that the bomb does not
hit the same spot twice: it is correct only until the first hit, after which the
probabilities should be re-evaluated. Similarly, one should not omit the word
“anthropic” from the “anthropic principle” and should not replace the inves-
tigation of the probability of our life with the study of life in general: we are
trying to explain our observations rather than the possible observations made
by some abstract information-processing devices. This can help us to avoid
some paradoxes recently discussed in the literature [192, 193, 194].
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From this discussion it should be clear that we do not really know yet
which of the recently developed approaches to the theory of the inflationary
multiverse is going to be more fruitful, and how far we will be able to go in
this direction. One way or another, it would be very difficult to forget about
what we have just learned and return to our search for the theory which
unambiguously explains all parameters of our world. Now we know that some
features of our part of the universe may have an unambiguous explanation,
whereas some others can be purely environmental and closely correlated with
our own existence.

When the inflationary theory was first proposed, its main goal was to
address many problems which at that time could seem rather metaphysical:
why is our universe so big? Why is it so uniform? Why parallel lines do not
intersect? It took some time before we got used to the idea that the large
size, flatness and uniformity of the universe should not be dismissed as trivial
facts of life. Instead of that, they should be considered as observational data
requiring an explanation.

Similarly, the existence of an amazingly strong correlation between our own
properties and the values of many parameters of our world, such as the masses
and charges of the electron and the proton, the value of the gravitational
constant, the amplitude of spontaneous symmetry breaking in the electroweak
theory, the value of the vacuum energy, and the dimensionality of our world,
is an experimental fact requiring an explanation. A combination of the theory
of inflationary multiverse and the string theory landscape provide us with a
unique framework where this explanation can possibly be found.

1.15 Conclusions

Twenty five years ago, the inflationary theory looked like an exotic product of
vivid scientific imagination. Some of us believed that it possessed such a great
explanatory potential that it had to be correct; some others thought that it
was too good to be true. Not many expected that it would be possible to
verify any of its predictions in our lifetime. Thanks to the enthusiastic work
of many scientists, the inflationary theory is gradually becoming a widely
accepted cosmological paradigm, with many of its predictions being confirmed
by observational data.

However, while the basic principles of inflationary cosmology are rather
well established, many of its details keep changing with each new change of
the theory of all fundamental interactions. The investigation of the inflation-
ary multiverse and the string theory landscape force us to think about prob-
lems which sometimes go beyond the well established boundaries of physics.
This makes our life difficult, sometimes quite frustrating, but also very in-
teresting, which is perhaps the best thing that one could expect from the
branch of science we have been trying to develop during the last quarter of a
century.
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Abstract. I will discuss what happens at the end point of inflation. The list of
topics includes:

Preheating after inflation treated with the quantum field theory (QFT)
Recent developments in the theory of preheating
Reheating after string theory inflation, treated with the string theory
Potential observables which may be associated with (p)reheating, which are mod-

ulated cosmological fluctuations generated from preheating
Generation of gravitational waves after preheating

2.1 Generalities: Reheating the Universe

According to the inflationary scenario, the universe at early times expands
quasi-exponentially in a vacuum-like state without entropy or particles.

A simple and natural realization of the vacuum-like equation of state is
naturally achievable with the homogeneous scalar field φ(t) minimally coupled
to gravity. Indeed, the energy-momentum tensor T μν = φμφν−δμν

(
1
2φ

σφσ − V )
of a classical moving homogeneous scalar field in the potential V (φ) is simply
T μν = diag(ε,−p,−p,−p), where the pressure and energy are given by

p =
1
2
φ̇2 − V , ε =

1
2
φ̇2 + V . (2.1)

When the potential energy dominates the kinetic energy, we have inflation
with p ≈ −ε. Beginning with this simple idea, the complicated +25 years
history of inflation has been about the microscopic nature of φ and the origin
of its potential V (φ). In Fig. 2.1, I draw a chronologically ordered broad brush
sketch of inflationary models for V (φ).

The theory of inflation is accompanied by the theory of the origin of par-
ticles after inflation. The details of this theory can depend on the particular
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Fig. 2.1. Models of inflation

model of inflation. We will review the “particlegenesis” after inflation, in par-
allel with the structure of Fig. 2.1.

In the old big bang picture where the universe starts from a singularity,
it was assumed that the very hot matter from the very beginning was in a
state of thermal equilibrium, with the temperature gradually decreasing as
the universe expands. The very early versions of inflation were embedded
in the big bang picture and invoked supercooling of matter which reheats
once again after inflation ends. Therefore the theory of particle creation and
thermalization after inflation was dubbed as “reheating” after inflation – an
anachronism of +25 years of history. In the modern version of inflation it
is not necessary to postulate the hot pre-inflationary stage (although what
comes “before” inflation is still not well understood).

Let us return to (2.1). During inflation, all the energy is contained in a
classical, slowly moving inflaton field φ. Eventually the inflaton field decays
and transfers all its energy to relativistic particles, to start the thermal history
of the hot Friedmann universe.

The QFT of (p)reheating, i.e., the theory of particle creation from the
inflaton field in an expanding universe, is a process in which quantum effects
are not small, but rather generate a spectacular process where all the parti-
cles of the universe are created from the rolling classical inflaton. The theory
of particle creation and the subsequent thermalization after inflation has a
record of theoretical developments within QFT. The four-dimensional QFT
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Lagrangian L(φ, χ, ψ,Ai, hik, ...) contains the inflaton part and other fields
which give subdominant contributions to gravity. Due to the interactions of
other fields with the inflaton in L, the inflaton field decays and transfers all
of its energy to relativistic particles. If the creation of particles is sufficiently
slow (for instance, if the inflaton is coupled only gravitationally to the mat-
ter fields), the decay products simultaneously interact with each other and
come to a state of thermal equilibrium at the reheating temperature Tr. This
temperature will be the largest one in the formula for the temperature in an
expanding universe

T =
1.55

g
1/4
∗

Mev√
t (s)

, (2.2)

where g∗ is the number of effective degrees of freedom. This gradual reheating
can be treated within the framework of perturbative theory of particle cre-
ation and thermalization [1, 2, 3]. However, generically, particle production
from the inflaton occurs in the non-perturbative regime. In chaotic inflation-
ary models, soon after the end of inflation the almost homogeneous inflaton
field φ(t) coherently oscillates with a very large amplitude of the order of the
Planck mass Mp around the minimum of its potential. The particle produc-
tion from a coherently oscillating inflaton occurs in the regime of parametric
excitation [4, 5, 6]. This picture, with variation in its details, is extended to
other inflationary models. For instance, in hybrid inflation (including D-term
inflation), inflaton decay proceeds via a tachyonic instability of the inhomo-
geneous modes which accompany the symmetry breaking [7, 8]. A similar
effect combined with parametric resonance is observed in the new inflationary
scenario [9]. One consistent feature of preheating – non-perturbative copious
particle production immediately after inflation – is that the process occurs far
away from thermal equilibrium.

The transition from this stage to thermal equilibrium occurs in a few dis-
tinct stages, each one lasting much longer than the previous one. First there
is the rapid preheating phase, followed by the onset of turbulent interactions
between the different modes. Our understanding of this stage comes from lat-
tice numerical simulations [10, 11] as well as from different theoretical tech-
niques [12]. For a wide range of models, the dynamics of scalar field turbulence
is largely independent of the details of inflation and preheating [13]. Finally
comes thermalization, ending with equilibrium. In general, the equation of
state of the universe is that of matter when it is dominated by the coherent
oscillations of the inflaton field, but changes when the inflaton decays into
radiation-dominated plasma [14].

Recent developments took place in string theory inflation, although the
theory is still in its early stages, and it has to address the issue of the end
point of inflation, i.e., (p)reheating immediately after inflation. As for QFT
reheating, string theory reheating must be compatible with our thermal his-
tory. Yet, we are especially interested in the specific string theory effects during
reheating.
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Sooner or later in an expanding universe the stage of (p)reheating dynam-
ically evolves into the stage of thermal equilibrium of particles, where a lot
of information about the initial state will be lost. What is then an output
of (p)reheating for cosmology? It is important to figure out the character of
particlegenesis and thermalization in a specific model of inflation (say from
Fig. 2.1) and reheat temperature Tr. Short out-of-equilibrium stages in the
thermal history of the universe are responsible for the variety of observable
forms of matter in the universe. The strong out-of-equilibrium character of
preheating opens the possibility for crucial phenomena associated with non-
equilibrium physics, including cosmological baryo/leptogenesis phase transi-
tions, non-thermal production of heavy particles, etc. We need to know the
evolution of the EOS w(t) to find the connection N–log k between the number
of e-folds N of inflation and the wavelength of cosmological fluctuations. The
most interesting output of preheating will be its potential observables, like
gravitational waves, and modulated cosmological fluctuations.

In the rest of this chapter I briefly review the basics and new developments
in the theory of different types of preheating and reheating, and in the light of
our current understanding, discuss the outputs of (p)reheating for cosmology.

2.2 Pair Creation by an Electric Field

Before we turn to the theory of particle creation by an oscillating inflaton, it is
instructive to consider a simple prototype problem: particle creation in scalar
electrodynamics (see also J. Martin’s contribution in the present volume).
Suppose E is the strength of the constant electric field aligned with the z-
direction. Let Aμ be the four-potential of the external classical EM field, and
χ be a quantum field describing massless scalar particles (of the charge e)
described by the equation of motion

DμD
μχ = 0 , (2.3)

where Dμ = ∂μ − ieAμ.
Next we have to choose a gauge for Aμ. It is convenient to deal with a

time-dependent problem of particle creation. We can put Aμ = (0, 0, 0,−Et)
Then the time-dependent part of the eigenmodesXk(t)eik·x obey the equation

d2Xk
dτ2

+
(
κ2 + τ2

)
Xk = 0 , (2.4)

where we introduced the dimensionless time τ = eEt and momentum κ =
k/eE. The initial condition for (2.4) shall correspond to the positive frequency
vacuum fluctuation Xk(t) = 1√

2k
eiκτ . Then, (2.4) can be interpreted as the

scattering of an incoming wave on an inverse parabolic potential. Far away
from the apex of the potential at τ = 0 where Aμ crosses zero, the solution
can be written in the WKB form
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Xk(t) =
αk(t)√

2k
e−ikt +

βk(t)√
2k

e+ikt , (2.5)

Initially βk = 0, αk = 1. After scattering, βk is no longer vanishing, and this
corresponds to nk = |βk|2 created particles. The analytic solution of (2.4)
with the asymptotic form (2.5) is well known and gives

nk = exp
(
−πk

2

eE

)
. (2.6)

This formula is a variance of the celebrated Schwinger formula for the
rate of electron–positron pair creation by a constant electric field. This scalar
ED example teaches us several lessons which we shall keep in mind. Despite
the constancy of the external electric field, the problem of pair creation can
be written as a time-dependent problem. The instant of particles creation is
associated with the time when Aμ crosses zero. Of course, the final answer
(2.6) does not depend on this moment. Pair creation is a non-perturbative
effect. The answer (2.6) is a non-analytic function of the coupling eE. As we
will see very similar physics will take place in the process of pair creation by
an oscillating inflaton field.

2.3 Linear Resonant Preheating

Consider simple chaotic inflation with the potential V (φ) = m2

2 φ
2. Soon after

the end of inflation, the almost homogeneous inflaton field φ(t) coherently
oscillates as φ(t) ≈ Φ(t) sin (mφt), with a very large initial amplitude of the
order of the Planck mass 
 0.1MPl, Φ(t) = MPl√

3π
· 1
mφt

. One can take as a toy
model to describe the interaction between inflatons and radiation, i.e., other
massless Bose particles χ, the Lagrangian L = − 1

2g
2φ2χ2. QFT of particle

creation can then be constructed in the following way. Consider the Heisen-
berg representation of the quantum scalar field χ̂, with the eigenfunctions
χk(t) e−ik·x where k is a comoving momentum. The temporal part of the
eigenfunction obeys the equation

χ̈k + 3
ȧ

a
χ̇k +

(
k2

a2
+ g2φ2

)
χk = 0 , (2.7)

with the vacuum-like initial condition χk 
 e−ikt√
2k

in the far past. Let us seek
solutions for (2.7) in the adiabatic WKB approximation form

a3/2χk(t) ≡ Xk(t) =
αk(t)√

2ω
e−i

∫ t ωdt +
βk(t)√

2ω
e+i

∫ t ωdt , (2.8)

where the time-dependent frequency is ω2
k(t) = k2

a2 + g2φ2 (neglecting small
corrections ∼ H2, Ḣ); initially βk(t) = 0. The goal is to calculate particle
occupation number nk = |βk|2.
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Equation (2.7) describes a parametric oscillator in an expanding uni-
verse. Introduce the new time variable z = mt and the essential dimension-
less coupling parameter q = g2Φ2

4m2 . Since m
MPl


 10−6, it is expected that
q 
 1010g2 � 1, so the parametric resonance is broad. For large values of
q, the eigenfunction χk(t) is changing adiabatically between the moments tj ,
j = 1, 2, 3, · · · , where the inflaton field is equal to zero φ(tj) = 0. The non-
adiabatic changes of χk(t) occur only in the vicinity of tj . Therefore, the semi-
classical solution (2.8) is valid everywhere but around tj . Thus the zeroes of the
inflaton oscillations play a crucial role, very similar to the zeroes of Aμ in the
scalar ED example of the previous section. Let the wave χk(t) have the form
of the WKB solution with the pair of coefficients (αjk, β

j
k) before scattering at

the point tj ; and the pair (αj+1
k , βj+1

k ) after scattering at tj . The interaction
term around all the points tj is parabolic g2φ2(t) ≈ g2Φ2m2(t − tj)2, and
the eigenmode equation around the zero point is reduced to (2.4) of the previ-
ous section. Therefore, the outgoing amplitudes (αj+1

k , βj+1
k ) can be expressed

through the incoming amplitudes (αjk, β
j
k) with the help of the well-known re-

flection and transmission amplitudes for scattering from a parabolic potential
at tj. The net result in terms of number of χ-particles nj+1

k = |β(j+1)
k created

after tj is

nj+1
k = e−πκ

2
+
(
1 + 2e−πκ

2
)
njk − 2e−πκ

2/2
√

1 + e−πκ2

√
njk(1 + njk) sin θj .

(2.9)

Here κ = k2

a
√
gmΦ

and θj is the phase accumulated between zeroes of φ(t).
The first term of the formula (2.9) is nothing but the variance of the

Schwinger formula for the spontaneous pair creation from an external field,
similar to the formula (2.6) of the previous section. The last term in (2.9)
corresponds to the induced pair creation in the presence of particles created
from the previous zero crossing of the inflaton. There is no analogy for this
in scalar ED with a constant electric field. Finally, the second term in (2.9) is
an interference between induced and spontaneous particles creation.

Formula (2.9) describes parametric resonant particle creation by an os-
cillating inflaton. Very quickly njk becomes large and formula (2.9) can be
approximated by much simpler formula

nj+1
k = e2πμknjk , nk(t) 
 eμkt . (2.10)

Here μk is a complex exponent, which is real for the resonant modes (positive
interference) and imaginary for stable modes (negative interference). The ex-
pansion of the universe makes the phase θk random, and makes the resonant
process stochastic, but a broad band of modes is exponentially amplified.
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2.4 Non-linear Dynamics of Resonant Preheating

Due to the rapid growth of its occupation numbers the field χ(t,x) can be
treated as a classical scalar field. Its appearance is described by the realiza-
tion of the random gaussian field, i.e., as a superposition of standing waves
with random phases and Rayleigh-distributed amplitudes. One can use many
different quantities to characterize a random field, such as the spatial density
of its peaks of a given height, etc. The scale of the peaks and their density
depend on the characteristic scale R of the spectrum, which in our case is
related to the leading resonant momentum k∗ 
 √

gmφ0a
1/4 [5]. At the linear

stage the phases are constant, so that the structure of the random field χ
stays almost the same.

Once one field is amplified in this way, other fields that are coupled to it are
themselves amplified [10, 13], so within a short time of linear preheating (of
order dozens of inflaton oscillations) fluctuations of χ generate inhomogeneous
fluctuations of the field φ. It is easy to see that fluctuations of φ will have a
non-linear, non-gaussian character. From the equation of motion for φ

∇μ∇μφ+m2φ2 + g2χ2φ = 0 , (2.11)

we have in Fourier space

φ̈k + 3Hφ̇k +
(
k2

a2
+m2

)
φk = g2φ0(t)

∫
d3q χqχ

∗
k−q , (2.12)

where we neglect the term that is third order in the fluctuations; φ0(t) is the
background oscillation. The solution of this equation with Green’s functions [5]
shows that φ fluctuations grow with twice the exponent of χ fluctuations. It
also shows that the fluctuations of φ are non-gaussian. Sometimes this solu-
tion is interpreted as a rescattering of the particle χq against the condensate
particle φ0 at rest producing χk−q and φk, χφ0 → χδφ. However, this inter-
pretation has significant limitations.

When the amplitudes of χ and φ become sufficiently large we have to deal
with the fully non-linear problem. The field evolution can be well approxi-
mated using the classical equation of motion (2.11) supplemented by another
equation for χ, namely

∇μ∇μχ+ g2φ2χ = 0 . (2.13)

Equations (2.11) and (2.13) of the non-linear preheating can be solved numer-
ically using the LATTICEEASY program. For chaotic inflation, these results
were presented in terms of the time evolution of occupation numbers nk(t) or
total number density of particles N(t). Figures 2.2 and 2.3 show the results of
our simulations in these familiar terms of nk(t) (in combination k3ωknk) and
N(t), as well as the evolution of the field statistics (departures from gaussian-
ity). Here all simulation results are for model with m = 10−6MPl (fixed by
CMB normalization) and g2 = 2.5 × 10−7. The size of the box was chosen as
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Fig. 2.2. Evolution of spectra of created particles

L = 10m−1 and the grid contained 2563 points. We also tried other values of
g2 and found qualitatively similar results.

Figure 2.2 shows the evolution of the spectra. The spectra show rapid
growth of the occupation numbers of both fields, with a resonant peak that
develops first in the infrared (k 
 k∗) and then moves toward the ultraviolet
as a result of rescattering. On the left panel of Fig. 2.3, one can clearly see
that the occupation number of χ initially grows exponentially fast due to
parametric resonance, followed by even faster growth of the φ field due to the
interaction, in accordance with the solution of (2.12).
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Fig. 2.3. Left: evolution of total number of particles. Right: evolution of non-
gaussianity

The gaussianity of classical fields can be measured in different ways. The
right panel of Fig. 2.3 shows the evolution of the ratio 〈f2〉2/〈f4〉 (kurtosis),
which is equal to unity for a gaussian field. During the linear stage of preheat-
ing, the field fluctuations form a random gaussian field, reflecting the initial
quantum fluctuations that seeded them. The inhomogeneous field φ is gener-
ated as a non-gaussian field, in agreement with the solution of (2.12). When
the fluctuation amplitude begins to get large, both fields are non-gaussian.
During the later turbulent stage both fields begin to return to gaussianity.
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Another known feature of preheating is the onset of chaos, when small
differences in the initial conditions for the fields lead to exponentially divergent
solutions: D(t) 
 eλt, where D is the distance in phase space between the
solutions and λ is the Lyapunov exponent (see [13] for details). The distance
D begins to diverge exponentially exactly after the violent transition to the
turbulent stage.

Let us summarize the picture which emerges when we study preheating,
turbulence and thermalization in momentum space with the occupation num-
bers nk. There is initial exponential amplification of the field χ, peaked around
the mode k∗. At this stage the χ fluctuations form a squeezed state, which
is a superposition of standing waves that make up a realization of a random
gaussian field. Interactions of the two fields lead to very rapid excitation of
fluctuations of φ, with its energy spectrum also sharply peaked around k∗.
To describe generation of φ inhomogeneities, people use the terminology of
“rescattering”of waves. However, there is a short violent stage when occupa-
tion numbers have a sharply peaked and rapidly changing spectrum. The field
at this stage is non-gaussian, which signals that the wave phases are corre-
lated. In some sense, the concept of “particles” is not very useful around that
time. In the later turbulent stage when nk(t) gradually evolves and gaussian-
ity is restored (due to the loss of phase coherency) the picture of rescattering
particles becomes proper. As we will see in the next section, gaussianity is not
restored for some time after the end of preheating. To understand this violent,
intermediate stage, however, it is useful to turn to the reciprocal picture of
field dynamics in position space [15].

2.5 Inflaton Fragmentation

The features in the occupation number spectra nk(t), namely, sharp time
variations, peak at k ∼ k∗, and strong non-gaussianity of the fields around
the time of transition between preheating and turbulence suggest that we are
dealing with distinct spatial features of the fields in the position space. This
prompted to study the dynamics of the fields in position space.

The evolution of the fields in position space is shown in Fig. 2.4. Each
frame shows the spatial profile of the fields φ and χ along a two-dimensional
slice of the three-dimensional lattice.

The initial evolution of the fields (t < 100) is characterized by linear
growth of fluctuations of χ. During this stage the fluctuations have the form
of a superposition of standing waves with random phases, which make up
a random gaussian field. The eye captures positive and negative peaks that
correspond to the peaks of the initial gaussian random field χ. The peaks in
this early stage correspond to the peaks of the initial gaussian random field
χ. Following that phase, the oscillations of χ excite oscillations of φ. The
first panel of Fig. (2.4) shows a typical profile near the end of this period,
just as the oscillations are becoming non-linear and φ is becoming excited.
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Fig. 2.4. Inflaton fragmentation via parametric resonance preheating. Values of the
φ and χ fields in a two-dimensional slice through the lattice
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The amplitude of these φ oscillations grows much faster than the initial χ
oscillations [see our discussion of (2.12)] and the oscillations have different
(and changing) frequencies. The peaks of the φ oscillations occur in the same
places as the peaks of the χ oscillations, however, as can be seen in the bottom
three panels on the left side of Fig. 2.4.

The profile of φ(t,x) is a superposition of the still oscillating homogeneous
part plus inhomogeneities induced by the Yukawa-type interaction (g2φ0)φχ2

in the Lagrangian. Since the Yukawa interaction is a short-range interaction
(defined by the length scale 1/m for a space-like interval G(r) ∼ e−mr), in-
duced inhomogeneities of φ appear in the vicinity of those in χ.

In the next stage (t ∼ 110) the peaks reach their maximum amplitude,
comparable to the initial value of the homogeneous field φ, and begin to
spread. The two lower left panels of Fig. 2.4 show the peaks expanding and
colliding. In the panels on the right, one can see the standing wave pattern
loses coherence as the peaks send out ripples that collide and interfere. By
t = 124 the fluctuations have spread throughout the lattice, but one can still
see waves spreading from the original locations of the peaks. Shortly after
that time all coherence is lost and the field positions appear to be like random
turbulence.

The bubble-like structure of the fields is reflected in their statistics. Per-
haps more surprisingly, the statistics of both fields remain non-gaussian for a
long time after preheating. At the end of our simulation, at t = 300, the fields
were still noticeably non-gaussian. During all this time the random phase
approximation of interacting scalars is not well justified.

2.5.1 Tachyonic Preheating

Hybrid inflation is another very important class of inflationary models. At
first glance preheating in hybrid inflation, which contains a symmetry break-
ing mechanism in the Higgs field sector, has a very different character than in
chaotic inflation. Preheating in hybrid inflation occurs via tachyonic preheat-
ing [7], in which a tachyonic instability of the homogeneous modes drives the
production of field fluctuations. In hybrid inflation, the decay of the homo-
geneous fields leads to fast non-linear growth of scalar field lumps associated
with the peaks of the initial (quantum) fluctuations. The lumps then build
up, expand and superpose in a random manner to form turbulent, interacting
scalar waves.

Like parametric resonance, tachyonic preheating can be interpreted via
the reciprocal picture of copious particle production far away from thermal
equilibrium, and consequent cascades of energy through interacting, excited
modes.

Figure 2.5 illustrates tachyonic instability with the results of numerical
simulations in the model with the Higgs part of the potential V (φ) = 1

2m
2φ2+

1
3σφ

3 + 1
4λφ

4.
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Fig. 2.5. Inflaton fragmentation via tachyonic preheating. The evolution of the field
is shown at slices through the lattice

Because of the non-linear dependence of the tachyonic mass on φ, initial
linear gaussian fluctuations quickly turn into non-linear non-gaussian field,
with pronounced bubble structures.
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2.6 Equation of State During Preheating

In [16] we study the out-of-equilibrium non-linear dynamics of fields after
post-inflationary preheating. During preheating, the energy in the homoge-
neous inflaton is exponentially rapidly transferred into highly occupied out-
of-equilibrium inhomogeneous modes, which subsequently evolve toward equi-
librium. We compute the equation of state (EOS) during and immediately
after preheating. It sharply evolves toward radiation domination long before
thermal equilibrium is established. The jump of the EOS from inflaton dom-
ination occurs very quickly and its timing is an oscillating function of the
couplings.

The time evolution of the EOS w(t) for different couplings is shown in
Fig. 2.6. Each point plotted on this figure represents the value of w averaged
over a complete inflaton oscillation. This represents one of the main results
of our study. Immediately after inflation, the EOS averaged over inflaton os-
cillations is w = 0. It sharply changes at the end of preheating. There are at
least three important points worth emphasizing about the evolution of w.

1. First, the transition of the EOS from w = 0 to the value w ∼ 0.2−0.3
occurs very sharply, within a time interval ∼ 10−36 s.

Indeed, recall that the unit of time on the plots is 1/m, where m is
the inflaton mass, i.e., 10−37 s. The first stage of preheating is completed
within about a hundred of these units, i.e., 10−35 s. The rise of w and
gradual saturation takes roughly the same time.
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Fig. 2.6. Evolution of the equation of state w = w(t) as a function of time (given
in units of m−1) for various couplings g2 around g2 = 2 × 10−7



2 Preheating After Inflation 69

2. Second, the dependence of w(t) on the coupling g2 for resonant preheating
is a non-monotonic function of g2.

This is to say that the time during which preheating comes to an end
is very weakly (logarithmically) dependent on the coupling. As seen from
Fig. 2.6 the curves w(t) begin to shift to the left toward an earlier end of
preheating, as we vary g2 by 5%. However, at some point the curves stop
moving to the left and instead begin to return toward the right. As we
change g2 by about 25%, the cycle repeats. As we vary g2, the function
w not only shifts, but it also varies its detailed shape.

We see that the transition time varies between 100/m and 150/m.
This non-monotonic behavior of the duration of preheating is explained
in the theory of broad parametric resonance [5, see Sects. 6 and 9 there].

The g2 dependence of the EOS is the critical issue for the theory of
modulated cosmological perturbations, which we will discuss in Sect. 2.8.

3. The third point is that w does not necessarily immediately go to the
radiation-dominated value 1/3.

This is partly because immediately after preheating the light field still
has a significant induced effective mass due to the interaction, and partly
due to the significant residual contribution from the homogeneous inflaton
[17]. Unfortunately, limitations on running longer simulations preclude us
from seeing further details of the time evolution of w. However, we have a
strong theoretical argument to advance the discussion further. In a model
with a massive inflaton and light scalar χ even the radiation-dominated
stage is transient. Indeed, sooner or later the massive inflaton particles,
even if significantly under-abundant at the end of preheating, will be-
come the dominant component, and the universe will again be matter-
dominated.

2.7 Effects of Trilinear Interactions

Most studies of preheating have focused on the models with φ2χ2 four-legs
interactions of the inflaton φ with another scalar field χ. A common feature
of preheating is the production of a large number of inflaton quanta with
non-zero momentum from re-scattering, alongside with inflatons at rest. The
momenta of these relic massive inflaton particles eventually would redshift out.
However, the decay of inflaton particles through four-legs φφ→ χχ processes
in an expanding universe is never complete. Thus inflaton particles later on
will have a matter equation of state and come to dominate the energy density,
which is not an acceptable scenario. Therefore, to avoid this, we must include
in the theory of reheating interactions of the type φχn , that allow the inflaton
to decay completely, thus resulting in a radiation-dominated stage. Trilinear
interactions are the most immediate and natural interactions of this sort.

In [16] we investigate the effects of bosonic trilinear interactions in preheat-
ing after chaotic inflation. A trilinear interaction term allows for the complete
decay of the massive inflaton particles, which is necessary for the transition to
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radiation domination. We found that typically the trilinear term is subdom-
inant during early stages of preheating, but it actually amplifies parametric
resonance driven by the four-legs interaction. In cases where the trilinear term
does dominate during preheating, the process occurs through periodic tachy-
onic amplifications with resonance effects, which is so effective that preheating
completes within a few inflaton oscillations. We develop an analytic theory
of this process, which we call tachyonic resonance. We also study numeri-
cally the influence of trilinear interactions on the dynamics after preheating.
The trilinear term eventually comes to dominate after preheating, leading to
faster re-scattering and thermalization than could occur without it. Finally,
we investigate the role of non-renormalizable interaction terms during pre-
heating. We find that if they are present they generally dominate (while still
in a controllable regime) in chaotic inflation models. Preheating due to these
terms proceeds through a modified form of tachyonic resonance. Impact of the
trilinear interaction of the inflaton can be seen in the Fig. 2.7.
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Fig. 2.7. Equation of state without (left) and with (right) three-legs interaction of
inflaton
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It is possible to extend analytic theory of preheating to the case of trilinear
interaction σφχ2, which describes decay of the inflaton [16]. Instead of (2.7),
the temporal part of the eigenfunction χk obeys the equation

χ̈k + 3
ȧ

a
χ̇k +

(
k2

a2
+ σφ

)
χk = 0 . (2.14)

Analytic treatment of this equation is quite different from the method of
successive parabolic scatterings, because in interesting cases the wave function
χk(t) spends significant fraction of time in the under-barrier regime. The final
results for the number of created particles after j oscillations is

njk = exp(2jXk) (2 cosΘk)2(j−1) . (2.15)

where Θk is the phase and

Xk = 2
√

2q f
(
Ak
2q

)
. (2.16)

This formula describes the effect of tachyonic parametric resonance and is
complimentary to the formula (2.9).

2.8 Modulated Fluctuations from Preheating

I was searching for manifestations of extra dimensions. Superstring theory,
phenomenological models with extra dimensions and other SUSY models
generically predict that the coupling constants are in fact vacuum expecta-
tion values of fields like the dilaton, moduli, etc. Assuming some of these fields
are light during inflation, we get generation of small classical inhomogeneities
in these fields from inflation. Consequently, coupling constants inherit small
inhomogeneities at scales much larger than the causal horizon in the early
universe. After the moduli get pinned down to their minima, the spatial vari-
ations of coupling constants in the late time universe will be erased. However,
inhomogeneities in coupling constants in the very early universe would gen-
erate modulated large-scale fluctuations in all relic species that are produced
due to interactions and freezing out. Moreover (p)reheating of the inflaton
field results in modulated curvature fluctuations. Even if the standard infla-
ton fluctuations are suppressed, in this picture we may have pure curvature
cosmological fluctuations entirely generated by the modulated spatial varia-
tions of the coupling constants during preheating.

This is a completely different idea which is an alternative to the stan-
dard mechanism of generation of fluctuations. This idea was suggested in
my paper “Probing string theory with modulated cosmological fluctuations”
(arXiv:astro-ph/0303614) and in an independent paper by Dvali et al. in
March 2003. The idea draws interest among cosmologists (about 50 citations),
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this June there will be a workshops in Athens, devoted to the alternative
mechanisms of generation of cosmological perturbations.

I developed it further in collaboration with F. Bernardeau and J-P. Uzan.
We extend this idea to the class of hybrid inflation, where the bifurcation value
of the inflaton is modulated by the spatial inhomogeneities of the couplings.
As a result, the symmetry breaking after inflation occurs not simultaneously
in space but with the time laps in different Hubble patches inherited from
the long-wavelength moduli inhomogeneities. To calculate modulated fluctu-
ations we introduce techniques of general relativistic matching conditions for
metric perturbations at the time hypersurface where the equation of state
after inflation undergoes a jump, without evoking the detailed microscopic
physics, as far as it justifies the jump. We apply this theory to the modulated
fluctuations from the hybrid and chaotic inflations. We discuss what distin-
guish the modulated from the inflation-driven fluctuations, in particular, their
spectral index, modification of the consistency relation and the issue of weak
non-gaussianity.

Cascading energy from inflaton to radiation
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Fig. 2.8. Identifying the channels of energy cascading after brane inflation
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2.9 Reheating After String Theory Inflation

In string theory realizations of inflation, the end point of inflation is often
brane–anti-brane annihilation. We consider the processes of reheating of the
standard model universe after brane inflation. We identify the channels of
inflaton energy decay, cascading from tachyon annihilation through massive
closed string loops, KK modes and brane displacement moduli to the lighter
standard model particles (Fig. 2.8). Cosmological data constrain scenarios
by putting stringent limits on the fraction of reheating energy deposited in
gravitons and non-standard sector massive relics. We estimate the energy
deposited into various light degrees of freedom in the open and closed string
sectors, the timing of reheating and the reheating temperature. Production of
gravitons is significantly suppressed in warped inflation. However, we predict
a residual gravitational radiation background at the level ΩGW ∼ 10−8 of the
present cosmological energy density. We also extend our analysis to multiple
throat scenarios. A viable reheating would be possible in a single throat or in a
certain subclass of multiple throat scenarios of the KKLMMT-type inflation
model, but overproduction of massive KK modes poses a serious problem.
The problem is quite severe if some inner manifold comes with approximate
isometries (angular KK modes) or if there exists a throat of modest length
other than the standard model throat, possibly associated with some hidden
sector (low-lying KK modes).

2.10 Gravitational Waves from Preheating

Eventually after preheating the fields reach thermal equilibrium characterized
only by the temperature. Does that mean that all traces of inflaton fragmen-
tation history are erased? For instance, people have discussed realizations of
baryogenesis at the electroweak scale via tachyonic preheating after hybrid in-
flation, and this process is ultimately related to the bubble-like lumps of the
Higgs field that form during tachyonic preheating. Since we now see that frag-
mentation through bubbles can also occur in chaotic inflation, baryogenesis
via out-of-equilibrium bubbles can also be extended to these models.

There is another, potentially observable consequence of the non-linear
“bubble” stage of inflaton fragmentation. Lumps of the scalar fields corre-
spond to large (order of unity) energy density inhomogeneities at the scale of
those bubbles, R. Collisions of bubbles generate gravitational waves. The frac-
tion of the total energy at the time of preheating converted into gravitational
waves is significant. We estimate it is of the order of

ρgw
ρrad


 0.05(RH)2 , (2.17)

where 1/H is the Hubble radius. This corresponds to a present-day fraction of
energy density ΩGW ∼ 10−5(RH)2. The way to understand formula (2.17) is
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the following: the energy converted into gravitational waves from the collision
of two black holes is of the order of the black hole masses. If the mass of
lumps of size R is a fraction f of a black hole of the same size, then the
fraction of energy converted to gravitational waves from two lumps colliding
is f . Scalar field lumps at the Hubble scale would form black holes, so in our
case f = (RH)2.

The present-day frequency of this gravitational radiation is

f 
 M

107GeV
Hz , (2.18)

where M = V 1/4 is the energy scale of inflation with the potential V .
For the chaotic inflation model considered in this chapter the size of the

bubbles is R ∼ few/m and at the time they begin colliding H ∼ m/100, so
that the fraction of energy converted into gravitational waves is of the order
10−3−10−4. This figure is in agreement with the numerical calculations of
gravitational wave radiation from preheating after chaotic inflation.

For chaotic inflation with M at the GUT scale the frequency (2.18) is too
short and not observable. Gravitational waves continue to be generated during
the turbulent stage and even during equilibrium due to thermal fluctuations,
but with a smaller amplitude. It is a subject of further investigation if they
can be observed. The most promising possibility for observations is, however,
generation of gravity waves from low-energy hybrid inflation, where f can be
much much smaller.

2.11 Looking Toward the Future

In conclusion section we will discuss the future directions and perspectives of
our topics. They include scenarios of the end point of inflation, (p)reheating
and beginning of the thermal equilibrium of the primordial universe. There are
at least four interesting methodologies from different branches of physics to be
applied. One is related to the models of inflation, since (p)reheating scenario
follows from the inflationary scenario. Second is related to our understanding
of the particle physics phenomenology, since it defines the interactions between
particles which is vital for (p)reheating. Third is related to our deeper under-
standing of subtle outstanding problems of the non-equilibrium dynamics in
the QFT, even at the level of simple toy models (like λφ4 or +g2φ2χ2). And
the final aspect is about potential cosmological observables from (p)reheating
which can survive “democratization” of the high-temperature thermal equi-
librium of the early universe plasma, which tends to erase information about
previous stages.

Potentially interesting possibilities for new (p)reheating scenarios are in
the string theory inflationary models. Let me mention inflationary model
based on the large-volume stabilization scheme [18]. This model involves
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Kähler moduli and their partners, axions. One can think about Kähler mod-
uli as a hole (four-cycle) in the compact Calabi–Yau manifold. Effective four-
dimensional potential for Kähler moduli/axion scalar fields is suitable for infla-
tion [19, 20]. Geometrically rolling inflaton field corresponds to the shrinking
of the four-cycle (hole). The end point of inflation, depending on the parame-
ters of the effective potential, can well be in the field theory regime as Conlon
and Quevedo [19] and Bond et al. [20] assumed. However, one can have string-
scale size hole at the end of inflation, where string theory effects take place
[20]. Curiously enough, inflation occurs in the supergravity (i.e., field theory)
regime, while it ends in the stringy regime. (P)reheating scenario in this case
can be quite different from other cases.

Particle physics phenomenology provides us with the couplings between
inflaton and SM and hidden sectors. The community is anticipating poten-
tial impact of the LHC results on the particle physics phenomenology, and
consequently on the physics of inflation. In the mean time I will mention re-
cent interesting model νMSM of Shaposhnikov and Tkachev [21] based on the
minimal extension of the SM by three right-handed neutrinos. This model
predicts parametric resonant preheating after inflation.

Thermalization in non-equilibrium QFT will be the subject of the KITP
Program “Non-equilibrium Dynamics in Particle Physics and Cosmology” to
be held in January–March 2008.

Potential observables from preheating are modulated cosmological fluctu-
ations, which can be distinguished by the different consistency relations and
amount of non-gaussianity; baryon asymmetry generated from preheating;
and gravitational waves generated from preheating after inflation.

I also would like to mention significance of our understanding of preheat-
ing for other aspects of the inflationary theory, which at first glance are not
directly related to (p)reheating.

First example. Inflationary theory is connected with the dynamics of the
universe driven by a scalar field. We can study scalar field/gravity dynamics in
great details using the very powerful phase portrait method (Fig. 2.9), which
shows the character of all solutions for a(t) and φ(t) as trajectories in the
three-dimensional phase space M3 with the coordinates (H, φ̇, φ) [22, 23].
How big is the fraction of inflationary solutions? For this question we need the
tools of Hamiltonian dynamics to construct an invariant measure on the phase
space [24]. There are complications which make the subject controversial. The
physics of prior probabilities is needed to see that inflationary trajectories are
typical [25].

Rigorous treatment of the scalar/gravity dynamics involves the four-
dimensional phase space of the canonical variables (a, pa, φ, pφ) and Hamilto-
nian form of the Einstein equations. Since the Hamiltonian is zero, H = 0, the
phase trajectories actually reside in a three-dimensional space M3. One can
introduce a canonical measure in the space of trajectories, dμ, which is invari-
ant under the flow of trajectories [24]. This is a local measure. If we prescribe
uniform prior probability of trajectories, then we just have to compare the



76 L. Kofman
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Fig. 2.9. Poincaré mapping of the phase portrait for the theory V (φ) = 1
2
m2φ2.

The initial velocity of the scalar field rapidly decreases, which usually leads to the
onset of inflation. The inflationary separatrices (the thick red lines to which most of
the trajectories converge) are attractors when we move forward in time. At the end
all trajectories are spiraling around the focus F

measure
∫
inf

dμ trajectories with inflation vs
∫
non-inf dμ trajectories without

inflation. It turns out that both integrals,
∫
inf dμ and

∫
non-inf dμ, diverge (be-

cause the scale factor a is unbounded) and no conclusion with this prescription
can be made [26]!

Consider for simplicity a flat universe with K = 0. In this case phase tra-
jectories (solutions) are located at the two-dimensional hypersurface defined
by the constraint equation with K = 0. This two-dimensional hypersurface
consists of two cones which touch each other by their apex in a single point
F . The upper cone corresponds to a pure expansion branch H > 0, while the
lower cone corresponds to pure contraction H < 0. Consider an expanding
universe (contraction is just the time reverse). All trajectories begin at the
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repulsion points R1 or R2; most of the trajectories approach the separatrices
S1 − F or S2 − F and then spiral around the focus F where they end.

A recent paper [27] argued that since at the classical level scalar/gravity
dynamics is reversible, one can try to judge about the measure of trajectories
of interest not at the earliest stages of evolution but rather at the latest stages.
In particular, if one truncates the two-dimensional integral

∫
dμ at some late

time value of a to make it finite, the integral
∫

dμ =
∫

dφ̇ ∧ dφ is reduced
to a one-dimensional integral

∫
dφpφ ≡ J . At the stage of oscillation, J is

an adiabatic invariant, and together with the phase forms a pair of canonical
variables (J, θ). The authors suggested measuring the priors of trajectories at
the stage of scalar field oscillations, in terms of a uniform distribution of the
phase θ of the oscillations. The separatrices correspond to a specific choice
of the phase θ∗(t), and inflationary trajectories which converge to the sep-
aratrices have their phases crowded toward θ∗. In contrast, our prescription
is to assign priors to trajectories at the very beginning around the repulsors
R1, R2. Recent investigation [25] shows that if we repeat the trick with trunca-
tion

∫
dμ there, we obtain

∫
dφpφ = J0 which is also conserved! (But it is not

conserved in the middle of the trajectories.) We can use a uniform distribution
of J0 around singularity, and it will not map into a uniform distribution of
J at the stage of the oscillations. In contrast, it gives a distribution highly
peaked toward the inflationary separatric J∗(t). Moreover, the modern theory
of reheating after inflation does not have a long-oscillation post-inflationary
stage, as we explained above, so that the prescription based on a posteriori
distributions of the phase θ of oscillations after inflaton is not relevant!

Second example. Recently Shinji Mukohyama and I suggested an unusual
model of inflation. This is inflation based on the fast-roll of the inflaton field.
It works for the inflaton field conformally coupled to gravity. Remember, ap-
pearance of the conformal coupling was a big problem for the warped brane
inflation based on the string theory model of the mobile D3 brane inter-
acting with anti-brane placed on the tip of the Khlebanov–Strassler throat
(KKLMMT model). In fact, it can be shown that by itself the conformal
coupling is not a problem to generate inflation. This model has new features
which make it very different from other models. One feature is that this in-
flaton with ξ = 1/6 (including the warped brane–anti-brane inflation) can
realize the fast-roll inflation, contrary to the customary slow-roll inflation.
The only feature needed for conformal inflation is the form of its potential:
very shallow for the most part of the inflaton rolling and changing sharply at
the end point of inflation (exactly as in the warped brane–anti-brane inflation
or the hybrid models). Another feature is that fast-roll conformal inflation is
a low-energy inflation (close to the least energy inflation at TeV scale). As a
result it requires significantly less e-foldings N than the figure 62 typical for
the GUT scale chaotic inflation. In the context of the warp geometry, as we
have shown, N is directly related to the warp factor of the throat geometry
of the inner manifold. Coincidentally, the same number N ≈ 37 satisfies two
different pieces of physics, one for homogeneous and isotropic universe from
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the low energy 1TeV inflation and another for the warped geometry mass
hierarchy MPle−N 
 TeV . How to generate scale-free metric fluctuations in
this fast-roll inflation model? Since the inflaton field is conformal, its fluctua-
tions are not generated. Next idea, associated with modulated fluctuations, is
to recall angular degrees of freedom describing relative positions of the branes
in five-dimensional space orthogonal to the radial direction. It can be shown
that for the fast-rolling inflaton fluctuations of the scalar fields associated
with the angular coordinates have the solution corresponding to conformal
scalars. Can one obtain scalar metric fluctuations in the model? The help
comes from the sector of modulated cosmological fluctuations related to the
scalars from MSSM or the Higgs sector. Light scalar fields from these sec-
tors are excited during inflation, and modulate the timing hypersurface of
reheating after brane–anti-brane annihilation.
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Particle Physics Models of Inflation

David H. Lyth1

Physics Department, Lancaster University, Lancaster LA1 4YB, UK

Abstract. Inflation models are compared with observation on the assumption that
the curvature perturbation is generated from the vacuum fluctuation of the inflaton
field. The focus is on single-field models with canonical kinetic terms, classified as
small- medium- and large-field according to the variation of the inflaton field while
cosmological scales leave the horizon. Small-field models are constructed according
to the usual paradigm for beyond Standard Model physics

3.1 Introduction

Several different types of inflation model have been proposed over the years.
In this survey they are compared with observations on the assumption that
the curvature perturbation is generated during inflation. The survey is based
on works with my collaborators, in particular [1, 2, 3, 4].

I focus largely on the slow-roll paradigm, because it is the simplest and
most widely considered possibility. It assumes that the energy density and
pressure dominated by the scalar field potential V , whose value hardly varies
during one Hubble time. Unless otherwise stated, we consider single-field in-
flation, where just one canonically normalized “inflaton” field φ has significant
time-dependence.

In the vacuum, V = 0. To generate the inflationary value of V , one or
more fields must be strongly displaced form the vacuum and there are two
simple possibilities. In non-hybrid inflation, V is generated almost entirely
by the displacement of the inflaton field from its vacuum, while in hybrid
models it is generated almost entirely by the displacement of some other field
χ, called the waterfall field because its eventual descent to the vacuum is
supposed to be very rapid. Hybrid models are not at all artificial, being based
on the concept of spontaneous symmetry breaking and restoration which is
ubiquitous in early-universe cosmology.

The first slow-roll model, termed New Inflation [5] (see also [6]), was non-
hybrid. It made contact with particle physics through the use of a GUT theory,
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but was quickly seen to generate too big a curvature perturbation [7]. Viable
models using a GUT and supersymmetry were developed, including [8] what
were later called hybrid inflation models. The models were rather complicated,
in part because of a demand that the initial condition for observable inflation
is to be set by an era of thermal equilibrium.

It was gradually recognized that prior thermal equilibrium is not neces-
sary. A second strand of model-building, characterized by little contact with
particle physics and focusing exclusively on non-hybrid models, began with
the proposal of chaotic inflation [9]. Considerable attention was paid to non-
Einstein gravity theories, notably the proposal of Extended Inflation [10]. In
its original form that proposal is not viable if the inflaton perturbation gener-
ates the curvature perturbation [11], though it becomes viable if the curvature
perturbation is generated afterward [12].

Following the formulation of a simple hybrid inflation model [13], attention
went back to the connection with particle physics and supersymmetry. Almost
all proposals for field theory beyond the Standard Model were considered as
arenas for inflation model-building, including especially GUTs and the origin
of low-energy supersymmetry breaking.

The most recent phase of model-building, beginning in about 2000, is based
directly on brane world scenarios. We will consider the prediction of these kind
of models without describing their string-theoretic derivation.

3.2 Beyond the Standard Model

We begin with some general ideas about the very early Universe, taking on
board current thinking about what may lie beyond the Standard Model of par-
ticle physics. Guided by the desire to generate primordial perturbations from
the vacuum fluctuation of scalar fields, one usually supposes that an effective
four-dimensional (4D) field theory applies after the observable Universe leaves
the horizon, though not necessarily with Einstein gravity.

To generate perturbations from the vacuum fluctuation we need |aH | to
increase with time, which is achieved by inflation defined as an era of expan-
sion with ä > 0 (repulsive gravity).1 Perturbations would also be generated
from the vacuum during an era of contraction with ä < 0 The original sug-
gestion was called the pre-Big-Bang [14]. A more recent version where the
bounce corresponds to the collision of branes was called the ekpyrotic Uni-
verse [15], which was further developed to produce a cyclic Universe [16]. In
these scenarios, the prediction for the perturbation depends crucially on what
happens at the bounce, which is presently unclear.

Returning to the inflationary scenario, the 4D field theory which is sup-
posed to be valid from observable inflation onwards cannot apply back to an
1 As usual a(t) is the scale factor of the Universe and H ≡ ȧ/a is the Hubble

parameter.
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indefinitely early era. The point at which it breaks down is a matter of intense
debate at present. With Einstein gravity, 4D field theory cannot be valid if the
energy density exceeds the Planck scale mPl ≡ (8πG)−1/2 = 2.4 × 1018 GeV.
This is because quantum physics and general relativity come into conflict at
that scale, making it the era when classical spacetime first emerges. More gen-
erally, it is supposed that any field theory will be just an effective one, valid
when relevant energy scales are below some “ultra-violet cutoff” Λ. Above the
cutoff, the field theory will be replaced either by a more complete field theory,
or by a completely different theory which is generally assumed to be string
theory.

The measured values of the gauge couplings suggest the existence of a
GUT theory, implying that field theory holds at least up to 1016 GeV. This
has not prevented the community from considering the possibility that field
theory fails at a much lower energy. The idea is that 4D spacetime would
emerge as an approximation to the 10D spacetime within which string the-
ory is supposed to hold. String theory is formulated in terms of fundamen-
tal strings (F strings), but nowadays an important role is supposed to be
played by what are called D-p branes (or just D branes) with various space
dimensions 0 < p ≤ 9. The electromagnetic, weak and strong forces that
we experience might be confined to a particular D-3 brane, while gravity is
able to penetrate to the region outside known as the bulk. An important role
may be played by D strings, which are D branes with just one of our space
dimensions.

3.3 The Initial Condition for Observable Inflation

The models of inflation that we are going to consider apply to at least the
last 50 e-folds or so, starting with the exit from the horizon of the observ-
able Universe. One may call this the era of observable inflation, because it is
directly constrained by observation through the perturbations which it gen-
erates. Assuming Einstein gravity, observable inflation has to take place with
energy density ρ ∼< (10−2mPl)4 or primordial gravitational would have been
detected.

The era before observable inflation is not directly accessible to observa-
tion, but one may still ask about that era. In particular one may ask how the
inflaton field arrives at the starting point for observable inflation. Though not
compulsory, it normally is imagined that inflation begins promptly with the
emergence of 4D spacetime. This is indeed desirable for two reasons. One is
to prevent the observable Universe from collapsing if the density parameter
Ω is initially bigger than 1 (without being fine-tuned to a value extremely
close to 1). The other, which applies also to the case Ω< 1, is that inflation
protects an initially homogeneous region from invasion by its inhomogeneous
surroundings. This is because the event horizon which represents the farthest
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distance that an inhomogeneity can travel, is finite during inflation. If the
onset of inflation is significantly delayed, one would need either a huge ini-
tially homogeneous patch or [17] a periodic universe. In contrast, if inflation
begins promptly with the emergence of 4D spacetime, the initially homo-
geneous region is safe provided only that it is bigger than the event hori-
zon. For almost-exponential inflation the event horizon is of order the Hubble
distance.

A simple hypothesis about the emergence of 4D spacetime was made in [9].
Working in the context of Einstein gravity, the energy density of the Universe
at the Planck scale is supposed to be dominated by scalar fields, with the
potential in some regions of order m4

Pl and flat enough for inflation to occur
there. This setup was termed chaotic inflation, and as an example the poten-
tials V (φ) ∝ φ2 and φ4 were considered. These are generally called chaotic
inflation potentials, but the proposal of [9] regarding the initial condition does
not rely on a specific form for the potential. It is necessary though that there
are regions of field space where the potential is at the Planck scale and capa-
ble of inflating. No example of such a potential has been derived from string
theory.

An alternative to the chaotic inflation proposal is that inflation begins
at the top of a hill in the potential, whose height is much less than m4

Pl. In
particular, the height could be ∼< (1016 GeV)4, allowing observable inflation
to take place near the hilltop. This proposal is viable even if the process by
which the field arrives at the hilltop is very improbable (such as the pro-
cess of quantum tunnelling through a potential barrier), because inflation
starting sufficiently near the hilltop gives what is called eternal inflation
[18, 19].

During eternal inflation, the volume of the inflating region grows indef-
initely, and it can plausibly be argued that this indefinitely large volume
outweighs any finite initial improbability. Taking into account the quantum
fluctuation, it can be shown [20] that eternal inflation takes place near a hilltop
provided that |η| < 6 where η ≡ V ′′/3H2.

Eternal inflation near a hilltop has been called topological eternal inflation
[21]. More generally, eternal inflation occurs whenever the potential over a
sufficient range satisfies

(
H2

2πφ̇class

)2

=
1

12π2

V 3

m6
PlV

′2 > 1 . (3.1)

Here φ̇class = −V ′/3H is the slow-roll approximation, excluding the stochastic
[22] quantum fluctuation H/2π per Hubble time. When the left hand side of
(3.1) is bigger than 1, the fluctuation dominates so that it can overcome the
slow-roll behaviour for an indefinitely long time during which eternal inflation
occurs. In the opposite regime, the fluctuation is small and the left hand side
of (3.1) becomes the spectrum of the curvature perturbation. Eternal inflation
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occurs with the chaotic inflation potential V ∝ φp, for sufficiently large field
values [23].

Eternal inflation provides a realization of the multiverse idea, according to
which all possible universes consistent with fundamental theory (nowadays,
string theory) will actually exist [19, 23]. This is because eternal inflation
can be of indefinitely long duration, allowing time for tunnelling to all local
minimal of the scalar field potential.

3.4 Slow-roll inflation

3.4.1 Basic Equations

We will find it useful to classify the models according to the variation Δφ of
the inflation field after the observable Universe leaves the horizon. We will
call a model small-field if Δφ � mPl, medium-field if Δφ ∼ mPl and and
large-field if Δφ � mPl. Hybrid inflation models are usually constructed to
be of the small-field type, the idea being to make close contact with particle
physics which is hardly possible for medium- and large-field models.

The inflaton field equation is

φ̈+ 3Hφ̇+ V ′(φ) = 0 . (3.2)

Except near a maximum of the potential (or minimum in the case of hybrid in-
flation) a significant amount of inflation can hardly occur unless this equation
is well-approximated by

3Hφ̇ ∼= −V ′ , (3.3)

with the energy density 3m2
PlH

2 = V + 1
2 φ̇

2 slowly varying on the Hubble
timescale:

Ḣ � H2 . (3.4)

Equations (3.3) and (3.4) together define the slow-roll approximation, and we
will use “∼=” to denote equalities which become exact in that approximation.

Consistency of (3.3) with the exact equation requires

3m2
PlH

2 ∼= V . (3.5)

and the flatness conditions

ε� 1 |η| � 1 , (3.6)

where
ε ≡ 1

2
m2

Pl(V
′/V )2 η ≡ m2

PlV
′′/V (3.7)

Requiring that successively higher derivatives of the two sides of (3.3) are
equal to good accuracy gives more flatness conditions involving more slow-
roll parameters. The first two are
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|ξ2| � 1, ξ2 ≡ m4
Pl

V ′(d3V/dφ3)
V 2

, (3.8)

|σ3| � 1, σ3 ≡ m6
Pl

V ′2(d4V/dφ4)
V 3

. (3.9)

The general expression is

|βn(n)| � 1, βn(n) ≡ m2n
Pl

V ′n−1(dn+1V/dφn+1)
V n

, (3.10)

but only ξ2 and σ3 are ever invoked in practice.
It is obvious that these additional parameters can have either sign. The

motivation for writing them as powers comes from some simple forms for V ,
which make |ξ|, |σ| and |β(n)| at most of order η. For more general potentials
one can check case-by-case how small are ξ2 and σ3. Usually there is at least
a hierarchy

η � ξ2 � σ3 . . . , (3.11)

but slow-roll per se requires only that all of the slow-roll parameters are � 1
and does not require any hierarchy.

A convenient time variable is N(t), the number of e-folds of expansion
occurring after some initial time, given by dN = −Hdt. In the slow-roll
approximation

H ′ ∼= −εH (3.12)
ε′ ∼= 2ε(2ε− η) (3.13)
η′ ∼= 2εη − ξ2 , (3.14)
ξ′ ∼= 4εξ2 − ηξ2 − σ3 , (3.15)

and so on, where a prime denotes d/dN . The first relation says that almost-
exponential occurs. The second relation says that ε varies slowly. slow-roll
does not guarantee that the other parameters are slowly varying, though this
is guaranteed in the usual case that the hierarchy (3.11) holds.

The flatness conditions are obtained by successive differentiations of the
slow-roll approximation. Strictly speaking, a differentiation might incur large
errors so that η or higher slow-roll parameters fail to be small [compared with
(3.1)]. In practice though one expects at least the first few slow-roll parameters
to be small.

3.4.2 Number of e-Folds

To obtain the predictions, one needs the scale k(φ) leaving the horizon when
φ has a given value. The number of e-folds from then until the end of slow-roll
inflation at φend is

N(k) ∼= m−2
Pl

∫ φ

φend

(
V

V ′

)
dφ = m−1

Pl

∣∣∣∣∣
∫ φ

φend

dφ√
2ε(φ)

∣∣∣∣∣ . (3.16)



3 Particle Physics Models of Inflation 87

For definiteness we will evaluate the predictions for the biggest cosmological
scale k = a0H0, where the subscript 0 denotes the present epoch, and denote
N(a0H0) simply by N . The prediction for any other scale can be obtained
using

N(k) = N − ln(k/H0) ≡ N − ΔN(k) . (3.17)

Taking the shortest cosmological scale to be the one enclosing mass M =
104M�, those scales span a range ΔN = 14.

The value of N depends on the evolution of the scale factor after inflation.
With the maximum inflation scale V 1/4 = 1016 GeV and radiation domina-
tion from inflation onwards, N = 61. Delaying reheating until T ∼ MeV,
with matter domination before that, reduces this by 14. With the maximum
inflation scale it is therefore reasonable to adopt as an estimate

N = 54 ± 7 , (3.18)

Reducing the inflation scale reduces N by ln(V 1/4/1016 GeV), and the lowest
scale usually considered is 1010 GeV or so, reducing the above central value
to 40.

Based on this discussion it seems fair to say that the fractional uncertainty
in N is likely to be at most of order 20%. As we shall see, the corresponding
uncertainties in the predictions are of the same order in a wide range of
models. On the other hand, a very low inflation scale and/or Thermal Inflation
[24] could reduce N by an indefinite amount. The only absolute constraint is
N > 14, required so that perturbations are generated on all cosmological
scales. Also, a long era of domination by the kinetic term of a scalar field
(kination), corresponding to P = ρ, could increase the estimate [25] by up to
14. Taking all of that on board the maximum range would be 14 < N < 75.

In non-hybrid models, ε usually increases with time and inflation ends
when one of the flatness conditions fails, after which φ goes to its vacuum
expectation value (vev). From its definition, ε increasing with time corresponds
to lnV being concave-downward. In this case, the value of φ∗ obtained from
(3.16) will typically be insensitive to φend, making the model more predictive.

In some hybrid models, ε decreases with time (lnV concave-upward), and
inflation ends only when the waterfall field is destabilized. In other hybrid
inflation models though, ε increases with time (lnV concave-downward), and
slow-roll inflation may end before the waterfall field is destabilized through
the failure of one of the flatness conditions. If that happens, a few more e-folds
of inflation can take place while the inflaton oscillates about its vev (locked
inflation [26]), until the amplitude of the oscillation becomes low enough to
destabilize the waterfall field.

3.4.3 Predictions

The vacuum fluctuation of the inflaton generates a practically gaussian per-
turbation, with spectrum Pφ(k) = (Hk/2π)2 where the subscript k indicates
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horizon exit k = aH . This perturbation generates a time-independent curva-
ture perturbation with spectrum [7]

Pζ(k) =
1

24π2m4
Pl

Vk
εk
. (3.19)

The error in this estimate will come from the error in Pφ and the slow-roll
approximation. Both are expected to give a small fractional error, of order
max{ε, η}. Differentiating with respect to ln k to get the spectral index may
incur a fractional error ∼> 1 if η is rapidly varying [27], but that is not the
case in the usual models. Differentiating (3.19) using (3.12) and (3.13) give
the spectral tilt;

n− 1 ≡ d lnPζ
d ln k

= 2ηk − 6εk . (3.20)

If in addition dη/dN (equivalently, ξ2) is slowly varying this may be differen-
tiated again to obtain the running,

dn
d ln k

= −16εη+ 24ε2 + 2ξ2 . (3.21)

Observable inflation can take place near a maximum or minimum of the
potential even with the flatness condition |η| � 1 mildly violated to become
|η| ∼ 1 (so-called fast-roll inflation [28], though note that φ̇ is still small
making H almost constant).2 This quite natural possibility would give tilt
|n − 1| 
 1, which is also quite compatible with the original arguments of
Harrison [29] and Zel’dovich [30] for n ∼ 1 and all known environmental
arguments. The very small tilt now observed is not required by any general
consideration, and a large tilt n−1 ∼ −0.3 had previously been considered as
a serious possibility to make a critical-density CDM model more viable [11].

During inflation, the vacuum fluctuation generates a primordial tensor per-
turbation, setting the initial amplitude for gravitational waves which oscillate
after horizon entry. The spectrum PT of this perturbation is conveniently
specified by the tensor fraction r ≡ PT/Pζ . In the slow-roll approximation
[11],3

r = 16ε = −8nT , (3.22)

where nT ≡ d lnPT/d lnk. The second relation has become known as the
consistency condition, and its violation would show that the curvature per-
turbation is not generated by a single-field slow-roll inflation.

Using the observed value for the spectrum of the curvature perturbation,
the tensor fraction is given by

r =
(

V 1/4

3.3 × 1016 GeV

)4

. (3.23)

2 Very close to a maximum is the regime of eternal inflation, which presumably
precedes fast- or slow-roll inflation.

3 The definition of r in this reference was slightly different.
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The tensor fraction can also be related to Δφ. Suppose that slow-roll persists
to almost the end of inflation and that lnV is concave-downward throughout.
Then |V/V ′| is continuously increasing, and (3.16) gives 2ε < N−2(Δφ/mPl)2.
This can be written [3, 31]

16ε = r < 0.003
(

50
N

)2 ( Δφ
mPl

)2

. (3.24)

Now suppose instead that slow-roll persists to the end of inflation, without
any requirement on the shape of the potential. As a consequence of slow-roll, ε
varies little during one Hubble time and there are only 50 or so Hubble times.
It follows that one may expect ε to be at least roughly constant, in which case
the right hand side of (3.24) provides at least a rough estimate of the actual
value of Δφ.

Finally, let us adopt the most conservative possible position and consider
just the change Δφ4 during the four e-folds after the observable Universe
leaves the horizon, that being the era when an observable tensor perturbation
may actually be generated. Then it is certainly safe to assume that ε has
negligible variation, leading to the quite firm estimate

r 
 1
2

(
Δφ4

mPl

)2

. (3.25)

In Fig. 3.1, the r–n plane is divided into three regions, according to
whether V and lnV are concave-upward or concave-downward while cosmo-
logical scales leave the horizon. Figure 3.2 repeats the plot in the ln r–n plane.
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Fig. 3.1. The r-n plane is divided into three regions, according to whether V and
lnV are concave-upward or concave-downward while cosmological scales leave the
horizon.
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Fig. 3.2. The plot of Figure 1 is repeated in the ln r-n plane

If the concave-upward -downward behaviour persists till the end of slow-
roll inflation, the right-hand region is inhabited exclusively by hybrid inflation
models, since otherwise inflation would never end. With that assumption,
(3.24) and (3.25) imply that the lightly shaded region of the figures is excluded
if Δφ > 0.1mPl, and that the heavily shaded region region is excluded if
Δφ > mPl. [In the right-hand region, corresponding to concave-upward lnV ,
we used (3.25) with Δφ4 = Δφ; the actual bound will be tighter since in
reality Δφ4 < Δφ.]

3.4.4 Observational Constraints

According to observation [32] value of the spectrum Pζ has the almost scale-
invariant value (5 × 10−5)2, with negligible error. This gives the constraint

V 1/4/ε1/4 = 0.027mPl = 6.6 × 1016 GeV, (3.26)

which we will call the cmb constraint.
Setting r = 0 and taking n to be scale-independent, observation gives [32]

n 
 0.948+0.015
−0.018. Allowing r and a scale-independent dn/d lnk gives a higher

n and n′ 
 −0.10± 0.05, consistent with no running at 2σ level. The allowed
region in the r–n plane is shown in Fig. 3.3. (This is a corrected version of
the figure in [32], kindly supplied by the authors). The bound r = 0 is seen
to apply for r � 0.1.4 Within a few years there will be either a detection of
r or a bound r < 10−2. If r is below 10−3 it will probably be undetectable by
any means. This value is marked in Fig. 3.2.

4 The 1-σ limit with r set equal to zero is tighter than the limit read off from setting
r = 0 in the r–n plot, because the joint probability distribution is non-gaussian.



3 Particle Physics Models of Inflation 91

0.92 0.94 0.96 0.98 1 1.02 1.04
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

n

r

N = 40

N = 60

Fig. 3.3. The closed areas show the regions allowed by observation at 66 and 95%
confidence levels. The curved lines are the Natural Inflation predictions for N = 20
and N = 75, and the horizontal lines are the corresponding multi-field Chaotic
Inflation predictions. The junction of each pair of lines corresponds to single-field
Chaotic Inflation

From all this, we see that small- and medium-field generally give r ∼< 10−2.
This means that the predicted tensor fraction is unlikely to be observed. It
also means that the prediction for the spectral tilt can be taken as simply
n−1 = 2η; to reproduce the observed negative tilt the potential of a small- or
medium-field model should be concave-downwards while cosmological scales
leave the horizon.

3.4.5 Beyond the Standard Paradigm

Throughout we have adopted the standard paradigm, whereby the curva-
ture perturbation ζ is generated by the inflaton perturbation in a single-field
slow-roll inflation model. In general there will exist other light fields, each
possessing a perturbation with the nearly flat spectrum (H/2π)2, any one of
which might be responsible for the curvature perturbation.

The predictions in this more general scenario are best calculated through
the δN formalism [33, 34, 35, 36, 37]. As our main focus is on the standard
paradigm we just give some basic results without derivation. It is convenient
to use at horizon exit a field basis {φ, σi}, where φ points along the infla-
ton trajectory and the σi (i = 2 . . .M) are orthogonal. The perturbation δφ
then generates the same time-independent curvature perturbation as in the
single-field case, whose spectrum we denote by Pζφ . The orthogonal pertur-
bations give no contribution to the curvature at horizon exit, but one or more
of them may generate an additional contribution later which may be dom-
inant by the time that the curvature perturbation settles down to the final
time-independent value (obtaining as cosmological scales start to approach
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the horizon) whose spectrum we denote simply by Pζ . The additional contri-
bution may be generated during inflation in which case we are dealing with a
multi-field inflation model, or later through for example the curvaton mecha-
nism [38]. In the latter case, the model of inflation is irrelevant; all that mat-
ters is that the Hubble parameter is slowly varying. Liberated from the con-
straint to generate the curvature perturbation, model-building becomes much
easier [39].

The cmb normalization (3.26) now becomes an upper bound, implying
a lower inflation scale for a given value of ε. The spectral index in general
depends on the evolution after horizon exit [1, 34], but in the most natural
case that the contribution of single orthogonal field σ ≡ σi dominates it is
given by the potential at horizon exit as

n(k) − 1 = 2ησσ − 2ε , (3.27)

where ησσ = ∂2V/∂σ2. (The case that two contributions are comparable may
arise by accident, or in special models where φ and an orthogonal field are
related such as the one involving axion physics which is described in [40].)

Since the tensor perturbation depends only on H the tensor fraction r is
reduced;

r = 16ε
Pζφ
Pζ < 16ε . (3.28)

It is negligible if an orthogonal contribution dominates.
We did not mention non-gaussianity. According to the standard paradigm,

the non-gaussianity is [41] about 100 times smaller than the level that can be
detected from the CMB anisotropy (and/or galaxy surveys) though it has
recently been claimed [42] that a measurement from the 21-cm anisotropy
might be possible. In contrast, non-standard paradigms may easily generate
non-gaussianity at an observable level; in particular the curvaton and inho-
mogeneous reheating scenarios are expected to generate non-gaussianity at a
level that is at least marginally observable through the cmb. If non-gaussianity
is observed we will be dealing with functions (of rotationally invariant scalars
formed from the wave-vectors that define the bispectrum, trispectrum etc.)
as opposed to numbers, which will provide powerful information about the
origin of the curvature perturbation.

All of this assumes slow-roll inflation. That possibility is compatible with
the simultaneous detection of a tensor perturbation and non-gaussianity only
if some orthogonal field can generate the non-gaussianity without being domi-
nant (a highly constrained scenario [43]). The main alternative to slow-roll in-
flaton seems to be inflation with non-quadratic kinetic terms, called k-inflation
[44], of which special forms are the brane world DBI inflation scenario [45]
and ghost inflation [46].
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3.5 Modular Inflation

We begin our survey of inflation models with the most plausible medium-
field model, which goes by the name of modular inflation. This is a non-
hybrid model in which the inflaton is a modulus. It was suggested a long time
ago [47], and its possible realization in the context of brane worlds is under
investigation at present.

Moduli may play other roles too in the early Universe, and we describe
their properties before getting to the inflation model. For the present purpose
a modulus may be defined as a field with a potential of the form

V = V0f

(
φ

mPl

)
, (3.29)

This is supposed to hold in the range 0 < φ ∼< mPl, with the function f(x)
and its low derivatives of order 1 at a generic point. At the vev, where f
and f ′ vanish, the mass-squared m2 ≡ V ′′ is typically of order V0/m

2
Pl. If the

potential has a maximum, it will typically be located at a distance of order
mPl from the vev with the tachyonic mass-squared V ′′ typically of order −m2.

Fields with this property are expected (though not inevitable) in a field
theory derived from string theory. Usually the field theory is taken to be
supersymmetric though moduli are expected anyway. Moduli are usually sup-
posed to have interactions of only gravitational strength, corresponding to
a lifetime Γ ∼ m3/m2

Pl. Alternatively though, a modulus may have interac-
tions of ordinary strength, in particular gauge interactions. The fixed point
of the symmetry group is then called a point of enhanced symmetry. Such a
point might correspond to either the vev or to a maximum of the potential.
It may even be possible for both of these to be points of enhanced symmetry,
involving different symmetry groups.

Moduli may affect cosmology in several ways. Usually they are considered
in the context of supersymmetry, and the simplest expectation for the mass
is then m ∼ TeV, corresponding to what we may call light moduli. A light
modulus is typically displaced strongly from its vev during inflation, by an
amount which puts its subsequent oscillation and gravitational-strength decay
into conflict with nucleosynthesis. To avoid this “moduli problem” one may
suppose that all moduli are heavy, or that there is Thermal Inflation [24].

Now we turn to modular inflation. It is usually supposed to take place
near a maximum or saddle-point of the potential, with just one modulus φ
varying significantly. As many moduli typically exist, that may not be easy
to arrange. Supposing that it happens let us set φ = 0 at the maximum and
consider the power series for the potential. The generic expectation would be
for the quadratic term alone to provide at least a crude approximation to the
potential in the slow-roll regime, corresponding to

V (φ) = V0

(
1 +

1
2
η0
φ2

m2
Pl

)
(3.30)
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But this requires [from (3.29)] roughly η0 ∼ −1 which gives spectral tilt
n− 1 ∼ −1 in contradiction with observation. To provide a modular inflation
model one suppresses the quadratic term, either by means of a symmetry [48]
or more usually by fine tuning (see for instance [49]).

If the suppressed quadratic term is still required to dominate while cosmo-
logical scales leave the horizon, one obtains the scale-independent prediction
n = 1+2η0 which can agree with observation by choice of η0. This prediction
is scale-independent which might in the future allow it to be distinguished
from other predictions for n. Of course, one has to invoke additional terms to
end inflation, presumably at a value φend ∼ mPl. The tensor fraction is

r = 2
(
φend

mPl

)2

(1 − n)2e−N(1−n) ∼ 10−3.5

(
φend

mPl

)2

. (3.31)

Taking φend ∼ mPl gives the result shown in Fig. 3.10. The tensor fraction is
unobservable, but corresponds to a high normalization scale V 1/4 ∼ 1015 GeV,
meaning that we are not dealing with a light modulus.

It is more reasonable to suppose that the suppressed quadratic term is
negligible. Then, as a rough approximation it may be reasonable to write

V 
 V0

[
1 −

(
φ

μ

)p]
, (3.32)

with p ∼> 3 (not necessarily an integer) and μ ∼ mPl.
If this approximation holds for some reasonable length of time after cos-

mological scales leave the horizon it gives

φ∗p−2 =
[
p(p− 2)μ−pNm2

Pl

]−1
, (3.33)

(independently of φend) and

n− 1 = − 2
N

(
p− 1
p− 2

)
. (3.34)

For the range 3 < p < ∞ with N = 50 we get 0.92 < n < 0.96. The cmb
normalization corresponds to a tensor fraction

r 
 0.001
(p− 2)4

(
μ

mPl

) p
2p−4

(
50
N

) 2(p−1)
p−2

. (3.35)

This is shown in Fig. 3.10 with μ = mPl. Again, the tensor fraction is too small
to detect but still corresponds to a high energy scale V 1/4 ∼ 1015 GeV. These
estimates agree to rough order of magnitude with results obtained numerically
using potentials derived from string theory (see for instance [49]).
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3.6 Small-Field Models

A range of small-field models has been proposed. Before describing them we
make some general remarks, followed by a very basic treatment of supersym-
metry which is invoked in most small-field models.

The motivation for small-field models comes from ideas about what is likely
to lie beyond the Standard Model of particle physics. Choosing the origin as
the fixed point of the relevant symmetries, the tree-level potential will have a
power series expansion,

V (φ) = V0 ± 1
2
m2φ2 +Mφ3 +

1
4
λφ4 +

∞∑
d=5

λdm
4
Pl

(
φ

mPl

)d
(3.36)

The lower-order terms of (3.36), which do not involvemPl, are renormalizable
terms (corresponding to a renormalizable quantum field theory). The higher
order terms, which disappear in the limit mPl → ∞, are non-renormalizable
terms. We are taking m2 positive and as indicated the quadratic term might
have either sign. The other renormalizable terms will usually be positive, but
the non-renormalizable terms might have either sign.

According to a widely held view, non-renormalizable terms of arbitrarily
high order are expected, with magnitudes big enough to place this expansion
out of control at φ ∼> mPl. The typical expectation is |λd| ∼ 1 if mPl is the
ultra-violet cutoff and |λd| ∼ (mPl/Λ)d (the latter corresponding to the re-
placement mPl → Λ) if the cutoff Λ is smaller. This view is part of a more
general one, according to which the lagrangian of a field theory ought to con-
tain all terms that are allowed by the symmetries, with coefficients typically
of order 1 in units of the ultra-violet cutoff (see for instance [50]).

If the field theory is replaced by a more complete field theory above the
cutoff, the λd can be calculated and will be of the advertised order of magni-
tude if φ has unsuppressed interactions. But if instead it is replaced by string
theory above the cutoff, then estimates of λd should come from string theory.
Such estimates are at present not available, except for moduli.5 In general
then, one is free to accept or not the usual view about non-renormalizable
terms.6

Following [1], let us see what sort of conditions the terms in (3.36) must
satisfy, to achieve inflation in the small-field regime φ � mPl. We discount
the possibility of extremely accurate cancellations between different terms.
5 In the case of moduli (3.29) implies a strong suppression of the couplings. How-

ever, the inflaton in a small-field model is not usually supposed to be a modulus
because the origin in small-field models is usually taken to be the fixed point of
the symmetries of some unsuppressed interactions, which would make the origin
a point of enhanced symmetry for the modulus.

6 This is less true if supergravity is invoked because the non-renormalizable terms
are then present and out of control for generic choices of the functions defining
the theory. But one can still make special choices to avoid the problem.
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This means that the constant term has to dominate, and that we require the
addition of any one other term to respect the flatness condition |η| � 1, the
other flatness conditions then being automatic.7

We shall not consider the cubic term, which usually is forbidden by a
symmetry. For the other terms |η| � 1 is equivalent to

m2 � V0

m2
Pl


 3H2
∗ (3.37)

λ � V0

m4
Pl

m2
Pl

φ2
(3.38)

λd � V0

m4
Pl

(
m2

Pl

φ2

) d−2
2

. (3.39)

One might think that the second and third conditions can always be satisfied
by making φ small enough, but this is not correct because there is a lower
limit on the variation of φ. Indeed, during just the ten or so e-folds while
cosmological scales leave the horizon (3.16) and (3.26) require φ to change by
at least 104V 1/2/mPl and φ cannot be smaller than that on all such scales.
We conclude that

λ ∼< 10−8 (3.40)

λd ∼< 10−8

(
1016 GeV

V
1/4
0

)2(d−4)

. (3.41)

The first condition requires λ to be very small, and the second condition
requires at least the first few λd to be very small unless the inflation scale is
well below 1016 GeV. Supersymmetry can ensure these conditions, either by
itself or combined with an internal symmetry. Alternatively one can invoke
just an internal symmetry corresponding to φ→ φ+ const, making φ a PNGB,
though as we remark later that is not so easy to arrange as one might think.

Finally, we recall that for a generic field in an effective field theory, mPl

in (3.36) might be replaced by an ultra-violet cutoff ΛUV < mPl, arising
either because heavy fields have been integrated out, or because large extra
dimensions come into play. One hopes that such a thing does not happen for
the inflaton field, because it would make it more difficult to satisfy the flatness
conditions [53]. Fortunately, the presence of large extra dimensions does not
7 In a supersymmetric theory one instead consider A-term inflation [51, 52]. Drop-

ping the constant term V0, one can choose a flat direction (say in the space of
the MSSM scalars) in which the leading non-renormalizable term in the super-
potential generates an A-term. Then a fine-tuned match between three terms in
the potential can give V ′ = V ′′ = 0 for a particular field value. Inflation can then
take place near that value and naturally reproduce the cmb normalization. By
a suitable choice of the fine-tuning it can also reproduce the observed spectral
index, though it can also give any value in the slow-roll range 0 ∼< n ∼< 2 [52].
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in itself prevent mPl from being the effective cutoff for at least some of the
fields.

3.7 Supersymmetry: General Features

Field theory beyond the Standard Model is usually required to possess su-
persymmetry. Supersymmetry [54] is an extension of Lorentz invariance. Its
outstanding prediction is that each fermion should have bosonic superpart-
ners, and vice versa, with identical mass and couplings in the limit of unbroken
supersymmetry. Supersymmetry has to be broken in our Universe.

Supersymmetry is usually taken to be a local symmetry, and is then called
supergravity because it automatically incorporates gravity.8 In that case the
breaking is spontaneous. In many situations, global supersymmetry is used
with the expectation that it will provide a good approximation to supergravity.
In that case the breaking can be spontaneous and/or explicit.

We shall deal with the simplest version of supersymmetry, known as N = 1
supersymmetry, which alone seems able to provide a viable extension of the
Standard Model. Here, each spin-half field is paired with either a complex
spin-zero field (making a chiral supermultiplet), or else with a gauge boson
field (making a gauge supermultiplet). With supergravity, the graviton (spin
two) comes with a gravitino (spin 3/2). With spontaneously broken global
supersymmetry there is instead a spin 1/2 goldstino.

One motivation for supersymmetry concerns the mass of the Higgs parti-
cle, given by the vev of ∂2V/∂φ2 where φ is the Higgs field. The function V
that we have up till now being calling simply the potential is only an effective
one, and not the “bare” potential entering into the lagrangian which defines
the field theory. Interactions of the scalar fields with themselves and each
other change the bare potential into an effective potential. We will be con-
cerned with perturbative quantum effects represented by Feynman diagrams.
If we including just tree-level (no-loop) diagrams, the effective potential is
still given by the power series (3.36) with different (renormalized) values for
the coefficients in the series. Loop corrections give further renormalization of
the coefficients, which is our immediate concern. (They also give the potential
logarithmic terms that have to be added to the power series, which we come
to later.)

The point now is that the loop “correction” in a generic field theory will be
large, driving the physical mass up to a value of order the ultra-violet cutoff.
As the latter is usually supposed to be many orders of magnitude above the
physical Higgs mass, one must in the absence of supersymmetry fine-tune the
bare mass so that it almost exactly cancels the loop correction. To protect the
Higgs mass from this fine tuning, one needs to keep the loop correction under

8 Some brane world scenarios explicitly break local supersymmetry which means
there is actually explicitly broken global supersymmetry.
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control by means of a symmetry which would make it zero in the unbroken
limit. The best symmetry for doing that job in the case of the Higgs field is
supersymmetry.9

In a supersymmetric extension of the Standard Model, each particle species
must come with a superpartner. It turns out that at least two Higgs fields are
then needed. Keeping just two, one arrives at the Minimal Supersymmetric
Standard Model (MSSM), which is a globally supersymmetric theory with
canonically normalized fields. The partners of the quarks and leptons are
called squarks and sleptons, those of the Higgs fields are called higgsinos, and
those of the gauge fields are called gauginos.

Unbroken supersymmetry would require that each Standard Model particle
has the same mass as its partner. This is not observed, which means that the
global supersymmetry possessed by the MSSM must be broken in the present
vacuum. To agree with observation it turns out that the breaking has to be
explicit as opposed to spontaneous. To ensure that supersymmetry continues
to do its job of stabilizing the potential against loop corrections, the breaking
must be of a special kind called soft breaking. Soft supersymmetry breaking
has to give slepton and squark masses very roughly of order 100 GeV. They
cannot be much smaller or they would have been observed, and they cannot
be much more bigger if supersymmetry is to do its job of stabilizing the Higgs
mass.

Softly broken supersymmetry explains with high accuracy the observed
ratio of the three gauge couplings (determining the strengths of the strong,
weak and electromagnetic interactions) on the hypothesis that there is a GUT.
This feature is actually preserved if one allows the squarks and sleptons to
be extremely heavy (hence not observable), a proposal known as Split Super-
symmetry.

The LHC will soon determine the nature of the fundamental interactions
immediately beyond the Standard Model, and may or may not find evidence
for supersymmetry. In the latter case we will know that supersymmetry is too
badly broken to be relevant for the Standard Model. It might still be relevant
in the early Universe and in particular during inflation, but there is no doubt
that increased emphasis will then be placed on non-supersymmetric inflation
models. A good candidate for non-supersymmetric inflation would be modular
inflation. Alternatively, one might make the inflaton a PNGB, or just accept
extreme fine tuning.

9 If a symmetry other than supersymmetry were to be used, the Higgs field φ would
become a PNGB corresponding to a shift symmetry φ → φ+ const. It is difficult
for a shift symmetry to protect the Higgs mass, because the symmetry will be
broken by the strong couplings that the Higgs is known to possess. This problem
can be overcome by what is called the Little Higgs mechanism but the resulting
schemes are complicated especially if the ultra-violet cutoff is supposed to be
many orders of magnitude bigger than the observed mass.
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3.8 Supersymmetry: Form of the Potential

In a supergravity theory, the potential is a function of the complex scalar
fields, of the form

V (φi) = V+(φi) − 3m2
Plm

2
3/2(φi) . (3.42)

The first term is positive, and spontaneously breaks supersymmetry.
In the vacuum, m3/2(φi) becomes the gravitino mass which we denote

simply be m3/2. Let us denote the vev of the first term by M4
S . The near-

cancellation of the two terms in the vacuum is unexplained (the cosmological
constant problem). The explicitly broken global supersymmetry seen in the
MSSM sector is supposed to be obtained from the full potential as an ap-
proximation. To achieve this the spontaneous breaking must take place in
some “hidden sector” with some “messenger” sector communicating (me-
diating) between the hidden sector and the MSSM sector. The value of
MS required to give squark and slepton masses of order 100 GeV depends
on the strength of the mediation. Let us characterize it by Mmess, with
100 GeV = M2

S/Mmess. Gravitational-strength mediation (“gravity media-
tion”) corresponds to Mmess ∼ mPl and the biggest reasonable range is
104 GeV ∼< Mmess ∼< 1012.10 The corresponding gravitino mass is between
1 eV and 106 GeV.

Coming to inflation, supersymmetry stabilizes the potential against loop
corrections just as in the MSSM Higgs case. Also, the small λ required in the
tree-level potential can be obtained quite naturally. One generally assumes
that the first term of (3.42) dominates since there is no reason to expect
a fine cancellation. Assuming that supersymmetry in the early Universe is
broken at least as strongly as in the vacuum, this requires V ∼> M4

S . Partly
for that reason, very low-scale inflation is difficult to achieve.

Now we come to what has been called the η problem. The supergravity
potential can be written as the sum of two terms, called the F term and the
D term. In most inflation models V comes from the F term. Then, each scalar
field typically has mass-squared at least of order m2 ∼> V/m2

Pl = 3H2. For
the inflaton this is in mild conflict with the slow-roll requirement |η| � 1
[55, 56, 57, 58].

Even if we allow the curvature perturbation to be generated after inflation,
say in the curvaton model, we still need m2 � V/m2

Pl for the curvaton field.
In that case there may be a problem even after inflation, because a generic
supergravity theory still gives each scalar field an effective mass at least of
order H [59] except during radiation domination [60], which will tend to drive
each field to its unperturbed value and kill the curvature perturbation.

10 The upper limit corresponds to anomaly mediation, which is gravity mediation
suppressed by a loop factor. The lower limit is an interpretation ofMS � 100 GeV,
required so that the hidden sector is indeed hidden.
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Returning to the standard scenario for generating the curvature perturba-
tion, we typically need |η| ∼ 0.01 to generate the observed spectral tilt. This
represents an order 1% fine-tuning which is not too severe. What is perhaps
more serious is that the η problem calls into question the validity of any model
which is formulated within the context of global supersymmetry. It is easy to
ensure |η| � 1 in such a theory, but having done that the supergravity correc-
tion may still be big and completely alter the model. In a typical global super-
symmetry model though, the same is true of other types of correction as well.

3.9 One-Loop Correction

Loop corrections add a logarithmic term to the effective potential. In the
direction of any field φ, the one-loop correction is

ΔV (φ)=
∑
i

±Ni

64π2
M4
i (φ) ln

[
M2
i (φ)
Q2

]
. (3.43)

This is called the Coleman–Weinberg potential. The sum goes over all particle
species, with the plus/minus sign for bosons/fermions, and Ni the number of
spin states. The quantity M2

i (φ) is the effective mass-squared of the species,
in the presence of the constant φ field. For a scalar, M2

i = ∂2V/∂φ2
i , which is

valid for φ itself as well as other scalars.
The quantity Q is called the renormalization scale. If the loop correction

were calculated to all orders, the potential would be independent of Q. In
a given situation, Q should be set equal to a typical energy scale so as to
minimize the size of the loop correction and its accompanying error. Focusing
on the inflaton potential, we should set Q equal to a typical value of φ (one
within the range which corresponds to horizon exit for cosmological scales).
That having being done, the magnitude of ΔV will typically be negligible, but
its derivatives may easily be significant.

If supersymmetry were unbroken, each spin-1/2 field would have a scalar-
or gauge field partner with the same mass and couplings, causing the loop
correction to vanish. In reality supersymmetry is broken. To see how things
work out, let us consider the loop correction from a chiral supermultiplet,
consisting of a spin-1/2 particle with a scalar partner. The partner is a complex
field ψ = (ψ1 + iψ2)/

√
2, whose real components ψi have true masses mi. If

there is an interaction 1
2λ

′φ2|ψ2|, this gives M2
i = m2

i + 1
2λ

′φ2 (i = 1, 2).
(We use the prime to distinguish this coupling from the self-coupling λ in
the tree-level potential (3.36) of the inflaton.) The spin-1/2 field typically
has true mass mf =0, and its interaction with φ generates an effective mass-
squared M2

f (φ) = 1
2λ

′φ2. (This result is not affected by either spontaneous
or soft supersymmetry breaking.) When φ is much bigger than mi, the loop
correction is therefore
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ΔV 
 1
32π2

⎡
⎣∑
i=1,2

(
m2
i +

1
2
λ′φ2

)2

− 2
(

1
2
λ′φ2

)2
⎤
⎦ ln

φ

Q
. (3.44)

The coefficient of φ4 vanishes by virtue of the supersymmetry. For the other
terms, we will consider two cases. Suppose first that global supersymmetry
is spontaneously broken during inflation. Then it turns out that typically
m2

1 = −m2
2, causing the coefficient of φ2 in (3.44) to vanish. This leaves

ΔV 
 m4
1

32π2
ln
φ

Q
. (3.45)

In this case the derivatives of ΔV are independent of Q, making its choice
irrelevant as the magnitude of ΔV is negligible.

Now suppose instead that global supersymmetry is explicitly (softly) bro-
ken during inflation, the coefficient of φ2 in 3.44 does not vanish, but instead
typically dominates the constant term. Adding the loop correction to the mass
term of the tree-level potential gives

ΔV =
1
2

[
m2 +

λ′

32π2

(
m2

1 +m2
2

)
ln
φ

Q

]
φ2 . (3.46)

This expression is valid over a limited range of φ, if Q set equal to a value of
φ within that range. If a large range of φ is under consideration, it should be
replaced by an expression of the form

ΔV =
1
2
m2(φ)φ2. (3.47)

The “running mass” m2(φ) is calculated from what are called renormalization
group equations (RGEs).

The above discussion involved the loop correction due to a chiral super-
multiplet. Couplings involving chiral super multiplets, such as λ′, are called
Yukawa couplings and they can be very small. We could instead have discussed
the loop correction due to a gauge supermultiplet, consisting of a spin-1/2 field
whose partner is a gauge field. The couplings involving gauge super multiplets
are called gauge couplings and denoted usually by g. They are not expected to
be very small. The loop correction from a gauge supermultiplet is essentially
of the above form, with λ′ replaced by g.

Finally, if there is no supersymmetry, the loop correction typically desta-
bilizes the tree-level potential, and in particular it gives to the mass of each
scalar field a contribution which is typically of order the ultra-violet cutoff.
To obtain an acceptable potential, and in particular acceptable masses, one
has to invoke a fine-tuned cancellation between the loop correction and the
tree-level potential. Considering just the contribution from the spin-1/2 part
of 3.44, and adding it to the self-coupling of φ, one has
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ΔV =
1
4

[
λ−

(
λ′

4π

)2

ln
φ

Q

]
φ4. (3.48)

As with the mass, the RGE’s give a more accurate result, corresponding to
ΔV = 1

4λ(φ)φ
4 with a running coupling λ(φ).

3.10 Small-Field Models: Moving Away from the Origin

In this section we consider small-field potentials with the shape shown in
Fig. 3.4. We begin with non-hybrid models, taking the origin as the fixed
point of the symmetries. Then the minimum of the potential corresponds to a
nonzero vev, and the potential vanishes there. Such models are usually called
New Inflation models, since that was the name given to the first viable slow-
roll model which happened to be of that kind.

The situation for New Inflation is similar to the one we discussed for
modular inflation. Keeping the quadratic term alone cannot be a good approxi-
mation throughout inflation. Assuming that the quadratic term is already neg-
ligible when cosmological scales leave the horizon, the approximation (3.32)
seems reasonable, with p ∼> 3 and now μ � mPl. With this approximation
the spectral tilt is given by (3.34). The tensor fraction is given by (3.35) with
μ � mPl making it absolutely negligible, and allowing an inflation scale far
below 1015 GeV.

The original New Inflation model corresponded to p = 4;

V 
 V0 − 1
4
λφ4 + · · · . (3.49)

To be precise, the inflaton was supposed to be the GUT Higgs, taken to be
practically massless, whose Mexican–Hat potential was generated by a running
coupling coming from the non-supersymmetric Coleman–Weinberg potential.
The cmb normalization now requires λ = 3 × 10−13(50/N)3. This ruled out
the model in its original form, because λ was the GUT gauge coupling with
known magnitude of order 10−1. A viable version of the model was obtained

Fig. 3.4. Modular, new, inverted hybrid, mutated hybrid
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[61] by declaring that the inflaton is a gauge singlet, making λ a Yukawa
coupling whose value can be chosen at will.

Instead of invoking the approximation (3.32), we might suppose that the
quadratic term dominates while cosmological scales leave the horizon but a
higher term dominates soon afterward. The simplest potential of this kind is

V = V0 − 1
2
m2φ2 − 1

4
λφ4 + · · · . (3.50)

A supersymmetric realization of this case making close contact with particle
physics is given in [62] (see also [1]), which is very fine-tuned if the infla-
ton is required to generate the curvature perturbation. There is also a non-
supersymmetric realization invoking a Little Higgs mechanism [63, 64], making
φ a PNGB with a periodic potential. The prediction for this model is the same
as for (3.30), with the difference that φend will be far below mPl making the
inflation scale far below 1016 GeV.

Turning to hybrid inflation, the simplest possibility is inverted hybrid in-
flation [65] where the origin remains the fixed point of symmetries, and one
simply reverses the sign of m2, m2

ψ and λ′ in the usual hybrid inflation po-
tential [vord below]. The negative sign of λ′ is difficult to arrange especially
in a supersymmetric model, and severe fine-tuning is also required [66].

Instead one can make φ a PNGB so that it has a periodic potential [63,
64, 67]. The shift symmetry is broken both by the potential V (φ) and by
the coupling of φ to the waterfall field. The inflationary trajectory does not
pass through the fixed point of the symmetries, and taking the origin to be a
maximum of the potential is just an arbitrary choice. Instead of making φ a
true PNGB, one can arrange that at least it is effectively one during inflation,
in the sense that the potential then becomes flat in some well-defined limit
[57, 58, 68]. For both types of model it seems possible for the magnitude
of the spectrum and the spectral tilt to be in agreement with observation
by suitable choice of parameters. The inflation scale can be many orders of
magnitude below 1015 GeV.

3.11 Moving Toward the Origin; Power-Law Potential

In this section we consider potentials of the form illustrated in Fig. 3.5, of
either the small-field or medium-field type. We begin with potentials that can
be approximated by (3.32) with p < 0. Such potentials give the prediction
(3.34) for the spectral index and (3.35) for the tensor fraction.

With p = −4, (3.32) has been derived in a brane world scenario, where
μ ∼ mPl is allowed corresponding to a medium-field model [69]. This is a
hybrid inflation model, with the usual potential schematically of the form

V (φ, χ) = V (φ) +
1
2
m2φ2 − 1

2
m2
χχ

2 +
1
2
λ′χ2φ2 +

1
4
λχ4 . (3.51)
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At φ > φc ≡ mχ/
√
λ′ the waterfall field is driven to zero, leaving V (φ) given

by (3.32). The unusually form of V (φ) here arises because the inflaton field
φ corresponds to the distance between branes attracted towards each other.
Inflation in this model ends when the branes coalesce.

Colliding brane inflation has the usual η problem, in that the potential is
expected to have a term 1

2m
2φ2 with m2 ∼ H2. But the brane world scenario

can motivate a non-canonical normalization of a specific form, leading to what
is called DBI inflation which can take place even with m2 ∼ H2. We shall not
present the results for that case.

At the end of this brane world inflation, F and D strings are typically
produced. At present it is not clear how that affects the viability of the
model, because the evolution of the string network has not been reliably
calculated.

The potential (3.32) with various values of p had been derived earlier in
the context of ordinary field theory, with μ� mPl corresponding to a small-
field model. The mechanism, referred to as mutated [70] or smooth [71] hybrid
inflation, is the following. The waterfall field is not fixed during inflation, but
instead adjusts to continually minimize the potential. The effective potential
is then V (φ, ξ(φ)), and for simplicity the φ-dependence at fixed χ is taken
to be negligible. In this way [65] one can obtain any p < 0 (not necessarily
integral) as well as p > 1. Taking negative p, the upper bound on r (evaluated
by setting Δφ < mPl) is shown in Fig. 3.10.

This is a good place to mention another potential of the kind shown in
Fig. 3.5;

V 
 V0

[
1 − exp

(
−q φ
mPl

)]
, (3.52)

with q of order 1. It occurs if inflation takes place in field space where the
kinetic function has a pole, irrespective of the form of the potential [58], with
model-dependent values of q such as q = 1 or

√
2. It can also be obtained by

transforming R2 gravity or scalar-tensor gravity to the Einstein frame, giving
q =

√
2/3. Notice that these modified-gravity theories should not be used in

φ

V

Fig. 3.5. F - and D-term inflation, colliding brane, mutated hybrid
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conjunction with the standard supergravity potential, because that potential
is evaluated in the Einstein frame.

The potential is supposed to apply in the regime where V0 dominates,
which is φ ∼>mPl. Inflation ends at φend ∼ mPl, and when cosmological scales
leave the horizon, we have φ 
 ln(q2N)mPl/q and

n 
 1 + 2η = 1 − 2
N
. (3.53)

The predicted cmb normalization (for q = 1 and N = 50) is shown in Fig. 3.10
as a cross.

3.12 F and D Term Inflation

Now we suppose that the potential is dominated by the loop correction, in
a model invoking spontaneously broken global supersymmetry. We focus ini-
tially on the case that the supergravity correction is negligible, asking later
whether that is reasonable in specific models. In the regime φ � φc the po-
tential is then given by (3.45), while in the limit φ→ φc it vanishes [because
Mi(φ) in (3.43) vanishes]. The mass-squared in (3.45) is proportional to some
coupling g which controls the strength of the spontaneous supersymmetry
breaking. The potential during inflation is therefore of the form

V (φ) = V0

(
1 +

g2

8π2
f(φ) ln

φ

Q

)
, (3.54)

where f = 1 for φ � φc and f → 0 as φ → φc. The potential has the form
shown in Fig. 3.5.

For φ� φc,

η = − g2

8π2

m2
Pl

φ2
= −εmPl

φ
. (3.55)

Consider first the regime

g2 � 8π2φ2
c/m

2
Pl . (3.56)

slow-roll inflation ends at φend = 2gm2
Pl/4π� φc, because η = 1 there. After

slow-roll inflation ends, φ oscillates about 〈φ〉 = 0. A few e-folds [of order
ln(φend/φc)] of “locked” inflation then occur, until the amplitude falls below
φc.

The integral (3.16) is dominated by the limit φ giving

φ 

√
N

4π2
gmPl. (3.57)

To be in the desired regime φ� mPl we need g � 1 which might be in conflict
with (3.56). Proceeding anyway one finds n = 1 − 1/N 
 0.98, and the cmb
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normalization r = 0.0011(50/N)g2. This prediction (with N = 50) is shown
as a star in Fig. 3.10.

All this is with g in the regime (3.56). If we decrease g smoothly to reach the
opposite regime g2 � 8π2φ2

c/m
2
Pl, φ(N) approaches φc, the cmb normalization

decreases and n approaches 1 [72].
Two versions of this model exist in the literature, referred to generally as

F -term [57, 58, 73] and D-term [74, 75] inflation.11 In both cases, the starting
point is a simple global supersymmetry theory with canonical kinetic terms,
giving the hybrid inflation potential (3.51) with V (φ) perfectly flat.

In the F -term case, g is a Yukawa coupling, which can be chosen to be
small yielding a small-field model. The cmb normalization fixes the vev of
the waterfall field, as Λ 
 6 × 1015 GeV. Identifying the waterfall field(s) as
a subset of the GUT Higgs fields motivates this value. Turning that around,
the GUT model predicts roughly the observed magnitude for the spectrum of
the curvature perturbation.

As we are dealing with an F term, the η problem exists; we expect V 

±m2φ2 with m2 ∼ H2. To have a viable model m2 needs to be tuned down
by a factor of order 0.01 but there is no reason why it should be negligible.
The case of positive m2 has been investigated in [76] and negative m2 in [3].
The latter case gives an attractive model because it corresponds to hilltop
inflation as in Fig. 3.9. After eternal inflation near the hilltop, the field can
roll in the negative φ direction. After redefining the origin and reversing the
sign of φ we recover the small-field model considered in Sect. 3.10. Taking
the case (3.56), the spectral index and the height of the potential have been
calculated, and are lower than in the original model.

In the D-term case, g is a gauge coupling which presumably cannot be
small. The vev of the waterfall field has the same cmb normalization as in the
F -term case. This vev is expected to be of order the string scale, relating D
term inflation directly to string theory.

There is no η problem for the D-term model, but the tree-level potential
V (φ) is still not expected to be flat because we are dealing with a medium-
field model where non-renormalizable terms are out of control. There is no
particular reason to think that the tree-level V (φ) will be quadratic, but one
may adopt the quadratic form as a parameterization. The case of positive
mass-squared was considered in [77, 78], and negative mass-squared in [3, 79].
As in the F term case, it gives an attractive inflation model and with the
height of the potential and the spectral index both lower than with the original
model.

In both the F and D-term models, the inflationary energy scale without
a tree-level potential is V 
 g2Λ4. Cosmic strings are generically produced

11 The supergravity potential can be written as the sum of an F term and a D term.
With the D term one is driven more or less inevitably to this type of model, but
many other possibilities exist with the F term.
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with tension μ ∼ V 1/2, and the cmb constraint μ1/2 ∼< 1015 GeV imposes
restrictions on the parameter space.

3.13 Tree-Level Hybrid Inflation

All of the models considered so far can give a spectral index which is consistent
with observation at the time of writing, provided that N is not too far below
the expected value 
 50). Now we turn to small- and medium-field models
which at least in their simplest form are ruled out by their prediction for the
spectral index (as always, on the assumption that the inflaton perturbation
generates the curvature perturbation).

Any small- or medium-field model with a concave-upward potential is ruled
out. Such models are of the hybrid type, unless the potential becomes concave-
downward after cosmological scales leave the horizon. Taking the fixed point
as the origin of symmetries, we distinguish between potentials with positive
slope as in Fig. 3.6, and with negative slope as in Fig. 3.8.

A negative slope can arise from non-perturbative quantum effects [80].
More usually, one finds models with positive slope as in Fig. 3.6, coming
from a tree-level hybrid inflation model with (say) a quadratic potential. The

φ

V

Fig. 3.6. Tree-level hybrid

Fig. 3.7. Dynamical supersymmetry breaking
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0
−π π

1

V
/V
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(2|η0| )
1/2φ /Mp

Fig. 3.8. Natural/chaotic inflation

potential including the waterfall field χ is [13] of the form (3.51) with V (φ) =
1
2m

2φ2.
A well-motivated tree-level hybrid inflation model, called Supernatural

Inflation by its authors [81], uses softly broken global supersymmetry. The
waterfall field is, in our nomenclature, a light modulus [82]. In contrast
with most models of inflation, the inflationary scale is low corresponding
to V 1/4

0 ∼ MS ∼ 1010 GeV, the idea being that there is gravity-mediated
supersymmetry breaking both during inflation and in the vacuum, the only
difference in the former case being that the last term of (3.42) has not yet
kicked in order to achieve a viable model the masses mχ and m are taken
to be respectively somewhat bigger and smaller than their generic values of
order H∗. The observed curvature perturbation is then obtained with λ′ just
a few orders of magnitude below 1.

φc φmax

φ

V(φ)

Fig. 3.9. Sketch of the inflationary potential for the F/D-term scenario in its sim-
plest form, without a tree-level potential (dashed line) and with a concave-downward
tree-level potential (continuous line)



3 Particle Physics Models of Inflation 109

The origin χ = 0 is taken by the authors to be, in our nomenclature,
a point of enhanced symmetry. The relevant symmetries cannot be those of
the Standard Model because 〈χ〉 ∼ mPl. After inflation the waterfall field
oscillates about its vev, but it is supposed to decay into SM particles before
nucleosynthesis so that it presents no moduli problem. This makes the vev
another point of enhanced symmetry, the symmetries now being those of the
Standard Model [82].

As with practically all inflation models, the inflaton is invoked just to
give inflation and is not part of any extension of the Standard Model that
has been proposed for other purposes. Models similar in spirit have been
proposed (beginning with [83]) that are based on extensions of the Standard
Model that serve other purposes too. They have an even lower inflation scale,
corresponding to a mediation strength stronger than gravitational. They in-
voke fine tunings, which may however be reasonable within the context of
string theory and branes. They can give either ordinary or inverted hybrid
inflation, but in both cases the spectral tilt is practically zero in contradiction
with observation. To avoid this problem though, it seems possible to generate
the curvature perturbation during preheating [84].

In considering tree-level hybrid inflation, one has to remember that the
coupling of the inflaton to the waterfall field generates a calculable loop correc-
tion to the potential, which can be concave-downward and rescue the model.
This still leaves a large region of parameter space in which the one-loop correc-
tion from this source is negligible [85], though in some part of that space one
should still worry about the two-loop correction [81]. In any case the coupling
of the inflaton to fields other than the waterfall field can also generate a
concave-downward loop correction. We consider this possibility next, in the
context of the running-mass model.

A different possibility for generating a concave-downward potential would
be to include the leading non-renormalizable term with a negative sign, gen-
erating a maximum as we discussed already for F - and D-term inflation. The
possibility has not been investigated at the time of writing.

3.14 Running Mass Models

The loop correction with soft supersymmetry breaking generates a running
mass. If the mass belongs to the inflaton we have a running-mass inflation
model. The usual model [86] starts with the Supernatural inflation model
that we mentioned earlier. At φ = mPl, the running mass m2(φ) is supposed
to be of order V0/m

2
Pl, which is the minimum value in a generic supergravity

theory. The inflaton is supposed to have couplings (gauge, or maybe Yukawa)
that are not too small, and it is supposed that m2(φ) passes through zero
before it stops running. The running associated with a given loop will stop
when φ falls below the mass of the particle in the loop.
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The potential near m2(φ) = 0 is flat enough to support inflation. To see
this, we can use (3.46) which is valid over any small range of φ and will
therefore be valid around the minimum. It can be written in the form

V = V0

[
1 +

1
2
η0
φ2

m2
Pl

(
ln
φ

φ∗
− 1

2

)]
, (3.58)

which leads to
mPl

V ′

V0
= η0

φ

mPl
ln
φ

φ∗
. (3.59)

The potential has a maximum or minimum at φ = φ∗, at which η = η0, and
near which

η = η0

(
1 + ln

φ∗
φ

)
. (3.60)

A maximum is favoured theoretically, because a minimum requires a hybrid
inflation model with φc tuned to be near the minimum.

To estimate |η0|, we can make the crude approximation that (3.60) is valid
at φ ∼ mPl, where |η| is supposed to be of order 1. Then

|η0| ∼ 1/ ln(mPl/φ∗) . (3.61)

This will give |η0| � 1 if φ∗ is exponentially below mPl, and with the rea-
sonable requirement φ∗ ∼> 100 GeV it gives something like |η0| ∼ 10−1. For
a generic value of φ(N) this corresponds to |n − 1| ∼ 0.1 which is outside
the observational bound. One can satisfy current observation by choosing the
parameters so that φ(N) = φ∗ around the middle of the cosmological range of
scales, corresponding to the spectrum having a maximum at that point [87].
The running of the spectral index at that point is dn/d lnk 
 −2η20, and we
are requiring |η0| ∼ 10−1. This is allowed by present observations, though it
will soon be ruled out or confirmed.

To see whether the condition φ(N) 
 φ∗ is reasonable, as well as to cal-
culate the cmb normalization, we need

N(φ) = − 1
|η0| ln

(
ln
φend

φ∗
ln
φ∗
φ

)
. (3.62)

If slow-roll inflation ends at |η| ∼ 1, and (3.60) is still roughly valid there,
|η0| ln(φ∗/φend) ∼ 1 and (3.62) requires roughly |η0| 
 exp(−N |η0|) which is
more or less compatible with |η0| ∼ 0.1, and also more or less satisfies the
cmb normalization with V 1/4

0 ∼ 10−10 GeV.
A running mass has also been considered in the context of a two-field mod-

ular inflation model [20, 88]. The two real fields are components of a complex
field Φ. The maximum of the tree-level potential, chosen as Φ = 0, represents a
point of enhanced symmetry, and its height is V 1/4

0 ∼ 1010 GeV corresponding
to gravity-mediated supersymmetry breaking. Writing Φ ≡ |Φ|eiθ, the poten-
tial depends on both θ and |Φ|. The tree-level negative mass-squared defined
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at the origin is supposed to have the generic value corresponding to |η0| ∼ 1,
but interactions cause the mass to run. This turns the maximum into a crater,
and it makes the potential very flat at the rim so that inflation can take place
there.

There is a family of trajectories characterized by the initial value of θ.
The curvature perturbation in this two-field model was calculated from the
δN formalism. Near a special value of θ, chosen as zero, θ can be chosen to
reproduce the cmb normalization is reproduced with V 1/4

0 ∼MS ∼ 1010 GeV.
It seems to be possible to reproduce the observed spectral index by choice of
parameters.

3.15 Large-Field Models

Now we turn to large-field models. They give a significant tensor perturbation
r ∼ 10−2, which will be observed or ruled out in the near future.

The field variation cannot actually be extremely large, because (3.16) re-
quires Δφ/mPl <

√
2εmaxN � 50. Two kinds of potential have been consid-

ered. One [9] is the Chaotic Inflation potential V ∝ φp with p an even integer.
The slow-roll parameters are

ε =
p2

2
m2

Pl

φ2
, η = p(p− 1)

m2
Pl

φ2
. (3.63)

Inflation ends at φend 
 pmPl When cosmological scales leave the horizon, we
find from (3.16) that φ =

√
2NpmPl, giving

n− 1 = −2 + p
2N

= −2 + p
100

, r =
4p
N

= 0.08p . (3.64)

Current observational constraints practically rule out the case p ≥ 4. Fu-
ture observation will rule out or support the remaining case p = 2. The cmb
normalization for V = 1

2m
2φ2 is m = 1.8 × 1013 GeV, and for V = 1

4λφ
4 it is

λ = 7× 10−14. If the curvature perturbation is not generated by the inflaton,
these become upper bounds, and there is no spectral index constraint.

Another simple possibility is to use a sinusoidal potential

V =
1
2
V0

[
1 + cos

(√
2|η0|φ
mPl

)]
. (3.65)

Here, the origin has been taken to be the maximum of the potential, and
η0 < 0 is the value of η there. This was called Natural Inflation by its authors
[89]. The vev is at 〈φ〉 = −πmPl/

√
2|η0|.

With this potential φ(N) is given by

sin

(√
|η0|
2

φ

mPl

)
=

√
1

1 + |η0| e
−N |η0| , (3.66)
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leading to

ε =
1

2N
2N |η0|

e2N |η0| − 1
, η = ε− |η0| . (3.67)

The maximum is at φ = 0, and eternal inflation can take place there provid-
ing the initial condition for observable inflation. But if N |η0| � 1, observable
inflation itself will not begin until the potential is near the minimum, cor-
responds to the “chaotic inflation” potential V = 1

2m
2φ2. The prediction in

the r–n plane is shown in Figs. 3.3 and 3.10. We see that the current bound
on n requires r ∼> 10−2. This means that Natural Inflation will eventually be
confirmed or ruled out, though it may turn out to be indistinguishable from
chaotic inflation.

Large-field models are difficult to understand within the generally accepted
rules for constructing field theories beyond the Standard Model, whereby the
higher order terms in the expansion (3.36) are under control only for φ� mPl.
Some possibilities do exist though.

First, the inflationary trajectory may lie in the space of many fields, cor-
responding say φ =

∑N
i=1 aiφi/

√∑
a2i . Then, with say all ai equal, we can

have φ � mPl with each φi � mPl. This was called Assisted Inflation by its
authors [90]. At first sight one might think that the proposal lacks content,
since a rotation of the field basis can always make φ one of the fields. The
point though is that the field theory may select a particular basis, as the
one in which the power series (3.36) is expected to be relevant. It has been
argued [91] that this will be the case if each φi has a sinusoidal potential,
leading to what they called N -flation. Then, if inflation takes place near the
minimum of the potential one can have φ2 chaotic inflation even though the
proportionality V ∝ φ2 does not persist up to the Planck scale.

A second possibility is for the inflationary trajectory may wind many times
around the fixed point of the symmetries, at a distance ∼< mPl from that point.
Something like this has been suggested in the context of string theory [92],
giving a sinusoidal potential corresponding to Natural Inflation. Finally, it
may be possible to evade the general rule that (3.36) is out of control at
φ � mPl, if the field theory is derived from a special higher-dimensional
setup. This is the idea of Gauge Inflation [64, 93, 94], where the inflaton is
the fifth component of a gauge field living in a 5D theory, which becomes a
PNGB in the 4D theory. This again can give a sinusoidal potential. None of
these proposals allows V to increase continually up to the Planck scale, in the
spirit of the Chaotic Inflation proposal.

3.16 Warm Inflation

In all of the inflation models mentioned so far, energy loss by the inflation
field φ is assumed to be negligible on the grounds that φ changes only slowly
with time. Including this energy loss will give an equation of the form
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φ̈+ (3H + Γ)φ̇+ V ′ = 0 , (3.68)

where Γ is some time-dependent quantity. The warm inflation model [95]
assumes that Γ is significant, or even dominant (Γ � H).

The extent to which warm inflation is possible was investigated in the GUT
hybrid inflation model [96] using an earlier calculation of the energy loss [97].
It does not occur in the original GUT hybrid model but apparently can occur
if the inflaton has a suitable interaction with a spin-half particle. The curva-
ture perturbation in warm inflation receives a contribution from the thermal
fluctuation, which dominates the contribution of the vacuum fluctuation if Γ
is dominant.

3.17 Present Status and Outlook

Figure 3.10 summarizes most of the predictions that we have been discussing,
always assuming that the inflaton perturbation generates the curvature per-
turbation. (Recall that the alternative was considered in Sect. 3.4.5.)

Consider first small- and medium-field models. For these models the tilt is
directly related to the curvature of the potential, n− 1 = 2η. As a result, the
recently-observation negative tilt has had a dramatic effect, ruling out whole
classes of otherwise attractive models. These include the original tree-level hy-
brid inflation model, in particular those rather well-motivated versions which

0.9 0.95 1 1.05
−6

−5

−4

−3

−2

−1

0

Natural Inflation

Multifield/Chaotic Inflation

Original Hybrid Model

Mutated Hybrid Inflation

Modular Inflation (p=2)Modular Inflation (p>3)

Fig. 3.10. The shaded regions are the allowed by observation as in Fig. 3.3, and
the predictions are described in the text. Planned observation will detect r or give
a limit r < 10−2, and r < 10−3 will probably never be observed
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invoke during inflation the vacuum supersymmetry-breaking mechanism. The
running-mass variant of tree-level hybrid inflation is not yet ruled out, but it
will be if the observational bound on the running of n gets much tighter.

Among simple single-field slow-roll models, the ones that agree with obser-
vation are modular inflation, and hybrid inflation with a concave-downward
potential. The latter can be achieved by what are usually termed simply
F - and D-term inflation, involving the loop correction generated by sponta-
neously broken global supersymmetry. They can also be achieved by mutated
hybrid inflation.

All of these simple models give (exactly or as what should be a reasonable
approximation) a distinctive prediction for the scale-dependence of the tilt, of
the form

n− 1 = −
(
p− 1
p− 2

)
2

N(k)
. (3.69)

This gives the scale-dependence (running)

1
2

dn
d ln k

= −
(
p− 2
p− 1

)(
n− 1

2

)2

. (3.70)

Several years down the line it might be possible to measure this level of
running, for instance through a measurement of the 21-cm anisotropy. A
confirmation of the above prediction would select within observational un-
certainty values for both N and p. If the former were in the relatively nar-
row range compatible with post-inflationary cosmology, one would probably
be convinced that that a model with the relevant p is correct. That would
be a truly remarkable development, since it would imply a high inflation
scale V 1/4 ∼ 1015 GeV and with a sufficiently accurate value of N the re-
heat temperature would also be determined (assuming continuous radiation
domination after inflation).

Now consider the large-field models. The prediction for r and n is compat-
ible with observation for V ∝ φ2, and for Natural Inflation if the period of the
potential is not too small. From Fig. 3.3 it is clear that a joint measurement
of r and n can rule out these models. Conversely, a measurement of r and n
in agreement with one of them would be very suggestive. Again, many years
down the line further confirmation could come from a measurement of the
running of n(k) and r(k), which goes along the lines indicated in Fig. 3.3.
And, again, if such a measurement were compatible with a sensible value for
N one would be convinced about the validity of the model, implying again
the high inflation scale now V 1/4 ∼ 1016 GeV.
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Abstract. In this chapter we describe the recent progress achieved in the construc-
tion of inflationary models in the context of string theory with flux compactification
and moduli stabilization. We also discuss a possibility to test string theory through
cosmological observations.

4.1 Introduction

This chapter addresses some problems of string theory in explaining the cos-
mological observations and some recent progress made in the construction of
inflationary models in the context of flux compactification and moduli sta-
bilization.1 In view of the available precision observational data supporting
inflationary cosmology, as well as the new data expected to come in a few
years from now, we will also discuss some possibilities to test string theory
through cosmological observations.

It is important to find out how the observational cosmology can probe
string theory, since our universe is an ultimate laboratory of fundamental
physics. High-energy accelerators will probe the scale of energies way below
GUT scales. Cosmology and astrophysics are the major sources of data in
the gravitational sector of the fundamental physics (above GUT, near Planck
scale).

One can argue that M/string theory is fundamental: it has sectors with
perturbatively finite quantum gravity. It includes supersymmetry and super-
gravity and has a potential to describe the standard model of particle physics
and beyond. It selects d = 10 critical string theory and d = 11 M-theory.
These two dimensions are also maximal dimensions for supergravity, d = 10
for chiral supergravity and d = 11 for the non-chiral one. These theories are
almost unique. And in any case, it is the best and most advanced theory

1 Recent reviews on flux compactification and moduli stabilization can be found in
[1, 2, 3] and on inflation in string theory in [4, 5].
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beyond standard model that we have now. But does it have any falsifiable
predictions for cosmology?

To confront observational cosmology, one usually assumes the existence of
some effective four-dimensional N = 1 supergravity based on flux compact-
ification and moduli stabilization, derivable from superstring theory. In this
context, string theory has already provided a possible explanation for the dark
energy of the universe via an effective cosmological constant of the metastable
de Sitter vacua [6]. The most recent analysis of data on dark energy [7] con-
firms the consistency of the cosmological ΛCDM concordance model with the
simplest form of dark energy, the cosmological constant. These data on dark
energy in [7] are taken from supernovae, gamma ray bursts, acoustic oscil-
lations, nucleosynthesis, large-scale structure, and the Hubble constant. The
idea of the landscape of string vacua [6, 8, 9] supports the possibility of an
anthropic explanation of the observable value of the cosmological constant.

Several models of inflation have been derived since 2003 in the compactified
string theory with the so-called KKLT scenario of moduli stabilization [6].
Prior to this recent progress, string theory had a major problem of runaway
moduli. Many interesting ideas were suggested, but the runaway moduli did
not allow to have any type of internally consistent cosmology, see for example
[10, 11, 12].

The first string inflation model based on the KKLT construction, with all
moduli stabilized at the exit from inflation, is the brane–anti-brane annihila-
tion scenario in the warped geometry, the KKLMMT model [13]. This model
belongs to a general class of brane inflation models [10, 14] where the inflaton
field, whose evolution drives inflation, is associated with the relative position
of branes in the compactified space. Another class of string inflation models,
which we will discuss later, modular inflation, does not consider brane dy-
namics. It assumes that the inflaton is one of the many moduli fields present
in the KKLT construction.

In the new models the inflaton field is the only field (or some combination
of fields) which is not stabilized before the exit from inflation. Each of these
models relies on particular assumptions. Some of these models make clear
predictions for observables and are therefore falsifiable by data. Some other
models are more speculative and need more work before they can give definite
predictions. There is an issue of fine-tuning and the problem of identifying
stringy quantum corrections, which requires much deeper understanding.

The future developments in string cosmology and our attitude towards
various models of inflation may depend strongly on several crucial pieces of
information, which may become available during the next few years. Here is
the list of the most important observables, which may shift the interest from
one class of models of inflation to another.2

2 See also Chap. 3 which contains a review of the models of inflation constructed
during the last 25 years.
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(a) A precision measurement of the tilt of the spectrum of scalar perturba-
tions, ns, which provides the measure of the violation of the scale invari-
ance, ns − 1.

The current value of ns, which takes into account the WMAP3 results,
is close to 0.95, if one ignores a possible contribution of the gravitational
waves from inflation and from cosmic strings [15, 16]. This value is below the
WMAP1 value, which was about 0.98. As an example of potential importance
of future clarification of the value of spectral index we may refer to D-term
inflation in supergravity [17, 18] and their string theory version,D3/D7 brane
inflation [19, 20]. These models naturally have ns = 0.98 and no gravitational
waves. This was the perfect value for WMAP1, but it may be on a high side
for WMAP3. On the other hand some models of modular inflation in string
theory [21, 22, 23, 24, 25] with ns ∼ 0.95−0.96 did not originally look so good,
but became much more attractive with WMAP3. New data on ns will provide
a powerful selection tool of valid models of inflation.

(b) A possible discovery of primordial gravitational waves from inflation, i.e.,
the measurement of the tensor to scalar ratio r = T/S.

The current limit is given by r < 0.3. A new series of observations may
possibly test the models with r � 10−3. The simplest model of chaotic inflation
[26] with m2φ2 potential predicts r ≈ 0.15, with an analogous prediction
for the chaotic inflation in supergravity [27]. This level is expected to be
reached during the next few years, particularly with Planck and dedicated
polarization experiments, such as BICEP (down to r � 5 × 10−2), Spider
(down to r � 10−2) and others, perhaps all the way down to r > 10−3. It
has been clarified recently in [28] and in [29] that all known models of brane
inflation, including the DBI inflation model [30, 31], do not lead to a prediction
of an observable r.3 The hope remains that the new brane inflation models
with tensors may be constructed.

The model of assisted inflation [32, 33] and related to it the proposal of
N-flation model of string theory [34, 35] are basically reducible to a chaotic
inflation with the corresponding level of observable gravity waves. We will
discuss below to which extent such models can be actually derived from string
theory. Other models of string inflation typically predict r < 10−3, which
would make tensor perturbations almost impossible to detect.

The discovery/non-discovery of tensor fluctuations would be crucial for the
selection of inflationary models. A discovery of gravitational waves with r ∼
10−1−10−3 would make it very important to understand whether inflationary
models predicting large r can be derived from string theory. It would eliminate
a majority of other models of brane inflation and/or modular inflation, which
predict a non-detectable level of gravitational waves.

3 We are grateful to D. Baumann, R. Bean, D. Lyth, L. McAllister, and H. Tye for
the discussion of this issue.
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(c) A possible discovery of cosmic strings produced by the end of inflation.4

It has been recognized recently that the discovery of cosmic strings pro-
duced by the end of inflation may be one of the most compelling potential
observational windows into physics at the string scale [4, 13, 37, 38]. The
main point here is that the current CMB experimental bound5 on the tension
of cosmic strings, Gμ ≤ 2 × 10−7 [40, 41] is difficult to achieve generically
and simultaneously predict the existence of light cosmic strings satisfying the
bound. If however, the signal from such light cosmic strings are discovered via
the B-polarization signal due to vector modes, the preferred class of models
of inflation in string theory may be associated with warped throat geometry
as in various versions of the KKLMMT model [4, 5, 13]. This is the basic
class of models with a natural suppression mechanism for the tension of cos-
mic strings due to the position along the warped throat in the fifth dimension,
which changes the energy scale of the four-dimensional physics. Another mech-
anism of production of cosmic strings, satisfying the observational bound on
the tension, has been suggested in strongly coupled heterotic M-theory [42].

Other observables, e.g., the non-gaussianity may also become important
in future (see Chap. 9 and [43]).

In Sect. 4.2 of this paper we discuss the relations between cosmology and
particle physics phenomenology and in Sect. 4.3 we discuss the impact of string
theory/supergravity on some issues in cosmology. In particular, we describe
some interesting cosmological models based on N = 1 supergravity models,
which have not yet been implemented in string theory. In Sect. 4.4 we discuss
some brane inflation models. In Sect. 4.5 the set of modular inflation models,
which do not require the presence of branes, is presented. In Sect. 4.7 we
discuss the N-flation/assisted inflation models. Finally, in Sect. 4.8 we focus
on possible fundamental reasons for the flatness of the inflaton potentials from
the perspective of string theory.

4.2 Cosmology and Particle Physics Phenomenology

For a long time we did not have any string theory interpretation of the accel-
eration of the universe. This problem was resolved in 2003 with the invention
of the KKLT scenario [6] and its generalizations. By construction, the moduli
are first stabilized in some anti-de Sitter space with a negative cosmologi-
cal constant (CC). The relevant Kähler potential and superpotential in the
simplest case are

K = −3 ln(T + T̄ ) , W = W0 +Ae−aT . (4.1)

4 A detailed discussion of this topic can be found in Chap. 10 [36].
5 A stronger bound Gμ ≤ 1.5 × 10−8 has been recently claimed from the Parkes

Pulsar Timing Array project [39]. The full project is expected to be able to either
detect gravity waves from the cosmic strings or reduce the limit to Gμ ≤ 5×10−12.
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Here W0 is the superpotential originating from fluxes stabilizing the axion–
dilaton and complex structure moduli. The exponential term comes from
gaugino condensation or wrapped brane instantons. This scenario requires
in addition some mechanism of uplifting of the AdS vacua to a de Sitter space
with a positive CC of the form δV = C

(T+T̄ )n
. In all known cases this proce-

dure always leads to metastable de Sitter vacua, see Fig. 4.1 for the simplest
case of the original KKLT model. In addition to the dS minimum at some
finite value of the volume modulus σ = T+T̄

2 , there is always a Dine–Seiberg
Minkowski vacuum corresponding to an infinite 10-dimensional space with an
infinite volume of the compactified space, σ → ∞. The lifetime of metastable
dS vacua usually is much greater than the lifetime of the universe.

There are numerous ways to find flux vacua in string theory, with all
possible values of the cosmological constant. This is known as the landscape
of string vacua [6, 8, 9]. The concept of the landscape has already changed
quite a few settings in particle physics phenomenology. The first and most
striking example is that of the split supersymmetry [44] where the new ideas
of supersymmetry breaking were consistently realized without a requirement
that supersymmetry has to protect the smallness of the Higgs mass.

New ideas of particle phenomenology in the context of supergravity and
moduli stabilization were developed in [3, 45, 46, 47, 48, 49, 50, 51, 52], leading
to a set of new predictions for the spectrum of particles to be detected in the
future.

Recent progress in dS vacuum stabilization in string theory has influenced
particle phenomenology by demonstrating that metastable vacua are quite
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Fig. 4.1. The KKLT potential as a function of the volume of extra dimensions
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legitimate. This triggered a significant new trend in supersymmetric model
building, starting with [53]. The long-standing prejudice, that the models of
dynamical supersymmetry breaking must have no supersymmetric vacua, is
abandoned. New metastable positive energy vacua with the lifetime longer
than the age of the universe were found in supersymmetric gauge models.
Models with metastable vacua represent an interesting and valid alternative
approach to particle phenomenology.

4.3 String Theory Inspired Supergravity
Models and Cosmology

Traditionally cosmological models of inflation use a single scalar field with a
canonical kinetic term of the form Lkin = 1

2 ∂μφ∂νφ g
μν with some particular

self-interaction, like 1
2m

2φ2 or 1
4λφ

4.
In supersymmetric models one cannot have single scalars fields. Scalars

come in pairs, they are always complex in supersymmetry. For example, axion
and dilaton, or axion and radial modulus. Generically, in supergravity and
string theory there is a multi-dimensional moduli space, the scalar fields φi, φ̄ı̄

playing the role of complex coordinates in Kähler geometry.

Lkin = Giı̄(φ, φ̄)∂μφi∂ν φ̄ı̄ gμν , Giı̄ ≡ ∂i∂ı̄K(φ, φ̄) . (4.2)

The metric in the moduli space Giı̄(φ, φ̄) is derived from the Kähler potential
K(φi, φ̄ı̄), as shown above. An effective inflaton may be a particular direction
in moduli space.

In cases where string theory can be defined by an effective N = 1 super-
gravity the potential is defined by the Kähler potential and the holomorphic
superpotential W (φ):

V (φ, φ̄) = FF + VD = eK(|DW |2 − 3|W |2) + VD . (4.3)

Here the total potential consists of the F -term and the D-term. The F -term
potential VF depends on the Kähler potential and the superpotential whereas
the D-term is related to gauge symmetries.

The simple expressions for the one-field slow-roll inflationary parameters
must be generalized in these models, for example,

ε =
1
2

(
V ′

V

)2

⇒ ε =
(
Giı̄ ∂iV ∂ı̄V

V 2

)
, (4.4)

where Giı̄ is the inverse to Giı̄, the Green function in the moduli space, see
[54] for more details.

One more comment is due here on the distinctive features of cosmological
models in string theory. The scalar fields often have geometrical meaning:
distance between branes, size of internal dimensions, size of supersymmetric
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cycles on which branes can be wrapped. The axion fields originate from some
form of fields and therefore they are paired into a complex field with particular
moduli. In simple examples, which often appear in string theory,

K = −c ln(Φ + Φ̄) (4.5)

with some constant c. The origin of the logarithm and shift symmetry (in-
dependence on Φ − Φ̄) in (4.5) will be explained in Sect. 4.4.2. For the total
volume–axion c = 3, which results in no-scale supergravity. For the dilaton–
axion c = 1, etc. The kinetic term for axion and its partner is given by

Lkin = c
∂μΦ∂νΦ̄gμν

(Φ + Φ̄)2
=

1
2
[(∂φ)2 + e−2

√
2/c φ(∂a)2] . (4.6)

Here we take Φ = e
√

2/c φ+i
√

2/c a so that the modulus field φ has a canonical
kinetic term. However, the axion a is coupled to the modulus φ and this
coupling cannot be removed unless φ is fixed to a constant value. Typically it
is difficult to separate the evolution of the axion and dilaton fields. Both of
them are evolving and both are stabilized only at the exit from inflation, as
we will show later.

4.3.1 Supergravity Models: Examples of Chaotic
and Axion Valley Inflation

In the effective N = 1 supergravity any choice of a Kähler potential and a
holomorphic superpotential provides a valid theory. However, at present only
specific versions of the effective N = 1 d = 4 supergravity have been derived
from a consistent string theory. String theory, in principle, offers a better
understanding of quantum corrections. In practice, it remains a major chal-
lenge to identify the quantum corrections in the context of non-perturbative
compactified string theory with fluxes. As far as we know now, string theory
strongly limits the choice of the effective N = 1 d = 4 supergravity models as-
sociated with string theory comparative to generic N = 1 d = 4 supergravity.

The idea that the shift symmetry may help to protect flat directions of the
potential was proposed long time ago [11, 55, 56]. In the string inspired models
it was mostly in the context of Kähler potentials K = −c ln(Φ + Φ̄), or some
generic, non-specified Kähler potentials. At that time it was not known how to
stabilize the runaway moduli in such models. As we will see, the simple Kähler-
shift symmetric KKLT model, against the naive shift symmetry expectations,
does not have axionic flat directions near the minimum of the potential.

To achieve inflation based on the KKLT models we need to take a more
complicated Kähler potential together with some additional ingredients, see
Sect. 4.5 on modular inflation. We present below two examples of N = 1 su-
pergravity models for inflation (which have not been realized in string theory
yet), which may explain flat directions for the inflaton field due to shift sym-
metry with Kähler potentials of the form K = 1

2 (Φ+Φ̄)2. In this section, it is
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explained that such Kähler potentials with the shift symmetry do appear in
some versions of string theory (see also Sect. 4.4.2). Here, after presenting the
examples, we identify some remaining problems which appear when one tries
to implement the simplest versions of chaotic inflation or natural inflation in
string theory.

Steep Axions in the KKLT-Type Models
with the Kähler Shift Symmetry

The generic property of KKLT models is that the exponential terms in the
superpotential, which stabilize the volume modulus, simultaneously stabilize
the axion field. The masses of these two fields are not much different, as one
can easily see in many models, starting from the simplest KKLT model with
K = −3 ln(T + T̄ ), W = W0 + Ae−aT . The Kähler potential possesses the
shift symmetry T → T + iδ with real δ. With T = σ + iα the kinetic term for
scalars and the potential V (σ, α) are:

Lkin =
3

4σ2
[(∂σ)2 + (∂α)2] ,

V =
aAe−2aσ (A(3 + aσ) + 3eaσW0 cos[aα])

6σ2
+
D

σ3
.

Near the minimum of the potential at σ0, α0 the canonical fields are√
3/2σ/σ0 and

√
3/2α/σ0. Therefore the curvatures in the axion–volume

directions plotted in σ, α variables are practically the same for canonically
normalized fields. There is no significant flatness in the axion direction com-
parative to the volume modulus direction near the minimum of the potential.

The Supergravity Version of Chaotic Inflation

The model proposed in [27] is based on the Kähler potential with shift sym-
metry for the inflaton field and with the holomorphic superpotential, which
breaks this symmetry,

K =
1
2
(Φ + Φ̄)2 +XX̄ , W = mΦX . (4.7)

The Kähler potential does not depend on the inflaton ϕ = −i(Φ− Φ̄)/
√

2, but
the superpotential does depend on it. This model has a very steep potential
with respect to all fields except ϕ. In the ϕ-direction it has a very simple
potential 1

2m
2ϕ2. Thus this model is the supergravity version of the chaotic

inflation model for a single scalar field with the potential 1
2m

2ϕ2.
As of now we do not know whether one can derive the supergravity chaotic

inflation model [27] from string theory. The reason is that the Kähler poten-
tials with shift symmetry for the closed string moduli usually have the form
K = −c ln(Φ + Φ̄) and therefore would lead to the runaway behavior of the
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potential of the form V ∼ 1
(Φ+Φ̄)c

. This is very different from V ∼ e
1
2 (Φ+Φ̄)2 ,

which is an important feature of the model in [27]. Such type of Kähler poten-
tialsK = 1

2 (Φ+Φ̄)2 with shift symmetry have been studied for the open string
moduli [58, 59, 60] (as we will explain later for D3/D7 brane system). How-
ever, these fields have restricted range since they correspond to the distance
between branes. It would be very interesting to find a valid regime of string
theory capable of reproducing the supergravity version of the chaotic infla-
tion [27], or its generalization, as an effective N = 1 supergravity. It would be
particularly important if both supersymmetry and gravitational waves were
discovered.

The Axion Valley Model (Natural Inflation in Supergravity)

The natural inflation PNGB model for the pseudo-Nambu–Goldstone boson
[61, 62] is based on a potential of the form Λ4(1± cos(φ/f)] with f ≥ 0.7mPl

(mPl ≡ G−1/2 = 1.22 × 1019 GeV) and Λ ∼ MGUT. In [62] an attempt was
made to derive this potential from string theory with an axion–dilaton field S.
The canonical axion field was identified with ∼ ImS

ReS . A closely related idea that
the axions in string/M-theory may play the role of dark energy was proposed
in [63]. To obtain natural inflation or axion dark energy in supergravity it was
necessary to stabilize the dilaton, ReS, and to keep an almost flat potential for
the axion, ImS. Until now, this goal was not achieved. Similarly, no realization
of natural inflation or of the axion dark energy was proposed in string theory.

However, as we now show, it is indeed possible to develop a consistent real-
ization of natural inflation in supergravity. We consider the KKLT model with
all fields fixed at their minima, and add to it a field Φ with a shift-symmetric
Kähler potential and a non-perturbative superpotential which breaks the shift
symmetry of the Kähler potential:

K =
1
4
(Φ + Φ̄)2 , W = w0 +Be−bΦ , (4.8)

with6

VΦ = eK(|DW |2 − 3|W |2) = V1(x) − V2(x) cos(bβ) . (4.9)

Here Φ = x+ iβ and

V1(x) = ex(−2b+x)B2(−3 + 2(x− b)2 + e2bx(−3 + 2x2)w2
0 , (4.10)

V2 = 2Bebxw0(3 + 2bx− 2x2) . (4.11)

The presence of the KKLT model is to modify the potential constructed from
(4.8) in two aspects. It rescales the overall value of the Φ field potential and
adds to it a positive constant. The effective uplifting can make the potential
at the minimum of Φ close to zero (from the positive side). This rescaling can
6 One can also use two exponents and/or other more complicated version of the

model.
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be absorbed by an effective rescaling of w0 and B. Thus we have a model with
the canonical kinetic term for both x and β and the following potential

g−1/2L =
1
2
[(∂x)2 + (∂β)2] − V (x, β) , (4.12)

where the axion valley potential is

V (x, β) = V1(x) − V2(x) cos(bβ) − V0, V0 = V1(x0) − V2(x0) cos(bβ0) ,
(4.13)

and x0, β0 is the point where the potential has a minimum so that the potential
vanishes at the minimum. V1(x), V2(x) are given in (4.10) and (4.11).

If the minimum lies at β0 = 0 the potential at stabilized x at the point x0

takes the form of the natural PNGB model potential:

V = V2(x0)(1 − cos(bβ)) . (4.14)

Our goal is to make the potential in (4.12) for the x field steep and the
potential for the β field very flat. This is indeed possible, as different from
the KKLT model (4.1). In the KKLT model, the potential is equally steep
for the volume modulus and the axion near the minimum of the potential,
see Fig. 4.2. Meanwhile, in the axion valley model, e.g., for B = 1, b = 0.05,
w0 = 10−4, we find that the potential in the x-direction is steep, and we have
a nice nearly flat valley for the axion β, which may play the role of the inflaton
field, see Fig. 4.3 where the potential is also multiplied by 103.

To make this model compatible with the WMAP3 data, we may put the
system to the minimum in x at x = x0 and use the values for the parameters
suggested in [64] for the potential V = Λ4(1− cos(φ/f). We need V2(x0) = Λ4

with Λ at the GUT scale and our parameter 1/b corresponds to
√

8πf in [64].
We have to take into account that in a supergravity setting we are working in
units where M = MPl ≡ mPl/

√
8π = 1, mPl = 1.22 × 1019 GeV.

There are two limiting cases to consider. In the first case, 0.7mPl ≤ f �
5mPl (0.04 � b ≤ 0.28), inflation takes place near the maximum of the poten-
tial, as in the new inflation scenario. In the second case, f ≥ 5mPl (b ≤ 0.04),
the potential is very flat at the minimum and the model is close to the sim-
plest chaotic inflation scenario with a quadratic potential. In this regime, for
x0 < 1, the COBE/WMAP normalization of inflationary perturbations im-
plies that w0B b

2 ∼ 1.5 × 10−12. Clearly, such parameters are possible from
the point of view of supergravity, particularly with an account of the rescal-
ing mentioned above when combining this model with the KKLT potential
for uplifting.

To the best of our knowledge, the axion valley model (4.8) proposed above
provides the first explicit realization of the natural inflation in supergravity. It
does realize the standard lore that the shift symmetry of the Kähler potential
may protect a nearly flat axion potential. It gives a simple example of such
a model, where the partner of the axion is stabilized and the total potential
has a stable dS minimum.
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This model may become useful, in principle, if dark energy in future ex-
periments will prove to be different from the cosmological constant. It has
been shown recently [65] that scalar moduli as quintessence in supergravity
either behave as a pure cosmological constant or violate constraints coming
from the fifth force experiments, such as Cassini spacecraft experiment. This
conclusion was reached for the models with K = −c ln(T + T̄ ), and was valid
only for the “radial” component of the field, T + T̄ . The axion moduli like
T − T̄ or Φ − Φ̄ in the axion valley model (4.8), if used as quintessence,
seem to avoid the fifth force constraint. On the other hand, for such mod-
els a double fine-tuning of V1(x0) and V2(x0) with accuracy of 10−120 is re-
quired. This is the usual disadvantage of quintessence models as compared
to the simple cosmological constant model. We remind the readers that for
the cosmological constant one needs a single fine-tuning, which, hopefully,
can be addressed by anthropic considerations in the framework of the stringy
landscape.

So far this model has not been derived from the string theory, but it
is available in supergravity. The main reason why it is not easy to get an
axion valley from string theory is that one has to justify the Kähler po-
tential in (4.8). This type of Kähler was identified, e.g., in D3/D7 model
via an expansion of the logarithmic potential in (4.19). However, in this
particular situation it is not easy to argue that the superpotential in (4.8)
can be used. In the same model with the K3 × T 2

Z2
compactification one

can use the Kähler–Hodge manifold S0(2,n)
SO(2)×SO(n) with the Kähler potential

K = ln[(x0 + x̄0)2 −
∑i=n
i=1 (xi + x̄i)2] [66]. This Kähler potential is perfectly

suitable for our purpose after expansion near the minimum for x0 + x̄0. How-
ever, in this situation the exponential terms in the superpotential originate
from the instantons and not from the gaugino condensation [67, 68, 69]. They
have the form e−2πnxi with integer n which will not result in a flat axion
direction as in Fig. 4.3. It is difficult to get the small factor in the expo-
nent since for the quaternions xi there is no gaugino condensation which
would give e−

2π
N xi where N is the rank of the gauge group and can be a large

number. It may still be possible in the future to find an adequate model in
string theory with a simple axion-type evolution in the spirit of the axion
valley model. One may try to use various studies of axions in string the-
ory in [70, 71, 72, 73, 74] toward cosmology of string theoretic axions and
stringy axion-type inflation with stabilization of all moduli at the exit from
inflation.

Thus, as of now, the supergravity version of chaotic inflation and the axion
valley inflation models have not been implemented in string theory. In what
follows we will describe some interesting models of inflation in string theory
and comment on their attractive features and problems.
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4.4 Brane Inflation in String Theory

4.4.1 KKLMMT-Like Models of Inflation
in the Warped Throat Geometry

The first inflationary scenario in string theory with compactification of extra
dimensions and stabilized moduli was proposed in the KKLMMT paper [13].
This model is a stringy development of the previously introduced concept of
brane inflation [10, 14]. It is based on the KKLT mechanism of moduli stabi-
lization, so that at the exit from inflation all moduli are stabilized. Inflation
occurs as in the hybrid inflation scenario [75], the distance between mobile D3
and D3 branes playing the role of the inflaton field. Hybrid inflation ends due
to the brane–anti-brane annihilation. Both inflation and the brane–anti-brane
annihilation take place in the warped throat geometry [76, 77]. This model
without fine-tuning has a so-called η-problem [78]: the inflaton mass-squared
is large, m2 ∼ H2, and inflation is short. In effective supergravity this can be
seen as coming from the Kähler potential of the form

K = −3 ln
[
(T + T̄ ) − ΦΦ̄

]
, (4.15)

where the distance between D3 and D3 branes is related to Φ and (T + T̄ ) is
related to the volume of the compactification. At some fixed value of T + T̄
given by (T + T̄ )0 there is a standard Kähler potential K = φφ̄ for the
redefined distance field φ =

√
3Φ√

(T+T̄ )0
, which comes from the expansion near

the minimum of the volume:

K = −3 ln[(T + T̄ ) − ΦΦ̄] ≈ −3 ln[(T + T̄ )0] + φφ̄+ ... (4.16)

The inflaton potential for the field φ has a form eKVW where VW = (|DW |2−
3|W |2). With eK = eφφ̄, the η-problem is due to the eK part of the poten-
tial. Because of this term, the second derivative of the potential is of order
H2 instead of ∼ 10−2H2 as required by the flatness of the spectrum of infla-
tionary perturbations. One of the possibilities to improve the situation is to
use a contribution from the superpotential which cancels that from eK . It is
possible to avoid the η-problem in the KKLMMT class of models via some
fine-tuning by accounting for stringy quantum corrections [79] which lead to
some modifications of the superpotential. The most recent detailed investiga-
tion of these and relevant issues was performed in [80, 81]. In particular, the
structure of the superpotential of the form

W = W0 +A(φ)e−aT (4.17)

was clarified. Here the pre-exponential factor A(φ) acquires the dependence
on the position of the D3 brane in the throat. However, the complete and pre-
dictive phenomenology of these models is still to be worked out. An extended
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review of this class of models and their generalizations was presented recently
in [4, 5].

From the perspective of the observational points explained above, this class
of models of D3–D3 brane annihilation in the warped throat geometry has
the following features:

(a) The value of the tilt of the spectrum ns is not unambiguously predictable
and depends on the details of the model, like the choice of the fine-tuning
and/or the choice of the modification of the original model.

(b) In all versions of this model the level of primordial gravitational waves
from inflation is predicted to be extremely small.

(c) Here is the most attractive feature of inflationary models in this class:
They have U(1) symmetry, and the corresponding cosmic strings can be
easily produced by the end of inflation. Such strings can appear in many
versions of the hybrid inflation scenario, which may lead to cosmological
problems. However, in the KKLMMT model, the tension of these strings
can be easily controlled [13] by the warp factor in the throat geometry,
e−

2πK
3gsM [76, 77]. By a proper choice of the integer fluxes K and M one

can make the string tension and string contribution to the perturbations
of density rather small. But under certain conditions these strings may
provide a detectable contribution to gravitational waves [38, 82]. They
may also contribute to the CMB polarization. If the B-type polarization
in CMB will be detected as coming from the vector modes generated from
cosmic strings [40, 41, 83], this class of models will become particularly
attractive. A discovery of very light cosmic strings will force us to look
for a better understanding of the theoretical problems in this class of
inflationary models in string theory.

4.4.2 On Shift Symmetry in D3/D7 Brane Inflation

TheD3/D7 brane inflation model [19, 20, 84] is a stringy version of the D-term
inflation in supergravity. This model has a number of interesting features. It
relies on one of the most theoretically advanced examples of stabilization of
all moduli of M-theory on K3 ×K3 manifold and type IIB string theory on
K3 × T 2

Z2
orientifold [66, 67, 68, 69, 85]. The model has an approximate shift

symmetry [58, 59, 60], which results in the required flatness of the inflaton
potential. The original D-term inflation [17, 18] has a nearly flat potential
since the F-term is vanishing. However, in D3/D7 brane inflation model the
F-term potential is required for the volume stabilization. Therefore the shift
symmetry of the Kähler potential is important for the effective supergravity
model of inflation in which the volume of the extra dimensions is stabilized.
The Kähler potential is

K = −3 ln
[
(T + T̄ ) − 1

2
(Φ + Φ̄)2

]
, (4.18)
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where the two-dimensional distance between D3 and D7 branes is related to
(Φ + Φ̄) and (Φ − Φ̄) fields and the volume is related to T + T̄ . The Kähler
potential does not depend on the (Φ− Φ̄) field, which is therefore an inflaton
field. 7 As before, (T + T̄ ) is related to the volume of the compactification.
After the volume stabilization at T + T̄ = (T + T̄ )0, the Kähler potential takes
the following form:

K = −3 ln[(T + T̄ ) − 1
2
(Φ + Φ̄)2] ≈ − ln[(T + T̄ )30] +

1
2
(φ+ φ̄)2 + ... (4.19)

This tree-level Kähler potential does not depend on the inflaton field (φ− φ̄)
under certain geometric conditions. This eliminates the η-problem in the in-
flaton direction if all quantum corrections are small. An example of such
geometric conditions is the case of the K3 × T 2

Z2
manifold, where the Kähler

potential of the form closely related to the one in (4.18) was derived in [66]
from the N = 2 supergravity structure, where

K = − ln
[
i(X̄ΛFΛ −XΛF̄Λ

]
. (4.20)

Here the holomorphic prepotential F depends on coordinatesXΛ = (X0, XA)
of the Kähler manifold and FΛ ≡ ∂ΛF . This Kähler potential is invariant
under symplectic transformations associated with duality symmetry in string
theory: (

X
F

)′
=
(
A B
C D

)(
X
F

)
. (4.21)

In the case of the cubic prepotential,

F =
CABC

3!
XAXBXC

X0
, Λ = (0, A) , (4.22)

the formula (4.20) always leads to a Kähler potential with a manifest shift
symmetry

K = − ln
[
i
CABC

3!
(z − z̄)A(z − z̄)B(z − z̄)C

]
, (4.23)

where zA = XA

X0 are the special coordinates of the Kähler manifold. The
symplectic invariance of the Kähler potential in N = 2 supergravity plays
a fundamental role for the attractor mechanism and the computation of the
entropy of stringy BPS black holes [87].

It was explained in [60] that the shift symmetry of D3/D7 model is a
subgroup of the duality symmetry of string theory associated with the cubic
superpotential F = s(tu− 1

2x
2) where s is the axion–dilaton, t is the volume

of the K3 manifold, u is the complex structure of the T 2

Z2
manifold and x is

7 Inflationary models in supergravity with shift symmetric Kähler potential analo-
gous to (4.18) were studied in [86].
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the D3 brane position. The formulae (4.18) and (4.19) for the Kähler poten-
tial are somewhat simplified version of the exact expression. The purpose of
the simplification is to allow an easy comparison with the analogous Kähler
potential without shift symmetry in (4.15) and (4.16).

An assumption that stringy quantum corrections do not break badly the
tree-level shift symmetry, which is broken only softly by Coleman–Weinberg
type logarithmic corrections to the potential, replaces the fine-tuning which
is often required for the flatness of the inflationary potential in other models.
These logarithmic corrections are present due to Fayet–Iliopoulos terms (mag-
netic fluxes on D7 brane). Note that the Kähler potential (4.18) and (4.19)
has a shift symmetry

φ→ φ+ iδ , δ = δ̄ (4.24)

of the same type as the chaotic inflation supergravity model [27].
Let us compare it to the models of the KKLMMT type. Stringy corrections

of the type derived in [79, 80] must be significant in models [13] to provide the
solution of the η problem via the superpotential dependence on the inflaton:
these corrections must cancel the m2 ∼ H2 contribution from the Kähler
potential. In the case of the D3/D7 model with the term 1

2 (φ + φ̄)2 in the
Kähler potential, there is no η-problem in the (φ− φ̄) direction if the stringy
corrections of the type studied in [79, 80] are small. An interesting feature
of such corrections is that their value may depend on the stabilized values
of other moduli, e.g., some complex structure moduli. The choice of fluxes
stabilizing the complex structure moduli may therefore help to control these
corrections and to make them large or small, depending on the model.

D-term inflation is closely related to theoretical issues of D-term uplift-
ing [88] of AdS vacua to dS vacua in the KKLT-type construction. In string
theory the relevant models use fluxes on D7 branes, which upon volume sta-
bilization reduce to Fayet–Iliopoulos (FI) terms in supergravity. In presence
of dark energy/positive CC the significance of FI terms in supergravity/string
cosmology is very important. This has led to recent progress toward a better
understanding of the FI terms [89, 90] in supergravity/string theory.

Some issues with consistent constructions of D-term uplifting with FI
terms for de Sitter vacua were only recently clarified [48, 51, 52, 91, 92, 93,
94, 95, 96]. Here one should note that in string theory there are no constant
FI terms, only field-dependent D-terms! They become “constant” FI-terms
after moduli stabilization in effective supergravity. The D-term uplifting and
stringy D-terms inflation have been studied recently [81, 97, 98] and one can
expect more investigations of these issues in future. Also new ideas on F-term
uplifting of AdS vacua to dS vacua with positive energy have been proposed
recently [99, 100, 101]. Note that in supergravity it is easy to find AdS vacua
with negative CC. The uplifting mechanisms (D-term or F-term) are designed
to convert the AdS supergravity vacua into those with positive CC. Therefore
the studies of these uplifting mechanisms in a context of effective supergravity
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may provide us with an answer to a profound issue: where does the positive
energy of the universe come from?

To the extent to which D3/D7 brane inflationary model is reducible to the
D-term inflation, the situation with three major observational possibilities is
the following:

(a) A generic value of the tilt of the spectrum is ns ≈ 0.98, which is a bit
higher than the current number relevant to models without gravitational
waves from inflation. Therefore here the future precision data on ns will
be important. It will also require an effort to suppress ns, if necessary,
as in [102, 103], toward smaller values in a way motivated by the theory.
It would be interesting to find out what kind of string theory quantum
corrections may help in this direction.

(b) The model predicts an undetectable level of primordial gravitational waves
from inflation.

(c) D-term inflation, as well as its stringy version D3/D7 brane inflationary
model, have U(1) symmetry and the corresponding cosmic strings are
generically produced. These strings are heavy unless a special effort is
made to get rid of them [84, 89, 103, 104, 105, 106, 107]. It does not seem
possible to produce very light cosmic strings which may eventually be
detected via the B-type polarization in CMB from the vector modes.

4.4.3 DBI Inflation

The idea of DBI inflation [30, 31] is to consider a relativistic motion of the mo-
bile D3 brane. The action of the brane is therefore considered in the proper
Born–Infeld form without expansion that keeps only the second derivative
terms. There is a limit on the maximal velocity which is required to make
the action consistent. All this leads to an unusual and interesting model of
inflation, which, in principle, may predict some non-gaussianity and signifi-
cant gravitational waves. The actual predictions seem to depend on specific
assumptions on the geometry in which the brane is embedded, etc. As an
example of such assumptions, we refer to [108], where it was shown that to
match the data,D3 must move close to the tip of the warped throat. In models
with 60 e-folds in the KS throat [76], the non-gaussianity was shown to exceed
the current bounds. However, in other geometries things may be different and
have to be studied separately. One of the interesting features of this model is
that some minimal level of non-gaussianity is always expected: this makes the
model falsifiable by future data.8

8 Most recent analysis of this model in [28] and, particularly in [29], indicates that
the observable r may not be possible in all developed brane inflation models
including the DBI model.
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4.4.4 Assisted M5 Brane Inflation

We would like to comment here on one more model of inflation in the heterotic
M-theory with multiple moving M5 branes [109]. This model is an attempt to
find a version of assisted inflation [32, 33] in M-theory where a large amount
of branes may help to realize an effectively flat potential to assist the inflation
which is not possible for a single brane. The problem of the heterotic M-theory
is that the stabilization of the orbifold length, the volume of compactification,
and other moduli require a regime of a strong coupling. However, it is in-
teresting that if we take the prediction of the phenomenological part of the
model regarding a spectral index we find the following change from WMAP1
to WMAP3 data. For ns ≈ 0.98 the number of M5 branes required for the
assistance effect is about 89. For the new value of the index ns ≈ 0.95 one
needs 66 branes. This model gives an example of the situation when the new
data can be easily accommodated within the same model.

4.4.5 A Remark on Conceptional Issues in Brane Inflation

All models of brane inflation starting with [14] have an interesting and novel
feature with regard to previously known models: a possibility of an interpreta-
tion of the four-dimensional scalars as distance between branes, as excitations
of strings stretched between branes, etc. This advantage, however, is some-
what difficult to realize in a clear and consistent way in the context of a
compactified internal space.

The conceptual problems of brane inflation in general reflect the difficulty
of describing the action of branes, or a probe brane, in a background of com-
pactified internal space. This is a reflection of the major problem of string
theory where the description of the open string sector and D-branes is not
clearly formulated in the framework of the closed string theory.

More work will be required here to clarify the geometry of extra dimen-
sions in the presence of moving extended objects and the relevant effective
supergravity in four dimensions.

4.5 Modular Inflation in String Theory

The models of the so-called modular inflation, i.e., inflation with moduli fields
corresponding to the closed string sector, are conceptually simpler than the
models of brane inflation. Several interesting models belonging to this class
have been derived lately; we are going to discuss them below.

One could wonder why we started with brane inflation in our investiga-
tion of the KKLT-based inflationary models? The answer is simple: we have
been unable to identify any flat directions suitable for inflation in the original
KKLT models. However, perhaps, some simple axion-type inflation models
are available in string theory with stabilized moduli. In Sect. 4.3.1 of this
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paper, we have proposed an explicit N = 1 supergravity model which has an
axion valley with a stabilized scalar direction and a flat axion direction, see
Fig. 4.3. To the best of our knowledge, this is the first explicit realization of
natural inflation in supergravity. However, so far we have been unable to find
any such models in string theory.

We therefore focus here on the existing modular inflation models derived
from string theory: the racetrack inflation [21, 22], better racetrack inflation
[24], large volume Kähler inflation [23], and its generalized version, roulette
inflation [25]. Unlike the brane inflation models discussed in the previous
section, all of these modular inflation models allow eternal slow-roll inflation.

The spectral index is ns ≈ 0.95 for the racetrack models; ns ≈ 0.96 for
the large volume Kähler inflation. In all cases the amplitude of tensor per-
turbations is extremely small, and there are no cosmic strings. If the Planck
satellite confirms ns at this level and does not detect gravity waves and cosmic
strings, we will have to pay serious attention to these models.

Their conceptual simplicity comparatively to the brane inflation models
is due to the fact that one can use the framework of closed string theory
only (i.e., without open strings) and relate it to the effective N = 1 d = 4
supergravity. One has to deduce the structure of the Kähler potential and the
superpotential and find out the parameters which provide inflation. This is
where the fine-tuning enters.

A toy model of racetrack inflation [21] is based on one complex modulus
and has five parameters with significant fine-tuning. The gaugino-induced
racetrack inflation [22] has two complex moduli, nine parameters with less
fine-tuning, and has most features as in [21]. More realistic models of string
theory compactification, the “better racetrack models” [24], start with two
complex moduli and in case of five parameters require a significant fine-tuning.
Large volume Kähler inflation models [23, 25] require three or more moduli,
start with 11 parameters and need less fine-tuning.

4.5.1 Racetrack Inflation as Eternal Topological Inflation

Slow-roll inflation is realized if a scalar potential V (φ) is positive in a region
where the following conditions are satisfied:

ε ≡ 1
2

(
V ′

V

)2

� 1 η ≡ V ′′

V
� 1 . (4.25)

Primes refer to derivatives with respect to the scalar field, which is assumed to
be canonically normalized. Satisfying these conditions is not easy for typical
potentials since the inflationary region has to be very flat. Furthermore, after
finding such a region we are usually faced with the issue of initial conditions:
Why should the field φ start in the particular slow-roll domain?

For the simplest chaotic inflation models of the type of m
2

2 φ
2 this problem

can be easily resolved, see Chap. 1 and [110]. The problem of initial conditions
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in the theories where inflation is possible only at the densities much smaller
than the Planck density is much more complicated; for a possible solution
see, e.g., [111]. In any case, one can always argue that even if the probability
of proper initial conditions for inflation is strongly suppressed, the possibility
to have eternal inflation infinitely rewards those domains where inflation oc-
curs. In other words, one may argue that the problem of initial conditions in
the theories where eternal inflation is possible becomes largely irrelevant (see
Chap. 5).

Eternal inflation [112, 113] is not an automatic property of all inflationary
models. Many versions of the hybrid inflation scenario, including some of the
versions used recently for the implementation of inflation in string theory,
do not have this important property. Fortunately, inflation is eternal in all
models where it occurs near the flat top of the scalar potential. Moreover, in
this case eternal inflation occurs even at the classical level, due to the eternal
expansion of topological defects [114, 115, 116].

The racetrack inflation [21] gives an example of eternal topological inflation
within string theory moduli space, generalizing the KKLT scenario. The model
differs from the simplest KKLT case only in the form assumed for the non-
perturbative superpotential, which is taken to have the modified racetrack
form

K = −3 ln(T + T̄ ) , W =W0 +A e−aT +B e−bT . (4.26)

Such superpotential would be obtained through gaugino condensation in a
theory with a product gauge group. The constant term W0 results from fluxes
and represents the effective superpotential as a function of all the fields that
have been fixed already, such as the dilaton and complex structure moduli.
As in the simplest KKLT model, the scalar potential is a sum of two parts
V = VF + δV . The first term comes from the standard N = 1 supergravity
formula for the F-term potential in (4.3). The uplifting potential, δV , is taken
in the form δV = E

X2 and T ≡ X + iY . The total potential is

V =
E

Xα
+

e−aX

6X2

[
aA2 (aX + 3) e−aX + 3W0aA cos(aY )

]
+

+
e−bX

6X2

[
bB2 (bX + 3) e−bX + 3W0bB cos(bY )

]
+

+
e−(a+b)X

6X2
[AB (2abX + 3a+ 3b) cos((a− b)Y )] (4.27)

Notice that, to the order to which we are working, the Kähler potential de-
pends only on X and not on Y . For fields rolling slowly in the Y direction this
feature helps to address the η-problem of F-term inflation. All dependence on
the axion field Y is via cos(aY ), cos(bY ), and cos((a − b)Y ) as the result
of the shift symmetry of the Kähler potential, which is broken by the axion
dependence in the exponents in the superpotential.
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This potential has several de Sitter (or anti-de Sitter) minima, depending
on the values of the parameters A, a,B, b,W0, E. In general it has a very rich
structure, due in part to the competition of the different periodicities of the
Y -dependent terms. In particular, a − b can be very small, as in standard
racetrack models, since we can choose a = 2π/M , b = 2π/N with N ∼M and
both large integers. Notice that in the limit (a− b) → 0 and W0 → 0, the Y
direction becomes exactly flat. We can then tune these parameters (and AB)
in order to obtain flat regions suitable for inflation.

The values of the parameters of this potential are: A = 1
50 , B = − 35

1000 , a =
2π
100 , b = 2π

90 ,W0 = − 1
25000 . Note that the potential is periodic with period

900, i.e., there is a set of two degenerate minima at every Y = 900n where
n = 0, 1, 2, ..., etc., as shown in Fig. 4.4.

The shape of the potential is very sensitive to the values of the parame-
ters. Figure 4.5 illustrates a region of the scalar potential for which inflation
is possible. With these values the two minima seen in Fig. 4.5 occur for field
values Xmin = 96.130 and Ymin = ±22.146, and the inflationary saddle
point lies at Xsaddle = 123.22 and Ysaddle = 0 . It is crucial that this model
contains two degenerate minima since this guarantees the existence of causally
disconnected regions of space which are in different vacua. These regions nec-
essarily have a domain wall between them where the field is near the saddle
point and thus eternal inflation is taking place, provided that the slow-roll
conditions are satisfied there. It is then inevitable to have regions close to the
saddle in which inflation occurs, with a sufficiently large duration to explain
our flat and homogeneous universe.

The racetrack model as well as many other string inflation models has
some interesting scaling properties, e.g.,

a→ a/λ , b→ b/λ , E → λ2E , (4.28)

A→ λ3/2A , B → λ3/2B , W0 → λ3/2W0 . (4.29)

Fig. 4.4. A plot for the racetrack potential (rescaled by 1016). Inflation begins in a
vicinity of any of the saddle points. Units are Mpl = 1. As one can see, the potential
is periodic in the axion direction, but it is very much different from the potential of
natural inflation: there is no axion valley here
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Fig. 4.5. Plot for a racetrack-type potential (rescaled by 1016). Inflation begins in
a vicinity of the saddle point and ends up in one of the two minima, depending on
initial conditions. Note that near the minima the potential has a KKLT-type funnel
shape where the curvature in volume and axion direction is of the same scale for
canonical variables X/Xmin and Y/Xmin

Under all these rescalings the potential does not change under the condition
that the fields also rescale as

X → λX , Y → λY , (4.30)

in which case the location of the extrema also rescale. One can verify that
the values of the slow-roll parameters ε and η do not change and also the
amplitude of the density perturbations δρ

ρ remains the same. It is important
to take into account that the kinetic term in this model is invariant under the
rescaling, which is not the case for canonically normalized fields.

Another property of this model is given by the following rescalings

a→ a/μ , b→ b/μ , E → E/μ , (4.31)

V → μ−3V , X → μX , Y → μY . (4.32)

Under these rescalings the values of the slow-roll parameters ε and η do
not change; however, the amplitude of the density perturbations δρ

ρ scales
as μ−3/2.

These two types of rescalings allow to generate many other models from
the known ones, in particular to change the positions of the minima or, if one
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is interested in eternal inflation, one can easily change δρ
ρ keeping the potential

flat.
One can study the slow-roll inflation, by examining field motion near the

saddle point which occurs between the two minima identified above. At the
saddle point the potential has a maximum in the Y direction and a minimum
in the X direction, so the initial motion of a slowly rolling scalar field is in
the Y direction.

To compute observable quantities for the CMB we numerically evolve the
scalar field starting close to the saddle point, and let the fields evolve according
to the cosmological evolution equations for non-canonically normalized scalar
fields. The results of the numerical evolution confirm that the inflaton is pri-
marily in the axionic direction Y at the very beginning of inflation, as must be
the case since Y is the unstable direction at the saddle point. Eventually both
the axion Y and the volume modulus X reach the absolute minimum. The
spectral index is found to be ns ≈ 0.95 in the COBE region of the spectrum.

4.5.2 Better Racetrack Inflation Model

The KKLT model with stabilization of just one complex Kähler modulus is a
simplified toy model of the generic stabilization phenomenon with many mod-
uli. One of the simplest more realistic models of this kind has two Kähler mod-
uli. It is based on an explicit compactification of type IIB string theory: the ori-
entifold of degree 18 hypersurface IP4

[1,1,1,6,9], an elliptically fibered Calabi–Yau
over P

2. The stabilization of moduli in this model was performed in [117] where
it was also shown how D3 instantons generate a non-perturbative superpo-
tential, thus providing an explicit realization of the KKLT scenario.

The model is a Calabi–Yau threefold with the number of Kähler mod-
uli h1,1 = 2 and the number of complex structure moduli h2,1 = 272. The
272 parameter prepotential for this model is not known. However, one can
restrict ourselves to the slice of the complex structure moduli space which
is fixed under the action of the discrete symmetry Γ ≡ Z6 × Z18. This al-
lows to reduce the moduli space of the complex Calabi–Yau structures to just
two parameters, since the slice is two-dimensional. This restricted model was
studied intensely in string theory. The remaining 270 moduli are required to
vanish to support this symmetry. The defining equation for the Calabi–Yau
two-parameter subspace of the total moduli space is

f = x18
1 + x18

2 + x18
3 + x3

4 + x2
5 − 18ψx1x2x3x4x5 − 3φx6

1x
6
2x

6
3 . (4.33)

The axion–dilaton and all complex structure moduli are stabilized by fluxes.
The remaining two Kähler moduli are stabilized by a non-perturbative super-
potential. For this model we identify situations for which a linear combination
of the axionic parts of the two Kähler moduli acts as an inflaton. As in the
previous racetrack scenario, inflation begins at a saddle point of the scalar
potential and proceeds as an eternal topological inflation.
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The Kähler geometry of the two Kähler moduli h1,1 = 2 was specified in
[117]. We denote them by τ1,2 = X1,2+iY1,2. These moduli correspond geomet-
rically to the complexified volumes of the divisors (or four cycles) D4 and D5,
and give rise to the gauge couplings for the field theories on the D7 branes
which wrap these cycles. For this manifold the Kähler potential is given by

K = −2 lnR = −2 ln
[

1
36

((τ2 + τ̄2)3/2 − (τ1 + τ̄1)3/2)
]
, (4.34)

where R denotes the volume of the underlying Calabi–Yau space. The flat
directions of the potential are lifted by D3 instantons, which generate the
following non-perturbative superpotential:

W = W0 +A e−aτ1 +B e−bτ2 . (4.35)

Given these expressions for K and W , the scalar potential takes the following
form:

VF + δV =
216

(X2
3/2 −X1

3/2)2
{
B2b(bX2

2 + 2bX1
3/2X2

1/2 + 3X2)e−2bX2

+A2a(3X1 + 2aX2
3/2X1

1/2 + aX2
1 )e−2aX1

+3BbW0X2e−bX2 cos(bY2) + 3AaW0X1e−aX1 cos(aY1)
+3ABe−aX1−bX2(aX1 + bX2 + 2abX1X2) cos(−aY1 + bY2))

}
+

D

(X3/2
2 −X3/2

1 )2
(4.36)

where the last term is the uplifting term δV . Notice that this potential is
parity invariant, (Xi, Yi) → (Xi,−Yi), with Yi being pseudo-scalars. It is also
invariant under the two discrete shifts, Y1 → Y1 + 2πm1/a and Y2 → Y2 +
2πm2/b, where the mi are arbitrary integers. There is also the approximate
UR(1) R-symmetry, a δY1 = b δY2 = Δ, which becomes exact in the limit
W0 → 0.

We next ask whether slow-roll evolution is possible with this superpo-
tential and Kähler potential. Searching the parameter space, we are able to
find choices for which the scalar potential behaves similarly to the original
racetrack inflation potential. Starting at the saddle point, since only one of
the four real directions is unstable, we have sufficient freedom to make this
direction flat enough to give rise to successful inflation.

Our goal was to find a set of parameters required for inflation with the
COBE normalization of power spectrum. These examples are not particularly
easy to find. The example with P (k0) = 4 × 10−10 and ns = 0.95, has the
following parameters:W0 = 5.22666×10−6, A = 0.56, B = 7.46666×10−5, a =
2π/40, b = 2π/258, D = 6.21019×10−9 .With these choices of the parameters
the minimum described above is located at X1 = 98.75839, X2 = 171.06117,
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Y1 = 0, Y2 = 129 , corresponding to a volume R = 99 in string units, which is
large enough to trust the effective field theory treatment we use.

It is difficult to plot the potential since it is a function of four variables.
Here we will only show the behavior of this potential as a function of the
axion variables Y1, Y2 at the minimum of the radial variables X1, X2, and the
potential as a function of the radial variables X1, X2 at the minimum of the
angular variables Y1, Y2. Figure 4.6 illustrates the behavior of the potential
near the minimum of the potential.

We have checked that the eigenvalues of the Hessian (mass2) matrix are all
positive, verifying that it is indeed a local minimum. The value of the masses
for the moduli at this minimum turn out to be of order 10−6−10−7 in Planck
units. Inflation occurs near the saddle point located at X1 = 108.96194, X2 =
217.68875, Y1 = 20, Y2 = 129 . At this point the mass matrix has three positive
eigenvalues and one negative one in the direction of (δX1, δX2, δY1, δY2) =
(0, 0,−0.6546, 0.7560), corresponding to a purely axion direction. This is the
initial direction of the slow-roll away from the saddle point toward the non-
trivial minimum described above.

The value of the effective potential at the saddle point is V ∼ 3.35×10−16

in Planck units, so that the scale of inflation is V 1/4 = 3.25 × 1014 GeV.
This is a rather small scale. The ratio of tensor to scalar perturbations in
this scenario is very small, r � 1, so the gravitational waves produced in this
scenario will be very hard to observe.

To find the slow-roll parameter η at the saddle point (recall that ε = 0
automatically at a saddle point), as well as to compute the inflationary tra-
jectories, we must use the generalized definitions of the slow-roll parameters.

This leads to ns ≈ 0.95 and a long period of inflation, 980 e-foldings after
the end of eternal inflation.
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We have computed the power spectrum for the model under considera-
tion by first numerically evolving the full set of field equations, which can be
efficiently written in the form

dφi
dN

=
1
H
φ̇i(πi)

dπi
dN

= −3πi − 1
H

∂

∂φi
(V (φi) − Lkin) (4.37)

Here Lkin is defined in (4.2) and N is the number of e-foldings starting from
the beginning of inflation, πi = ∂Lkin/∂φ̇i are the canonical momenta, and the
time derivatives φ̇i are regarded as functions of πi. We use initial conditions
where the field starts from rest along the unstable direction, close enough to
the saddle point to give more than 60 e-foldings of inflation. In fact our starting
point corresponds to the boundary of the eternally inflating region around the
saddle point. An example of the inflationary trajectories for all the fields is
shown in Figs. 4.7 and 4.8. The choice of the satisfactory parameters for this
model is not unique, just as in the racetrack scenario [21]. There is a rescaling
of parameters which does not alter the inflationary dynamics or the height
of the potential; it rescales the fields, but leaves the slow-roll parameters and
the amplitude of density perturbations invariant. There is also a second set
of rescalings, which does rescale the potential and the amplitude of density
fluctuations.
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Evaluating the spectral index at 55 e-foldings before the end of inflation
gives the spectral properties relevant for the CMB. For W0 = 5.227 × 10−6

the spectral index reaches its largest value

ns ≈ 0.95 . (4.38)

This is the same value that was found in the original racetrack model. The
value of W0 has to be tuned at the level of a percent to keep the spectral
index from decreasing into a range of phenomenologically disfavored values.

In the KKLT model, with the superpotential containing only one exponent
for the volume modulus, one could not have inflation without adding moving
branes. In the original racetrack inflation scenario [21] it was possible to find
the first working inflationary model without adding any new branes to the
KKLT vacuum stabilization scenario. In the better racetrack model inflation
is achieved in a theory with two moduli fields, without introducing the stan-
dard racetrack potentials with two exponential terms for each of them. This
suggests that by increasing the number of moduli fields and/or the number of
non-perturbative contributions to the superpotential, inflation may become
easier to achieve and with less fine-tuning.

4.5.3 Gaugino Condensation Induced Racetrack
Models of Inflation

An interesting development of racetrack models of inflation was suggested in
[22]. They did not use the flux contribution to the superpotential, i.e., they
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choseW0 = 0. They have assumed that the total volume modulus is fixed and
focused their attention on the dilaton–axion field and one more complex field
with the canonical Kähler potential,

K = − ln(S + S̄) + χχ̄ . (4.39)

The choice of the non-perturbative superpotential for these two fields was
made on the basis of some prior studies of the effects of the gaugino con-
densation where the superpotential may have, in addition to the exponential
dependence on the dilaton–axion, a specific dependence on other moduli. In
their particular model

W = χpAN1M
3e−S/N1 + χp

′
BN2M

3e−S/N2

(
M2

(α+ βχ)2

)γ
. (4.40)

Thus the model has two complex moduli, S = s + iφ and χ = xeiθ, and
depends on nine parameters. The specific choice was made for a good infla-
tionary model: A = 1.5, B = 8.2, N1 = 10, N2 = 9. The additional interac-
tions/parameters, which were absent in previous models, are p = p′ = 0.5,
α = 1, β = 2.3, and finally γ = 10−4. The model does not seem to require a
significant fine-tuning. However, the smallness of γ is important as the mass-
squared of θ is proportional to γ. The qualitative picture of this model is very
close to the racetrack models described above in a sense that the potential has
a saddle point with the flat θ-axion direction, where the eternal topological
inflation may take place. Inflation ends with an exit stage, when the system
reaches the minimum of the potential and all moduli are stabilized.

4.5.4 Inflation in Models with Large Volume of Compactification

Another interesting class of inflationary models [23, 25] has been developed on
the basis of the so-called large volume compactification [118], where the value
of theW0 in the superpotential is not small, as in simplest KKLT models, and
therefore the α′ correction to the Kähler potential plays a significant role. An
example of a successful model is codified in the Kähler potential

K = −2 ln
[
α
(
(T1 + T̄1)

3/2 − λ2(T2 + T̄2)
3/2 − λ3(T3 + T̄3)

3/2
)

+
ξ

2

]
,

(4.41)
and the superpotential

W = W0 +
3∑
i=1

Aiea1Ti . (4.42)

Here the term ξ/2 is due to the α′ corrections to the Kähler potential. The
model has 11 parameters, to compare with five parameters in the previously
discussed racetrack and better racetrack models. It offers therefore more pos-
sibilities to look for inflationary slopes. The choice made in [23], as well as in



4 Inflation in String Theory 147

roulette case [25], has been first of all to find the conditions on the parameters
of the model which allow to stabilize the moduli T1 and T2 in a way that they
actually do not participate in inflation; only the third modulus T3 is driving
inflation. In [23] the axion ImT3 of the third modulus T3 is also frozen at its
minimum, and the inflaton is given by ReT3. The evolution of this field takes
place in a nice τ -trough.

In a more general case considered in [25], two complex moduli are fixed,
as before, but in the third modulus, T3 = τ + iθ, both the volume modulus
τ and the axion θ are not fixed. As the result, there are many inflationary
trajectories in the landscape of this model. The potential is exponentially flat
in the τ -direction and has a periodic structure in the θ-direction.

The cosmological evolution of the complex field T3 has been evaluated
numerically using the “SuperCosmology” code [57] designed for models with
generic moduli space metric and arbitrary number of complex fields with any
Kähler potential and superpotential. The trajectories depend on initial con-
ditions in the τ, θ plane. The randomness of (τ, θ) initial conditions allows for
a large ensemble of trajectories. Features in the ensemble of histories include
roulette trajectories, with long-lasting inflation in the direction of the rolling
axion, enhanced in number of e-foldings over those restricted to lie in the
τ -trough. The asymptotic flatness of the potential makes possible an eternal
slow-roll inflation. A wide variety of potentials and inflaton trajectories agree
with the cosmic microwave background and large-scale structure data.

The ABC for this class of models is simple: the value of the ns is predicted
to be 0.96 in agreement with current data, no observable gravitational waves,
no cosmic strings.

4.6 N-flation/Assisted Inflation

At present N-flation [34, 35] is the only inflationary model studied in the
context of string theory that may result in an effective chaotic inflation with
a significant level of gravitational waves. It is close to the ideas of assisted
inflation proposed earlier in [32, 33]. The main idea of assisted inflation is
that each field feels not only the downward force from its own potential but
also the collective frictional force from all fields. Therefore slow-roll is easier
to achieve and the individual fields do not have to exceed Planck scale vevs.

The equations of motion for a set of scalar fields in generic situation with
the moduli space metric (in real notation with Lkin = 1

2Gij(φ)∂μφ
i∂μφj) are

[54, 56]:
φ̈i + Γijk(φ)φ̇

j φ̇k + 3Hφi +Gij(φ)∂jV = 0 . (4.43)

Here Gij(φ) is the inverse metric of the moduli space and Γijk(φ) are the
Christoffel symbols in the moduli space. If Gij = δij and V =

∑
i Vi(φi), i.e.,

if the metric of the moduli space is flat and if the potential is a sum of the
potentials of the individual fields, the assistance effect becomes clear:
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φ̈i + 3Hφi + ∂iVi = 0 , H2 =
∑

i Vi
3M2

Pl

. (4.44)

Each field responds to its own potential (there is no summation in the term
∂iVi above), but the friction via the Hubble parameter comes from all fields
and can be significantly stronger than in the case without assistance.

Thus in the general case of moduli space metric we need to identify in string
theory the situations when the simplified (4.44) gives a good approximation
for the actual complicated dynamics given by (4.43).

An interesting attempt to do so was made in [34]. The model requires
a large number of axions, N ∼ 240 (MPl/f)

2, where f is the generic axion
decay constant. For f ≈ 10−1MPl, one should have N ≈ 104. String theory
may provide such a large number of axions, there are known examples of up
to 105 axions. If f is a smaller fraction of MPl the number of required axions
grows.

One may wonder whether the phenomenological assumptions made in
[34, 35] can be justified in the known framework of compactified string the-
ory. The main assumption is that in the effective supergravity model with
numerous complex moduli,

tn =
φn
fn

+ iM2R2
n , (4.45)

all moduli R2
n quickly go to their minima. Then only the axions φn

fn
remain

to drive inflation. The reason for this assumption is that the Kähler potential
depends only on the volume modulus of all two cycles, R2

n = − i
2M2 (tn − t̄n),

but it does not depend on the axions φn
fn

= 1
2 (tn+ t̄n), so one could expect that

the axion direction in the first approximation remains flat. Let us examine this
assumption more carefully.

The Kähler potential is given by the same formula as that in (4.23), which
is an exact expression for N = 2 supergravities with cubic prepotentials. If the
superpotential does not depend on tn, the potential has a runaway dependence
on the moduli R2

n:

V ∼ eK =
1

iClmn

3! (tl − t̄l)(tm − t̄m)(tn − t̄n)
. (4.46)

Here the Calabi–Yau intersection numbers Clmn can be positive as well as
negative. In this approximation, the potential is flat in the axion directions,
but the vacuum is unstable.

The instanton contribution to the superpotential,

W =
∑
n

wne2πtn , (4.47)

is supposed to stabilize the volume moduli R2
n quickly, whereas the axions are

expected to slowly reach their minima. When all volume moduli are fixed, the
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moduli space metric is flat up to some constant rescalings. This assumption
makes it easy to establish that the total potential with stabilized volume
moduli is reduced to the sum of potentials of each axion, since the problem is
reduced to the global SUSY potential

V ≈
∑
n

Vn ≈
∑
n

|∂nW |2 . (4.48)

Thus both conditions specified above, the flatness of the moduli space metric
and the decoupling of the potentials, are supposed to be satisfied [34, 35]. This
leads to the uncoupled set of light massive axions, which makes the assistance
effect easily possible in accordance with (4.44).

Can the assumption that volume moduli stabilized quickly and axions slow-
roll for a long time be justified in known models of string theory which stabilize
both types of complex fields?

The study of the potentials for 104 fields is difficult to carry out. However,
we have some experience with exactly the same type of KKLT potentials in
the case of one or two complex moduli, which we described in the previous
sections of this chapter. The generic property of this class of models is that
the same exponential terms in the superpotential that stabilize the volume
moduli simultaneously stabilize the axions. Therefore the masses of these two
fields are not much different. One can easily see it in the simplest model of
the KKLT potential, Fig. 4.2.

We can now look at more complicated examples. The racetrack potential
has a complicated profile, shown in Figs. 4.4 and 4.5. Near the saddle point
the axion has a flat maximum, the volume is at the local minimum. Therefore
the significant part of inflation proceeds via the slow-roll of the axion till the
motion of the axion kicks the volume modulus out of the local minimum so
that both fields reach the absolute minimum in the waterfall-type evolution.
However, one can easily see in Fig. 4.5 that near the minimum there is no
significant flatness in the axion direction comparative to the volume modulus
direction, same as in the simplest KKLT potential in Fig. 4.2.

In the better racetrack model the potential near the saddle point for the
two axions and another one for the two volume moduli are plotted in Fig. 4.6.
The trajectories for the two axions and the volume moduli are shown in Figs.
4.7 and 4.8. Here again, near the saddle point there is a flat maximum in the
direction which is a combination of two axions. However, near the absolute
minimum all directions are steep.

A related general observation was recently made in the models with a
large volume of compactification where various trajectories with different ini-
tial conditions were studied. It was stressed in [25] that it was easy to find
the trajectories evolving only in the volume-τ direction, however, so far no
inflationary trajectories in the axion-θ direction have been found in this model.

Thus all known string theory models in which the stabilization of the
scalar and the pseudo-scalar fields is possible due to the exponential terms
in the superpotential do indeed have a cos-type dependence on the axion
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field. However, comparing with the potentials in (4.27) and (4.36), one can
see that they are quite different from the simplified PNGB (Pseudo-Nambu–
Goldstone Boson) potential V = Λ4[1 − cos(φ/f)] with the fixed radial field.
In the case of two axions Y1, Y2 and two volume moduli X1, X2 in (4.36) there
is a term with cos(aY1), cos(bY2), as well as a mixing term cos(bY2 − aY1).
More importantly, the dependence on X1, X2 is rather involved, which leads
to a complicated dynamics, in general.

It may be useful to compare the actual potential (4.36) with the sim-
plified potential depending on two axions in [119], where it was argued
that the models with two axions may lead to an assistance effect. How-
ever, the main assumption in [119] is that the potential of the form V =
Λ4

1[1 − cos(aφ1)] + Λ4
2[1 − cos(bφ1 + cφ2)] can be derived from string theory

with the superpotential (4.35). This assumption is problematic at this stage
because of the volume stabilization issue. Both axions and volume moduli un-
dergo a dynamical evolution according to the potentials in (4.27) and (4.36)
and the use of the pure multi-axion potential is not valid for the known models
derived from string theory.

The axion valley model proposed in Sect. 4.3.1, see Fig. 4.3, would support
the ideas in [119], and it is valid in supergravity. But this model is still to be
derived from string theory.

It may still be possible to justify the N-flation model in string theory. For
example, one can try to find a string theory realization of the axion valley
model described in Sect. 4.3.1, or of some other model of this kind where the
basic assumptions made in [34, 35] are satisfied.

Another possibility is to start with initial conditions where all volume
moduli lie very close to the minimum of the potential and axions are away
from the minimum. If the motion of all axions leads to a significant friction,
because of the assisted inflation, one may hope that the volume moduli will
stay near their minima, and the regime of N-flation model will be valid. This is
not a very attractive proposition since it requires a lot of additional fine-tuning
of the initial conditions.

Finally, it may happen that even if one considers a simultaneous motion
of all interacting fields, the axions and the radial moduli, the simple fact that
there are many of them may be sufficient for the existence of the assisted
inflation regime. This possibility requires a more detailed investigation.

Thus, the assisted models of inflation in string theory require more work,
just as all other models described in this talk. Assisted inflation in string
theory will become a particularly important issue if the gravitational waves
from inflation are detected.

4.7 Discussion

String cosmology has several different but closely related goals: to find infla-
tionary models based on string theory, to identify some of their predictions
which may be related to the specifically stringy nature of the inflationary



4 Inflation in String Theory 151

models, and, by doing so, to test string theory by comparing its predictions
with observations.

In the discussion of inflationary models in string theory and supergravity
we have described the shift symmetry which may under certain conditions
explain the required flatness of the inflaton direction of the potential. Ex-
amples include chaotic inflation in a supergravity model [27] and the axion
valley model (supergravity version of the natural inflation) proposed here in
Sect. 4.3.1. In the axion valley model shown in Fig. 4.3 the scalar is heavy
and quickly stabilizes, whereas the pseudo-scalar remains very light before
it reaches the minimum of the potential. This is in contrast with the KKLT
model where both the scalar and the pseudo-scalar (the volume modulus and
the axion) have approximately the same curvature of the potential near the
minimum, as shown in Fig. 4.2. The supergravity version of chaotic inflation
and the axion valley model use the shift symmetry of the Kähler potential
in a very effective way. Therefore it would be most interesting to find string
theory versions of these models.

An inflationary D3/D7 brane model [19, 20, 84] discussed in Sect. 4.4.2
is also based on shift symmetry slightly broken by quantum corrections
[58, 59, 60]. In D3/D7 brane model the shift symmetry originates from
the N = 2 supergravity structure of the Kähler potential shown in (4.20)
and (4.23). In N = 2 models the Kähler potential9 is given by K =
− ln

[
iCABC3! (z − z̄)A(z − z̄)B(z − z̄)C] and the shift symmetry is generic. Here

CABC are the intersection numbers of the compactification manifold. The
N = 2 supersymmetry of these models may be broken by fluxes and/or non-
perturbative corrections, but the total potential may still enjoy a slightly bro-
ken shift symmetry under the transformation of the inflaton field z → z + δ,
with real parameter δ. In the racetrack models in Sects. 4.5.1 and 4.5.2 the
Kähler potentials also exhibit the shift symmetry, since they are given by the
N = 2 formula, see for example (4.34). The shift symmetry of the total poten-
tial is, however, strongly broken near the minimum and slightly broken near
the saddle point.

In other models which we have discussed here the shift symmetry is not
relevant for the flatness of the inflaton potential. It is not present in the
KKLMMT model [13], which therefore in most cases relies on a special de-
pendence on the inflaton field in the superpotential to cancel the one in the
Kähler potential. Such a cancellation requires fine-tuning, which may be pos-
sible in the context of a huge stringy landscape.

In the inflationary models with extra large volume of compactification
[23, 25] the dynamics is mostly based on the very flat radial modulus direction.
There is no shift symmetry of the Kähler potential and of the total scalar
potential in the inflaton direction T3 + T̄3 on which the Kähler potential

9 It is interesting that the theory of N = 2 supersymmetric black holes in string
theory and the attractor mechanism stabilizing the moduli near the black hole
horizon are both based on precisely the same class of Kähler potentials, see for
example (30) in [87].
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depends strongly. The flatness is achieved via some set of hierarchy relations
between the parameters of the model with three complex fields. The flatness in
the axion direction (the remnant of the shift symmetry of the Kähler potential
in (4.41)) does help to increase the number of e-foldings [25], but it is not a
major feature of the model.

We also discussed the string theory N-flation model [34, 35] of assisted
inflation [32, 33]. We have pointed out that the assumption in [34, 35] that
only the axions define the dynamics due to the shift symmetry of the Kähler
potential may be valid in the context of the axion valley supergravity model
presented in Sect. 4.3.1 here, but not in the currently known constructions of
string theory. We explained, in particular, why this assumption is not valid in
the simplest KKLT model of moduli stabilization.

Nevertheless, it might be possible to find an assisted inflation regime in
string theory by investigating a combined dynamics of all string theory mod-
uli. This, as well as finding a string theory generalization of the supergravity
versions of chaotic and natural inflation discussed above, would be partic-
ularly important if the primordial gravitational waves from inflation were
detected.

In this chapter we have described a representative subclass of string infla-
tion models, but nevertheless the list of the models which we have discussed
remains certainly incomplete. Moreover, one should clearly understand that
the whole subject is relatively new, and it is difficult to make any far-reaching
conclusions at this stage. For example, the time span between the invention
of the simplest chaotic inflation model m2φ2 [26] and its supergravity version
[27] is about 17 years. Similarly, the time span between the invention of the
natural inflation [61] and its implementation in supergravity (see Sect. 4.3.1)
is also about 17 years. Meanwhile the KKLT mechanism of vacuum stabiliza-
tion has been proposed only 4 years ago, and therefore the development of
the cosmological models based on string theory with a stabilized vacuum has
begun only very recently.

The search of new models of string theory inflation should go in par-
allel with the further development of string theory. One may try to find
some new theoretical structures which will lead to interesting inflationary
models in string theory. This is one of the important challenges for string
theory and cosmology. The string theory community is well aware of these
challenges, see for example [2, 3, 120, 121], and one may hope that a bet-
ter understanding of the core string theory may lead to better models for
cosmology.

Under certain conditions, the new developments may allow us to test string
theory by current and future precision data in cosmology. The conditions in-
clude a reliable derivation of inflationary models from string theory. These
models should have distinct predictions for observables like the spectral in-
dex ns, the level of gravitational waves, and the abundance of light cosmic
strings. If these conditions are satisfied, one may hope that in few years from
now, when the precision data will become available and the derivation of the
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inflationary models will be refined, it will be possible to test the string theory
assumptions underlying the derivation of the corresponding inflationary mod-
els.
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Abstract. In generic models of cosmological inflation, quantum fluctuations
strongly influence the spacetime metric and produce infinitely many regions where
the end of inflation (reheating) is delayed until arbitrarily late times. The geometry
of the resulting spacetime is highly inhomogeneous on scales of many Hubble sizes.
The recently developed string-theoretic picture of the ”landscape” presents a similar
structure, where an infinite number of de Sitter, flat, and anti-de Sitter universes are
nucleated via quantum tunneling. Since observers on the Earth have no information
about their location within the eternally inflating universe, the main question in
this context is to obtain statistical predictions for quantities observed at a random
location. I describe the problems arising within this statistical framework, such as
the need for a volume cutoff and the dependence of cutoff schemes on time slicing
and on the initial conditions. After reviewing different approaches and mathematical
techniques developed in the past two decades for studying these issues, I discuss the
existing proposals for extracting predictions and give examples of their applications

5.1 Eternal Inflation

The general idea of eternally inflating spacetime was first introduced and
developed in the 1980s [1, 2, 3, 4] in the context of slow-roll inflation. Let us
begin by reviewing the main features of eternal inflation, following these early
works.

A prototypical model contains a minimally coupled scalar field φ (the “in-
flaton”) with an effective potential V (φ) that is sufficiently flat in some range
of φ. When the field φ has values in this range, the spacetime is approximately
de Sitter with the Hubble rate

ȧ

a
=

√
8π
3
V (φ) ≡ H(φ) . (5.1)

(We work in units where G = c = � = 1.) The value of H remains approx-
imately constant on timescales of several Hubble times (Δt � H−1), while
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the field φ follows the slow-roll trajectory φsr(t). Quantum fluctuations of the
scalar field φ in de Sitter background grow linearly with time [5, 6, 7],

〈φ̂2(t+ Δt)〉 − 〈φ̂2(t)〉 =
H3

4π2
Δt , (5.2)

at least for time intervals Δt of order several H−1. Due to the quasi-
exponential expansion of spacetime during inflation, Fourier modes of the
field φ are quickly stretched to super-Hubble length scales. However, quan-
tum fluctuations with super-Hubble wavelengths cannot maintain quantum
coherence and become essentially classical [6, 7, 8, 9, 10]; this issue is dis-
cussed in more detail in Sect. 5.1.2. The resulting field evolution φ(t) can be
visualized [1, 8, 11] as a Brownian motion with a “random jump” of typical
step size Δφ ∼ H/(2π) during a time interval Δt ∼ H−1, superimposed onto
the deterministic slow-roll trajectory φsr(t). A statistical description of this
“random walk”-type evolution φ(t) is reviewed in Sect. 5.2.1.

The “jumps” at points separated in space by many Hubble distances are
essentially uncorrelated; this is another manifestation of the well-known “no-
hair” property of de Sitter space [12, 13, 14]. Thus the field φ becomes ex-
tremely inhomogeneous on large (super-horizon) scales after many Hubble
times. Moreover, in the semi-classical picture it is assumed [2] that the local
expansion rate ȧ/a ≡ H(φ) tracks the local value of the field φ(t,x) accord-
ing to the Einstein equation (5.1). Here a(t,x) is the scale factor function
which varies with x only on super-Hubble scales, a(t,x)Δx � H−1. Hence,
the spacetime metric can be visualized as having a slowly varying, “locally
de Sitter” form (with spatially flat coordinates x),

gμνdxμdxν = dt2 − a2(t,x)dx2 . (5.3)

The deterministic trajectory φsr(t) eventually reaches a (model-dependent)
value φ∗ signifying the end of the slow-roll inflationary regime and the begin-
ning of the reheating epoch (thermalization). Since the random walk process
will lead the value of φ away from φ = φ∗ in some regions, reheating will not
begin everywhere at the same time. Moreover, regions where φ remains in the
inflationary range will typically expand faster than regions near the end of
inflation where V (φ) becomes small. Therefore, a delay of the onset of reheat-
ing will be rewarded by additional expansion of the proper 3-volume, thus
generating more regions that are still inflating. This feature is called “self-
reproduction” of the inflationary spacetime [3]. Since each Hubble-size region
evolves independently of other such regions, one may visualize the spacetime
as an ensemble of inflating Hubble-size domains (Fig. 5.1).

The process of self-reproduction will never result in a global reheating
if the probability of jumping away from φ = φ∗ and the corresponding
additional volume expansion factors are sufficiently large. The corresponding
quantitative conditions and their realization in typical models of inflation
are reviewed in Sect. 5.3.1. Under these conditions, the process of self-
reproduction of inflating regions continues forever. At the same time, every
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t

x

y

Fig. 5.1. A qualitative diagram of self-reproduction during inflation. Shaded space-
like domains represent Hubble-size regions with different values of the inflation
field φ. The time step is of order H−1. Dark-colored shades are regions undergo-
ing reheating (φ = φ∗); lighter-colored shades are regions where inflation continues.
On average, the number of inflating regions grows with time

given comoving worldline (except for a set of measure zero; see Sect. 5.3.1)
will sooner or later reach the value φ = φ∗ and enter the reheating epoch.
The resulting situation is known as “eternal inflation” [3]. More precisely, the
term “eternal inflation” means future-eternal self-reproduction of inflating
regions [15].1 To emphasize the fact that self-reproduction is due to random
fluctuations of a field, one refers to this scenario as “eternal inflation of random
walk type.” Below we use the terms “eternal self-reproduction” and “eternal
inflation” interchangeably.

Observers like us may appear only in regions where reheating already took
place. Hence, it is useful to consider the locus of all reheating events in the
entire spacetime; in the present example, it is the set of spacetime points
x there φ(x) = φ∗. This locus is called the reheating surface and is a non-
compact, spacelike three-dimensional hypersurface [16, 18]. It is important
to realize that a finite, initially inflating 3-volume of space may give rise to
a reheating surface having an infinite 3-volume, and even to infinitely many
causally disconnected pieces of the reheating surface, each having an infinite
3-volume (see Fig. 5.2). This feature of eternal inflation is at the root of several
technical and conceptual difficulties, as will be discussed below.

Everywhere along the reheating surface, the reheating process is expected
to provide appropriate initial conditions for the standard “hot big bang”
cosmological evolution, including nucleosynthesis and structure formation. In
other words, the reheating surface may be visualized as the locus of the “hot
big bang” events in the spacetime. It is thus natural to view the reheating

1 It is worth emphasizing that the term “eternal inflation” refers to future-eternity
of inflation in the sense described above, but does not imply past-eternity. In fact,
inflationary spacetimes are generically not past-eternal [16, 17].
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Fig. 5.2. A 1+1-dimensional slice of the spacetime structure in an eternally inflating
universe (numerical simulation in [19]). Shades of different colors represent different,
causally disconnected regions where reheating took place. The reheating surface is
the line separating the white (inflating) domain and the shaded domains

surface as the initial equal-time surface for astrophysical observations in the
post-inflationary epoch. Note that the observationally relevant range of the
primordial spectrum of density fluctuations is generated only during the last
60 e-foldings of inflation. Hence, the duration of the inflationary epoch that
preceded reheating is not directly measurable beyond the last 60 e-foldings;
the total number of e-foldings can vary along the reheating surface and can
be in principle arbitrarily large.2

The phenomenon of eternal inflation is also found in multi-field models
of inflation [22, 23], as well as in scenarios based on Brans–Dicke theory
[24, 25, 26], topological inflation [27, 28], braneworld inflation [29], “recycling
universe” [30] and the string theory landscape [31]. In some of these models,
quantum tunneling processes may generate “bubbles” of a different phase of
the vacuum (see Sect. 5.2.5 for more details). Bubbles will be created randomly
at various places and times, with a fixed rate per unit 4-volume. In the interior
of some bubbles, additional inflation may take place, followed by a new re-
heating surface. The interior structure of such bubbles is sketched in Fig. 5.3.

2 For instance, it was shown that holographic considerations do not place any
bounds on the total number of e-foldings during inflation [20]. For recent at-
tempts to limit the number of e-foldings using a different approach, see, e.g., [21].
Note also that the effects of “random jumps” are negligible during the last 60
e-foldings of inflation, since the produced perturbations must be of order 10−5

according to observations.
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L-domination

Nucleation

Wall

Reheating

Wall

Fig. 5.3. A spacetime diagram of a bubble interior. The infinite, spacelike reheating
surface is shown in darker shade. Galaxy formation is possible within the spacetime
region indicated.

The nucleation event and the formation of bubble walls is followed by a period
of additional inflation, which terminates by reheating. Standard cosmological
evolution and structure formation eventually give way to a Λ-dominated uni-
verse. Infinitely many galaxies and possible civilizations may appear within a
thin spacelike slab running along the interior reheating surface. This reheating
surface appears to interior observers as an infinite, spacelike hypersurface [32].
For this reason, such bubbles are called “pocket universes,” while the space-
time is called a “multiverse.” (Generally, the term “pocket universe” refers to
a non-compact, connected component of the reheating surface [33].)

In scenarios of this type, each bubble is causally disconnected from
most other bubbles.3 Hence, bubble nucleation events may generate infinitely
many statistically inequivalent, causally disconnected patches of the reheating
surface, every patch giving rise to a possibly infinite number of galaxies and
observers. This feature significantly complicates the task of extracting physical
predictions from these models. This class of models is referred to as “eternal
inflation of tunneling type.”

In the following subsections, I discuss the motivation for studying eternal
inflation as well as physical justifications for adopting the effective stochastic
picture. Different techniques developed for describing eternal inflation are re-
viewed in Sect. 5.2. Section 5.3 contains an overview of methods for extracting
predictions and a discussion of the accompanying “measure problem.”

3 Collisions between bubbles are rare [34]; however, effects of bubble collisions are
observable in principle [35].
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5.1.1 Some Motivation

The hypothesis of cosmological inflation was invoked to explain several out-
standing puzzles in observational data [36]. However, some observed quanti-
ties (such as the cosmological constant Λ or elementary particle masses) may
be expectation values of slowly varying effective fields χa. Within the phe-
nomenological approach, we are compelled to consider also the fluctuations
of the fields χa during inflation, on the same footing as the fluctuations of
the inflaton φ. Hence, in a generic scenario of eternal inflation, all the fields
χa arrive at the reheating surface φ = φ∗ with values that can be deter-
mined only statistically. Observers appearing at different points in space may
thus measure different values of the cosmological constant, elementary parti-
cle masses, spectra of primordial density fluctuations and other cosmological
parameters.

It is important to note that inhomogeneities in observable quantities
are created on scales far exceeding the Hubble horizon scale. Such inho-
mogeneities are not directly accessible to astrophysical experiments. Nev-
ertheless, the study of the global structure of eternally inflating spacetime
is not merely of academic interest. Fundamental questions regarding the
cosmological singularities, the beginning of the universe and of its ultimate
fate, as well as the issue of the cosmological initial conditions, all depend on the
knowledge of the global structure of the spacetime as predicted by the theory,
whether or not this global structure is directly observable (see, e.g., [37, 38]).
In other words, the fact that some theories predict eternal inflation influences
our assessment of the viability of these theories. In particular, the problem
of initial conditions for inflation [39] is significantly alleviated when eternal
inflation is present. For instance, it was noted early on that the presence of
eternal self-reproduction in the “chaotic” inflationary scenario [40] essentially
removes the need for the fine-tuning of the initial conditions [3, 41]. More
recently, constraints on initial conditions were studied in the context of self-
reproduction in models of quintessence [42] and k-inflation [43].

Since the values of the observable parameters χa are random, it is natural
to ask for the probability distribution of χa that would be measured by a
randomly chosen observer. Understandably, this question has been the main
theme of much of the work on eternal inflation. Obtaining an answer to this
question promises to establish a more direct contact between scenarios of eter-
nal inflation and experiment. For instance, if the probability distribution for
the cosmological constant Λ were peaked near the experimentally observed,
puzzlingly small value (see, e.g., [44] for a review of the cosmological constant
problem), the smallness of Λ would be explained as due to observer selec-
tion effects rather than to fundamental physics. Considerations of this sort
necessarily involve some anthropic reasoning; however, the relevant assump-
tions are minimal. The basic goal of theoretical cosmology is to select physical
theories of the early universe that are most compatible with astrophysical ob-
servations, including the observation of our existence. It appears reasonable to
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assume that the civilization of Planet Earth evolved near a randomly chosen
star compatible with the development of life, within a randomly chosen galaxy
where such stars exist. Many models of inflation generically include eternal
inflation and hence predict the formation of infinitely many galaxies where
civilizations like ours may develop. It is then also reasonable to assume that
our civilization is typical among all the civilizations that evolved in galaxies
formed at any time in the universe. This assumption is called the “principle
of mediocrity” [18].

To use the “principle of mediocrity” for extracting statistical predictions
from a model of eternal inflation, one proceeds as follows [18, 45]. In the ex-
ample with the fields χa described above, the question is to determine the
probability distribution for the values of χa that a random observer will mea-
sure. Presumably, the values of the fields χa do not directly influence the
emergence of intelligent life on planets, although they may affect the effi-
ciency of structure formation or nucleosynthesis. Therefore, we may assume
a fixed, χa-dependent mean number of civilizations νciv(χa) per galaxy and
proceed to ask for the probability distribution PG(χa) of χa near a randomly
chosen galaxy. The observed probability distribution of χa will then be

P (χa) = PG(χa)νciv(χa) . (5.4)

One may use the standard “hot big bang” cosmology to determine the av-
erage number νG(χa) of suitable galaxies per unit volume in a region where
reheating occurred with given values of χa; in any case, this task does not
appear to pose difficulties of principle. Then the computation of PG(χa) is re-
duced to determining the volume-weighted probability distribution V(χa) for
the fields χa within a randomly chosen 3-volume along the reheating surface.
The probability distribution of χa will be expressed as

P (χa) = V(χa)νG(χa)νciv(χa) . (5.5)

However, defining V(χa) turns out to be far from straightforward since the
reheating surface in eternal inflation is an infinite 3-surface with a compli-
cated geometry and topology. The lack of a natural, unambiguous, unbiased
measure on the infinite reheating surface is known as the “measure problem”
in eternal inflation. Existing approaches and measure prescriptions are dis-
cussed in Sect. 5.3, where two main alternatives (the “volume-based” and
“worldline-based” measures) are presented. In Sect. 5.3.2 I give arguments
in favor of using the volume-based measure for computing the probability
distribution of values χa measured by a random observer. The volume-based
measure has been applied to obtain statistical predictions for the gravita-
tional constant in Brans–Dicke theories [24, 25], cosmological constant (dark
energy) [46, 47, 48, 49, 50, 51], particle physics parameters [52, 53, 54] and
the amplitude of primordial density perturbations [48, 51, 55, 56].

The issue of statistical predictions has recently come to the fore in conjunc-
tion with the discovery of the string theory landscape. According to various
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estimates, one expects to have between 10500 and 101500 possible vacuum
states of string theory [31, 57, 58, 59, 60]. The string vacua differ in the
geometry of spacetime compactification and have different values of the ef-
fective cosmological constant (or “dark energy” density). Transitions between
vacua may happen via the well-known Coleman–deLuccia tunneling mecha-
nism [32]. Once the dark energy dominates in a given region, the spacetime
becomes locally de Sitter. Then the tunneling process will create infinitely
many disconnected “daughter” bubbles of other vacua. Observers like us may
appear within any of the habitable bubbles. Since the fundamental theory
does not specify a single “preferred” vacuum, the probability distribution of
vacua remains to be determined as found by a randomly chosen observer. The
“volume-based” and “worldline-based” measures can be extended to scenarios
with multiple bubbles, as discussed in more detail in Sect. 5.3.4. Some recent
results obtained using these measures are reported in [61, 62].

5.1.2 Physical Justifications of the Semi-classical Picture

The standard framework of inflationary cosmology asserts that vacuum
quantum fluctuations with super-horizon wavelengths become classical
inhomogeneities of the field φ. The calculations of cosmological density
perturbations generated during inflation [7, 11, 63, 64, 65, 66, 67] also as-
sume that a “classicalization” of quantum fluctuations takes place via the
same mechanism. In the calculations, the statistical average

〈
δφ2

〉
of classi-

cal fluctuations on super-Hubble scales is simply set equal to the quantum
expectation value 〈0| φ̂2 |0〉 in a suitable vacuum state. While this approach
is widely accepted in the cosmology literature, a growing body of research is
devoted to the analysis of the quantum-to-classical transition during inflation
(see, e.g., [68] for an early review). Since a detailed analysis would be beyond
the scope of the present text, I merely outline the main ideas and arguments
relevant to this issue.

A standard phenomenological explanation of the “classicalization” of the
perturbations is as follows. For simplicity, let us restrict our attention to a
slow-roll inflationary scenario with one scalar field φ. In the slow-roll regime,
one can approximately regard φ as a massless scalar field in de Sitter back-
ground spacetime [4]. Due to the exponentially fast expansion of de Sitter
spacetime, super-horizon Fourier modes of the field φ are in squeezed quantum
states with exponentially large (∼ eHt) squeezing parameters [69, 70, 71, 72,
73, 74]. Such highly squeezed states have a macroscopically large uncertainty
in the field value φ and thus quickly decohere due to interactions with gravity
and with other fields. The resulting mixed state is effectively equivalent to
a statistical ensemble with a Gaussian-distributed value of φ. Therefore one
may compute the statistical average

〈
δφ2

〉
as the quantum expectation value

〈0| φ̂2 |0〉 and interpret the fluctuation δφ as a classical “noise.” A heuristic
description of the “classicalization” [4] is that the quantum commutators of
the creation and annihilation operators of the field modes, [â, â†] = 1, are
much smaller than the expectation values

〈
a†a

〉 � 1 and are thus negligible.
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A related issue is the backreaction of fluctuations of the scalar field φ on the
metric.4 According to the standard theory (see, e.g., [67, 83] for reviews), the
perturbations of the metric arising due to fluctuations of φ are described by an
auxiliary scalar field (sometimes called the “Sasaki–Mukhanov variable”) in
a fixed de Sitter background. Thus, the “classicalization” effect should apply
equally to the fluctuations of φ and to the induced metric perturbations. At
the same time, these metric perturbations can be viewed, in an appropriate
coordinate system, as fluctuations of the local expansion rate H(φ) due to
local fluctuations of φ [4, 7, 84]. Thus one arrives at the picture of a “locally
de Sitter” spacetime with the metric (5.3), where the Hubble rate ȧ/a = H(φ)
fluctuates on super-horizon length scales and locally follows the value of φ via
the classical Einstein equation (5.1).

The picture as outlined is phenomenological and does not provide a de-
scription of the quantum-to-classical transition in the metric perturbations
at the level of field theory. For instance, a fluctuation of φ leading to a local
increase ofH(φ) necessarily violates the null energy condition [85, 86, 87]. The
cosmological implications of such “semi-classical” fluctuations (see, e.g., the
scenario of “island cosmology” [88, 89, 90]) cannot be understood in detail
within the framework of the phenomenological picture.

A more fundamental approach to describing the quantum-to-classical tran-
sition of perturbations was developed using non-equilibrium quantum field
theory and the influence functional formalism [91, 92, 93, 94]. In this approach,
decoherence of a pure quantum state of φ into a mixed state is entirely due
to the self-interaction of the field φ. In particular, it is predicted that no de-
coherence would occur for a free field with V (φ) = m2φ2/2. This result is at
variance with the accepted paradigm of “classicalization” as outlined above. If
the source of the “noise” is the coupling between different perturbation modes
of φ, the typical amplitude of the “noise” will be second order in the perturba-
tion. This is several orders of magnitude smaller than the amplitude of “noise”
found in the standard approach. Accordingly, it is claimed [95, 96] that the
magnitude of cosmological perturbations generated by inflation is several or-
ders of magnitude smaller than the results currently accepted as standard,
and that the shape of the perturbation spectrum depends on the details of
the process of “classicalization” [97]. Thus, the results obtained via the influ-
ence functional techniques do not appear to reproduce the phenomenological
picture of “classicalization” as outlined above. This mismatch emphasizes the
need for a deeper understanding of the nature of the quantum-to-classical
transition for cosmological perturbations.

Finally, let us mention a different line of work which supports the “classi-
calization” picture. In [8, 98, 99, 100, 101, 102], calculations of (renormalized)
expectation values such as 〈φ̂2〉, 〈φ̂4〉, etc., were performed for field operators φ̂

4 The backreaction effects of the long-wavelength fluctuations of a scalar field dur-
ing inflation have been investigated extensively (see, e.g., [75, 76, 77, 78, 79, 80,
81, 82]).
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in a fixed de Sitter background. The results were compared with the statistical
averages ∫

P (φ, t)φ2dφ,
∫
P (φ, t)φ4dφ, etc. , (5.6)

where the distribution P (φ, t) describes the “random walk” of the field φ in
the Fokker–Planck approach (see Sect. 5.2.1). It was shown that the lead-
ing late-time asymptotics of the quantum expectation values coincide with
the corresponding statistical averages (5.6). These results appear to validate
the “random walk” approach, albeit in a limited context (in the absence of
backreaction).

5.2 Stochastic Approach to Inflation

The stochastic approach to inflation is a semi-classical, statistical description
of the spacetime resulting from quantum fluctuations of the inflation field(s)
and their backreaction on the metric [1, 2, 103, 104, 105, 106, 107, 108, 109,
110, 111]. In this description, the spacetime remains everywhere classical but
its geometry is determined by a stochastic process. In the next subsections I
review the main tools used in the stochastic approach for calculations in the
context of random walk type, slow-roll inflation. Models involving tunneling-
type eternal inflation are considered in Sect. 5.2.5.

5.2.1 Random Walk-Type Eternal Inflation

The important features of random walk-type eternal inflation can be under-
stood by considering a simple slow-roll inflationary model with a single scalar
field φ and a potential V (φ). The slow-roll evolution equation is

φ̇ = − 1
3H

dV
dφ

= − 1
4π

dH
dφ

≡ v(φ) , (5.7)

whereH(φ) is defined by (5.1) and v(φ) is a model-dependent function describ-
ing the “velocity” φ̇ of the deterministic evolution of the field φ. The slow-roll
trajectory φsr(t), which is a solution of (5.7), is an attractor [112, 113] for
trajectories starting with a wide range of initial conditions.5

As discussed in Sect. 5.1.2, the super-horizon modes of the field φ are
assumed to undergo a rapid quantum-to-classical transition. Therefore one
regards the spatial average of φ on scales of several H−1 as a classical field
variable. The spatial averaging can be described with help of a suitable window
function,

〈φ(x)〉 ≡
∫
W (x − y)φ(y)d3y . (5.8)

5 See [43] for a precise definition of an attractor trajectory in the context of inflation.
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It is implied that the window function W (x) decays quickly on physical dis-
tances a |x| of order several H−1. From now on, let us denote the volume-
averaged field simply by φ (no other field φ will be used).

As discussed above, the influence of quantum fluctuations leads to random
“jumps” superimposed on top of the deterministic evolution of the volume-
averaged field φ(t,x). This may be described by a Langevin equation of the
form [2]

φ̇(t,x) = v(φ) +N(t,x) , (5.9)

where N(t,x) stands for “noise” and is assumed to be a Gaussian random
function with known correlator [2, 114, 115, 116]

〈
N(t,x)N(t̃, x̃)

〉
= C(t, t̃, |x − x̃| ;φ) . (5.10)

An explicit form of the correlator C depends on the specific window function
W used for averaging the field φ on Hubble scales [116]. However, the window
function W is merely a phenomenological device used in lieu of a complete
ab initio derivation of the stochastic inflation picture. One expects, therefore,
that results of calculations should be robust with respect to the choice of W .
In other words, any uncertainty due to the choice of the window function must
be regarded as an imprecision inherent in the method. For instance, a robust
result in this sense is an exponentially fast decay of correlations on timescales
Δt � H−1,

C(t, t̃, |x − x̃| ;φ) ∝ exp
(−2H(φ)

∣∣t− t̃∣∣) , (5.11)

which holds for a wide class of window functions [116].
For the purposes of the present consideration, we only need to track the

evolution of φ(t,x) along a single comoving worldline x = const. Thus, we
will not need an explicit form of C(t, t̃, |x − x̃| ;φ) but merely the value at
coincident points t = t̃, x = x̃, which is computed in the slow-roll inflationary
scenario as [2]

C(t, t, 0;φ) =
H2(φ)
4π2

. (5.12)

[This represents the fluctuation (5.2) accumulated during one Hubble time,
Δt = H−1.] Due to the property (5.11), one may neglect correlations on
time scales Δt � H−1 in the “noise” field.6 Thus, the evolution of φ on time
scales Δt � H−1 can be described by a finite-difference form of the Langevin
equation (5.9),

φ(t + Δt) − φ(t) = v(φ)Δt +
√

2D(φ)Δt ξ(t) , (5.13)

where

D(φ) ≡ H3(φ)
8π2

(5.14)

6 Taking these correlations into account leads to a picture of “color noise” [117, 118].
In what follows, we only consider the simpler picture of “white noise” as an
approximation adequate for the issues at hand.
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and ξ is a normalized random variable representing “white noise,”

〈ξ〉 = 0,
〈
ξ2
〉

= 1, (5.15)

〈ξ(t)ξ(t+ Δt)〉 = 0 for Δt � H−1. (5.16)

Equation (5.13) is interpreted as describing a Brownian motion φ(t) with
the systematic “drift” v(φ) and the “diffusion coefficient” D(φ). In a typical
slow-roll inflationary scenario, there will be a range of φ where the noise
dominates over the deterministic drift,

v(φ)Δt�
√

2D(φ)Δt, Δt ≡ H−1 . (5.17)

Such a range of φ is called the “diffusion-dominated regime.” For φ near the
end of inflation, the amplitude of the noise is very small, and so the opposite
inequality holds. This is the “deterministic regime” where the random jumps
can be neglected and the field φ follows the slow-roll trajectory.

5.2.2 Fokker–Planck Equations

A useful description of the statistical properties of φ(t) is furnished by the
probability density P (φ, t)dφ of having a value φ at time t. As in the case
of the Langevin equation, the values φ(t) are measured along a single, ran-
domly chosen comoving worldline x = const. The probability distribution
P (φ, t) satisfies the Fokker–Planck (FP) equation whose standard derivation
we omit [119, 120],

∂tP = ∂φ [−v(φ)P + ∂φ (D(φ)P )] . (5.18)

The coefficients v(φ) and D(φ) are in general model-dependent and need to
be calculated in each particular scenario. These calculations require only the
knowledge of the slow-roll trajectory and the mode functions of the quan-
tized scalar perturbations. For ordinary slow-roll inflation with an effective
potential V (φ), the results are well-known expressions (5.7) and (5.14). The
corresponding expressions for models of k-inflation were derived in [43] using
the relevant quantum theory of perturbations [121].

It is well known that there exists a “factor ordering” ambiguity in trans-
lating the Langevin equation into the FP equation if the amplitude of the
“noise” depends on the position. Specifically, the factor D(φ) in (5.13) may
be replaced by D(φ + θΔt), where 0 < θ < 1 is an arbitrary constant. With
θ �= 0, the term ∂φφ (DP ) in (5.18) will be replaced by a different ordering of
the factors,

∂φφ (DP ) → ∂φ
[
Dθ∂φ

(
D1−θP

)]
. (5.19)

Popular choices θ = 0 and θ = 1/2 are called the Ito and the Stratonovich fac-
tor ordering, respectively. Motivated by the considerations of [122], we choose
θ = 0 as shown in (5.13) and (5.18). Given the phenomenological nature
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of the Langevin equation (5.13), one expects that any ambiguity due to the
choice of θ represents an imprecision inherent in the stochastic approach. This
imprecision is typically of order H2 � 1 [123].

The quantity P (φ, t) may be also interpreted as the fraction of the
comoving volume (i.e., coordinate volume d3x) occupied by the field value
φ at time t. Another important characteristic is the volume-weighted distri-
bution PV (φ, t)dφ, which is defined as the proper 3-volume (as opposed to
the comoving volume) of regions having the value φ at time t. (To avoid
considering infinite volumes, one may restrict one’s attention to a finite co-
moving domain in the universe and normalize PV (φ, t) to unit volume at
some initial time t = t0.) The volume distribution satisfies a modified FP
equation [4, 106, 108],

∂tPV = ∂φ [−v(φ)PV + ∂φ (D(φ)PV )] + 3H(φ)PV , (5.20)

which differs from (5.18) by the term 3HPV that describes the exponential
growth of 3-volume in inflating regions.7

Presently we consider scenarios with a single scalar field; however, the
formalism of FP equations can be straightforwardly extended to multi-field
models (see, e.g., [122]). For instance, the FP equation for a two-field model
is

∂tP = ∂φφ (DP ) + ∂χχ (DP ) − ∂φ (vφP ) − ∂χ (vχP ) , (5.21)

where D(φ, χ), vφ(φ, χ) and vχ(φ, χ) are appropriate coefficients.

5.2.3 Methods of Solution

In principle, one can solve the FP equations forward in time by a numerical
method, starting from a given initial distribution at t = t0. To specify the
solution uniquely, the FP equations must be supplemented by boundary con-
ditions at both ends of the inflating range of φ [110, 111]. At the reheating
boundary (φ = φ∗), one imposes the “exit” boundary conditions,

∂φ [D(φ)P ]φ=φ∗ = 0, ∂φ [D(φ)PV ]φ=φ∗ = 0 . (5.22)

These boundary conditions express the fact that random jumps are very small
at the end of inflation and cannot move the value of φ away from φ = φ∗. If the
potential V (φ) reaches Planck energy scales at some φ = φmax (this happens
generally in “chaotic”-type inflationary scenarios with unbounded potentials),
the semi-classical picture of spacetime breaks down for regions with φ ∼ φmax.
Hence, a boundary condition must be imposed also at φ = φmax. For instance,
one can use the absorbing boundary condition,

P (φmax) = 0 , (5.23)
7 A more formal derivation of (5.20) as well as details of the interpretation of the

distributions P and PV in terms of ensembles of worldlines can be found in [124].
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which means that Planck-energy regions with φ = φmax disappear from con-
sideration [110, 111].

Once the boundary conditions are specified, one may write the general
solution of the FP equation (5.18) as

P (φ, t) =
∑
λ
CλP

(λ)(φ) eλt , (5.24)

where the sum is performed over all the eigenvalues λ of the differential op-
erator

L̂P ≡ ∂φ {−v(φ)P + ∂φ [D(φ)P ]} , (5.25)

and the corresponding eigenfunctions P (λ) are defined by

L̂P (λ)(φ) = λP (λ)(φ) . (5.26)

The constants Cλ can be expressed through the initial distribution P (φ, t0).
By an appropriate change of variables φ→ z, P (φ) → F (z), the operator

L̂ may be brought into a manifestly self-adjoint form [104, 106, 107, 108, 123,
125],

L̂ → d2

dz2
+ U(z) . (5.27)

Then one can show that all the eigenvalues λ of L̂ are non-positive; in
particular, the (algebraically) largest eigenvalue λmax ≡ −γ < 0 is non-
degenerate and the corresponding eigenfunction P (λmax)(φ) is positive every-
where [43, 123]. Hence, this eigenfunction describes the late-time asymptotic
of the distribution P (φ, t),

P (φ, t) ∝ P (λmax)(φ) e−γt . (5.28)

The distribution P (λmax)(φ) is the “stationary” distribution of φ per comoving
volume at late times. The exponential decay of the distribution P (φ, t) means
that at late times most of the comoving volume (except for an exponentially
small fraction) has finished inflation and entered reheating.

Similarly, one can represent the general solution of (5.20) by

PV (φ, t) =
∑
˜λ
C˜λP

(
˜λ)

V (φ)e
˜λt , (5.29)

where
[L̂+ 3H(φ)]P (λ̃)(φ) = λ̃P (λ̃)(φ) . (5.30)

By the same method as for the operator L̂, it is possible to show that the
spectrum of eigenvalues λ̃ of the operator L̂ + 3H(φ) is bounded from above
and that the largest eigenvalue λ̃max ≡ γ̃ admits a non-degenerate, every-
where positive eigenfunction P (γ̃)(φ). However, the largest eigenvalue γ̃ may
be either positive or negative. If γ̃ > 0, the late-time behavior of PV (φ, t) is
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PV (φ, t) ∝ P (γ̃)(φ)eγ̃t , (5.31)

which means that the total proper volume of all the inflating regions grows
with time. This is the behavior expected in eternal inflation: the number of
independently inflating domains increases without limit. Thus, the condition
γ̃ > 0 is the criterion for the presence of eternal self-reproduction of inflating
domains. The corresponding distribution P (γ̃)(φ) is called the “stationary”
distribution [26, 110, 111, 126].

If γ̃ ≤ 0, eternal inflation does not occur and the entire space almost surely
(i.e., with probability 1) enters the reheating epoch at a finite time.

If the potential V (φ) is of “new” inflationary type [6, 127, 128, 129, 130]
and has a global maximum at say φ = φ0, the eigenvalues γ and γ̃ can be
estimated (under the usual slow-roll assumptions on V ) as [123]

γ ≈ V ′′(φ0)
8πV (φ0)

H(φ0) < 0, γ̃ ≈ 3H(φ0) > 0 . (5.32)

Therefore, eternal inflation is generic in the “new” inflationary scenario.
Let us comment on the possibility of obtaining solutions P (φ, t) in practice.

With the potential V (φ) = λφ4, the full time-dependent FP equation (5.18)
can be solved analytically via a non-linear change of variable φ → φ−2

[125, 131, 132]. This exact solution, as well as an approximate solution P (φ, t)
for a general potential, can also be obtained using the saddle-point eval-
uation of a path-integral expression for P (φ, t) [133]. In some cases the
eigenvalue equation L̂P (λ) = λP (λ) may be reduced to an exactly solvable
Schrödinger equation. These cases include potentials of the form V (φ) = λeμφ,
V (φ) = λφ−2, V (φ) = λ cosh−2(μφ); see, e.g., [123] for other examples.

A general approximate method for determining P (φ, t) for arbitrary po-
tentials [134, 135, 136] consists of a perturbative expansion,

φ(t) = φ0(t) + δφ1(t) + δφ2(t) + · · · , (5.33)

applied directly to the Langevin equation. The result is (at the lowest order)
a Gaussian approximation with a time-dependent mean and variance [134],

P (φ, t) ≈ 1√
2πσ2(t)

exp

{
− [φ− φ0(t)]

2

2σ2(t)

}
, (5.34)

σ2(t) ≡ H ′2(φsr)
π

∫ φin

φsr

H3

H ′3 dφ, (5.35)

φ0(t) ≡ φsr(t) +
H ′′

2H ′σ
2(t) +

H ′

4π

(
H3

in

H ′2
in

− H3

H ′2

)
, (5.36)

where φsr(t) is the slow-roll trajectory and φin is the initial value of φ. While
methods based on the Langevin equation do not take into account boundary
conditions or volume weighting effects, the formula (5.34) provides an ade-
quate approximation to the distribution P (φ, t) in a useful range of φ and
t [136].
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5.2.4 Gauge Dependence Issues

An important feature of the FP equations is their dependence on the choice
of the time variable. One can consider a replacement of the form

t→ τ, dτ ≡ T (φ)dt , (5.37)

understood in the sense of integrating along comoving worldlines x = const,
where T (φ) > 0 is an arbitrary function of the field. For instance, a possible
choice is T (φ) ≡ H(φ), which makes the new time variable dimensionless,

τ =
∫
Hdt = ln a . (5.38)

This time variable is called “scale factor time” or “e-folding time” since it
measures the number of e-foldings along a comoving worldline.

The distributions P (φ, τ) and PV (φ, τ) are defined as before, except for
considering the 3-volumes along hypersurfaces of equal τ . These distributions
satisfy FP equations similar to (5.18)–(5.20). With the replacement (5.37),
the coefficients of the new FP equations are modified as follows [123],

D(φ) → D(φ)
T (φ)

, v(φ) → v(φ)
T (φ)

, (5.39)

while the “growth” term 3HPV in (5.20) is replaced by 3HT−1PV . The change
in the coefficients may significantly alter the qualitative behavior of the so-
lutions of the FP equations. For instance, stationary distributions defined
through the proper time t and the e-folding time τ = ln a were found to have
radically different behaviors [18, 111, 126]. This sensitivity to the choice of the
“time gauge” τ is unavoidable since hypersurfaces of equal τ may preferen-
tially select regions with certain properties. For instance, most of the proper
volume in equal-t hypersurfaces is filled with regions that have gained expan-
sion by remaining near the top of the potential V (φ), while hypersurfaces of
equal scale factor will under-represent those regions. Thus, a statement such
as “most of the volume in the universe has values of φ with high V (φ)” is
largely gauge dependent.

In the early works on eternal inflation [25, 110, 111, 126], the late-
time asymptotic distribution of volume P (γ̃)

V (φ) along hypersurfaces of equal
proper time [see (5.31)] was interpreted as the stationary distribution of
field values in the universe. However, the high sensitivity of this distribu-
tion to the choice of the time variable makes this interpretation unsatis-
factory. Also, it was noted [137] that equal proper-time volume distribu-
tions predict an unacceptably small probability for the currently observed
CMB temperature. The reason for this result is the extreme bias of the
proper-time gauge toward over-representing regions where reheating occurred
very recently [18, 138]. One might ask whether hypersurfaces of equal scale
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factor or some other choice of time gauge would provide less biased an-
swers. However, it turns out [124] that there exists no a priori choice of
the time gauge τ that provides unbiased equal-τ probability distributions
for all potentials V (φ) in models of slow-roll inflation (see Sect. 5.3.3 for
details).

Although the FP equations necessarily involve a dependence on gauge,
they do provide a useful statistical picture of the distribution of fields in
the universe. The FP techniques can also be used for deriving several gauge-
independent results. For instance, the presence of eternal inflation is a gauge-
independent statement (see also Sect. 5.3.1): if the largest eigenvalue γ̃ is
positive in one gauge of the form (5.37), then γ̃ > 0 in every other gauge [139].
Using the FP approach, one can also compute the fractal dimension of the
inflating domain [139, 140] and the probability of exiting inflation through a
particular point φ∗ of the reheating boundary in the configuration space (in
case there exists more than one such point).

The exit probability can be determined as follows [43, 122]. Let us assume
for simplicity that there are two possible exit points φ∗ and φE, and that the
initial distribution is concentrated at φ = φ0, i.e.,

P (φ, t = 0) = δ(φ− φ0) , (5.40)

where φE < φ0 < φ∗. The probability of exiting inflation through φ = φE

during a time interval [t, t+ dt] is

dpexit(φE) = −v(φE)P (φE, t)dt (5.41)

[note that v(φE) < 0]. Hence, the total probability of exiting through φ = φE

at any time is

pexit(φE) =
∫ ∞

0

dpexit(φE) = −v(φE)
∫ ∞

0

P (φE, t)dt . (5.42)

Introducing an auxiliary function F (φ) as

F (φ) ≡ −v(φ)
∫ ∞

0

P (φ, t)dt , (5.43)

one can show that F (φ) satisfies the gauge-invariant equation,

∂φ

[
∂φ

(
D

v
F

)
− F

]
= δ(φ− φ0) . (5.44)

This is in accord with the fact that pexit(φE) = F (φE) is a gauge-invariant
quantity. Equation (5.44) with the boundary conditions

F (φ∗) = 0, ∂φ

(
D

v
F

)∣∣∣∣
φ=φE

= 0 , (5.45)

can be straightforwardly integrated and yields explicit expressions for the
exit probability pexit(φE) as a function of the initial value φ0 [43]. The exit
probability pexit(φ∗) can be determined similarly.
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5.2.5 Self-Reproduction of Tunneling Type

Until now, we considered eternal self-reproduction due to random walk of
a scalar field. Another important class of models includes self-reproduction
due to bubble nucleation.8 Such scenarios of eternal inflation were studied in
[34, 141, 142, 143, 144, 145].

In a locally de Sitter universe dominated by dark energy, nucleation of
bubbles of false vacuum may occur due to tunneling [14, 32, 146, 147]. Since
the bubble nucleation rate κ per unit 4-volume is very small [32, 148],

κ = O(1)H−4 exp
(
−SI − π

H2

)
, (5.46)

where SI is the instanton action and H is the Hubble constant of the de Sitter
background, bubbles will generically not merge into a single false-vacuum
domain [34]. Hence, infinitely many bubbles will be nucleated at different
places and times. The resulting “daughter” bubbles may again contain an
asymptotically de Sitter, infinite universe, which again gives rise to infinitely
many “grand-daughter” bubbles. This picture of eternal self-reproduction was
called the “recycling universe” [30]. Some (or all) of the created bubbles may
support a period of additional inflation followed by reheating, as shown in
Fig. 5.3.

In the model of [30], there were only two vacua which could tunnel into each
other. A more recently developed paradigm of “string theory landscape” [31]
involves a very large number of metastable vacua, corresponding to local min-
ima of an effective potential in field space. The value of the potential at each
minimum is the effective value of the cosmological constant Λ in the corre-
sponding vacuum. Figure 5.4 shows a phenomenologist’s view of the “land-
scape.” Vacua with Λ ≤ 0 do not allow any further tunneling9 and are called
“terminal” vacua [153], while vacua with Λ > 0 are called “recyclable” since
they can tunnel to other vacua with Λ > 0 or Λ ≤ 0. Bubbles of recyclable
vacua will give rise to infinitely many nested “daughter” bubbles. A conformal
diagram of the resulting spacetime is outlined in Fig. 5.5. Of course, only a
finite number of bubbles can be drawn; the bubbles actually form a fractal
structure in a conformal diagram [154].

A statistical description of the “recycling” spacetime can be obtained
[30, 153] by considering a single comoving worldline x = const that passes
through different bubbles at different times. (It is implied that the world-
line is randomly chosen from an ensemble of infinitely many such worldlines
passing through different points x.) Let the index α = 1, ..., N label all the
available types of bubbles. For calculations, it is convenient to use the e-folding
time τ ≡ ln a. We are interested in the probability fα(τ) of passing through
8 Both processes may be combined in a single scenario [30], but we shall consider

them separately for clarity.
9 Asymptotically flat Λ = 0 vacua cannot support tunneling [149, 150, 151]; vacua

with Λ < 0 will quickly collapse to a “big crunch” singularity [32, 152].
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L

X

0

Fig. 5.4. A schematic representation of the “landscape of string theory,” consisting
of a large number of local minima of an effective potential. The variable X collec-
tively denotes various fields and Λ is the effective cosmological constant. Arrows
show possible tunneling transitions between vacua

a bubble of type α at time τ . This probability distribution is normalized by∑
α fα = 1; the quantity fα(τ) can be also visualized as the fraction of the

comoving volume occupied by bubbles of type α at time τ . Denoting by καβ
the nucleation rate for bubbles of type α within bubbles of type β [computed
according to (5.46)], we write the “master equation” describing the evolution
of fα(τ),

dfβ
dτ

=
∑
α

(−καβfβ + κβαfα) ≡
∑
α

Mβαfα, (5.47)

where we introduced the auxiliary matrixMαβ. Given a set of initial conditions
fα(0), one can evolve fα(τ) according to (5.47).

To proceed further, one may now distinguish the following two cases: either
terminal vacua exist (some β such that καβ = 0 for all α) or all the vacua

1

2

3
1

4

4 4

3
5 5

Fig. 5.5. A conformal diagram of the spacetime where self-reproduction occurs via
bubble nucleation. Regions labeled “5” are asymptotically flat (Λ = 0)



176 S. Winitzki

are recyclable. (Theory suggests that the former case is more probable [59].)
If terminal vacua exist, then the late-time asymptotic solution can be written
as [153]

fα(τ) ≈ f (0)
α + sαe−qτ , (5.48)

where f (0)
α is a constant vector that depends on the initial conditions and

has non-zero components only in terminal vacua, and sα does not depend on
initial conditions and is an eigenvector of Mαβ such that

∑
αMβαsα = −qsβ,

q > 0. This solution shows that all comoving volume reaches terminal vacua
exponentially quickly. (As in the case of random walk inflation, there are
infinitely many “eternally recycling” points x that never enter any terminal
vacua, but these points form a set of measure zero.)

If there are no terminal vacua, the solution fα(τ) approaches a constant
distribution [155],

lim
τ→∞ fα(τ) ≈ f (0)

α ,
∑
β

Mβαf
(0)
α = 0 , (5.49)

f (0)
α = H4

α exp
(
π

H2
α

)
. (5.50)

In this case, the quantities f (0)
α are independent of initial conditions and are

interpreted as the fractions of time spent by the comoving worldline in bubbles
of type α.

One may adopt another approach and ignore the duration of time spent
by the worldline within each bubble. Thus, one describes only the sequence
of the bubbles encountered along a randomly chosen worldline [62, 155, 156].
If the worldline is initially in a bubble of type α, then the probability μβα of
entering the bubble of type β as the next bubble in the sequence after α is

μβα =
κβα∑
γ κγα

. (5.51)

(For terminal vacua α, we have κγα = 0 and so we may define μβα = 0
for convenience.) Once again we consider landscapes without terminal vacua
separately from terminal landscapes. If there are no terminal vacua, then
the matrix μαβ is normalized,

∑
β μβα = 1, and is thus a stochastic ma-

trix [157] describing a Markov process of choosing the next visited vacuum.
The sequence of visited vacua is infinite, so one can define the mean frequency
f

(mean)
α of visiting bubbles of type α. If the probability distribution for the

first element in the sequence is f(0)α, then the distribution of vacua after k
steps is given (in the matrix notation) by the vector

f(k) = µkf(0), (5.52)

where µk means the kth power of the matrix µ ≡ μαβ . Therefore, the mean
frequency of visiting a vacuum α is computed as an average of f(k)α over n
consecutive steps in the limit of large n:
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f (mean) = lim
n→∞

1
n

n∑
k=1

f(k) = lim
n→∞

1
n

n∑
k=1

µkf(0). (5.53)

[It is proved in the theory of Markov processes that the limit f (mean)
α given

by (5.53) almost surely coincides with the mean frequency of visiting the
state α; see, e.g., [158, Chap. 5, Theorem 2.1], and [159, Theorem 3.5.9.].]
It turns out that the distribution f (mean) is independent of the initial state
f(0) and coincides with the distribution (5.49) found in the continuous-time
description [155].

If there exist terminal vacua, then almost all sequences will have a finite
length. The distribution of vacua in a randomly chosen sequence is still well-
defined and can be computed using (5.53) without the normalizing factor 1/n,

f (mean) = (1 − µ)−1 µf(0), (5.54)

but now the resulting distribution depends on the initial state f(0) [62, 156].

5.3 Predictions and Measure Issues

As discussed in Sect. 5.1.1, a compelling question in the context of eternal
inflation is how to make statistical predictions of observed parameters. One
begins by determining whether eternal inflation is present in a given model.

5.3.1 Presence of Eternal Inflation

Since the presence of eternal self-reproduction in models of tunneling type
is generically certain (unless the nucleation rate for terminal vacua is unusu-
ally high), in this section we restrict our attention to eternal inflation of the
random walk type.

The hallmark of eternal inflation is the unbounded growth the total num-
ber of independent inflating regions. The total proper 3-volume of the inflating
domain also grows without bound at late times, at least when computed along
hypersurfaces of equal proper time or equal scale factor. However, the proper
3-volume is a gauge-dependent quantity, and one may construct time gauges
where the 3-volume decreases with time even in an everywhere expanding uni-
verse [124]. The 3-volume of an arbitrary family of equal-time hypersurfaces
cannot be used as a criterion for the presence of eternal inflation. However, a
weaker criterion is sufficient: eternal inflation is present if (and only if) there
exists a choice of time slicing with an unbounded growth of the 3-volume of
inflating domains [124]. Equivalently, eternal inflation is present if a finite co-
moving volume gives rise to infinite physical volume [137]. Thus, the presence
or absence of eternal inflation is a gauge-independent statement. One may, of
course, use a particular gauge (such as the proper time or e-folding time) for
calculations, as long as the result is known to be gauge-independent. It can
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be shown that eternal inflation is present if and only if the 3-volume grows in
the e-folding time slicing [124].

The presence of eternal inflation has been analyzed in many specific sce-
narios. For instance, eternal inflation is generic in “chaotic” [3, 41, 160] and
“new” [8] inflationary models. It is normally sufficient to establish the exis-
tence of a “diffusion-dominated” regime, that is, a range of φ where the typical
amplitude δφ ∼ H of “jumps” is larger than the typical change of the field,
φ̇Δt, during one Hubble time Δt = H−1. For models of scalar field inflation,
the condition is

H2 � H ′ . (5.55)

Such a range of φ is present in most slow-roll models of inflation. (For an
example of an inflationary scenario where eternal inflation is generically not
present, see [161].) A strict formal criterion for the presence of eternal inflation
is the positivity of the largest eigenvalue γ̃ of the operator L̂+3H(φ), as defined
in Sect. 5.2.3.

The causal structure of the eternally inflating spacetime and the topology
of the reheating surface can be visualized using the construction of “eternal
comoving points” [139]. These are comoving worldlines x = const that forever
remain within the inflating domain and never enter the reheating epoch. These
worldlines correspond to places where the reheating surface reaches t = ∞ in
a spacetime diagram (see Fig. 5.2). It was shown in [139] using topological
arguments that the presence of inflating domains at arbitrarily late times
entails the existence of infinitely many such “eternal points.” The set of all
eternal points within a given three-dimensional spacelike slice is a measure of
zero fractal set. The fractal dimension of this set can be understood as the
fractal dimension of the inflating domain [124, 139, 140] and is invariant under
any smooth coordinate transformations in the spacetime.

The existence of eternal points can be used as another invariant criterion
for the presence of eternal inflation. The probabilityX(φ) of having an eternal
point in an initial Hubble-size region with field value φ can be found as the
solution of a gauge-invariant, non-linear diffusion equation [139]

D∂φφX + v∂φX − 3H (1 −X) ln (1 −X) = 0 , (5.56)

with zero boundary conditions. Eternal inflation is present if there exists a
non-trivial solution X(φ) �≡ 0 of this equation.

5.3.2 Observer-Based Measure in Eternal Inflation

In theories where observable parameters χa are distributed randomly, one
would like to predict the values of χa most likely to be observed by a ran-
dom (or “typical”) observer. More generally, one looks for the probability
distribution P (χa) of observing the values χa. As discussed in Sect. 5.1.1,
considerations of this type necessarily involve some form of the “principle of
mediocrity” [18]. On a more formal level, one needs to construct an ensemble
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of the “possible observers” and to define a probability measure on this en-
semble. In inflationary cosmology, observers appear only along the reheating
surface. If eternal inflation is present, the reheating surface contains infinitely
many causally disconnected and (possibly) statistically inequivalent domains.
The principal difficulties in the probabilistic approach are due to a lack of a
natural definition of measure on such surfaces.10

Existing proposals for an observer-based measure fall in two major classes,
which may be designated as “volume-based” vs. “worldline-based.” The dif-
ference between these classes is in the approach taken to construct the en-
semble of observers. In the “volume” approach [18, 19, 45, 111, 153, 163], the
ensemble contains every observer appearing in the universe, at any time or
place. In the “worldline” approach [156, 164, 165, 166], the ensemble consists
of observers appearing near a single, randomly selected comoving worldline
x = const (a timelike geodesic could also be used). If the ensemble contains
infinitely many observers (this is typically the case for volume-based ensem-
bles), a regularization is needed to obtain specific probability distributions.
Finding and applying suitable regularization procedures is a separate techni-
cal issue explored in Sect. 5.3.3 and 5.3.4. I begin with a general discussion of
these measure prescriptions.

A number of previously considered “volume-based” measure proposals
were found to be lacking in one aspect or another [18, 111, 123, 164, 167, 168],
the most vexing problem being the dependence on the choice of the time
gauge [110, 111, 137]. The requirement of time gauge independence is suf-
ficiently important to reject any measure proposal that suffers from the
gauge ambiguity. A prescription manifestly free from gauge dependence is
the “spherical cutoff” measure [45]. This prescription provides unambiguous
predictions for models of random walk-type eternal inflation if the reheating
condition φ = φ∗ corresponds to a topologically compact and connected locus
in the field space {φ, χa} (see Sect. 5.3.3). For models where the reheating
condition is met at several disconnected loci in field space (tunneling-type
eternal inflation belongs to this class), one can use the recently proposed
prescription of “comoving cutoff” [153, 163]. Since no other volume-based pre-
scriptions are currently considered viable, we refer to the mentioned spherical
cutoff/comoving cutoff prescriptions simply as the “volume-based measure.”

Similarly, existing measure proposals of the “worldline” type appear to
converge essentially to a single prescription [62, 156] (however, see [169, 170]
for the most recent developments). We refer to this prescription as the
“worldline-based measure.”

The main difference between the worldline-based and volume-based mea-
sures is in their dependence on the initial state. When considering the volume-
based measure, one starts from a finite initial spacelike 3-volume. (Final results

10 To avoid confusion, let us note that the recent work [162] proposes a measure
in the phase space of trajectories rather than an observer-based measure in the
sense discussed here.
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are insensitive to the choice of this 3-surface in spacetime or to its geometry.)
The initial state consists of the initial values of the fields χa within the ini-
tial volume, and possibly a label α corresponding to the type of the initial
bubble. When considering the worldline-based measure, one assumes knowl-
edge of these data at the initial point of the worldline.11 It turns out that
the volume-based measure always yields results that are independent of the
initial conditions. This agrees with the concept of the “stationarity” of a self-
reproducing universe [110, 111, 126]; the universe forgets the initial state in
the course of eternal self-reproduction. In contrast, probabilities obtained us-
ing the worldline-based measure always depend on the initial state (except
for the case of a “non-terminal” landscape, i.e., a landscape scenario without
terminal vacua). A theory of initial conditions is necessary to obtain a specific
prediction from the worldline-based measure.

At this time, there is no consensus as to which of the two measures is
the physically relevant one. The present author is inclined to regard the two
measures as reasonable answers to two differently posed questions. The first
question is to determine the probability distribution for observed values of
χa, given that the observer is randomly chosen from all the observers present
in the entire spacetime. Since we have no knowledge as to the total duration
of inflation in our past or the total number of bubble nucleations preceding
the most recent one, it appears reasonable to include in the ensemble all the
observers that will ever appear anywhere in the spacetime. The answer to the
first question is thus provided by the volume-based measure.

The second question is posed in a rather different manner. In the context
of tunneling-type eternal inflation, upon discovering the type of our bubble
we may wish to leave a message to a future civilization that may arise in our
future after an unspecified number of nested bubble nucleations. The analo-
gous situation in the context of random walk-type inflation is a hypothetical
observer located within an inflating region of spacetime who wishes to com-
municate with future civilizations that will eventually appear when inflation
is over. The only available means of communication is leaving information on
paper in a sealed box. The message might contain the probability distribution
P (χa) for parameters χa that we expect the future civilization to observe. In
this case, the initial state is known at the time of writing the message. It is
clear that the box can be discovered only by future observers near its world-
line. It is then natural to choose the ensemble of observers appearing along
this worldline. Starting from the known initial state, one would then compute
P (χa) according to the worldline-based measure.

Calculations using the worldline-based measure usually do not require
regularization (except for the case of non-terminal landscape) because the

11 Naturally, it is assumed that the initial state is in the self-reproduction regime.
For random walk-type models, the initial 3-volume is undergoing inflation rather
than reheating and for tunneling models, the initial volume is not situated within
a terminal bubble.
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Fig. 5.6. Illustrative inflationary potential with a flat self-reproduction regime φ1 <
φ < φ2 and deterministic regimes φ
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∗ < φ < φ1 and φ2 < φ < φ
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∗

worldline-based ensemble of observers is almost surely finite [156]. For in-
stance, in random walk-type models the worldline-based measure predicts the
exit probability distribution pexit, which can be computed by solving a suitable
differential equation [see (5.44)]. However, the ensemble used in the volume-
based measure is infinite and requires a regularization. Known regularization
methods are reviewed in Sect. 5.3.3 and 5.3.4.

A simple toy model [18] where the predictions of the volume-based mea-
sure can be obtained analytically is a slow-roll scenario with a potential shown
in Fig. 5.6. The potential is flat in the range φ1 < φ < φ2 where the evolu-
tion is diffusion-dominated, while the evolution of regions with φ > φ2 or
φ < φ1 is completely deterministic (fluctuation-free). It is assumed that the
diffusion-dominated range φ1 < φ < φ2 is sufficiently wide to cause eternal
self-reproduction of inflating regions. There are two thermalization points,
φ = φ

(1)
∗ and φ = φ(2)

∗ , which may be associated to different types of true vac-
uum and thus to different observed values of cosmological parameters. The
question is to compare the volumes V1 and V2 of regions thermalized into these
two vacua. Since there is an infinite volume thermalized into either vacuum,
one looks for the volume ratio V1/V2.

The potential is symmetric in the range φ1 < φ < φ2, so it is natural
to assume that Hubble-size regions exiting the self-reproduction regime at
φ = φ1 and at φ = φ2 are equally abundant. Since the evolution within the
ranges φ(1)

∗ < φ < φ1 and φ2 < φ < φ
(2)
∗ is deterministic, the regions exiting

the self-reproduction regime at φ = φ1 or φ = φ2 will be expanded by fixed
amounts of e-foldings, which we may denote N1 and N2, respectively,

Nj = −4π
∫ φ(j)

∗

φj

H(φ)
H ′(φ)

dφ . (5.57)

Therefore the volume of regions thermalized at φ = φ
(j)
∗ , where j = 1, 2, will

be increased by the factors exp(3Nj). Hence, the volume ratio is

V1

V2
= exp (3N1 − 3N2) . (5.58)
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5.3.3 Regularization for a Single Reheating Surface

The task at hand is to define a measure that ascribes equal weight to each
observer ever appearing anywhere in the universe. As discussed in Sect. 5.1.1,
it is sufficient to construct a measure V(χa) of the 3-volume along the reheating
surface. The volume-based measure P (χa) will then be given by (5.5). In the
presence of eternal inflation, the proper 3-volume of the reheating surface
diverges even when we limit the spacetime domain under consideration to the
comoving future of a finite initial spacelike 3-volume. Therefore, the reheating
surface needs to be regularized.

In this section we consider the case when the reheating condition is met
at a topologically compact and connected locus in the configuration space
{φ, χa}. In this case, every connected component of the reheating surface in
spacetime will contain all the possible values of the fields χa, and all such
connected pieces are statistically equivalent. Hence, it suffices to consider a
single connected piece of the reheating surface. A situation of this type is
illustrated in Fig. 5.7. A sketch of the random walk in configuration space is
shown in Fig. 5.8.

A simple regularization scheme is known as the “equal-time cutoff.” One
considers the part of the reheating surface formed before a fixed time tmax;
that part is finite as long as tmax is finite. Then one can compute the
distribution of the quantities of interest within that part of the reheat-
ing surface. Subsequently, one takes the limit tmax → ∞. The resulting

Fig. 5.7. A 1+1-dimensional slice of spacetime in a two-field inflationary model
(numerical simulation in [19]). Shades denote different values of the field χ, which
takes values in the periodically identified interval [0, 2π/β]. The white region rep-
resents the thermalized domain. The boundary of the thermalized domain is the
reheating surface (cf. Fig. 5.2), which contains all the possible values of the field χ
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c
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Fig. 5.8. A random walk in configuration space for a two-field inflationary model
considered in [19]. The center of the field space is a diffusion-dominated regime. The
reheating condition, φ = φ∗, selects a compact and connected region (a circle) in
configuration space. The problem is to determine the volume-weighted probability
distribution for the values of χ at reheating

distribution can be found from the solution P (γ̃)
V (φ) of the “stationary” FP

equation,
[L̂+ 3H(φ)]P (γ̃)

V = γ̃P
(γ̃)
V , (5.59)

with the largest eigenvalue γ̃ (see Sect. 5.2.3). However, both the eigenvalue
γ̃ and the distribution P (γ̃)

V (φ) depend rather sensitively on the choice of
the equal-time hypersurfaces. Since there appears to be no preferred choice
of the cutoff hypersurfaces in spacetime, the equal-time cutoff cannot serve
as an unbiased measure. Also, it was shown in [124] that the unbiased re-
sult (5.58) cannot be obtained via an equal-time cutoff with any choice of the
time gauge.

The “spherical cutoff” measure prescription [45] regularizes the reheating
surface in a different way. A finite region within the reheating surface is se-
lected as a spherical region of radiusR around a randomly chosen center point.
(Since the reheating 3-surface is spacelike, the distance between points can be
calculated as the length of the shortest path within the reheating 3-surface.)
Then the distribution of the quantities of interest is computed within the
spherical region. Subsequently, the limit R → ∞ is evaluated. Since every
portion of the reheating surface is statistically the same, the results are in-
dependent of the choice of the center point. The spherical cutoff is gauge-
invariant since it is formulated entirely in terms of the intrinsic properties of
the reheating surface.

While the spherical cutoff prescription successfully solves the problem of
regularization, there is no universally applicable analytic formula for the re-
sulting distribution. Application of the spherical cutoff to general models of
random walk inflation requires a direct numerical simulation of the stochastic
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field dynamics in the inflationary spacetime. Such simulations were reported
in [19, 111, 140, 171] and used the Langevin equation (5.9) with a specific
stochastic ansatz for the noise field N(t,x).

Apart from numerical simulations, the results of the spherical cutoff
method may be obtained analytically in a certain class of models [19]. One
such case is a multi-field model where the potential V (φ, χa) is independent
of χa within the range of φ where the “diffusion” in φ dominates. Then the
distribution in χa is flat when field φ exits the regime of self-reproduction and
resumes the deterministic slow-roll evolution. One can derive a gauge-invariant
Fokker–Planck equation for the volume distribution PV (φ, χa), using φ as the
time variable [19],

∂φPV = ∂χχ

(
D

vφ
PV

)
− ∂χ

(
vχ
vφ
PV

)
+

3H
vφ
PV , (5.60)

where D, vφ and vχ are the coefficients of the FP equation (5.21). This equa-
tion is valid for the range of φ where the evolution of φ is free of fluctuations.
By solving (5.60), one can calculate the volume-based distribution of χa pre-
dicted by the spherical cutoff method as PV (φ∗, χ). Note that the mentioned
restriction on the potential V (φ, χa) is important. In general, the field φ can-
not be used as the time variable since the surfaces of constant φ are not
everywhere spacelike due to large fluctuations of φ in the diffusion-dominated
regime.

5.3.4 Regularization for Multiple Types of Reheating Surfaces

Let us begin by considering a simpler example: an inflationary scenario with
an asymmetric slow-roll potential V (φ) having two minima φ(1)

∗ , φ(2)
∗ . This

scenario has two possibilities for thermalization, possibly differing in the ob-
servable parameters χa. More generally, one may consider a scenario with n
different minima of the potential, possibly representing n distinct reheating
scenarios. It is important that the minima φ(j)

∗ , j = 1, ..., n are topologically
disconnected in the configuration space. This precludes the possibility that
different minima are reached within one connected component of the reheat-
ing hypersurface in spacetime. Additionally, the fields χa may fluctuate across
each connected component in a way that depends on the minimum j. Thus,
the distribution P (χa; j) of the fields χa at each connected component of the
reheating surface may depend on j. In other words, the different components
of the reheating surface may be statistically inequivalent with respect to the
distribution of χa on them. To use the volume-based measure for making pre-
dictions in such models, one needs a regularization method that is applicable
to situations with a large number of disconnected and statistically inequivalent
components of the reheating hypersurface.

In such situations, the spherical cutoff prescription (see Sect. 5.3.3) yields
only the distribution of χa across one connected component, since the sphere
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of a finite radius R will never reach any other components of the reheating
surface. Therefore, the spherical cutoff needs to be supplemented by a “weight-
ing” prescription, which would assign weights pj to the minimum labeled j. In
scenarios of tunneling type, such as the string theory landscape, observers may
find themselves in bubbles of types α = 1, ..., N . Again, a weighting prescrip-
tion is needed to determine the probabilities pα of being in a bubble of type α.

Two different weighting prescriptions have been formulated, using the
volume-based [153, 163] and the worldline-based approach [156], respec-
tively. The first prescription is called the “comoving cutoff” while the second
the “worldline” or the “holographic” cutoff. For clarity, we illustrate these
weighting prescriptions on models of tunneling type where infinitely many
nested bubbles of types α = 1, ...N are created and where some bubbles
are “terminal,” i.e., contain no “daughter” bubbles. In the volume-based
approach, each bubble receives equal weight in the ensemble; in the worldline-
based approach, only bubbles intersected by a selected worldline are counted
and given equal weight. Let us now examine these two prescriptions in more
detail.

Since the set of all bubbles is infinite, one needs to perform a “regulariza-
tion,” that is, one needs to select a very large but finite subset of bubbles.
The weight pα will be calculated as the fraction of bubbles of type α within
the selected subset; then the number of bubbles in the subset will be taken
to infinity. Technically, the two prescriptions differ in the details of the reg-
ularization. The difference between the two prescriptions can be understood
pictorially (Fig. 5.9). In a spacetime diagram, one draws a finite number of
timelike comoving geodesic worldlines emitted from an initial 3-surface toward
the future. (It can be shown that the results are independent of the choice
of these lines, as long as that choice is uncorrelated with the bubble nucle-
ation process [163].) Each of these lines will intersect only a finite number of
bubbles, since the final state of any worldline is (almost surely) a terminal
bubble. The subset of bubbles needed for the regularization procedure is de-
fined as the set of all bubbles intersected by at least one line. At this point,
the volume-based approach assigns equal weight to each bubble in the subset,
while the worldline-based approach assigns equal weight to each bubble along
each worldline. As a result, the volume-based measure counts each bubble in
the subset only once, while the worldline-based measure counts each bubble
as many times as it is intersected by some worldlines. After determining the
weights pα by counting the bubbles as described, one increases the number of
worldlines to infinity and evaluates the limit values of pα.

It is clear that the volume-based measure represents the counting of bub-
bles in the entire universe, and it is appropriate that each bubble is being
counted only once. On the other hand, the worldline-based measure counts
bubbles occurring along a single worldline, ignoring the bubbles produced in
other parts of the universe and introducing an unavoidable bias due to the
initial conditions at the starting point of the worldline.
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t

x

Fig. 5.9. Weighting prescriptions for models of tunneling type. Shaded regions are
bubbles of different types. Dashed vertical lines represent randomly chosen comoving
geodesics used to define a finite subset of bubbles

Explicit formulas for pα were derived for a tunneling-type scenario (with
terminal vacua) in the volume-based approach [153],

pα =
∑
β

Hq
βκαβsβ , (5.61)

where καβ is the matrix of nucleation rates, q and sα are the quantities de-
fined by (5.48), and Hβ is the Hubble parameter in bubbles of type β. The
expressions for pα obtained from the worldline-based measure are given by
(5.54). As we have noted before, the volume-based measure assigns weights
pα that are independent of initial conditions, while the weights obtained from
the worldline-based measure depend sensitively on the type of bubble where
the counting begins.

In the case of a non-terminal landscape, both the volume-based and the
worldline-based measures give identical results for pα, which coincide with the
mean frequency (5.49) of visiting a bubble of type α [155, 156].

With the weighting prescriptions just described, the volume-based and
the worldline-based measure proposals can be considered complete. In other
words, we have two alternative prescriptions that can be applied (in principle)
to arbitrary models of random walk or tunneling-type eternal inflation. Fur-
ther research is needed to reach a definite conclusion concerning the viability
of these measure prescriptions.
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Abstract. This pedagogical review aims at presenting the fundamental aspects of
the theory of inflationary cosmological perturbations of quantum-mechanical origin.
The analogy with the well-known Schwinger effect is discussed in detail and a sys-
tematic comparison of the two physical phenomena is carried out. In particular, it
is demonstrated that the two underlying formalisms differ only up to an irrelevant
canonical transformation. Hence, the basic physical mechanisms at play are simi-
lar in both cases and can be reduced to the quantization of a parametric oscillator
leading to particle creation due to the interaction with a classical source: pair pro-
duction in vacuum is therefore equivalent to the appearance of a growing mode for
the cosmological fluctuations. The only difference lies in the nature of the source:
an electric field in the case of the Schwinger effect and the gravitational field in
the case of inflationary perturbations. Although, in the laboratory, it is notoriously
difficult to produce an electric field such that pairs extracted from the vacuum can
be detected, the gravitational field in the early universe can be strong enough to
lead to observable effects that ultimately reveal themselves as temperature fluctu-
ations in the cosmic microwave background. Finally, the question of how quantum
cosmological perturbations can be considered as classical is discussed at the end of
this chapter.

6.1 Introduction

The scenario of inflation was invented in order to solve puzzling issues associ-
ated with the standard hot Big Bang theory [1, 2]. Soon after its advent, it was
realized that this scenario also contains a remarkable extra bonus: it gives a
well-motivated mechanism for structure formation that leads to a nearly scale-
invariant power spectrum [3, 4], namely exactly what is needed in order to
account for various astrophysical observations in a satisfactory way [5]. How-
ever, this is not the only aspect that deserves to be stressed. Indeed, even
from a fundamental point of view, this mechanism appears quite remarkable
in the sense that it combines general relativity with quantum mechanics. The
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main purpose of this chapter is to thoroughly discuss this aspect of the theory
of inflationary cosmological perturbations.

This theory is in fact remarkable at two levels. Firstly, because it relies on
the phenomenon of particle creation which is a non-trivial effect in quantum
field theory. In this sense, it is equivalent to the well-known Schwinger [6] effect
and this analogy will be made explicit in this paper. The basic ingredient is a
quantum scalar field Φ (in practice this is rather a fermionic field Ψ but, for
simplicity, we will restrict ourselves to the case of a scalar field) interacting
with a classical source, in the case of the Schwinger effect, an electric field
E. The Schwinger effect has not yet been observed in the laboratory as it is
difficult to produce an electric field with the required strength but there are
prospects to do so, in particular at DESY with a free electron laser (FEL)
in the X-ray band [7, 8, 9] but also at SLAC with the Linac Coherent Light
Source (LCLS) [10]. Even if there is absolutely no reason to doubt the reality of
the Schwinger effect, observing pair creation in the laboratory would clearly
be a breakthrough and, in some sense, a verification of the corresponding
inflationary mechanism.

Secondly, the theory of cosmological perturbations is also remarkable for
the following reason. In cosmology, what plays the role of the constant elec-
tric field E [originating from a time-dependent potential vector Aμ(t)] is
the background gravitational field, i.e., the Friedmann–Lemâıtre–Robertson–
Walker (FLRW) scale factor a(t), and what plays the role of the quantum
fermionic field Ψ(t,x) is the quantum perturbed metric δgμν(t,x), that is to
say the small inhomogeneous fluctuations of the gravitational field itself [11].
In the early Universe, the gravitational field is quite strong, i.e., for instance
H/mPl ∼ 10−5, where H is the Hubble parameter, and this is why the cos-
mological version of the Schwinger effect can be efficient. From the previous
considerations, it is also clear that, in some sense, the inflationary mecha-
nism relies on quantum gravity which adds another interesting aspect to the
problem. Of course, we only deal with linearized quantum gravity and this
is why we do not have to face tricky questions associated with finiteness of
quantum gravity and/or renormalization. More precisely, in the case of scalar
perturbations, δgμν(t,x) is replaced by the Mukhanov–Sasaki variable v(t,x)
which is a combination of the Bardeen potential (the generalization of the
Newtonian potential in general relativity) and of the small fluctuations in the
inflaton field. For gravitational waves, the relevant quantity is hij(t,x), the
transverse and traceless part of the perturbed metric.

Let us notice that the two above-mentioned aspects are features of the
theory of cosmological perturbations in general. The inflationary aspect is
in fact not necessary in order to have particles creation: only a dynamical
background is required. However, a quasi-exponential expansion is mandatory
if one wants to obtain a power spectrum which is close to scale invariance as
indicated by astrophysical observations.

The fact that the inflationary mechanism for structure formation re-
lies on general relativity and quantum mechanics also raises fundamental
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interpretational questions. In particular, the question of how classicality
emerges is of special relevance in this context [12, 13]. Indeed, the pertur-
bations are of quantum-mechanical origin but no astrophysical observations
suggest any typical quantum-mechanical signature. Therefore, it is necessary
to understand how the perturbations have become classical (and in which
sense). This leads to very deep issues. For instance, if one invokes a mecha-
nism based on the phenomenon of decoherence [14], then one has to discuss
what plays the role of the environment. This question is clearly non-trivial
in the cosmological context. At the end of this chapter, we will address these
questions using the Wigner function [15] as a tool to understand when a sys-
tem can be considered as classical.

This chapter can be viewed as the third of a series on the inflation-
ary theory, the first two ones being [16, 17]. The topics developed in those
last two references will be supposed to be known and we will often refer
to them. This chapter is organized as follows. In Sect. 6.2, we briefly re-
view the Schwinger effect. In particular, we derive the rate of pair produc-
tion in the Schrödinger functional approach and stress the importance of the
Wentzel–Kramers–Brillouin (WKB) approximation as a method to choose a
well-defined initial state. In Sect. 6.3, we quantize a free scalar field in a FLRW
Universe and show that the basic physical phenomenon at play is equivalent
to that responsible for the Schwinger effect, namely particle creation under
the influence of a classical source. In particular, we demonstrate that, up to
a canonical transformation, the underlying formalisms are the same. Roughly
speaking, in both cases, one has to deal with parametric oscillators. The only
difference between the two systems lies in the time dependence of the cor-
responding effective frequencies. In Sect. 6.4, we argue that the equations
obeyed by the cosmological perturbations (in particular during inflation) are
equivalent to the equations of motion of a free scalar field. We emphasize that
the relevant observable quantity is the two-point correlation function since
it is directly linked to the cosmic microwave background (CMB) temperature
fluctuations. Finally, as mentioned above, in Sect. 6.5, we address the question
of the classicality of the cosmological perturbations.

6.2 The Schwinger Effect

6.2.1 General Formalism

The action of a complex (charged) scalar field interacting with an electromag-
netic field is given by

S = −
∫

d4x

(
1
2
ηαβDαΦDβΦ∗ +

1
2
m2ΦΦ∗

)
, (6.1)

where ηαβ is the flat (Minkowski) space–time metric with signature (−,+,
+,+) and where the covariant derivative can be expressed as
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DαΦ ≡ ∂αΦ + iqAαΦ , (6.2)

q being the charge of the field. The quantity m represents the mass of the
scalar particle. Assuming the following configuration for the vector potential
Aμ = (0, 0, 0,−Et), where E is the magnitude of the static electric field aligned
along the z-direction (by convention), one obtains the following equation of
motion

∂2
tΦ − ∂i∂iΦ + 2iqEt∂zΦ + q2E2t2Φ +m2Φ = 0 . (6.3)

It turns out to be more convenient to Fourier transform the field since this
allows us to study the evolution of the system mode by mode. For this purpose,
one decomposes the field according to

Φ(t,x) =
1

(2π)3/2

∫
d3k Φk(t)eik·x . (6.4)

In the above expression, Φk(t) is the time-dependent Fourier amplitude of the
mode characterized by the wave-vector k. Inserting the Fourier transform (6.4)
into (6.1), the action of the system takes the form

S = −
∫

dt
∫

R3
dk

[
−Φ̇kΦ̇∗

k +
(
k2 − 2qEkzt+ q2E2t2 +m2

)
ΦkΦ∗

k

]
, (6.5)

where a dot denotes a derivative with respect to time. The variation of this
Lagrangian with respect to Φ∗

k and Φ̇∗
k leads to

δL̄
δΦ∗

k

= − (
k2 − 2qEkzt+ q2E2t2 +m2

)
Φk ,

δL̄
δΦ̇∗

k

≡ pk = Φ̇k , (6.6)

where pk is the conjugate momentum of the Fourier component of the field
and L̄ denotes the Lagrangian density in Fourier space. Using the above two
formula, the Euler–Lagrange equation of motion reads

Φ̈k + ω2(k, t)Φk = 0 , (6.7)

where the time-dependent frequency ω(k, t) can be expressed as

ω2(k, t) ≡ k2 − 2qEkzt+ q2E2t2 +m2 . (6.8)

Equation (6.7) is of course similar to the one obtained by directly substituting
(6.4) into (6.3). It is the equation of motion of a parametric oscillator. Let us
recall that a parametric oscillator is an harmonic oscillator whose frequency
depends on time. A typical example is a pendulum with a varying length.

Let us now pass to the Hamiltonian formalism. The Hamiltonian is ob-
tained from the Lagrangian by a standard Legendre transformation and can
be expressed as

H =
∫

R3
dk

(
pkΦ̇∗

k + p∗kΦ̇k − L̄
)

=
∫

R3
dk

[
pkp

∗
k + ω2 (k, t)ΦkΦ∗

k

]
. (6.9)
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For the following considerations, it turns out to be convenient to also work
with real variables instead of the complex Φk. Therefore, we now introduce
the definitions

Φk ≡ 1√
2

(ΦR
k + iΦI

k) , pk ≡ 1√
2

(pR
k + ipI

k) . (6.10)

Then, the Hamiltonian can be written as

H =
∫

R3
dk

[
1
2

(pR
k)2 +

1
2
ω2 (k, t) (ΦR

k)2 +
1
2

(pI
k)2 +

1
2
ω2 (k, t) (ΦI

k)2
]
.

(6.11)
One recognizes the Hamiltonian of a collection of parametric oscillators with
a time-dependent frequency given by (6.8). Again, one can check that the
Hamilton equations deduced from (6.9) and (6.11) lead to an equation of
motion similar to the one already derived before, namely (6.7).

6.2.2 Quantization

Our next step is to describe the quantization of the system. More precisely,
the complex scalar field is quantized while the gauge field remains classical.
Therefore, we have to deal with the interaction of a quantum field with a clas-
sical source. Quantization is achieved by requiring the following commutation
relations (a hat symbol is put on letters denoting operators)

[
Φ̂R

k , p̂
R
p

]
= iδ(3) (k − p) ,

[
Φ̂I

k, p̂
I
p

]
= iδ(3) (k − p) . (6.12)

We choose to work in the Schrödinger picture where the states are time-
dependent and the operators constant. The above commutation relations ad-
mit the following representation

Φ̂R
kΨ = ΦR

kΨ , p̂R
kΨ = −i ∂Ψ

∂ΦR
k

. (6.13)

The state of the system is described by a functional of the scalar field,
Ψ[Φ(t,x)] (in the present context, Ψ is the field functional and has clearly
nothing to do with the fermionic field mentioned before), which can also be
viewed as a function of an infinite number of variables, namely the values of
Φ at each point in space. Alternatively, one can also consider this functional
as a function of the infinite number of Fourier components of the field and
write

Ψ =
n∏
k

Ψk (ΦR
k ,Φ

I
k) =

n∏
k

ΨR
k (ΦR

k)ΨI
k (ΦI

k) . (6.14)

In the above equation, n represents the number of modes, in the intermedi-
ate calculations, that is useful to keep finite (for instance, if we imagine the
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field lives in a finite box). However, at the end, we will always consider the
continuous case and take the limit n→ +∞.

In the framework described before, the Schrödinger equation is a functional
differential equation. However, the Hamiltonian takes the form of an infinite
sum over k, see for instance (6.9) and (6.11), without any interaction between
different modes. As a consequence, each mode evolves independently and the
corresponding Hamiltonian is represented by an ordinary differential operator.
Explicitly, one has

HkΨ = (HR
k +H I

k)Ψ = −1
2
∂2Ψ
∂ (ΦR

k)2
+

1
2
ω2(k, t) (ΦR

k)2 Ψ − 1
2
∂2Ψ
∂ (ΦI

k)2

+
1
2
ω2(k, t) (ΦI

k)2 Ψ , (6.15)

where the frequency ω has been given by (6.8).
Let us now consider the ground state of the system described before. We

will discuss the choice of the initial conditions and the meaning of the vacuum
state in the following but, as is well-known, it is given by a Gaussian state

ΨR
k (t,ΦR

k) = Nk (t) e−Ωk(t)(ΦR
k )2

, ΨI
k (t,ΦI

k) = Nk (t) e−Ωk(t)(ΦI
k)2

, (6.16)

where Nk(t) and Ωk(t) are functions that can be determined using the
Schrödinger equation i∂tΨ = HkΨ. This leads to

i
Ṅk

Nk
= Ωk , Ω̇k = −2iΩ2

k +
i
2
ω2 (k, t) . (6.17)

The equation for the complex quantity Ωk is a non-linear Ricatti equation.
When a particular solution is known, the general solution can be found by
means of two successive quadratures [18]. But this non-linear first order differ-
ential equation can also be transformed into a linear second order differential
equation. It turns out that this last one is exactly the equation for the Fourier
mode function, (6.7). Therefore, the solutions to (6.17) read

Nk =
(

2�Ωk

π

)1/4

, Ωk = − i
2
ḟk

fk
, (6.18)

where fk obeys the equation f̈k + ω2(k, t)fk = 0, that is to say, as already
mentioned, the same equation as the Fourier component of the field, namely
(6.7). The quantity Nk is obtained by normalizing the wave-function. One can
check that this leads to an equation consistent with the first formula in (6.17).
Therefore, the ground quantum state of the field is given by

Ψ =
n∏
k

(
2�Ωk

π

)1/2

e−Ωk(t)
[
(ΦR

k )2
+(ΦI

k)2
]
. (6.19)



6 The Cosmological Schwinger Effect 199

Once a particular solution for the mode function has been singled out, the
functions Nk and Ωk, and hence the wave-function of the field, are completely
specified.

One can now use the above-mentioned state in order to calculate the am-
plitude associated with the transition between two states Ψ1 and Ψ2. It is
defined by

〈Ψ1|Ψ2〉 =
∫ n∏

k

dΦR
kdΦI

k

(
2�Ω1,k

π

)1/2 (2�Ω2,k

π

)1/2

e−
∑n

p(Ω∗
1,p+Ω2,p)(ΦR

p )2

×e−
∑n

p(Ω∗
1,p+Ω2,p)(ΦI

p)2

, (6.20)

from which, after having performed the Gaussian integration, one deduces
that

|〈Ψ1|Ψ2〉|2 = det

⎡
⎣ 4�Ω1,k�Ω2,k(

Ω∗
1,k + Ω2,k

)(
Ω1,k + Ω∗

2,k

)
⎤
⎦ . (6.21)

At this point, one has to use the specific form of Ωk, in particular its expression
given by (6.18) in terms of the function fk. One obtains

|〈Ψ1|Ψ2〉|2 = det

[
(ḟ1,kf∗1,k − ḟ∗1,kf1,k)(ḟ2,kf∗2,k − ḟ∗2,kf2,k)

(ḟ∗1,kf2,k − ḟ2,kf∗1,k)(ḟ∗2,kf1,k − ḟ1,kf∗2,k)

]
. (6.22)

In this formula f1,k is the mode function for the initial state while f2,k is the
same quantity but for the final state. As usual, one can always expand f2,k
over the basis (f1,k, f∗1,k) and write

f2,k = αkf1,k + βkf
∗
1,k . (6.23)

Then, using the fact that the Wronskian ḟ1,kf∗1,k − ḟ∗1,kf1,k is a conserved
quantity (as can be easily checked by differentiating it and using the equation
satisfied by fk), one arrives at [19]

|〈Ψ1|Ψ2〉|2 = det
(

1
|αk|2

)
. (6.24)

Therefore, the determination of the transition amplitude amounts to integrat-
ing the equation controlling the evolution of the mode function. Once this is
done, the coefficient αk is known and the quantity |〈Ψ1|Ψ2〉|2 can be deter-
mined. In the next section, we discuss an explicit example.

6.2.3 Particle Creation

We now use the formalism developed above in order to study the creation of
quantum scalar particles due to the interaction with a classical source. This is
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the well-known Schwinger effect [6]. In the following, we will demonstrate that
the inflationary mechanism for cosmological perturbations is exactly similar
to the one discussed here, see also [19, 20].

In order to determine the coefficient αk, one can proceed as follows. Let
us use the dimensionless variable τ ≡ √

qEt− kz/
√
qE. Then, the equation of

motion for the Fourier component of the field, see (6.7), takes the form

d2Φk

dτ2
+
(
Υ + τ2

)
Φk = 0 , (6.25)

with Υ ≡ (k2
⊥ + m2)/(qE). The quantity k⊥ is defined by k2

⊥ ≡ k2 − k2
z =

k2
x + k2

y (let us recall that we have chosen an electrical field aligned along the
z-direction). Equation (6.25) can be integrated exactly, see (9.255.2) of [21]
and the solution can be expressed as

Φk (τ) = AkD−(1+iΥ )/2 [(1 + i) τ ] +BkD−(1+iΥ )/2 [− (1 + i) τ ] , (6.26)

where Ak and Bk are two constants fixed by the initial conditions and Dp(z)
is a parabolic cylinder function of order p.

Despite the previous change of variable, (6.25) has retained the form of an
equation for a parametric oscillator but the frequency is now given by

ω(τ) ≡
√

Υ + τ2 . (6.27)

This equation is well-suited to the WKB approximation. This approximation
is not only useful to get an approximate form of the solution but can also be
used in order to choose initial conditions that are well motivated. Here, since
we do already know the exact solution, it is clearly this last application we
shall be concerned with.

By definition, the WKB mode function (2ω)−1/2e±i
∫
ωdτ obeys the follow-

ing equation of motion Φ̈k +
(
ω2 −Q)Φk = 0, where the quantity Q is defined

by

Q ≡ 3
4

1
ω2

(
dω
dτ

)2

− 1
2

1
ω

d2ω

dτ2
. (6.28)

Therefore, one sees that the WKB mode function is a good approximation to
the actual one as soon as |Q/w2| � 1. This last condition defines the regime
where the WKB approximation is valid. Let us compute this quantity in the
case of (6.25). Straightforward calculations lead to the following expression

∣∣∣∣ Qω2

∣∣∣∣ =
1

Υ2

1
2 (1 + τ2/Υ)2

∣∣∣∣ 5τ2/Υ
2 (1 + τ2/Υ)

− 1
∣∣∣∣ . (6.29)

The quantity |Q/ω2| is represented in Fig. 6.1. It is clear that, in the limits
τ/

√
Υ → ±∞, the WKB approximation is valid. This means that there exists

a well-defined vacuum state (or adiabatic vacuum) in the “in” region, |0−〉,
and in the “out” region, |0+〉.
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Fig. 6.1. Evolution of the quantity |Q/ω2| with time τ in the case of the Schwinger
effect. In the limit τ/

√
Υ → ±∞, |Q/ω2| vanishes and the notion of adiabatic

vacuum is available

When the WKB approximation is satisfied, an approximate solution of the
mode functions is available and, as already briefly mentioned above, is given
by

Φk (τ) 
 αk√
2ω

exp
[
−i

∫ τ

τini

ω(θ)dθ
]

+
βk√
2ω

exp
[
+i

∫ τ

τini

ω(θ)dθ
]

≡ αkΦwkb,k (τ) + βkΦ∗
wkb,k (τ) , (6.30)

where τini < 0 is some arbitrary initial time.
One can now use the WKB approximation in order to choose an initial

state in the following way. We require that the system is in the adiabatic vac-
uum in the “in” region, |0−〉, that is to say when τ/

√
Υ → −∞. Technically,

this means that one has limτ/
√

Υ→−∞ Φk = Φwkb,k or αk = 1 and βk = 0

(hence satisfying |αk|2 − |βk|2 = 1). This criterion completely specifies the
coefficients Ak and Bk in (6.26) and, as a consequence, also completely de-
termines the coefficients αk and βk in the “out” region (when τ/

√
Υ → +∞)

that are needed in order to compute the transition amplitude. Around τ ∼ 0,
see Fig. 6.1, the WKB approximation is violated and we have particle creation.
In the “out” region the vacuum is defined by |0+〉 and, therefore, the number
of particles present in this region is measured by evaluating the amplitude
〈0−|0+〉.

We now briefly explain how this can be done at the technical level. The
phase can be computed exactly and reads
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∫ τ

τini

ω(θ) dθ =
Υ
2

[
τ√
Υ

√
1 +

τ2

Υ
− τini√

Υ

√
1 +

τ2
ini

Υ

+ ln

(
τ√
Υ

+

√
1 +

τ2

Υ

)
− ln

(
τini√

Υ
+

√
1 +

τ2
ini

Υ

)]
.(6.31)

The arguments of the logarithms are always positive even if τ is negative
(hence the corresponding expression with τini < 0 is also meaningful). In the
limit |τ |Υ−1/2 � 1, the phase goes to

∫ τ

τini

ω(θ) dθ → 1
2

(
τ |τ | + |τini|2

)
+

Υ
2

( |τ |
τ

ln |τ | + ln |τini|
)

(6.32)

and, therefore, the WKB mode function takes the form

Φwkb,k =
1√
2
e−i(τ |τ |+τ2

ini)/2 |τ |−1/2−i|τ |Υ/(2τ) |τini|−iΥ/2 . (6.33)

Then, in the limit τ → −∞, the exact solution given by (6.26) can be expressed
as

Φk 
 Ak

√
2π

Γ
(

1
2 + iΥ

2

)e−iπ(1−iΥ)/4 (1 − i)−(1−iΥ)/2
√

2 ei|τini|2/2 |τini|iΥ/2 Φwkb,k

+
[
Akeiπ(1+iΥ)/2 +Bk

]
(1 + i)−(1+iΥ)/2

√
2 e−i|τini|2/2 |τini|−iΥ/2 Φ∗

wkb,k .

(6.34)

Since, as explained above, we choose the initial state such that αk = 1 and
βk = 0, this amounts to requiring

Ak =
Γ
(

1
2 + iΥ

2

)
√

2π
eiπ(1−iΥ)/4 (1 − i)(1−iΥ)/2 1√

2
e−i|τini|2/2 |τini|−iΥ/2

,(6.35)

Bk = −Akeiπ(1+iΥ)/2 . (6.36)

Finally, one considers the behavior of the mode function in the limit τ → +∞
and, using again the WKB mode function in this regime, one can find the
corresponding coefficients αk and βk. One obtains

|αk|2 = 1 + e−πΥ , |βk|2 = e−πΥ . (6.37)

These expressions still satisfy |αk|2 − |βk|2 = 1 as required.
We have now reached our final goal and can return to the calculation of

the determinant in (6.24). Using the coefficient αk obtained above, one has

∣∣〈0−|0+
〉∣∣2 = det

(
1

1 + e−πΥ

)
= exp

[−Tr ln
(
1 + e−πΥ

)]
. (6.38)
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The evaluation of the trace is standard and leads to the well-known result
first obtained by Schwinger in the early 1950s [6]

∣∣〈0−|0+
〉∣∣2 = exp

[
− V T

(2π)3

∞∑
n=1

(−1)n+1

n2
(qE)2 e−nπm

2/(qE)

]
. (6.39)

The physical interpretation of this formula is clear. The argument of the ex-
ponential gives the number of pairs created in the space–time volume V T
due to the interaction of the quantum scalar field with the classical electric
field. One can define a critical electric field (we have restored the fundamental
constants) by

Ecri =
m2c3

q�
, (6.40)

which is such that the number of particles created is significant only if
E � Ecri. This condition can be understood by noting that this is just the re-
quirement that the work performed by the force qE over the Compton length
λ = �/(mc) is larger than the rest energy 2mc2. In the case of pairs e+e−, the
critical electric field is given by Ecri ∼ 1.3×1018 V×m−1. It is also interesting
to remark that the dependence of |〈0−|0+〉|2 in E is non-perturbative. This is
one of the few examples in quantum field theory where an exact result can be
obtained (of course, this is not “full quantum theory” but rather “potential
theory” since the radiative corrections to the Schwinger mechanism are not
taken into account).

We will see that the inflationary mechanism of production of cosmological
perturbations is similar to the Schwinger mechanism. Therefore, observing this
latter effect in the laboratory could be seen as an indication that we are on the
right track as far as the inflationary mechanism is concerned. For instance, at
DESY, there are plans to construct a free electron laser (FEL) in the X-ray
band which would effectively produce a very strong electric field and, hence,
to observe the Schwinger mechanism [7, 8]. Unfortunately, even with a FEL,
it is inconceivable to produce a static field with the required strength given
present day technology. However, the situation is different for an oscillating
electric field [22] (other configurations have been studied in [23, 24, 25]) and, in
this case, it seems possible to extract pairs from the vacuum. This would also
be a validation of the Schwinger mechanism since only the time dependence
of ω(k, t) is changed but not the other basic ingredients. It is also interesting
to notice that, in the context of the inflationary theory, this case is in fact
very similar to the reheating [26, 27] stage where the effective frequency of
the perturbations is alternating due to the oscillations of the inflaton field at
the bottom of its potential.

To conclude this section, let us recall that the basic ingredient at play
here is particle creation due to the interaction of a quantum field with a
classical source. When the WKB approximation is valid, a well-defined notion
of vacuum state exists, and when the WKB approximation is violated, particle
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creation occurs. We will see that, in the case of inflationary cosmological
perturbations, exactly the same mechanism is available.

6.3 Quantization of a Free Scalar Field
in Curved Space–Time

Before considering inflation itself, let us now discuss the case of a free real
scalar field in curved space–time since this is the simplest example which
allows us to capture all the essential features of the theory of inflationary
cosmological perturbations.

6.3.1 General Formalism

We consider the question of quantizing a (massless) scalar field in curved
space–time. The starting point is the following action

S = −
∫

d4x
√−ggμν 1

2
∂μΦ ∂νΦ , (6.41)

which, in a flat FLRW Universe whose metric is given by ds2 = a2(η)(−dη2 +
δijdxidxj), η being the conformal time, reads

S =
1
2

∫
d4xa2(η)

(
Φ′2 − δij∂iΦ ∂jΦ

)
. (6.42)

It follows immediately that the conjugate momentum to the scalar field can
be expressed as

Π(η,x) = a2Φ′(η,x) , (6.43)

where a prime denotes a derivative with respect to conformal time. As before,
it is convenient to Fourier expand the field Φ(η,x) over the basis of plane
waves (therefore, we make explicit use of the fact that the space-like hyper-
surfaces are flat). This gives

Φ(η,x) =
1
a(η)

1
(2π)3/2

∫
dkμk(η)eik·x . (6.44)

We have chosen to re-scale the Fourier component μk with a factor 1/a(η) for
future convenience. Since the scalar field is real, one has μ∗k = μ−k. The next
step consists in inserting the expression of Φ(η,x) into the action (6.42). This
leads to

S =
1
2

∫
dη

∫
R3+

d3k

[
μ′k

∗μ′k + μ′kμ
′
k
∗ − 2

a′

a
(μ′kμ

∗
k + μ′k

∗μk)

+
(
a′2

a2
− k2

)
(μkμ

∗
k + μ∗kμk)

]
. (6.45)
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Notice that the integral over the wave-numbers is calculated over half the
space in order to sum over independent variables only [28]. This formula is
similar to (6.5) for the case of the Schwinger effect (of course, in this last case,
we do not have Φk = Φ∗

−k since the field is charged and, hence, the integral
is performed over all the momentum space).

Equipped with the Lagrangian in the momentum space (which, in the
following, as it was the case in the previous section, we denote by L̄), one can
check that it leads to the correct equation of motion. Since we have δL̄/δμ∗k =
1/2[−2Hμ′k + 2(H2 − k2)μ′k], the Euler–Lagrange equation d[δL̄/δμ′k∗]/dη −
δL̄/δμ∗k = 0 reproduces the correct equation of motion for the variable μk,
namely

d2μk

dη2
+ ω2(k, η)μk = 0 , (6.46)

that is to say, again, the equation of a parametric oscillator, as in (6.7), but
with a frequency now given by

ω2(k, η) = k2 − a′′

a
. (6.47)

This last formula should be compared with (6.8). In the case of the Schwinger
effect, the frequency was time-dependent because of the interaction of the
scalar field with the time-dependent potential vector. Here, the frequency is
time-dependent because the scalar field lives in a time-dependent background,
or, in some sense, because the scalar field interacts with the classical gravita-
tional background. Therefore, we already see at this stage that we can have
particle creation due to the interaction with a classical gravitational field (in-
stead of a classical electric field in the previous section). Of course, the two
cases are not exactly similar in the sense that the time dependence of ω2

is different. Indeed, in the Schwinger case, ω2(k, t) typically contains terms
proportional to t and t2, see (6.8), while, in the inflationary case, the term
a′′/a is typically proportional to 1/η2. As a consequence, the solution to the
mode equation and the particle creation rate will be different even if, again,
the basic mechanism at play is exactly the same in both situations.

The mode amplitude μk is complex but one can also work with real vari-
ables μR

k and μI
k, as was done previously in (6.10), defined such that

μk ≡ 1√
2

(μR
k + iμI

k) . (6.48)

In terms of these variables, the relation μ∗k = μ−k reads μR
k = μR

−k and
μI

k = −μI
−k. Then, the action (or Lagrangian) of the system takes the form

S =
1
2

∫
dη

∫
R3+

d3k

{
(μR

k
′)2 + (μI

k
′)2 − 2

a′

a
(μR

kμ
R
k
′ + μI

kμ
I
k
′)

+
(
a′2

a2
− k2

)[
(μR

k)2 + (μI
k)2

]}
. (6.49)
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One can check that it also leads to the correct equations of motion for the
two real variables μR

k and μI
k.

We can now pass to the Hamiltonian formalism. The conjugate momentum
to μk is defined by the formula

pk ≡ δL̄
δμ′k∗ = μ′k − a′

a
μk . (6.50)

One can check that the definitions of the conjugate momenta in the real
and Fourier spaces are consistent in the sense that they are related by the
(expected) expression

Π(η,x) =
a(η)

(2π)3/2

∫
dk pkeik·x . (6.51)

We see that the definition of the conjugate momentum pk as the derivative of
the Lagrangian in Fourier space with respect to μ′k

∗ and not to μ′k is consistent
with the expression of the momentum in real space. Otherwise the momentum
Π(η,x) in real space would have been expressed in terms of p∗k instead of pk.
Moreover, one can also check that

pR
k ≡ δL̄

δμR
k
′ = μR

k
′ − a′

a
μR

k , pI
k ≡ δL̄

δμI
k
′ = μI

k
′ − a′

a
μI

k , (6.52)

and, clearly, we have

pk ≡ 1√
2

(pR
k + ipI

k) , (6.53)

as expected.
We are now in a position where we can compute explicitly the Hamiltonian

in the momentum space. The Hamiltonian density, H̄, is defined in terms of
the Hamiltonian H of the system through the relation

H =
∫

R3+
d3kH̄ =

∫
R3+

d3k
(
pkμ

′
k
∗ + p∗kμ

′
k − L̄) , (6.54)

and we obtain

H̄ = pkp
∗
k + k2μkμ

∗
k +

a′

a
(pkμ

∗
k + p∗kμk) . (6.55)

Let us make some comments on this expression. If the background gravita-
tional field is not time-dependent, that is to say if the scalar field lives in
Minkowski space–time where a′ = 0, then the above Hamiltonian reduces
to a free Hamiltonian: there is simply no classical “pump field.” From the
Schwinger effect point of view, this would be similar to a situation where
there is no external classical electric field. In these two cases, no particle cre-
ation would occur. Moreover, one can also check that the Hamilton equations
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dμ∗k
dη

=
∂H̄
∂pk

= cp∗k +
a′

a
μ∗k ,

dp∗k
dη

= − ∂H̄
∂μk

= −a
′

a
p∗k − k2

c
μ∗k , (6.56)

lead to the correct equation of motion given by (6.46). Finally, in terms of the
real variables, the Hamiltonian density reads

H̄ =
1
2

[
(pR

k)2 + 2
a′

a
μR

kp
R
k + k2 (μR

k)2
]

+
1
2

[
(pI

k)2 + 2
a′

a
μI

kp
I
k + k2 (μI

k)2
]
.

(6.57)
We notice that H̄ is simply the sum of two identical Hamiltonians for para-
metric oscillator, one for μR

k and the other for μI
k.

The expressions (6.55) and (6.57) should be compared to (6.9) and (6.11).
We see that, although similar, the formulae are not identical. However, as
we are now going to show, this difference is only apparent. Indeed, let us
now restart from the Lagrangian given by (6.49). One can always add a total
derivative without modifying the underlying theory. If one adds the following
term

1
2

d
dη

[
a′

a
(μR

k)2 +
a′

a
(μI

k)2
]
, (6.58)

then the Lagrangian takes the form

S =
1
2

∫
dη

∫
R3+

d3k

{
(μR

k
′)2+(μI

k
′)2 − ω2 (k, η)

[
(μR

k)2+(μI
k)2

]}
, (6.59)

where ω2(k, η) = k2 − a′′/a. In this case, the conjugate momenta are simply
given by pR

k = μR
k
′ and pI

k = μI
k
′. As a consequence, the Hamiltonian now

reads

H =
∫

R3+
d3k

{
1
2

(p̂R
k)2 +

1
2

(p̂I
k)2 +

1
2
ω2 (k, η)

[
(μ̂R

k)2 + (μ̂I
k)2

]}
. (6.60)

This time, the Hamiltonian is exactly similar to the Schwinger Hamiltonian
given by (6.11). This is another manifestation of the fact that, except for the
exact time dependence of the effective frequency, the physical phenomenon,
namely particle creation under the influence of an external classical field, is
the same in both cases.

Let us now investigate in more detail the relation between the Hamilto-
nian given by (6.57) and the one of (6.60). We have just seen that the two
corresponding theories differ by a total derivative and, hence, are physically
equivalent. Another way to discuss the same property is through a canonical
transformation. For this purpose, let us consider the following Hamiltonian

H1 (p1, q1) =
1
2
p21 +

a′

a
p1q1 +

1
2
k2q21 , (6.61)

where a(η) is an arbitrary function of the time. Clearly, H1 plays the role of
the Hamiltonian in (6.57) and a(η) is the scale factor. Then, let us consider
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a canonical transformation of type II [29] such that (q1, p1) → (q2, p2), the
generating function of which is given by (a similar transformation has also
been studied in [30, 31])

G2 (q1, p2, η) = q1p2 − 1
2
a′

a
q21 . (6.62)

From this function, it is easy to establish the relation between the “old”
variables and the “new” ones. One obtains

p1 =
∂G2

∂q1
= p2 − a′

a
q1 , q2 =

∂G2

∂p2
= q1 . (6.63)

In particular, the first relation reproduces (6.50) with the correct sign. Finally,
the “new” Hamiltonian is given by

H2 (p2, q2) = H1 +
∂G2

∂η
=

1
2
p22 +

1
2

(
k2 − a′′

a

)
q22 . (6.64)

Clearly this Hamiltonian is similar to the Hamiltonian of (6.60).
Therefore, the two versions of the theory, the one given by the Hamiltonian

(6.57), which is what we naturally obtain in the case of cosmological pertur-
bations (see Sect. 6.4), and the one which leads to the Hamiltonian (6.60) “à
la Schwinger” are simply connected by a canonical transformation and, thus,
are physically identical. In the following, we will see that this is also the case
at the quantum level.

6.3.2 Quantization and the Squeezed States Formalism

So far, the discussion has been purely classical. We now study the quantization
of the system starting with the Heisenberg picture. The quantization in the
functional picture that we used for the Schwinger effect will be investigated
in the next sub-section. At the quantum level, μk and pk become operators
satisfying the commutation relation

[
μ̂k, p̂

†
p

]
= iδ(3) (k − p) . (6.65)

Clearly, factor ordering is now important. The quantum Hamiltonian is ob-
tained from the classical one by properly symmetrizing the expression (6.55).
This leads to

Ĥ =
∫

R3+
d3k

[
p̂kp̂

†
k + k2μ̂kμ̂

†
k +

a′

2a

(
p̂kμ̂

†
k + μ̂†kp̂k + p̂†kμ̂k + μ̂kp̂

†
k

)]
.

(6.66)
In addition, this guarantees the hermiticity of the Hamiltonian. The next
step consists in introducing the normal variable ĉk [28] (which becomes the
annihilation operator, ĉ†k becoming the creation operator) defined by
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ĉk(η) ≡
√
k

2
μ̂k +

i√
2k
p̂k . (6.67)

Equivalently, one can also express μ̂k and p̂k in terms of the normal variable
and its hermitic conjugate. This gives the following two relations

μ̂k =
1√
2k

(
ĉk + ĉ†−k

)
, p̂k = −i

√
k

2

(
ĉk − ĉ†−k

)
. (6.68)

Then, from the commutation relation (6.65), or equivalently from the relation
in real space [Φ̂(η,x), Π̂(η,y)] = iδ(3)(x − y), it follows that [ck(η), c†p(η)] =
δ(3)(k−p). In terms of the normal variables, the scalar field and its conjugate
momentum can be expressed as

Φ̂(η,k) =
1
a(η)

1
(2π)3/2

∫
dk√
2k

[
ĉk(η)eik·x + ĉ†k(η)e−ik·x

]
, (6.69)

Π̂(η,x) = − a(η)
(2π)3/2

∫
dk i

√
k

2

[
ĉk(η)eik·x − ĉ†k(η)e−ik·x

]
. (6.70)

Obviously, when a′ = 0, we recover the flat space–time limit and so we expect
the time dependence of the normal variables to be just ĉk(η) ∝ eikη.

We can now calculate the Hamiltonian operator in terms of the creation
and annihilation operators. Using (6.66) one obtains

Ĥ =
1
2

∫
R3

d3k

[
k
(
ckck

† + c−k
†c−k

)− i
a′

a

(
ckc−k − c−k

†ck†)] , (6.71)

where it is important to notice that the integral is now calculated in R
3 and

not in R
3+. Let us analyze this Hamiltonian. The first term is the standard

one and represents a collection of harmonic oscillators. The most interesting
part is the second term. This term is responsible for the quantum creation of
particles in curved space–time. It can be viewed as an interacting term between
the scalar field and the classical background. The coupling function ia′/a is
proportional to the derivative of the scale factor and, therefore, vanishes in
flat space–time. From the structure of the interacting term, i.e., in particular
the product of two creation operators for the mode k and −k, we can also see
that we have creation of pairs of quanta with opposite momenta during the
cosmological expansion (thus momentum is conserved as it should), exactly
as we had particle creation due to the interaction of the scalar field with a
classical electric field in the previous section.

We can now calculate the time evolution of the quantum operators (here,
we are working in the Heisenberg picture). Everything is known if we can
determine the temporal behavior of the creation and annihilation operators;
this behavior is given by the Heisenberg equations which read

dck
dη

= −i[ck, Ĥ] ,
dck†

dη
= −i[ck†, Ĥ ] . (6.72)
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Inserting the expression for the Hamiltonian derived above, we arrive at the
equations

i
dck
dη

= kck + i
a′

a
c−k

† , i
dck†

dη
= −kck† + i

a′

a
c−k . (6.73)

This system of equations can be solved by means of a Bogoliubov transfor-
mation and the solution can be written as

ck(η) = uk(η)ck(ηini) + vk(η)c−k
†(ηini) , (6.74)

ck
†(η) = u∗k(η)ck

†(ηini) + v∗k(η)c−k(ηini) , (6.75)

where ηini is a given initial time and where the functions uk(η) and vk(η)
satisfy the equations

i
duk(η)

dη
= kuk(η) + i

a′

a
v∗k(η) , i

dvk(η)
dη

= kvk(η) + i
a′

a
u∗k(η) . (6.76)

In addition, these two functions must satisfy |uk|2 − |vk|2 = 1 such that
the commutation relation between the creation and annihilation operators is
preserved in time. A very important fact is that the initial values of uk and
vk are fixed and, from the Bogoliubov transformation, read

uk(ηini) = 1 , vk(ηini) = 0 . (6.77)

Therefore, we remark that, in some sense, the initial conditions are fixed
by the procedure of quantization. In fact, (6.77) implies that the initial state
has been chosen to be the vacuum |0〉 at time η = ηini. A priori, it is not
obvious that this choice is well-motivated but it turns out to be the case in
an inflationary universe. This property constitutes one of the most important
aspect of the inflationary scenario. Here, we do not discuss further this issue
but we will come back to the problem of fixing the initial conditions at the
beginning of inflation in the following.

At this point, the next move is to establish the link between the formalism
exposed above and the classical picture. For this purpose, it is interesting to
establish the equation of motion obeyed by the function uk + v∗k. Straightfor-
ward manipulations from (6.76) leads to

(uk + v∗k)
′′ +

(
k2 − a′′

a

)
(uk + v∗k) = 0 . (6.78)

We see that the function uk + v∗k obeys the same equation as the variable μk.
This is to be expected since, using the Bogoliubov transformation, the scalar
field operator can be re-written as

Φ̂(η,x) =
1
a(η)

1
(2π)3/2

∫
dk√
2k

[
(uk + v∗k) (η)ck(ηini)eik·x

+ (u∗k + vk) (η)c†k(ηini)e−ik·x
]
. (6.79)
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Therefore, if we are given a scale factor a(η), we can now calculate the com-
plete time evolution of the quantum scalar field by means of the formalism
presented above.

In fact, the Bogoliubov transformation (6.74) and (6.75) can be expressed
in a different manner which is useful in order to introduce the squeezed states
formalism. For this purpose, let us come back to the functions uk and vk. We
have seen that, in order for the commutator of the creation and annihilation
operators to be preserved in time, these two functions must satisfy |uk|2 −
|vk|2 = 1. This means that we can always write

uk = eiθk cosh rk , vk = e−i(θk−2φk) sinh rk , (6.80)

where the quantities rk, θk and φk are functions of time. They are called the
squeezing parameter, rotation angle and squeezing angle, respectively. These
functions obey the equations

drk
dη

=
a′

a
cos 2φk ,

dφk
dη

= −k − a′

a
sin 2φk coth 2rk , (6.81)

dθk
dη

= −k − a′

a
sin 2φk tanh rk . (6.82)

These expressions can be used for an explicit calculation of rk, θk and φk
when a specific scale factor a(η) is given. Now, the crucial property is that
the Bogoliubov transformation (6.74) and (6.75) which solves the perturbed
Einstein equations can be cast into the following form [32, 33, 34, 35]

ck(η) = R(θ)S(r, ϕ)ck(ηi)S†(r, ϕ)R†(θ) , (6.83)

c†k(η) = R(θ)S(r, ϕ)c†k(ηi)S†(r, ϕ)R†(θ) , (6.84)

where the operators R(θ) and S(r, ϕ) are given by

R(θ) = exp
{
−iθk

[
c†k(ηi)ck(ηi) + c†−k(ηi)c−k(ηi)

]}
, (6.85)

S(r, ϕ) = exp
{
rk

[
e−2iφkc†k(ηi)ck(ηi) − e2iφkc†−k(ηi)c−k(ηi)

]}
. (6.86)

Equations (6.83) and (6.84) allow us to interpret the Bogoluibov transforma-
tion in a new manner: indeed we can also see the time evolution of the creation
and annihilation operators as rotations in the Hilbert space.

The previous considerations are valid in the Heisenberg picture. What
happens in the Schrödinger picture where the operators no longer evolve but
the states become time-dependent? For the sake of simplicity, let us ignore θk
and φk by setting θk = φk = 0. As mentioned above, let us also postulate that
the system is originally placed in the vacuum state |0〉. Then, the previous
results imply that, after the cosmological evolution, the mode characterized
by the wave-vector k will evolve into the following state [32, 33, 34, 35]
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exp{rk[c†k(ηi)ck(ηi) − c−k
†(ηi)c−k(ηi)]}|0〉 , (6.87)

which is, by definition, a two-mode vacuum squeezed state. This state is a
very peculiar state and is of particular relevance in other branches of physics
as well, most notably in quantum optics [36].

We now discuss the properties of such a quantum state. For this purpose, it
is interesting to recall that a state containing a fixed number of particles, |n〉,
can be obtained by successive action of the creation operator on the vacuum.
Explicitly, one has

|n〉 =
(c†k)n√
n!

|0〉 . (6.88)

Let us also introduce the coherent (Glauber) quantum state [28]. It is defined
by the following expression

|α〉 = e−|α|2/2
∞∑
n=0

αn√
n!
|n〉 , (6.89)

where α is a complex number. The coherent state is especially important
in quantum optics since they represent, in a sense to be specified, the most
classical state. We will come back to this question in the last section. Finally
we also define two new operators B and T by

Bk =
r

2
[(ck)2 − (ck†)2] , Tk = eBk , (6.90)

where r is a real number (in fact, our squeezing parameter). The operators Bk

and Tk possess various interesting properties, in particular Bk is anti-unitary,
B†

k = −Bk, and, as a consequence, Tk is unitary, TkT
†
k = 1. The general

definition of a squeezed state |s〉 is given by

|s〉 ≡ T †
k|α〉 = e−Bk |α〉 . (6.91)

Let us notice that this is the expression for a one-mode squeezed state while, in
(6.87), we have to deal with a two-mode squeezed state (hence the presence of
operators ck and c−k that arises from the fact that we have pair creation, while
in the above definition we only have operators c2k and c†k

2). The properties
of one and two-mode squeezed states are similar and, here, for simplicity, we
focus on the one-mode state only. Moreover, in our case, |α〉 = |0〉 which
means that, in the cosmological case, we have a two-mode vacuum state.

Why is this state called a squeezed state? To answer this question, we
introduce two new operators that are linear combinations of the creation and
annihilation operators, namely

(ck)P ≡ 1
2
(ck + c†k) (ck)Q ≡ 1

2i
(ck − c†k) . (6.92)

These new operators are annihilation and creation operators of standing
waves since, in a Fourier expansion of the field, they would stand in front of
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cos kη and sin kη rather than eikη and e−ikη in the case of the standard creation
and annihilation operators. Then, it is straightforward to demonstrate that

〈s|(ck)P|s〉 =
α+ α∗

2
er , 〈s|(ck)Q|s〉 =

α− α∗

2i
e−r . (6.93)

Let us now calculate the mean value of the squares of these operators. We
have

〈s|(ck)2P|s〉 =
e2r

4
(α2 + α∗2 + 2αα∗ + 1) , (6.94)

and a similar expression for 〈s|(ck)2Q|s〉 (but with e−2r instead of e2r). We are
now in a position where the dispersion in the squeezed state of the operators
(ck)P and (ck)Q can be calculated. One finds

Δ(ck)P =
√
〈s|(ck)2P|s〉 − 〈s|(ck)P|s〉2 =

er

2
, Δ(ck)Q =

e−r

2
, (6.95)

and, therefore, from these equations one deduces that

Δ(ck)PΔ(ck)Q =
1
4
. (6.96)

We see that the lower bound of the Heisenberg uncertainty relations is reached
but, contrary to a coherent state, the dispersion is not equal for the two opera-
tors. On the contrary, the dispersion can be very small on one component and
very large on the other hence the name “squeezed state.” In the cosmological
situation, this is actually the case. Indeed, authors of [32, 33, 34] have shown
that, for modes whose wavelengths are of the order of the Hubble length to-
day, that is to say the modes that contribute the most to the “large angle”
CMB multipoles C� (corresponding to a frequency of ω ∼ 10−17 Hz), one has
r ∼ 120. From (6.95), we see that this corresponds to a very strong squeezing,
in fact much larger than what can be achieved in the laboratory [34].

It is also clear that a strongly squeezed state is not a classical state in the
sense that it is very far from the coherent state for which Δ(ck)P = Δ(ck)Q.
On the other hand, since the mean value of Nk = c†kck is given by

〈s |Nk| s〉 = sinh2 r , (6.97)

a strongly vacuum squeezed state contains a very large number of particles
and this criterion is often taken as a criterion of classicality. Therefore, we
see that the meaning of classicality for a strongly squeezed state is a subtle
issue [12, 13, 32, 33, 34, 37, 38] since different criterions seem to give different
answers. We will come back to this point in the last section of this chapter.

6.3.3 Quantization in the Functional Approach

Let us now discuss the quantization in the functional approach where each
Fourier mode is described by a wave-function (see also [20]). For this purpose,
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we use the description in terms of real variables. This will allow us to empha-
size again the complete analogy that exists between the Schwinger effect and
the theory of inflationary cosmological perturbations of quantum-mechanical
origin. We restart from (6.57) and, since we deal with quantum operators, we
symmetrize the corresponding expressions. In this case, the quantum Hamil-
tonian reads

Ĥ =
∫

R3+
d3k

[
1
2

(p̂R
k)2 +

a′

2a
(μ̂R

k p̂
R
k + p̂R

k μ̂
R
k) +

k2

2
(μ̂R

k)2 +
1
2

(p̂I
k)2

+
a′

2a
(μ̂I

kp̂
I
k + p̂I

kμ̂
I
k) +

k2

2
(μ̂I

k)2
]
≡ HR +H I . (6.98)

We also have the following commutation relations that are compatible with
(6.65) [

μ̂R
k , p̂

R
p

]
= iδ(3) (k − p) ,

[
μ̂I

k, p̂
I
p

]
= iδ(3) (k − p) . (6.99)

In the Schrödinger picture, similarly to (6.13), the above-mentioned operators
admit the following representation

μ̂R
kΨ = μR

kΨ , p̂R
kΨ = −i

∂Ψ
∂μR

k

. (6.100)

Therefore, one deduces that the Hamiltonian (here, the Hamiltonian for the
real part of μk, hence for a fixed Fourier mode) can be written as

HR
k Ψ = −1

2
∂2Ψ
∂ (μR

k)2
− i

2
a′

a
Ψ − i

a′

a
μR

k

∂Ψ
∂μR

k

+
k2

2
(μR

k)2 Ψ . (6.101)

Again, if a′ = 0, we recover the Hamiltonian of an harmonic oscillator (instead
of the Hamiltonian of a parametric oscillator when a′ �= 0).

Let us now study the ground state of the theory. As done in (6.16), we
have the following Gaussian state,

ΨR
k(η, μR

k) = Nk (η) e−Ωk(η)(μR
k )2

, (6.102)

where Nk and Ωk are two functions to be determined. They are found by
means of the Schrödinger equation i∂ηΨR

k = HR
k ΨR

k that leads to

i
N ′

k

Nk
= Ωk − i

2
a′

a
, Ω′

k = −2iΩ2
k − 2

a′

a
Ωk + i

k2

2
. (6.103)

The analogy with (6.17) is obvious. We notice, however, that the structure of
the equations is not exactly similar. This is due to the presence of the terms
proportional to a′/a in the Hamiltonian (6.101) that have no equivalent in
the Hamiltonian (6.15). Below, we briefly come back to this point. These
equations can be integrated and the solutions read
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Nk =
(

2�Ωk

π

)1/4

, Ωk = − i
2

(fk/a)
′

(fk/a)
, (6.104)

where fk obeys the equation f ′′k +
(
k2 − a′′/a) fk = 0. Therefore, the inte-

gration of the equation controlling the time evolution of the mode function
leads to a complete determination of the quantum state of the system in full
agreement with what was discussed before in the case of the Schwinger effect.
Again, the fact that the solution for Ωk is given in terms of the function fk/a
and not only in terms of fk, as one could have guessed from (6.18), is due to
the presence of the terms proportional to a′/a in (6.101).

Let us briefly come back to the derivation of the above solution. Equa-
tion (6.103) is a Ricatti equation and, therefore, can be solved in the usual
way, namely by transforming this non-linear first order differential equation
into a linear second order differential equation. In order to find Nk, one re-
quires that the wave-function is normalized, that is to say∫

ΨR
kΨR

k
∗dμR

k = 1 , (6.105)

which leads to the previous expression of Nk. Moreover, there is also the
following consistency check. The real part of the second part of (6.103) reads

(�Ωk)′ = 4�Ωk ×�Ωk − 2
a′

a
�Ωk , (6.106)

and the imaginary part of the first part of (6.103) can be written as N ′
k/Nk =

�Ωk−a′/(2a). It is straightforward to check that, inserting the above solution
for Nk into the last equation, precisely leads to (6.106).

Let us now come back to the remark made before that the structure of
(6.103) is not exactly similar to what we have in the Schwinger case due to
the presence of the terms proportional to a′/a. The reason is clearly that we
have used the Hamiltonian given by (6.57) which contains such terms. But,
obviously, one can also use the Hamiltonian given by (6.60). Then, assum-
ing again the Gaussian form (6.102) for the wave-function, the Schrödinger
equation reduces to

i
N ′

k

Nk
= Ωk , Ω′

k = −2iΩ2
k +

i
2
ω2(k, η) . (6.107)

which are now exactly similar to (6.17). As a consequence, the solutions are
also the same and read

Nk =
(

2�Ωk

π

)1/4

, Ωk = − i
2
f ′k
fk
, (6.108)

where fk obeys the mode function equation f ′′k + ω2fk = 0.
In Sect. 6.3.1, we have established, at the classical level, the equivalence

between the two formulations discussed above, that is to say the one based
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on the Hamiltonian (6.57), which leads to a Gaussian wave-function with Nk

and Ωk given by (6.104), and the one based on the Hamiltonian (6.60), which
also leads to a Gaussian wave-function but with Nk and Ωk now given by
(6.108). We now study this link at the quantum level and, for this purpose, we
reconsider the simple model introduced after (6.61). In Sect. 6.3.1, we showed
that the two formulations are connected by a canonical transformation and the
question is now to implement this canonical transformation at the quantum
level [30, 31, 39, 40, 41, 42]. For this purpose, one must find a unitary operator
Û such that the relations

q̂2 = Û q̂1Û† , p̂2 = Û p̂1Û† , (6.109)

exactly reproduce the classical analogs (6.63). A natural candidate would be
the following operator

Û = eiĜ2 = exp
[
− i

2
a′

a
q̂21 +

i
2

(q̂1p̂1 + p̂1q̂1)
]
, (6.110)

where G2 is the generating function introduced in (6.62). However, as already
remarked in [30], this choice is too naive and does not work. In order to
understand what is going on, let us introduce a generalized version of (6.61),
following (2.21) of [30], which at the classical level reads

H1 (p1, q1) =
1
2
β3p

2
1 + β2(η)p1q1 +

1
2
β1k

2q21 , (6.111)

where for simplicity we consider that β3 and β1 are constants while β2 is a
time-dependent function (in [30], all the βi’s are time-dependent functions).
Clearly, our case corresponds to β1 = β3 = 1 and β2 = a′/a. Then, as before,
we consider a canonical transformation of type II such that (q1, p1) → (q2, p2)
with the following generating function

G2 (q1, p2, η) = β−1/2
3 q1p2 − β2

2β3
q21 . (6.112)

Setting β1 = β3 = 1 and β2 = a′/a in the above expression reproduces (6.62)
as expected. Performing standard calculations, one finds that the relation
between the “old” variables and the “new” ones reads

p1 =
∂G2

∂q1
= β−1/2

3 p2 − β2

β3
q1 , q2 =

∂G2

∂p2
= β

−1/2
3 q1 , (6.113)

and that the “new” Hamiltonian can now be expressed as

H2 (p2, q2) = H1 +
∂G2

∂η
=

1
2
p22 +

1
2
(
β1β3k

2 − β′2 − β2
2

)
q22 . (6.114)

Notice, in particular, that the coefficient β3 is no longer present in the term
p22/2. Then, in agreement with (2.22) and (2.23) of [30], let us consider the
following operator
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Û(q̂1, p̂1, η) = exp
(
− i

2
β2q̂

2
1

)
exp

[
− i

4
(ln β3) (q̂1p̂1 + p̂1q̂1)

]
. (6.115)

Inserting this operator in (6.109) and using the Baker–Campbell–Hausdorff
formula, eÂB̂e−Â = B̂ + [Â, B̂] + · · · , leads to the transformation

p̂1 = β
−1/2
3 p̂2 − β2

β3
q̂1 , q̂2 = β

−1/2
3 q̂1 , (6.116)

namely exactly (6.113), but now at the quantum level. Therefore, we conclude
that Û in (6.115) is the operator generating the correct quantum canonical
transformation. In addition, as one can check with the help of (6.112), this
operator is different from eiG2 , in particular due to the presence of the factor
lnβ3. Let us also notice that a similar operator has been considered recently in
[31, 39], which carries out an investigation very relevant for what is discussed
here, and that a factor akin to lnβ3 was also present in the operator Û of
that paper [see (2.46) where this factor is written as “ln

√
12/a”]. Moreover,

and this is the main reason why we have considered a generalized version of
(6.61), we notice that our case is in fact very special since it corresponds to
β3 = 1 or lnβ3 = 0 (or “ε = 0” in the language of Ref. [39]). This means
that, in the operator (6.115), the second exponential totally “disappears”
while, of course, the term proportional to q1p1 remains present in the classical
generating function. Therefore, in our case, the quantum generating operator
is just given by

Û(q̂1, p̂1, η) = exp
(
− i

2
a′

a
q̂21

)
. (6.117)

Clearly, one can repeat the above calculations using this operator and show
that this leads to (6.63) but at the quantum level.

Let us now turn to the transformation of the wave-function itself. It is
given by

Ψ (q2) = N2e−Ω2q
2
2 = Û†(q̂1, p̂1, η)Ψ (q1) = Û†(q̂1, p̂1, η)N1e−Ω1q

2
1 , (6.118)

from which, using (6.117), one deduces that

N2 = N1 , Ω2 = Ω1 − i
a′

a
. (6.119)

The relation N2 = N1 comes from the fact that the quantity N1,2 is given by
the real part of the function Ω1,2 and that Ω2 and Ω1 differ by a complex factor
only. The above relation exactly reproduces what was observed in (6.104) and
(6.108). From these formulae, we see that Ω1 = −i/2(f/a)′/(f/a), see (6.104),
while Ω2 = −if ′/(2f), see (6.108), and they indeed satisfy (6.119). Of course,
the wave-functions after the quantum canonical transformation is normalized
because Ψ∗

2Ψ2 = Û Û†Ψ∗
1Ψ1 = Ψ∗

1Ψ1, the operator Û being unitary.



218 J. Martin

6.3.4 The Power Spectrum

Let us now calculate the two-point correlation function in the quantum state
where the scalar field is put by the cosmological evolution. As will be discussed
in the following, this quantity is relevant in astrophysics because, in the case of
cosmological perturbations, it is directly observable; in particular it is directly
linked to CMB fluctuations. Its definition reads

〈Φ̂(η,x)Φ̂(η,x+r)〉 =
∫ n∏

k

dμR
kdμI

kΨ∗ (μR
k , μ

I
k)Φ(η,x)Φ(η,x+r)Ψ (μR

k , μ
I
k) .

(6.120)
In this formula, the brackets mean the quantum average according to the stan-
dard definition, i.e., 〈Â〉 ≡ ∫

dxΨ∗Â(x)Ψ. Then, using the Fourier expansion
of the scalar field and permuting the integrals, one obtains

〈Φ̂(η,x)Φ̂(η,x + r)〉 =
1
a2

1
(2π)3

∫ ∫
dp dqeip·xeiq·(x+r)

n∏
k

(
2�Ωk

π

)

∫ (
n∏
k

dμR
kdμI

k

)
e−2

∑n
k 
Ωk

[
(μR

k )2
+(μI

k)2
]
μpμq .

(6.121)

The above expression vanishes unless p = −q. Indeed, if |p| �= |q| then the
quantity μpμq is “linear” in μR,I

p and μR,I
q and, consequently, the Gaussian

integral is zero. If p = q, then μpμq =
(
μR

p

)2 − (
μI

p

)2 and each term is indeed
non-vanishing but the sum is zero because of the minus sign. Therefore, one
obtains

〈Φ̂(η,x)Φ̂(η,x + r)〉 =
2
a2

1
(2π)3

∫
dp eip·r

n∏
k

(
2�Ωk

π

)

∫ n∏
k

dμR
kdμI

ke−2
∑n

k 
Ωk

[
(μR

k )2
+(μI

k)2
] (
μR

p

)2
. (6.122)

The overall factor of 2 originates from the fact that the integral over μR
k is

equal to the integral over μI
k. The next step is to perform the path integral. In

the above infinite product of integrals, all of them are of the form “
∫

dx e−αx
2
”

except the one over μR
p which is of the form “

∫
dx x2e−αx

2
.” Using standard

results for Gaussian integrals, one gets

〈Φ̂(η,x)Φ̂(η,x + r)〉 =
2
a2

1
(2π)3

∫
dp eip·r

n∏
k

(
2�Ωk

π

) n∏
k

( √
π√

2�Ωk

)

×
n−1∏

k

( √
π√

2�Ωk

)
1
2

⎡
⎣ √

π√
(2�Ωp)3

⎤
⎦ . (6.123)
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The infinite product “
∏n−1

k ” means a product over all the wave-vectors
but p. Clearly, one can complete this product by inserting an extra factor√
π/
√

2�Ωp coming from the last term in the integral. Then, the last two
products exactly cancel the first one. Finally, one obtains the simple expres-
sion

〈Φ̂(η,x)Φ̂(η,x + r)〉 =
1
a2

1
(2π)3

∫
dp eip·r 1

2�Ωp
. (6.124)

Using the form of Ωp in the ground state wave-function, see (6.108), one
obtains

2�Ωp = − i
2
μ′pμ

∗
p − μpμ

′∗
p

μpμ∗p
=

1
2μpμ∗p

, (6.125)

where we have used the fact that, with the initial condition (we will return
to this point in the following) μp(η) → (2p)−1/2eipη when pη → −∞, the
Wronskian is equal to i.

At this point, one can also make the following remark about the canonical
transformation discussed in the previous subsection. It is clear that the power
spectrum must be the same before and after the canonical transformation.
Above, we used the form of Ωp given by (6.108). But one could have used
the form given by (6.104) in the same manner and without affecting the fi-
nal result. Technically, this can be seen in (6.124) where it is clear that the
power spectrum only depends on �Ωp. Since we demonstrated before that the
canonical transformation only modifies the imaginary part of Ωp, the power
spectrum remains indeed the same.

Therefore, the final expression reads

〈Φ̂(η,x)Φ̂(η,x + r)〉 =
2
a2

1
(2π)3

∫
dp eip·rμpμ

∗
p (6.126)

=
1

4π2

∫ +∞

0

dp
p

sin pr
pr

p2
∣∣∣μp

a

∣∣∣2 . (6.127)

This expression is the standard one, usually derived in the Heisenberg pic-
ture [16, 17]. Knowledge of the mode function (including the initial conditions)
is sufficient to estimate the power spectrum. In the following, we consider the
case of inflationary cosmological perturbations and investigate which quan-
tity plays the role of μk in that framework. This will allow us to discuss the
inflationary predictions.

6.4 Inflationary Cosmological Perturbations
of Quantum-Mechanical Origin

6.4.1 General Formalism

In this section, we finally consider our main subject, namely the theory of
inflationary cosmological perturbations of quantum-mechanical origin [11, 16,
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17, 43]. Our goal is to go beyond the isotropic and homogeneous FLRW Uni-
verse, the metric of which can be written as

ds2 = a2(η)
[
−dη2 + δ(3)ij dxidxj

]
, (6.128)

and to study how small quantum perturbations around the above-mentioned
solution behave during inflation. As we will see, the basic physical phenomenon
and, hence, the corresponding formalism are similar to what was discussed
before. As already emphasized, we are mainly concerned with inflation, that
is to say a phase of accelerated expansion that took place in the early universe.
In general relativity, such a phase can be obtained if the matter content is
dominated by a fluid whose pressure is negative. Since, at very high energies,
quantum field theory is the natural candidate to describe matter, it is natural
and simple to postulate that a scalar field (the “inflaton”) was responsible for
the evolution of the universe in this regime. Therefore, the total action of the
system is given by

S = −m
2
Pl

16π

∫
d4x

√−gR−
∫

d4x
√−g

[
1
2
gμν∂μϕ ∂νϕ+ V (ϕ)

]
, (6.129)

where ϕ is the inflaton field. Our discussion will be (almost) independent of
the detailed shape of V (ϕ) but, clearly, deriving from high-energy physics (for
instance string theory) what this shape could be (in particular explaining the
required flatness of the) is a major issue [44, 45].

Beyond homogeneity and isotropy, the most general form of the perturbed
line element can be expressed as [11]:

ds2 = a2(η){−(1 − 2φ)dη2 + 2(∂iB)dxidη +
[
(1 − 2ψ)δ(3)ij

+2∂i∂jE + hij
]
dxidxj} . (6.130)

In the above expression, the functions φ, B, ψ and E represent the scalar
sector whereas the tensor hij , satisfying hii = 0 = hij ,j , represents the gravi-
tational waves. These functions must be small in comparison to one in order
for the perturbative treatment to be valid. There are no vector perturbations
because a single scalar field cannot seed rotational perturbations. At the linear
level, the two types of perturbations decouple and, therefore, can be treated
separately.

In the case of scalar perturbations of the geometry evoked above, the
four functions are in fact redundant (thanks to our freedom to choose the
coordinate system) and, in fact, the scalar fluctuations of the geometry can
be characterized by a single quantity, namely the gauge-invariant Bardeen
potential ΦB [43] (not to be confused with the scalar field Φ considered before)
defined by

ΦB (η,x) = φ+
1
a

[a (B − E′)]′ . (6.131)
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On the other hand, the fluctuations in the inflaton scalar field are character-
ized by the following gauge-invariant quantity δϕ(gi)

δϕ(gi) (η,x) = δϕ+ ϕ′ (B − E′) . (6.132)

We have therefore two gauge-invariant quantities but only one degree of free-
dom since ΦB and δϕ(gi) are coupled through the perturbed Einstein equa-
tions. As a consequence, in the scalar sector of the theory, everything can
be reduced to the study of a single gauge-invariant variable (the so–called
Mukhanov–Sasaki variable) defined by [3]

v (η,x) ≡ a
[
δϕ(gi) + ϕ′ ΦB

H
]
. (6.133)

Let us notice that we will also work with the rescaled variable μS defined by
μS (η,x) ≡ −√

2κv. Finally, density perturbations are also often characterized
by the so-called conserved quantity ζ (η,x) [46, 47] defined by μS = −2a

√
γζ,

where γ = 1 −H′/H2.
In the tensor sector (which is automatically gauge invariant), the quan-

tity which plays the role of μS (η,x) is μT (η,x), defined according to hij =
(μT/a)Qij , where Qij are the (transverse and traceless) eigentensors of the
Laplace operator on the space-like sections [43].

As usual, it is more convenient to study the perturbations mode by mode
and, for this purpose, we will follow the evolution of the perturbations in
Fourier space. Therefore, the study of cosmological perturbations during in-
flation reduces to investigating the behaviors of only two variables: μSk (η)
and μTk (η).

Let us now establish the equations of motion for our two basic quanti-
ties. Since we want the variation of the action (6.129) to give the first order
equations of motion for μSk (η) and μTk (η), we have to expand the action per-
tubatively up to second order in the metric perturbations and in the scalar
field fluctuations. After a lengthy and tedious calculation, one obtains [11]

(2)δS =
1
2

∫
d4x

[
(v′)2 − δij∂iv∂jv +

(
a
√
γ
)′′

a
√
γ
v2
]

+
m2

Pl

64π

∫
d4xa2(η)

[
(hij)′(hji)′ − ∂k(hij)∂k(hji)

]
, (6.134)

Notice that the constant mPl does not appear explicitly in the scalar part of
the action because it has been absorbed via the background Einstein equations
(however, see also [31]). It is also important to stress again that the previous
expression is valid for any V (ϕ).

Variation of the action leads to the following equation of motion for the
two quantities μSk (η) and μTk (η)

d2μS,Tk

dη2
+ ω2

S,T(k, η)μS,Tk = 0 , (6.135)
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with

ω2
S
(k, η) = k2 − (a

√
γ)′′

a
√
γ

, ω2
T

(k, η) = k2 − a′′

a
. (6.136)

We have thus reached our goal and demonstrated that cosmological perturba-
tions obey exactly the same type of equation as a scalar field interacting with
a classical electric field (Schwinger effect), namely the equation of a paramet-
ric oscillator as can be checked by comparing (6.135) with (6.7). The only
difference lies in the physical nature of the classical source. In the case of cos-
mological perturbations, the (background) gravitational field is the classical
source. The time dependence of the frequencies ωS and ωT is also different (re-
call that, in the case of the Schwinger effect, ω2 contains terms proportional
to t and t2). Here, the dependence is fixed as soon as the behavior of the scale
factor a(η) is known. It is also interesting to notice that, a priori, the time
dependence of ωS is not the same as the one of ωT . Indeed, ωT depends on
a and its derivatives up to second order while ωS depends on the scale factor
and its derivatives up to the fourth order (since it contains a term γ′′, the
quantity γ itself containing a term a′′). Finally, the quantization of the theory
proceeds as before and, as a consequence of the interaction between the quan-
tum cosmological perturbations and the classical background, this results in
the phenomenon of particle creation, here graviton creation. Classically, this
corresponds to the amplification (“growing mode”) of the fluctuations.

In the next section, we describe this phenomenon for an inflationary scale
factor.

6.4.2 The Inflationary Effective Frequencies

So far, we have never specified a(η) and, a priori, the mechanism of graviton
creation is valid for any scale factor provided it is time-dependent. However,
clearly, the detailed properties of the transition amplitude 〈Ψ1|Ψ2〉 depend on
the time behavior of the effective frequency ω2(k, η) and, hence, on the form of
a(η). Obviously, in the case of the Schwinger effect, a frequency different from
the one given by (6.8) would have led to a number of created pairs different
from (6.39).

In order to evaluate ω2
S
(k, η) and ω2

T
(k, η) for a typical inflationary model,

one can use the slow-roll approximation [48, 49, 50, 51]. Indeed, during in-
flation and by definition, the kinetic energy to energy ratio and the scalar
field acceleration to the scalar field velocity ratio are small and this suggests
to view these quantities as parameters in which a systematic expansion can
be performed. Therefore, one introduces the two parameters ε1 and ε2 [51]
according to

ε1 = 3
ϕ̇2/2

ϕ̇2/2 + V (ϕ)
,

d
dt

(
ϕ̇2

2

)
= Hϕ̇2

(ε2
2

− ε1
)
. (6.137)

From the above expressions, one sees that ε1/3 measures the ratio of the
kinetic energy to the total energy while ε2 > 0 (respectively ε2 < 0) represents
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a model where the kinetic energy itself increases (respectively decreases) with
respect to the total energy. It is also interesting to notice that ε2 = 2ε1 marks
the frontier between models where the kinetic energy increases (ε2 > 2ε1) and
the models where it decreases (ε2 < 2ε1). Provided the slow-roll conditions are
valid, that is to say ε1,2 � 1, one can also invert the previous expressions and
express the slow-roll parameters only in terms of the inflaton . This leads to

ε1 
 m2
Pl

16π

(
V ′

V

)2

, ε2 
 m2
Pl

4π

[(
V ′

V

)2

− V ′′

V

]
, (6.138)

where, in the present context, a prime denotes a derivative with respect to
the scalar field ϕ. Concrete calculations of slow-roll parameters for specific
models can be found in [16].

Then, one can show that the two effective frequencies, to first order in the
slow-roll parameters, can be expressed as [11, 52]

ω2
S
(k, η) 
 k2 − 2 + 3ε1 − 3ε2/2

η2
, ω2

T
(k, η) 
 k2 − 2 + 3ε1

η2
. (6.139)

Several remarks are in order at this point. Firstly, and as already mentioned
previously, the time dependence in the inflationary case is different from the
Schwinger case: the effective frequency contains terms proportional to 1/η2.
Therefore, although the basic physical phenomenon is the same, one can ex-
pect the detailed predictions to differ. Secondly, different inflationary models
correspond to different inflatons (or to different time variations of the scale fac-
tor) and, hence, to different values for the slow-roll parameters. One notices
that the effective frequencies are sensitive to the details of the inflationary
models since ω2

S
(k, η) and ω2

T
(k, η) depend on ε1 and ε2.

6.4.3 The WKB Approximation

We have established the form of the effective frequencies in the case of infla-
tion. One must now solve the mode equations (6.135). For this purpose, we
now reiterate the analysis of Sect. 6.2.3 using the WKB approximation [53].
As was the case for the Schwinger effect, the mode function can be found
exactly. It is given in terms of Bessel functions [instead of parabolic cylinder
functions, see (6.26)]

μk(η) =
√
kη [AkJν (kη) +BkJ−ν (kη)] , (6.140)

where the orders are now functions of the slow-roll parameters, νS = −3/2 −
ε1−ε2/2 and νT = −3/2−ε1. Then, one must choose the initial conditions. As
discussed in the case of the Schwinger effect, we use the WKB approximation
to discuss this question. The first step is to calculate the quantity Q in order
to identify the regime where an adiabatic vacuum is available. Straightforward
calculations lead to
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QS,T

ω2
S,T

∣∣∣∣∣ =
1
8

∣∣∣∣∣
1 − 3k2η2

(1 − k2η2/2)3

∣∣∣∣∣+ O (ε1, ε2) . (6.141)

This quantity is represented in Fig. 6.2.
Let us now discuss this plot in more detail. The problem is characterized

by two scales: the wavelength of the corresponding Fourier mode given by

λ (η) =
2π
k
a(η) , (6.142)

where k is the co-moving wave-number, and the Hubble radius which can be
expressed as

�H (η) =
a2

a′
. (6.143)

We notice that the quantity
∣∣Q/ω2

∣∣ vanishes in the limit kη → −∞. This
limit corresponds to a regime where λ� �H . In this case, the wavelength is so
small in comparison with the scale �H characterizing the curvature of space–
time that the Fourier mode does not feel the FLRW Universe but behaves as
if it were in flat (Minkowski) space–time. Clearly, in this regime, an adiabatic
vacuum state is available since we recover the standard quantum field theory
description. In the limit kη → 0, the quantity

∣∣Q/ω2
∣∣ goes to 1/8 = O(1) as

can be checked in Fig. 6.2. This regime corresponds to the case where λ� �H ,
that is to say when the wavelength of the Fourier mode is outside the Hubble
radius. In this case, the curvature of space–time is felt and, as a consequence,

Fig. 6.2. Evolution of the quantity |Q/ω2| with the quantity kη for a typical model
of inflation according to (6.141) (we have neglected the corrections proportional to
the slow-roll parameters). In the limit kη → −∞, which corresponds to a wavelength
much smaller than the Hubble radius, |Q/ω2| vanishes and the notion of an adiabatic
vacuum is available
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the WKB approximation is violated and there is no unique vacuum state in
this limit.

We have just seen that when a mode is sub-Hubble, that is to say λ� �H ,
the WKB approximation is valid. Let us notice that, without a phase of in-
flation, all the Fourier modes of astrophysical interest today would have been
outside the Hubble radius in the early universe. It is only because, during
inflation, the Hubble radius is constant that, initially, the Fourier modes are
inside the Hubble radius. Therefore, although it was not designed for this
purpose, a phase of inflation automatically implies that the WKB approxima-
tion is valid in the early universe and, as a consequence, ensures that we can
choose a well-defined initial state. This is clearly an “extra bonus” of utmost
importance. In the adiabatic regime, the solution for the mode function can
be written as

μk(η) = αkμwkb,k(η) + βkμ
∗
wkb,k(η) , (6.144)

where
μwkb,k(η) ≡ 1√

2ω(k, η)
e−i

∫
η
ηini

ω(k,τ)dτ
. (6.145)

As done for the Schwinger effect, see (6.26), we now choose the initial con-
ditions such that αk = 1, βk = 0, corresponding to only one WKB branch
in (6.144). This completely fixes the coefficients Ak and Bk in (6.140). One
obtains [compare with (6.35) and (6.36)]

Ak

Bk
= −eiπν , Bk = − 2iπ

mPl

e−iν(π/2)−i(π/4)+ikηini

√
k sin(πν)

. (6.146)

Equipped with the above exact solution for the mode function, the inflationary
predictions can be determined.

Before turning to this calculation, let us quickly come back to the fact
that the WKB approximation breaks down on super-Hubble scales. In fact,
this problem bears a close resemblance with a situation discussed by atomic
physicists at the time quantum mechanics was born. The subject debated
was the application of the WKB approximation to the motion in a central
field and, more specifically, how the Balmer formula for the energy levels
of hydrogenic atoms can be recovered within the WKB approximation. The
effective frequency for hydrogenic atoms is given by (obviously, in the atomic
physics context, the wave equation is not a differential equation with respect
to time but to the radial coordinate r)

ω2(E, r) =
2m
�2

(
E +

Ze2

r

)
− �(�+ 1)

r2
, (6.147)

where Ze is the (attractive) central charge and � the quantum number of
angular momentum. The symbol E denotes the energy of the particle and is
negative in the case of a bound state. Apart from the term Ze2/r and up to
the identification r ↔ η, the effective frequency has exactly the same form
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as ωS,T(k, η) during inflation, see (6.136). Therefore, calculating the evolution
of cosmological perturbations on super-Hubble scales, |kη| → 0, is similar to
determining the behavior of the hydrogen atom wave-function in the vicinity
of the nucleus, namely r → 0. The calculation of the energy levels by means of
the WKB approximation was first addressed by Kramers [54] and by Young
and Uhlenbeck [55]. They noticed that the Balmer formula was not properly
recovered but did not realize that this was due to a misuse of the WKB
approximation. In 1937 the problem was considered again by Langer [56]. In
a remarkable article, he showed that the WKB approximation breaks down
at small r, for an effective frequency given by (6.147) and, in addition, he
suggested a method to circumvent this difficulty. Recently, this method has
been applied to the calculation of the cosmological perturbations in [53, 57].
This gives rise to a new method of approximation, different from the more
traditional slow-roll approximation.

6.4.4 The Inflationary Power Spectra

In this sub-section we turn to the calculation of the inflationary observables.
The first step is to quantize the system. Obviously, this proceeds exactly as for
the Schwinger effect or for a scalar field in curved space–time, the two cases
that we have discussed before. We do not repeat the formalism here. As before,
in the functional Schrödinger picture, the wave-function of the perturbations
is given by

Ψ =
n∏
k

Ψk (μR
k , μ

I
k) =

n∏
k

ΨR
k (μR

k)ΨI
k (μI

k) , (6.148)

with

ΨR
k (η, μR

k) = Nk (η) e−Ωk(η)(μR
k )2

, ΨI
k (η, μI

k) = Nk (η) e−Ωk(η)(μI
k)2

,
(6.149)

where the functions Nk(η) and Ωk(η) are functions that can be determined
using the Schrödinger equation. This leads to expressions similar to (6.17)
and (6.107) where now ω2(k, t) should be replaced by ω2

S,T
according to

whether one considers the scalar perturbations or the gravitational waves.
In particular, the function Ωk(η) is still given by −iμ′k/μk, see (6.108), where,
in the present context, μk is given by the Bessel function of (6.140).

At this stage, one could compute the amplitude 〈0−|0+〉 as one did in
the case of the Schwinger effect. However, in the context of inflation, this
is not the observable one is interested in. Indeed, we want to evaluate the
amplitude of the fluctuations at the end of inflation and on super-Hubble
scales. In this regime, as discussed before, there is no adiabatic state. So, in
the context of inflation, there exists a “in” vacuum state |0−〉 when kη → −∞
but there is no “out” region and, consequently, no |0+〉 state. Of course, if
one follows the evolution of the mode after inflation, then the unicity of the
choice of the vacuum state is restored when the mode re-enters the Hubble
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radius either during the radiation or matter-dominated eras. But our goal is
to compute the spectrum at the end of inflation. In other words, and contrary
to the Schwinger effect, the quantity 〈0−|0+〉 is not really relevant for the
inflationary cosmological perturbations.

In fact, our goal is to calculate the anisotropies in the CMB (and/or to
understand the distribution of galaxies). The key point is that the presence of
cosmological perturbations causes anisotropies in the CMB: this is the Sachs–
Wolfe effect [58, 59]. More precisely, on large scales, one has

δ̂T

T
(e) ∝ ζ̂ = − μ̂S

2a
√
γ
, (6.150)

where e represents a direction in the sky. The exact link is more complicated
and has been discussed in details for instance in [17, 59]. In fact, it is convenient
to expand this operator on the celestial sphere, i.e., on the basis of spherical
harmonics

δ̂T

T
(e) =

+∞∑
�=2

m=�∑
m=−�

â�mY�m(θ, ϕ) . (6.151)

This allows us to calculate the vacuum two-point correlation function of tem-
perature fluctuations. One gets〈

δ̂T

T
(e1)

δ̂T

T
(e2)

〉
=

+∞∑
�=2

(2�+ 1)
4π

C�P� (cos γ) , (6.152)

where P� is a Legendre polynomial and γ is the angle between the two vectors
e1 and e2. In the above expression, the brackets mean the standard quantum
average. In practice, the observable two-point correlation function is rather
defined by a spatial average over the celestial sphere. These two averages are
of course not identical and the difference between them is at the origin of
the concept of “cosmic variance”; see [60] for a detailed explanation. The C�
’s are the multipole moments and have been measured with great accuracy
by the WMAP experiment [5]. Clearly, as can be seen in (6.150), the above
correlation function is related to the two-point correlation function of the
cosmological fluctuations. Therefore, the relevant quantities to characterize
the inflationary perturbations of quantum-mechanical origin are

〈ζ̂(η,x)ζ̂(η,x + r)〉 =
∫ +∞

0

dk
k

sin kr
kr

k3Pζ , (6.153)

for scalar perturbations and, for tensor perturbations
〈
ĥij(η,x)ĥij(η,x + r)

〉
=
∫ +∞

0

dk
k

sin kr
kr

k3Ph . (6.154)

One can then repeat the calculation done in Sect. 6.3.4 in order to evaluate
the above quantities. Indeed, the calculation proceeds exactly in the same way
since the wave-functional is still a Gaussian. This gives
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k3Pζ(k) =
k3

8π2

∣∣∣∣ μS

a
√
γ

∣∣∣∣
2

, k3Ph(k) =
2k3

π2

∣∣∣∣μT

a

∣∣∣∣
2

. (6.155)

These expressions should be compared with (6.127).
The two power spectra can be easily computed using the exact solution

for the mode function, see (6.140). At first order in the slow-roll parameters,
one arrives at [48, 49, 50, 51]

k3Pζ =
H2

πε1m2
Pl

[
1 − 2 (C + 1) ε1 − Cε2 − (2ε1 + ε2) ln

k

k∗

]
, (6.156)

k3Ph =
16H2

πm2
Pl

[
1 − 2 (C + 1) ε1 − 2ε1 ln

k

k∗

]
, (6.157)

where C is a numerical constant, C 
 −0.73, and k∗ an arbitrary scale called
the “pivot scale.” We see that the amplitude of the scalar power spectrum is
given by a scale-invariant piece (that is to say which does not depend on k),
H2/(πε1m2

Pl
), plus logarithmic corrections, the amplitude of which is con-

trolled by the slow-roll parameters, namely by the micro-physics of inflation.
The above remarks are also valid for tensor perturbations. The ratio of tensor
over scalar is just given by k3Ph/k

3Pζ = 16ε1. This means that the gravita-
tional waves are always sub-dominant and that, when we measure the CMB
anisotropies, we essentially see the scalar modes. This is rather unfortunate
because this implies that one cannot measure the energy scale of inflation
since the amplitude of the scalar power spectrum also depends on the slow-
roll parameter ε1. Only an independent measure of the gravitational waves
contribution could allow us to break this degeneracy. On the other hand, the
spectral indices are given by

ε2

ε 1
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Fig. 6.3. The 68% and 95% confidence intervals of the two-dimensional marginalized
posteriors in the slow-roll parameters plane, obtained at leading order in the slow-
roll expansion [61]. The shading is the mean likelihood and the left plot is derived
under an uniform prior on ε1 while the right panel corresponds to an uniform prior
on log ε1
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nS − 1 =
ln k3Pζ
d ln k

∣∣∣∣
k=k∗

= −2ε1 − ε2 , nT =
ln k3Ph
d ln k

∣∣∣∣
k=k∗

= −2ε1 . (6.158)

As expected, the power spectra are always close to scale invariance (nS = 1
and nT = 0) and the deviation from it is controlled by the magnitude of the
two slow-roll parameters.

To conclude this section, let us signal that the slow-roll parameters ε1
and ε2 are already constrained by the astrophysical data, see Fig. 6.3 for the
constraints coming from the WMAP data. A complete analysis can be found
in [61, 62].

6.5 The Classical Limit of Quantum Perturbations

As discussed at length previously, the inflationary cosmological perturbations
are of quantum-mechanical origin. However, from the observational point of
view, it seems that we deal with a physical phenomenon where quantum me-
chanics does not play a crucial role (does not even a play a role at all). There-
fore, from the conceptual point of view, it is important to understand how
the system can become classical [12, 13, 46, 63] (see also [64, 65, 66, 67, 68]).
We now turn to this question.

6.5.1 Coherent States

It seems natural to postulate that a quantum system behaves classically when
it is placed in a state such that it follows (exactly or, at least, approximatively)
the classical trajectory. For the sake of illustration, let us consider a simple
one-dimensional system characterized by the Hamiltonian

H(p, q) =
1
2
p2 + V (q) , (6.159)

where, for the moment, the potential V (q) is arbitrary. Solving the classical
Hamilton’s equations (given some initial conditions)

dp
dt

= −∂V (q)
∂q

,
dq
dt

= p , (6.160)

provides the classical solution pcl and qcl. At the technical level, the above-
mentioned criterion of classicality amounts to choosing a state |Ψ〉 such that

pcl(t) = 〈Ψ|p̂(t)|Ψ〉 , qcl(t) = 〈Ψ|q̂(t)|Ψ〉 . (6.161)

This is clearly a non-trivial requirement as can be understood from the Ehren-
fest theorem. Indeed, this theorem shows that, for any state |Ψ〉, one has

d
dt

〈Ψ|p̂(t)|Ψ〉 = −
〈

Ψ

∣∣∣∣∣
∂V̂ (q)
∂q

∣∣∣∣∣Ψ
〉
,

d
dt

〈Ψ|q̂(t)|Ψ〉 = 〈Ψ |p̂|Ψ〉 . (6.162)
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These equations resemble the Hamilton’s equations (6.160) but are of course
not identical. This implies that, placed in an arbitrary state, the quantum
system does not behave classically (i.e., the means of the position and of the
momentum do not obey the classical equations). It would be the case only for
a state |Ψ〉 such that

〈
Ψ

∣∣∣∣∣
∂V̂ (q)
∂q

∣∣∣∣∣Ψ
〉

=
∂

∂q
V (〈Ψ|q̂|Ψ〉) , (6.163)

which is not true in general since 〈Ψ|q̂n|Ψ〉 �= 〈Ψ|q̂|Ψ〉n, but obviously satisfied
if the potential assumes the particular shape V (q) ∝ q2, i.e., for the harmonic
oscillator. In this case, the means of the position and of the momentum do
follow the classical trajectory whatever the state |Ψ〉 is. This means that
(6.161) are in fact not sufficient to define classicality and that one needs to
provide extra conditions. It seems natural to require that the wave packet is
equally localized in coordinate and momentum Δq̂ ≡ √〈q̂2〉 − 〈q̂〉2 = Δp̂ to
the minimum allowed by the Heisenberg bound, namely Δq̂Δp̂ = 1/2. This is
another way to define a coherent state, see (6.89) which, therefore, represents
the “most classical” state of a quantum harmonic oscillator.

We now demonstrate that the state (6.89) indeed satisfies the above-
mentioned properties. If the potential is given by V (q) = k2q2/2, then the
Hamilton’s equations can be expressed as ṗ = −k2q and q̇ = p and the “nor-
mal variable” takes the form, see also (6.67),

α ≡
√
k

2

(
q +

i
k
p

)
, (6.164)

obeys the equation α̇ = −ikα which allows us to write the classical trajectory
in phase space as

pcl(t) = −i

√
k

2
(
α0e−ikt − α∗

0e
ikt
)
, (6.165)

qcl(t) =
1√
2k

(
α0e−ikt + α∗

0e
ikt
)
, (6.166)

with

α0 ≡
√
k

2

[
q(t = 0) +

i
k
p(t = 0)

]
, (6.167)

Let us consider that, at time t = 0, the system is placed in the state |α0〉. At
time t > 0, the integration of the Schrödinger equation leads to

|Ψ(t)〉 = e−ikt/2
∣∣α(t) = α0e−ikt

〉
. (6.168)

This result should be understood as follows. In the expression (6.89) which
defines a coherent state, the factor α should be replaced with α0e−ikt to get the
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formula expressing the above state |Ψ〉. As already mentioned, at the quantum
level, the normal variable becomes the annihilation operator [obtained from
(6.164) by simply replacing q and p with their quantum counterparts]. This
implies

q̂ =
1√
2k

(
â+ â†

)
p̂ = −i

√
k

2
(
â− â†) . (6.169)

Then, the crucial step is that any coherent state |α〉 is the eigenvector of â
with the eigenvalue α, â|α〉 = α|α〉. Using this property, it is easy to show
that, for the state |Ψ〉 defined by (6.168), one has

〈Ψ|p̂|Ψ〉 = −i

√
k

2
(
α0e−ikt − α∗

0e
ikt
)
, (6.170)

〈Ψ|q̂|Ψ〉 =
1√
2k

(
α0e−ikt + α∗

0e
ikt
)
. (6.171)

In the same way, straightforward manipulations lead to

〈
Ψ|p̂2|Ψ〉 =

k

2
{
1 + 4�2 [α(t)]

}
,

〈
Ψ|q̂2|Ψ〉 =

1
2k

{
1 + 4�2 [α(t)]

}
,(6.172)

from which one deduces

Δq̂ =

√
1
2k

Δp̂ =

√
k

2
. (6.173)

We have thus reached our goal, i.e., we have shown that the state (6.168)
follows the classical trajectory and that the quantum dispersion around this
trajectory is the same in position and momentum and is minimal (that is
to say the Heisenberg inequality is saturated). Therefore, as announced, the
coherent state is indeed the “most classical” state. It is also interesting to give
the explicit form of the wave-function. It reads

Ψα(q, t) = eiθα

(
k

π

)1/4

e−ikt/2eiqpcl(t)e−k[q−qcl(t)]
2/2 , (6.174)

where the phase factor is defined by eiθα ≡ e(α∗2−α2)/4.
The above expression is defined in real space. However, if one wants to

follow the evolution of the system in phase space, it is interesting to introduce
the Wigner function [15, 69, 70, 71] defined by the expression (for a one-
dimensional system)

W (q, p, t) ≡ 1
2π

∫
duΨ∗

(
q − u

2
, t
)

e−ipuΨ
(
q +

u

2
, t
)
. (6.175)

A system behaves classically if the Wigner function is positive-definite since,
in this case, it can be interpreted as a classical distribution. In addition, if
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the Wigner function is localized in phase space over a small region corre-
sponding to the classical position and momentum, then the corresponding
quantum predictions become indistinguishable from their classical counter-
parts and we can indeed state that the system has “classicalized.” For the
wave-function (6.174), the Wigner function can be expressed as

W (q, p, t) =
1
π

e−k[q−qcl(t)]
2
e−

1
k [p−pcl(t)]2 . (6.176)

It is represented in Fig. 6.4. We notice that the Wigner function is always
positive and, therefore, according to the above considerations, the system can
be considered as classical. Moreover, W (p, q, t) is peaked over a small region
in phase space and the wave packet follows exactly the classical trajectory
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Fig. 6.4. Wigner function (6.176) for the coherent state |α〉 at different times.
The (arbitrary) values q0 = 1, p0 = 1 and k = 2 have been used for this fig-
ure. This implies α0 =

√
2eiπ/4 and, see (6.165), pcl = 2

√
2 sin (π/4 − t) and

qcl =
√

2 cos (π/4 − t). The upper left panel represents the Wigner function (6.176)
at time t = 0 while the upper right, lower right and lower left panels correspond to
W (p, q, t) at time t = π/2, t = π and t = 3π/2, respectively. The wave packet follows
the periodic (ellipsoidal) classical trajectory in phase space and its shape remains
unchanged during the motion
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(an ellipse), as is also clear from (6.176). This confirms our interpretation of
the coherent state as the most classical state.

To conclude this sub-section, let us notice that the coherent state |α〉 can
be obtained by applying the following unitary operator on the vacuum state

|α〉 = eαa
†−α∗a|0〉 . (6.177)

This equation should be compared to (6.90) and (6.91). We see that the ar-
gument of the exponential is linear in the creation and annihilation operators
while it was quadratic in the case of the squeezed state.

6.5.2 Wigner Function of the Cosmological Perturbations

In order to study whether the (super-Hubble) cosmological perturbations have
“classicalized,” we now use the technical tool of the Wigner function intro-
duced before. The first application to cosmological perturbations was made
in [12, 33]. For a two-dimensional system (here, we have in mind μR

k and μI
k

for a fixed mode k), the generalization of (6.175) is straightforward and reads

W (μR
k , μ

I
k, p

R
k , p

I
k) ≡ 1

(2π)2

∫ ∫
du dvΨ∗

(
μR

k − u

2
, μI

k − v

2

)
e−ipRk u−ipIkv

×Ψ
(
μR

k +
u

2
, μI

k +
v

2

)
, (6.178)

where the wave-function is given by the expressions (6.149). Since we have
to deal with Gaussian integrations only, the above Wigner function can be
calculated exactly. One obtains

W (μR
k , μ

I
k, p

R
k , p

I
k) = ΨΨ∗ 1

2π�Ωk
exp

[
1

2�Ωk
(pR

k + 2�ΩkμR
k)2

]

× exp
[

1
2�Ωk

(pI
k + 2�ΩkμI

k)2
]
. (6.179)

It is represented in Fig. 6.5. The first remark is that the Wigner function is
positive (as expected since we deal with a Gaussian state) and, therefore, can
be interpreted as a classical distribution. However, as shown in Fig. 6.5, and
contrary to the case of a coherent state, W is not peaked over a small region
of phase space. We are interested in the behavior of the Wigner function for
modes of astrophysical interest today. These modes have spent time outside
the Hubble radius during inflation and, as a consequence, their squeezing
parameter r is big. Therefore, it is convenient to express Ωk in terms of the
squeezing parameters

Ωk =
k

2
cosh r − e−2iφ sinh r
cosh r + e−2iφ sinh r

, (6.180)

and to take the strong squeezing limit, r → +∞. One has
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Fig. 6.5. Wigner function of cosmological perturbations obtained from (6.179) (for
a one-dimensional system). The squeezing parameter r is chosen to be r = 0.1, 0.5,
1 and 2 for the left upper, right upper, left lower and right lower panels, respectively
(it is not the same time ordering as in Fig. 6.4 because, in the present case, the
motion is not periodic). The other squeezing parameters are taken to be φ = π/6
and θ = 0. As can be noticed in this figure, the Wigner function remains positive.
Since the squeezing parameter increases with time, the different panels correspond
in fact to the Wigner function at different times. At initial time, the quantum state is
the vacuum and, therefore, the Wigner function is that of a coherent state, compare
the left upper panel with Fig. 6.4. Then, the Wigner function develops the “Dirac
function behavior” discussed in the text that clearly appears on this plot

�Ωk → 0 , �Ωk → k

2
sinφ
cosφ

. (6.181)

This implies

W (μR
k , μ

I
k, p

R
k , p

I
k) → ΨΨ∗δ

(
k

2
sinφ
cosφ

μR
k + pR

k

)
δ

(
k

2
sinφ
cosφ

μI
k + pI

k

)
, (6.182)

where δ denotes the Dirac function. The above limit is clearly visible in Fig. 6.5
for r > 1 (lower panels).

Therefore, in the large squeezing limit, the Wigner function is elongated
along a very thin ellipse in phase space. At first sight, this means that the
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system is not classical since one cannot single out a small cell around some
classical values (μcl, pcl) that would follow a classical trajectory as it was dis-
cussed before. On the other hand, as already mentioned above, the Wigner
function remains positive. This means that the interference term which makes
the system quantum in the sense that the amplitudes rather than the proba-
bilities should be summed up has become negligible. Therefore, in this sense,
the system is classical or, more precisely, is in fact equivalent to a classical
stochastic process with a Gaussian distribution (given by the term ΨΨ∗). We
see that the nature of this classical limit is quite different to what happens in
the case of a coherent state: we cannot predict a definite correlation between
position and momentum but we can describe the system in terms of a classical
random variable. In practice, this is what is done by astrophysicists: in par-
ticular, the quantity a�m in (6.151) is always treated as a Gaussian random
variable and any detailed quantum-mechanical considerations avoided.

As argued in [13], the system has become classical (in the sense explained
before) without any need to take into account its interaction with the envi-
ronment. This is “decoherence without decoherence” as stressed in the above-
referred article. More on this subtle issue can be found in [13, 38]. Of course,
the question of whether the wave-function of the perturbation has collapsed
or not (and the question of whether this question is meaningful in the present
context and/or dependent on the interpretation of quantum mechanics that
one chooses to consider) is even more delicate [63] and we will not touch upon
this issue here.

6.5.3 Wigner Function of a Free Particle

We now consider the case of a free particle since it shares common points with
the case of cosmological perturbations as first noticed in [38]. At the beginning
of this section, we mentioned that, in the particular case of the harmonic
oscillator V (q) ∝ q2, the quantum mean value of the position and momentum
operators always follow the classical trajectory whatever the quantum state
|Ψ〉 in which the system is placed. There is obviously another situation where
this is also the case: the free massive particle where V (q) = 0. The wave-
function is given by (we take m = 1)

Ψ(q, t) =
(

2a2

π

)1/4 1

(a4 + 4t2)1/4
e−i tan−1(2t/a2)/2+ik0(q−q0)−ik2

0t/2

×e−(q−q0−k0t)2/(a2+2it) , (6.183)

where we have assumed that the wave packet is centered at q = q0 at t = t0.
The parameter a represents the width of the wave packet while k0 parame-
terizes its velocity. The means of p̂ and q̂ can be expressed as

〈p̂〉 = k0 = pcl , 〈q̂〉 = q0 + k0t = qcl . (6.184)
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Therefore, as announced, they follow exactly the classical trajectory. But,
as argued in the sub-section 6.5.1, one must also compute the dispersions.
Straightforward calculations lead to

〈
p̂2
〉

= k2
0 +

1
a2
,

〈
q̂2
〉

=
1

4a2
(
a4 + 4t2

)
+ (q0 + k0t)

2
, (6.185)

from which one deduces that

Δp̂ =
1
a
, Δq̂ =

a

2

√
1 + 4

t2

a4
. (6.186)

At t = 0, one has Δq̂Δp̂ = 1/2 and the Heisenberg bound is saturated: at
initial time, the wave packet is minimal. But then, and contrary to the case
of the harmonic oscillator, the dispersion on the position is increasing with
time (while the dispersion on the momentum remains constant). The wave
packet does not keep its shape unchanged while moving as it was the case for
a potential V (q) ∝ q2. This is the well-known phenomenon dubbed “spreading
of the wave packet.” However, a quasi-classical interpretation of this situation
exists. Indeed, when t� a2, one has

Δq̂ ∼ t

a
= Δp̂ t = Δvclt , (6.187)

which reproduces the classical motion. On the contrary, for small times, Δq̂
must take values very different from the classical ones in order to satisfy the
Heisenberg inequality. Therefore, in the regime t� a2, the system is classical
but in a sense slightly different from the one encountered in the harmonic
oscillator case.

Let us now calculate the Wigner function of the free particle. One obtains

W (p, q, t) =
1
π

exp
[
− 2a2

a4 + 4t2
(q − qcl)2

]

× exp

{
−a

4 + 4t2

2a2

[
p− pcl − 4t

a4 + 4t2
(q − qcl)

]2
}
.(6.188)

This equation is similar to (6.179). The Wigner function is the product of one
exponential factor whose argument is proportional to “

(
q − q2cl

)
” [hidden in

the term Ψ∗Ψ in (6.179)] and of another exponential term whose argument
has the form “[p− pcl − f(t) (q − qcl)]2,” where f(t) is a function of time only.
Therefore, the classical limit of cosmological perturbations can also be under-
stood in terms of the (quasi-) classical limit of a free particle, as discussed in
the previous paragraph.

The Wigner function (6.188) is represented in Fig. 6.6. This plot confirms
the interpretation presented above. First of all, the Wigner function remains
positive which indicates that a classical interpretation is meaningful. At initial
time, the Wigner function is well-localized because the wave packet is minimal.
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Fig. 6.6. Wigner function (6.188) of a free particle. The parameters chosen are
k0 = 1, q0 = 1 and a = 1 which is in fact equivalent to considering the dimensionless
quantities ap, q/a and t/a2. The left upper panel corresponds to t/a2 = 0 while
the right upper, left lower and right lower panels represent the Wigner function at
times t/a2 = 0.8, 2, 3, respectively (here, the time ordering is similar to that in
Fig. 6.5 and, therefore, different from that in Fig. 6.4). Initially, the wave packet is
well-localized in phase space and, as time goes on, the spreading of the wave packet
becomes apparent

Then, as time goes on, the spreading of the wave packet causes the spreading of
the Wigner function in phase space. Clearly, this case bears some resemblance
with that of cosmological perturbations, compare Figs. 6.5 and 6.6. Therefore,
inflationary fluctuations on large scales become classical in the same sense that
a free particle is classical far from the origin. A much more detailed description
of this analogy can be found in [38].

6.6 Conclusions

In this review, we have presented a pedagogical introduction to the the-
ory of inflationary cosmological perturbations of quantum-mechanical origin,
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focusing mainly on its fundamental aspects. We have shown that the mech-
anism responsible for the production of the initial fluctuations in the early
universe is in fact similar to a well-known effect in quantum field theory,
namely the Schwinger effect. It is indeed the “interaction” of the quantum
perturbed metric δgμν (and of the perturbed inflaton field δϕ) with the back-
ground gravitational field which is responsible for the amplification of the
initial vacuum fluctuations in the same way that pair creation can occur in an
external electrical field. Because the gravitational field in the early universe
can be strong (in Planck units), this mechanism leads to observable effects,
in particular to CMB temperature fluctuations. Therefore, these fluctuations
originate from a remarkable interplay between general relativity and quantum
mechanics.

There is also another aspect associated with the inflationary mechanism
discussed above that could be relevant to probe fundamental physics. In a
typical model of inflation, the total number of e-folds is such that the scales
of astrophysical interest today were initially not only smaller than the Hubble
radius but also smaller than the Planck (or string) scale. As a consequence,
the WKB initial conditions discussed before are maybe modified by quantum
gravity (stringy) effects and, therefore, this opens up the possibility to probe
these effects through observations of the CMB [72, 73]. Of course, an open
issue is the fact that it is difficult to calculate how quantum gravity/string
theory will affect the initial conditions. Nevertheless, it is possible to draw
some generic conclusions. Firstly, the standard initial condition consists in
choosing only one WKB branch. Hence, any modification amounts to con-
sidering that the second branch is present. As a consequence, super-imposed
oscillations in the power spectrum unavoidably appear, the amplitude and
the frequency of these oscillations being unfortunately model dependent [72]
(for the observational status of these oscillations, see Refs. [61, 73]). Sec-
ondly, the presence of the second WKB branch means, in some sense, the
presence of particles in the initial state and, therefore, there is potentially
a back-reaction problem. Generically, the larger the amplitude of the super-
imposed oscillations, the more severe the back-reaction issue. On the other
hand, predicting the effect of the energy density of the perturbations is dif-
ficult and it is not clear whether this will spoil inflation or, for instance,
just renormalize the cosmological constant [74, 75]. These problems are still
open questions but it is interesting to note that the inflationary scenario
is rich enough to provide yet another means to learn about fundamental
physics.
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7.1 Motivations

The inflationary paradigm is currently passing all the tests raised by the so-
called high-precision cosmology measurements [1]. Although this suggests that
the existence of a quasi-exponential accelerated era in the early universe may
be viewed as the standard lore, one has to keep in mind that almost all the
inflationary field models lasting more than 60 efolds and leading to an almost
scale-invariant power spectrum for adiabatic scalar perturbations may do the
job. It is therefore of both theoretical and observational interest to look for
inflationary properties that are, or will be in a foreseeable future, significant
enough in the data to allow to discriminate the different models. Many studies
are devoted to this task ranging from the details of the reheating era to the
search for a theoretical embedding of inflation in supersymmetry or string
theory [2, 3] (see in particular Chaps. 3 and 4 in this volume). In the following,
we will be interested in the problem of discriminating models through the
cosmological perturbations and the Cosmic Microwave Background (CMB)
anisotropies.

Among the analytical tools available to study inflation in the cosmological
context, the so-called slow-roll approximation provides analytical expressions
for both the field evolution and the primordial scalar and tensor power spectra.
It relies on an order by order expansion in terms of the so-called Hubble-flow
functions εi(n), where n = ln(a/aini) is the number of efolds since the begin-
ning of inflation and a the Friedman–Lemâıtre–Robertson–Walker (FLRW)
scale factor. The Hubble flow functions are defined from the Hubble parame-
ter H(n) by

ε1 = −d lnH
dn

, εi+1 =
d ln εi
dn

. (7.1)

If the underlying field model is such that these functions remain small at
the time where the length scales that are of cosmological interest today leave
the Hubble radius, then the scalar and tensor power spectra can be Taylor
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expanded around a given pivot wavenumber k∗. At first order, one gets [4, 5,
6, 7]

Pζ(k) =
κ2H2

8π2ε1

[
1 − 2 (C + 1) ε1 − Cε2 − (2ε1 − ε2) ln

k

k∗

]
, (7.2)

for the scalar modes and

Ph(k) =
2κ2H2

π2

[
1 − 2 (C + 1) ε1 − 2ε1 ln

k

k∗

]
, (7.3)

for the tensor modes. In (7.2) and (7.3), κ2 = 8π/m2
Pl is the gravitational

coupling constant and C is a constant that results from the Taylor expansion
(C 
 −0.73). The Hubble parameter and the two first Hubble flow func-
tions are evaluated at N∗ = nend − n∗: the number of efolds before the
end of inflation at which the pivot length scale crosses the Hubble radius:
k∗ = a(N∗)H(N∗). From these power spectra, assuming the conservation of
the comoving curvature perturbation after Hubble exit (k < aH), the CMB
anisotropies induced by the scalar and tensor perturbations can be derived and
compared with the data. Using Markov–Chains–Monte–Carlo (MCMC) meth-
ods, one can extract constraints on the power spectra parameters, namely ε1,
ε2 and P∗ = κ2H2/(8π2ε1). Assuming a flat FLRW universe, the WMAP third
year data lead to the posterior probability distributions plotted in Fig. 7.1.

A great advantage of the slow-roll approach is that one does not need to
specify an explicit model of inflation [7, 9, 10, 11]. The constraints verified by
ε1 and ε2 apply to all (single field) inflationary models verifying the slow-roll
conditions ε1 � 1 and ε2 � 1. However, using these results for a given model
of inflation requires the knowledge of N∗ to determine the associated theo-
retical values of εi(N∗). As can be seen in Fig. 7.2, the value of N∗ depends
on the number of efolds Nreh during which the universe reheated before the
radiation era. The reheating era depends on the microphysics associated with
the decay of the inflaton field whose complexity renders the determination
of Nreh difficult [12, 13, 14, 15, 16, 17, 18]. However, under reasonable as-
sumptions, it has been shown in [19] that typically 40 � N∗ � 60, although
these bounds may vary by a factor of two for extreme models. For the large
field models represented in Fig. 7.1, the uncertainties on the reheating blur
the theoretically predicted values of the slow-roll parameters (see the short
segments in Fig. 7.1). Notice that the resulting errors in the εi remain small
compared to the current CMB data accuracy, but this is not necessarily the
case for other models, as for instance the small field models discussed in the
following. The problem is expected to become even more significant with the
next generation of more accurate CMB measurements.

Another difficulty that may show up in this slow-roll approach concerns
the existence of features in the inflaton potential. Although current data sup-
port the almost scale invariance of the primordial power spectra, the pres-
ence of sharp localised deviations remains a possibility and might even be
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Fig. 7.1. WMAP third year data constraints on the first order Hubble flow pa-
rameters ε1(N∗) and ε2(N∗) [8]. The two dashed contours represent the 68 and
95% confidence intervals associated with the two-dimensional marginalised poste-
rior probability distribution. The solid curve corresponds to a scale-invariant power
spectrum whereas the short segments are the slow-roll predictions for the large field
models V (ϕ) ∝ ϕp. Note that the model predictions are not “dots” in the plane
(ε1, ε2) due to their dependence with respect to N∗. Indeed, due to uncertainties on
the reheating era, the efold N∗ at which the observable pivot scale leaves the Hubble
radius during inflation is not known (see Fig. 7.2). However, under reasonable as-
sumptions, one may assume 40 � N∗ � 60 which leads to a “segment” in the plane
(ε1, ε2)

favoured [8, 20, 21, 22, 23, 24, 25, 26]. In the framework of field inflation, fea-
tures in the power spectra generically result from transient non-slow-rolling
evolution associated with sharp features in the inflation potential. In these
cases, deriving analytical approximations for the perturbations requires the
use of more involved methods [27, 28, 29, 30]. Let us also stress that one of
the key ingredients that renders analytical methods attractive is the conser-
vation of the comoving curvature perturbation ζ on super-Hubble scales. As
illustrated in Fig. 7.2, this allows one to identify the scalar and tensor power
spectra deep in the radiation era, which seed the CMB anisotropies and struc-
ture formation, to those derived a few efolds after Hubble exit during inflation.
However, if inflation is driven by more than one field, the existence of isocur-
vature modes that may source ζ after Hubble exit requires that the modes
evolution should be traced till the end of reheating [31]. Although analytical
methods can still be used, their use is restricted by their domain of valid-
ity [32, 33, 34].
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Inflation

N = ln(a)

N* ~ 50−70 efolds

Nobs ~ 10 efolds

Fig. 7.2. Sketch of length scale evolution in inflationary cosmology. The horizon-
tal axis gives the number of efolds while the vertical axis represents a logarithmic
measure of lengths. The cosmological stretching of the observable wavelengths is
represented by the three blue dashed lines. The evolution of the Hubble radius is
represented by a solid line from inflation to the matter era. In between, the reheat-
ing era connects the end of inflation to the radiation era. Although the redshift of
equality is known, the uncertainties existing on the reheating lead to uncertainties
on the redshift at which the observable wavelength today have left the Hubble ra-
dius during inflation. As a result, even for a given model of inflation, the resulting
power spectra can be significantly different if the number of efolds during reheat-
ing is changed. This is illustrated on this plot by the observability of an inflaton
potential feature that may accordingly be observable or not

The previous considerations suggest to use numerical methods to directly
compute the inflationary perturbations and deduce the primordial power spec-
tra. Numerical integrations in inflation are not new and have been used to test
the validity of analytical approximations, or to derive the shape of the power
spectra for some particular models [35, 36, 37, 38, 39]. However, with the
advent of MCMC methods in cosmology, one may be interested in merging a
full numerical integration of the perturbation during inflation with the CMB
codes such as camb and cosmomc [40, 41]. The advantage of such an ap-
proach is that the inflationary parameters become part of the cosmological
model under scrutiny. When compared with the data, one may expect to get
consistent marginalised constraints on both the parameters entering the infla-
ton potential and the usual cosmological parameters describing the radiation
and matter content of the observed universe. From a Bayesian point of view,
this is the method that should be used if one is interested in assessing the
likelihood of one model to explain the data (statistical evidence). Moreover,
since the underlying approximation is just linear perturbation theory, one
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may consider without additional complications the treatment of non-standard
models as those involving several fields. Let us mention that our objective is
to use numerical methods in a well-defined theoretical framework. For a given
model, we use the CMB data to constrain the theoretical parameters and
discuss the overall model ability to explain the data. Numerical (non-exact)
methods have also been used in the context of the potential reconstruction
problems where the goal is to constrain the shape of the inflaton potential
along the observable window [42, 43, 44] (see Fig. 7.2).

However, as discussed before, to solve the cosmological perturbations from
their creation as quantum fluctuations during inflation to now, it is necessary
to model the reheating era. In fact, the importance of reheating for inflation
is very similar to the importance of the reionisation for the CMB anisotropies.
Although reionisation of the universe is a complex process, its basic effects on
the CMB anisotropies can be modelled through the optical depth τ . Similarly,
we will show that the basic effects induced by the reheating on the inflationary
perturbations may be taken into account through a new parameter lnR which
had not been considered so far.

The plan is as follows. In a first section, the theoretical setup is introduced.
We use the sigma-model formalism which allows an easy implementation of
any scalar field inflation models in General Relativity and multi-scalar tensor
theories. The equations of motion for the background fields and their pertur-
bations are presented in the first section. Their numerical integration is the
subject of the second part. After having introduced our model of the reheating
era, the last section illustrates the usefulness of the exact numerical method
by an analysis of the third year WMAP data in the context of the small field
models.

7.2 Multifield Inflation

It is out of the scope of this work to deal with all the inflationary models pro-
posed so far. However, four-dimensional effective actions associated with many
inflation models, and especially those being embedded in extra-dimensions,
share the common feature that they involve several scalar fields that may be
non-minimally coupled to gravity. This is for instance the case for the moduli
associated with the position of the branes in various string-motivated infla-
tion models (see Chap. 4 in this volume and [45]). It is therefore convenient to
consider an action that may generically drive the dynamics of both minimally
and non-minimally coupled scalar fields, as in the sigma-model [46, 47, 48, 49].

7.2.1 Sigma-Model Formalism

Denoting by Fa(xμ) the nσ dimensionless scalar fields living on a sigma-model
manifold with metric �ab(Fc), we consider the action
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S =
1

2κ2

∫ [
R − �abgμν∂μFa∂νFb − 2V (Fc)

]√−g d4x , (7.4)

where gμν is the usual four-dimensional metric tensor of determinant g, R the
Ricci scalar and V the field potential.

For instance, if ϕ = F (1)/κ and �11 = 1, this action describes a unique
minimally coupled scalar field. In this case, the associated potential is U(ϕ) =
V (ϕ)/κ2 and we recover the standard form

S =
1

2κ2

∫
R
√−g d4x+

∫ [
−1

2
gμν∂μϕ∂νϕ− U(ϕ)

]√−g d4x . (7.5)

Another example is provided by the models of brane inflation where the in-
flaton field ϕ lives on the brane and a bulk field χ in the four-dimensional
effective action couples to gravity in a non-minimal way [50, 51, 45]. With
nσ = 2, ϕ = F (1)/κ and χ = F (2), (7.4) can be recast into

S =
1

2κ2

∫
[R− gμν∂μχ∂νχ− 2W (χ)]

√−g d4x

+
∫ [

−1
2
A2(χ)∂μϕ∂νϕ−A4(χ)U(ϕ)

]√−g d4x ,

(7.6)

for
�ab =diag(A2, 1), V (ϕ, χ) = W (χ) + κ2A4(χ)U(ϕ) . (7.7)

This action describes the dynamics, in the Einstein frame, of the field ϕ
evolving in a potential U in a scalar-tensor theory of gravity where χ
is the scalar partner to the graviton [52]. The conformal function A2(χ)
and the self-interaction potential W (χ) depend on the brane setup consid-
ered [53, 54, 55, 56]. In the general case, (7.4) can be used to describe multifield
inflation in a multi-scalar tensor theory of gravity.

Differentiating the action (7.4) with respect to the metric leads to the
Einstein equations

Gμν = Sμν , (7.8)

with the source terms
Sμν = �abSabμν − gμνV , (7.9)

where
Sabμν = ∂μFa∂νFb − 1

2
gμν∂ρFa∂ρFb . (7.10)

Similarly, the fields obey the Klein–Gordon-like equation

�Fc + gμνΥ cab∂μFa∂νFb = V c , (7.11)

where Υ denotes the Christoffel symbol on the field-manifold

Υ cab =
1
2
�cd (�da,b + �db,a − �ab,d) , (7.12)
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and V c should be understood as the vector-like partial derivative of the po-
tential

V c = �cdVd = �cd
∂V

∂Fd
. (7.13)

7.2.2 Background Evolution

In a flat (FLRW) universe with metric

ds2 = gμνdxμdxν = a2(η)
(−dη2 + δijdxidxj

)
, (7.14)

η being the conformal time and i and j referring to the spatial coordinates,
the equations of motion (7.8) and (7.11) simplify to

3H2 =
1
2
�abFa′Fb′ + a2V, (7.15)

2H′ + H2 = −1
2
�abFa′Fb′ + a2V, (7.16)

Fc′′ + Υ cabFa′Fb′ + 2HFc′ = −a2V c , (7.17)

where a prime denotes differentiation with respect to the conformal time and
H = aH is the conformal Hubble parameter. In terms of the efold time variable
n, the field equations can be decoupled from the metric evolution and one gets

H2 =
V

3 − 1
2
σ̇2

, (7.18)

Ḣ

H
= −1

2
σ̇2, (7.19)

F̈c + Υ cabḞaḞb

3 − 1
2
σ̇2

+ Ḟc = −V
c

V
, (7.20)

a dot denoting differentiation with respect to n. We have introduced a velocity
field

σ̇ =
√
�abḞaḞb . (7.21)

In fact, σ is the so-called adiabatic field introduced in [31] which describes the
collective evolution of all the fields along the classical trajectory. From (7.19)
and (7.20) one may determine its equation of motion

σ′′ + 2Hσ′ + a2Vσ = 0 , (7.22)

with Vσ ≡ ucVc and where the ua are unit vectors along the field trajectory:

ua ≡ Fa′

σ′
=

Ḟa

σ̇
. (7.23)
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In the Einstein frame, inflation occurs for d2a/dt2 > 0, or in terms of the first
Hubble flow function, for1

ε1 ≡ − Ḣ
H

=
1
2
σ̇2 < 1 . (7.24)

The multifield system induces an accelerated expansion of the universe if the
resulting adiabatic field velocity σ̇ remains less than

√
2. According to (7.20),

the term in 1/(3−σ̇2/2) acts as a relativistic-like inertia for the fields evolution
and thus σ̇ <

√
6 (for a positive potential). In this equation, the first term on

the left hand side may be interpreted as a covariant acceleration on the curved
field manifold, the second as a constant friction force and the right hand side
as a driving force deriving from the potential lnV . In fact, we recover the
well-known attractor behaviour of the inflationary evolution: whatever the
initial fields velocity, the friction term ensures that the terminal velocity of
the fields will be, after a transient regime,

Ḟa 
 −d lnV
dFa

. (7.25)

Analytical integration of the previous expression lies at the roots of the slow-
roll approximation when the effective potential lnV is flat enough. In the
general case, the driving force always pushes the fields towards the minimum
of lnV . Let us note that this is why the monomial potentials V ∝ ϕp are
actually “flat” for the large field values: d lnV/dϕ = p/ϕ which goes to zero
for ϕ→ ∞.

7.2.3 Linear Perturbations

Scalar Modes

In the longitudinal gauge, the scalar perturbations (with respect to the rota-
tions of the three-dimensional space) of the FLRW metric can be expressed
as

ds2 = a2
[− (1 + 2Φ)dη2 + (1 − 2Ψ)γijdxidxj

]
, (7.26)

where Φ and Ψ are the Bardeen potentials. With δFa the field perturbations,
the Einstein equations perturbed at first order read

3HΨ′ +
(H′ + 2H2

)
Ψ − ΔΨ = −1

2
�abFa′δFb′

− 1
2

(
1
2
�ab,cFa′Fb′ + a2Vc

)
δFc, (7.27)

1 Notice that this does not imply that the universe is accelerating in the string
frame and one has to verify that there are enough efolds of inflation to solve the
homogeneity and flatness issues in that frame [49, 57, 58].
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Ψ′ + HΨ =
1
2
�abFa′δFb, (7.28)

Ψ′′ + 3HΨ′ +
(H′ + 2H2

)
Ψ =

1
2
�abFa′δFb′

+
1
2

(
1
2
�ab,cFa′Fb′ − a2Vc

)
δFc , (7.29)

where use has been made of Φ = Ψ from the perturbed Einstein equation
with i �= j. For flat spacelike hypersurfaces,

Δ ≡ δij∂i∂j . (7.30)

Similarly, the perturbed Klein–Gordon equations read

δFc′′ + 2Υ cabFa′δFb′ + 2HδFc′

+

(
Υ cab,dFa′Fb′ + a2V cd − �ca�ab,d a2V b

)
δFd

− ΔδFc = 4Ψ′Fc′ − 2Ψa2V c . (7.31)

As discussed in the introduction, if more than one scalar field is involved, the
entropy perturbation modes can source the adiabatic mode even after Hub-
ble exit. The equation that governs the evolution of the comoving curvature
perturbation ζ can be obtained from (7.27) to (7.29), using the background
equations. Firstly, the Bardeen potential verifies

Ψ′′ + 6HΨ′ +
(
2H′ + 4H2

)
Ψ − ΔΨ = −a2VcδFc . (7.32)

Using the geometrical definition for the comoving curvature perturbation [10]

ζ ≡ Ψ − H
H′ −H2

(Ψ′ + HΦ) , (7.33)

Equation (7.28) yields

ζ = Ψ + Hδσ
σ′
, (7.34)

where the adiabatic perturbation δσ is also the resulting perturbation of all
fields projected onto the classical trajectory [see (7.21) and (7.23)]:

δσ =
�abFa′δFb

σ′
= uaδFa . (7.35)

The dynamical equation (7.32) now exhibits couplings between the adiabatic
and entropy modes

ζ′ =
2H
σ′2

ΔΨ − 2H
σ′2

(
a2VaδFa − a2VcF

c′

σ′
�abFa′δFb

σ′

)
, (7.36)
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which can be recast into

ζ′ =
2H
σ′2

ΔΨ − 2H
σ′2

⊥cd a2VcδFd . (7.37)

The orthogonal projector is defined by

⊥ab= �ab − ηab , (7.38)

where ηab ≡ uaub is the first fundamental form of the one-dimensional man-
ifold defined by the classical trajectory [59]. Clearly, the comoving curvature
perturbation on super-Hubble scales for which ΔΨ 
 0 is only sourced by
the entropy perturbations defined as the projections of all field perturbations
on the field-manifold subspace orthogonal to the classical trajectory. If, on
the contrary, there is a single field involved during inflation, then these terms
vanish and we recover that ζ remains constant after Hubble exit.

Tensor Modes

In the Einstein frame, the scalar and tensor degrees of freedom are decoupled.
Therefore, the equation of evolution for the tensor modes remains the same
as in General Relativity. For a flat perturbed FLRW metric

ds2 = −a2dη2 + a2 (δij + hij) dxidxj , (7.39)

where hij is a traceless and divergenceless tensor

δijhij = δik∂khij = 0 , (7.40)

one gets [5, 60]
h′′ij + 2Hh′ij − Δhij = 0 . (7.41)

Primordial Power Spectra

The initial conditions for the cosmological perturbations require the knowl-
edge of the two-point correlation functions for all of the observable scalar and
tensor modes deep in the radiation era. In Fourier space, these are just the
power spectra associated with the values taken by the adiabatic and entropy
perturbations at the end of the reheating, i.e.

Pab =
k3

2π2
[νa(k)]∗

[
νb(k)

]
, (7.42)

where νa stands for ζ or the entropy modes. Similarly, taking into account
the polarisation degrees of freedom, the tensor power spectrum reads

Ph(k) =
2k3

π2
|h(k)|2 . (7.43)

In the following, we summarise the numerical method used to solve the
full set of Einstein and Klein–Gordon equations derived in this section. The
power spectra can then be deduced from (7.42) and (7.43) by pushing the
integration till the end of the reheating.
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7.3 Numerical Method

7.3.1 Integrating the Background

As suggested by the form of (7.18)–(7.20), it is convenient to use the number
of efolds n as the integration variable. In fact, the background evolution only
requires the integration of the fields equation of motion (7.20). Cauchy’s the-
orem guarantees that there is a unique solution provided all the Fa(0) and
Ḟa(0) are given at n = 0. Plugging the solutions for Fa(n) into (7.18) uniquely
determines the Hubble parameter and thus the geometry during inflation.

Initial Conditions

However, as previously mentioned, the attractor behaviour induced by the
friction term erases any effect associated with the initial field velocities after
a few efolds. This is the very reason why initial conditions in inflation are
essentially related to the initial field values only. On the numerical side, the
attractor ensures the stability of almost all forward numerical integration
schemes.2 In the following, we have used a Runge–Kutta integration method
of order five and the initial field velocities have been chosen on the attractor
by setting

Ḟa(0) = − d lnV
dFa

∣∣∣∣
Fa(0)

. (7.44)

The robustness of the attractor during inflation may be quantified by com-
paring the numerical solutions obtained from various arbitrary choices of the
initial field velocities, at fixed value of Fa(0). As an illustration, we have plot-
ted in Fig. 7.3 the efold evolution of Ḟa(n) in a brane inflation model involving
three scalar fields, two of them being non-minimally coupled to gravity and
representing the positions of two branes in a five-dimensional bulk (see [49]).
As can be seen on this plot, all the fields are on the attractor after a few efolds.

End of inflation

From the above initial conditions the fields evolve toward the minimum of
the potential lnV while the expansion of the universe accelerates as long as
ε1 < 1. It would therefore be natural to define the end of inflation by the
efold nend at which ε1(nend) = 1. However, this is usually not the end of the
fields evolution since they have not yet reached the minimum of the potential.
On the contrary, ε1(nend) = 1 just signals that the kinetic terms in (7.4)
start to dominate over the potential. Since the expansion factor decelerates
for ε1(nend) > 1, this late stage evolution takes place during a few efolds
and the fields rapidly reach the minimum of the potential. In the standard

2 as well as the instability of backward integrations.



254 C. Ringeval

0.01 0.1 1 10 100

–1

0

1

dχ/dn
dϕ/dn
dψ/dn

0.01 0.1 1 10 100

efold

0.001

0.01

0.1

1 (Jordan frame)

Fig. 7.3. Evolution of the field velocities Ḟa = {χ̇, φ̇, ψ̇} in the boundary inflation
model of [49] which involves three fields, two of them being non-minimally coupled
to gravity. The dotted curves are the solutions obtained by setting the initial field
velocities on the attractor according to (7.44) whereas the solid and dashed curves are
the solutions obtained from a random choice of the initial field velocities (ensuring
however H2 > 0). The first Hubble flow parameter in the string frame is plotted in
the lower panel. Since this is also the adiabatic field velocity squared, the acceleration
properties of the universe after a few efolds do not depend any longer on the initial
field velocities [see (7.24)]

picture, the fields oscillate around the minimum of the potential and decay
through parametric resonances into the relativistic fluids present during the
radiation era [13, 61] (see Fig. 7.4) The details of the reheating process are
very model dependent and require the knowledge of all the couplings between
the inflaton and the standard model particles [2]. This implies that the number
of efolds at which the universe reheated also depends on the model at hand.
Further complications arise in multifield inflationary models in which the end
of inflation and the reheating may be triggered by tachyonic instabilities. In
these cases the condition ε1(nend) = 1 is not longer relevant and one should
rather introduce a limiting field value Fend to classically define the beginning
of the reheating era (and the end of inflation).

Following the previous discussion, our phenomenological approach to the
end of inflation is to assume an instantaneous transition to the reheating
era. The efold nend at which the transition occurs is either determined by the



7 The Numerical Treatment of Inflationary Models 255

60 62 64 66

0

1

2

3

4

φ

60 62 64 66

efold

0

0.5

1

1.5

2

2.5

3

1

Fig. 7.4. End of inflation in the large field model V ∝ ϕ2. The field oscillations
around the minimum of the potential trigger its decay and the reheating era

condition ε1(nend) = 1 or when the relevant field crosses a limiting value Fend;
the choice being made according to the inflation model we are interested in.
The value of Fend may be given by the underlying microphysics or considered
as an additional parameter of the inflation model. For instance, as can be seen
in Fig. 7.4, it is convenient to define the end of inflation for the large field
models by ε1 = 1: the field evolution afterwards, i.e. its oscillations around
the minimum of the potential and subsequent decay, is supposed to be part
of the reheating stage.

Knowing the fields value Fa(n) from n = 0 to n = nend, the background
geometry is given by (7.18) and (7.19) and we can now numerically integrate
the linear perturbations on the same efolding range. As discussed in the in-
troduction, the link with the cosmological perturbations observed today still
requires a reheating model that will be introduced in Sect. 7.4.1.

7.3.2 Integrating the Perturbations

As for the background, we have chosen to integrate the linear perturbations
in efold time. Focusing on the scalar perturbations, their dynamics is driven
by the Einstein and Klein–Gordon equations given in Sect. 7.2.3. These are
however redundant due to the stress energy conservation already included in
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the Bianchi identities. As a result, it is necessary to integrate only a subset of
(7.27)–(7.31). Although the Bardeen potential Ψ could be explicitly expressed
in terms of the field perturbations δFa only, such an expression is singular
in the limit k → 0 and ε1 → 0, which is not appropriate for a numerical
integration (see below). It is more convenient to simultaneously integrate the
second order equations (7.31) and (7.32). Recast in efold time, they read

¨δFc + (3 − ε1) ˙δFc + 2Υ cabḞa ˙δFb +

(
Υ cab,dḞaḞb +

V cd
H2

− �ca�ab,d V
b

H2

)
δFd

+
k2

a2H2
δFc = 4Ψ̇Ḟc − 2Ψ

V c

H2
, (7.45)

Ψ̈ + (7 − ε1)Ψ̇ +
(

2
V

H2
+

k2

a2H2

)
Ψ = − Vc

H2
δFc . (7.46)

The constraint equations (7.27) and (7.28) being first integrals of the above
equations, there is still an integration constant that should be set to restore
the equivalence to the full set of Einstein and Klein–Gordon equations. This
one can be fixed by choosing the appropriate initial conditions at n = nic for
the Bardeen potential Ψ. Setting all the δFa(nic) and ˙δFa(nic), the initial
conditions for the Bardeen potential are indeed uniquely given by (7.27) and
(7.28). In efold time, one gets

Ψ =
1

2
(
ε1 − k2

a2H2

)
[
�abḞa ˙δFb +

(
1
2
�ab,cḞaḞb + 3�acḞc +

Vc
H2

)
δFc

]
,

Ψ̇ =
1
2
�abḞaδFb − Ψ ,

(7.47)
these expressions being evaluated at the initial efold time. As a result, the
linear perturbations of both the fields and metric are uniquely determined by
the initial conditions δFa(nic) and ˙δFa(nic). As discussed in the next section,
the initial conditions are set on sub-Hubble scales for which k � aH ensuring
the regularity of (7.47).

Quantum Initial Conditions

In the context of single-field inflation, the initial conditions for the linear
perturbations are given by the quantum fluctuations of the field-metric system
on sub-Hubble scales k → ∞. In this limit, the perturbations decouple from
the expansion of the universe and a field quantisation can be performed along
the lines described in [5, 11]. The canonically normalised quantum degrees of
freedom are encoded in the Mukhanov–Sasaki variable

Q = δσ +
σ′

HΨ = δσ +
√

2ε1Ψ , (7.48)
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with σ = F (1) = κϕ for single field models. In terms of Q, the equation of
motion (7.31) can be recast into

(aQ)′′ +

[
k2 −

(
a
√
ε1
)′′

a
√
ε1

]
aQ = 0 , (7.49)

showing that in the small scale limit k → ∞, the quantity aQ follows the
dynamics of a free scalar field. Assuming a Bunch–Davies vacuum, aQ has a
positive energy plane wave behaviour on small scales, and in Fourier space
one gets

lim
k→+∞

aQ(η) = κ
e−ikη

√
2k

. (7.50)

This solution uniquely determines the subsequent evolution of the perturba-
tions during inflation and will be our starting point for the numerical integra-
tion. According to (7.47), provided the initial conditions are set in the limit
k/H → ∞, (7.50) also represents the small-scale behaviour of the rescaled
adiabatic field perturbations aδσ.

For a multifield system the previous results can be generalised and the
quantum modes identified with the adiabatic perturbations δσ together with
the canonically normalised entropy modes introduced in Sect. 7.2.3. In fact,
if the original fields Fa are already canonically normalised, i.e. �ab = δab, and
independent dynamical variables in the small-scale limit, the adiabatic and
entropy perturbations can be obtained from the original field perturbations by
local rotations on the nσ-dimensional field manifold [31, 33, 49]. In this case,
denoting by δςa the adiabatic and entropy perturbations, with the convention
δς(1) = δσ, one has

δςa = Ma
b (Fc)δFb , (7.51)

where M is an instantaneous rotation matrix, M† = MT = M−1, depending
on the background quantities only. Under these assumptions, the quantum
modes are independent in the small scale limit and their two point correlators
reduce to 〈

δςa∗(k)δςb(k′)
〉

=
k�H

δabPς(k)δ(k − k′) , (7.52)

Pς being the free field power spectrum given by the square modulus of (7.50).
Consequently, all the correlators between the original field perturbations in-
herit these initial conditions:
〈
δFa∗(k)δFb(k′)

〉
=
(M−1

)a
c

∗ (M−1
)b
d

〈
δςc∗δςd

〉
=

k�H
δabPς(k) δ(k − k′) .

(7.53)
The previous results can be generalised for the sigma-models with a diagonal
metric �ab different from the identity by the transformation δFa → √

�aaδFa

(no summation). In the general case, the transformation matrix M would mix
all the fields and the cross correlators. However, since it is always possible to
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diagonalise �ab through a field redefinition, we will now assume without loss
of generality that �ab is diagonal.

Defining the normalised quantum modes by

μaS = a
√

2�1/2aa k
3/2δFa , (7.54)

with �aa evaluated along the background solution, in the small-scale limit
(7.50) can be recast into the initial conditions

μaS =
k�H

κk,
μaS

′

k
=

k�H
−iκk , (7.55)

up to a phase factor. In terms of the field perturbations, the initial conditions
in efold time therefore read

k3/2δFa
∣∣∣
ic

=
κk

a0

a0

aend

enend−nic√
�aa(nic)

,

k3/2 ˙δFa
∣∣∣
ic

= −κk
a0

a0

aend

enend−nic√
�aa(nic)

[
1 +

1
2

˙�aa(nic)
�aa(nic)

+ i
k

aicHic

]
.

(7.56)

The efold nic at which these initial conditions should be set has not been
specified yet. In fact, the limit k/H → ∞ would correspond to the infinite past
and does not make sense for non-eternal field inflation models.3 However, by
definition of n = ln (a/aini), the condition k/a� H is already satisfied a few
efolds before Hubble exit. For all inflation models lasting more than N∗ efolds,
it would be natural to set the initial conditions for the perturbations at the
beginning of inflation nic = 0 (see Fig. 7.2).

Choosing nic = 0 is however not appropriate for a numerical integration.
Indeed, according to the initial values of the background fields, the total num-
ber of efolds nend can be much greater than N∗. In such cases, most of the
computing time for the perturbations would be spent into the deep sub-Hubble
regime for which the modes behave as free plane waves. It is rather more con-
venient to set the initial conditions “closer” to the time nk at which a given
mode crosses the Hubble radius k = H(nk). Following [35], a simple choice is
to define nic for each mode according to

k

H(nic)
= Cq , (7.57)

Cq being a constant verifying Cq � 1 and characterizing the decoupling
limit. Strictly speaking, this choice introduces small trans-Planckian-like
3 Eternal inflation may occur when the quantum fluctuations on Hubble length

scales become dominant over the classical field evolution and the semi-classical
approach used here would no longer be valid, at least in the self-reproducing
regime (see Chap. 5 in this volume).
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interferences between the modes4 which remain however negligible provided
Cq is big enough [62].

Mode Integration

For each perturbation mode of wavenumber k, (7.45) and (7.46) are numer-
ically solved by setting the initial conditions (7.56) at the efold nic, solution
of (7.57). In order to significantly speed-up the numerical integration, instead
of using the already computed background solution it is more convenient to
integrate both the background and the perturbations simultaneously.5 This
can be done along the following steps.

Firstly, (7.57) is solved to determine nic(k1) for the largest wavelength
mode k1 we are interested in. The background equations (7.20) are then inte-
grated from n = 0 to n = nic(k1). At that efold, (7.20), (7.45) and (7.46) are
simultaneously integrated till the end of inflation at n = nend. This process is
iterated for each of the ki > ki−1 mode wanted. However, to speed-up the in-
tegration, it is enough to re-integrate the background from nic(ki−1) to nic(ki)
rather than from n = 0 before switching on the perturbations (see Fig. 7.5).
Such an integration gives the value of all the field and metric perturbations
at the end of inflation n = nend. In principle, the power spectra can then be
deduced by using (7.42).

Primordial Power Spectra

For a multifield system, since the perturbation modes are supposed to be
independent deep under the Hubble radius, they can be considered, from a
classical point of view, as independent stochastic variables. As a result, the
power spectra at the end of inflation are no longer given by (7.42) but should
be computed as [38]

Pab =
k3

2π2

nσ∑
m=1

[νam(k)]∗
[
νbm(k)

]
, (7.58)

where, as before, νa stands for the observable perturbations one is interested
in. The νa can be the field perturbations themselves but it is more custom-
ary for CMB analysis to use the comoving curvature perturbation ζ and the
rescaled entropic perturbations δςa/σ̇ (a > 1). The index “m” in (7.58) refers

4 In the free-field limit, a more accurate choice for nic is kη(nic) = Cq. This defi-
nition maintains the phase factor in (7.50) independent of k on the initial hyper-
surface.

5 For direct numerical integrations, each step requires various forward and back-
ward evaluations of the background functions. If these are not analytically known
but precomputed, one has to use spline and interpolation methods which are
heavily time consuming.



260 C. Ringeval

–60 –40 –20 0

–60 –40 –20 0
n – nend

10–8

10–7

10–6

10–5

10–4

10–16

10–12

10–8

10–4
|Q

|

n(k1) – nend k1/a

k2/a

n(k2) – nend

H

H Cq

Fig. 7.5. Sketch of the numerical integration for the scalar perturbation in the
m2ϕ2 single-field model. In the top frame, the initial conditions for each mode
are set at the efold n(ki) solution of (7.57). The perturbations (and the back-
ground) are then integrated till the end of inflation at n = nend. The bottom
frame represents the efold evolution of the Mukhavov–Sasaki variable Q for the
two corresponding modes (7.48). Notice that only ζ = Q/

√
2ε1 is conserved after

Hubble exit

to the nσ independent initial conditions obtained by setting only one perturba-
tion mode μmS in the Bunch–Davies vacuum at nic, the other μq �=mS vanishing.
Notice that we have not explicitly written the entropy modes since various
definitions are used in the literature. The definition of the entropy modes
through the standard orthogonalisation procedure along the field trajectory
can be found in [31, 33] and has the advantage to give canonically normalised
perturbations. Another definitions introduce a reference field and define the
entropy perturbations to be the relative perturbations of the other fields with
respect to it. These differences come from the fact that one has to specify
how the fields decay after inflation to know between which cosmological fluids
entropy perturbations may exist. For instance, if all the cosmological fluids
observed today are produced by the decay of one field only, then, although
entropy perturbations exist during inflation, they are usually not observable
afterwards [63, 64]. Their only effect would be to break the conservation of ζ on
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Fig. 7.6. Power spectra of the comoving curvature perturbation ζ at the end of
inflation from the first order slow-roll approximation (dotted line) and an exact
numerical integration (V ∝ ϕ2). The wavenumbers are expressed through nk, the
efold at which the mode k crosses the Hubble radius: k = H(nk) (see Fig. 7.5)

super-Hubble scale thereby requiring the integration of all the perturbations
till the end of inflation to determine the ζ power spectrum.

As an illustration, Fig. 7.6 shows the exact numerical power spectrum
for the comoving curvature perturbation ζ for the single-field chaotic model
V ∝ ϕ2. As can be seen on this plot, although the exact power spectrum
differs from its first slow-roll approximated version given by (7.2), the differ-
ences remain small on a 10 efold observable range. Another example involving
entropy perturbations is plotted in Fig. 7.7 for a two fields model of inflation.
The presence of one entropy mode breaks the conservation of ζ on super-
Hubble scale and the so-called consistency check of inflation Ph = 16ε1Pζ [see
(7.2) and (7.3) at zero order].

Tensor Perturbations

Since in the Einstein frame the tensor and scalar degrees of freedom are de-
coupled, the numerical integration of the tensor modes does not present any
difficulties. The equation of motion (7.41) can be recast into the equation of
a parametric oscillator by defining the canonical mode function μT = k3/2ah
satisfying the deep sub-Hubble initial conditions (7.50) for a Bunch–Davies
vacuum [5]. The power spectrum Ph is readily obtained by evaluating (7.43)
at the end of inflation.
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Fig. 7.7. Violation of the “consistency check” of inflation in a non-minimally cou-
pled two-field model. The action is given by (7.6) with W = 0, U ∝ ϕ2 and
A2 = exp(−αχ). Even for a small value of α = 1/30, the ratio between the scalar
and tensor power spectra is no longer equal to 16ε1. If the two fields were uncoupled
on all scales, then the power spectrum of entropy perturbations would be the one of
a free test scalar field PS1 = Ph/16. As can be seen on the plot, this last condition
is also violated

Physical Wavenumbers

Up to now, one may have noticed that all the power spectra have been plotted
with respect to nk and not with respect to the values of k. For astrophysi-
cal purposes, one needs to know the correspondence between the comoving
k appearing in the above equations and the physical wavenumbers measured
today k/a0, whose typical unit is a Mpc−1. As it appears in the initial condi-
tions (7.56), rendering k/a0 explicit requires the knowledge of a0/aend, i.e. the
redshift zend associated with the end of inflation. As discussed in Sect. 7.1,
this can only be done if one knows the number of efolds during which the uni-
verse reheated. Let us also notice that the physics involved in the quantum
generation of cosmological perturbations appears through these very numbers:
κk/a0 are the wavenumbers measured today, usually of Mpc−1 size, expressed
in unit of the Planck mass with κ ≡ √

8π/mPl [see (7.56)].

7.4 Application to CMB Data Analysis

Figure 7.2 makes clear that from the integration of the perturbations described
in the previous section, their power spectra are known at the end of inflation.
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These primordial correlations then evolve through the reheating, radiation
and matter eras to shape the universe into its current state. The theory of
cosmological perturbations precisely predicts how such linear perturbations
evolve in a FLRW universe from the tightly coupled regime deep inside the
radiation era to today. As a result, we still have to know how the power spectra
are modified through the reheating era. As already mentioned, reheating is
very model dependent and a detailed analysis remains out of the scope of
our current approach. Instead, remembering that the objective is to use the
CMB anisotropies measurements as a probe to obtain information on the
primordial correlations, we introduce a basic model of reheating described by
some phenomenological parameters.

7.4.1 Reheating

Assuming that perturbations on super-Hubble scales are not significantly
modified till the beginning of the radiation era,6 the reheating may influence
the observed power spectra through its effects on zend (see Fig. 7.2). For in-
stantaneous transitions between inflation, the reheating era and the radiation
era [19], one has

ln
aend

a0

= ln
aend

areh
+ ln

areh
aeq

+ ln
aeq
a0

, (7.59)

where aend, areh and aeq are respectively the scale factor at the end of inflation,
at the end of reheating and at equality between the energy density of radiation
and the energy density of matter. The redshift of equality can be expressed
in terms of the density parameter of radiation today Ωrad and the Hubble
parameter today H0. Moreover, during the radiation era ρ ∝ a−4, and (7.59)
can be recast into

ln
aend

a0

= ln
aend

areh
− 1

4
ln
(
κ4ρreh

)
+

1
2

ln
(√

3ΩradκH0

)
, (7.60)

where ρreh denotes the total energy density at the end of the reheating era.
It is clear that the first two terms depend on the physics involved during the
reheating. For instance, they exactly cancel for a radiation-like reheating era.
This suggests to introduce a phenomenological parameter [8]

lnRrad ≡ ln
aend

areh
− 1

4
ln
(
κ4ρreh

)
. (7.61)

From this parameter, the quantity k/H entering the equations of motion for
the perturbations (7.45) and (7.46) can be evaluated in terms of the k/a0
values measured today
6 Although such an assumption is motivated by the fact that the physical processes

involved during reheating are sub-Hubble, this assumption may not longer be true
in the presence of entropy modes.
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k

aH
=
κk

a0

1
κH(n)

enend−n

Rrad (3Ωrad)1/4
√
κH0

, (7.62)

and similarly for the initial conditions in (7.56).

7.4.2 CMB Anisotropies

For a given value of Rrad, the primordial power spectra deep in the radiation
era are now uniquely determined by the numerical integration described in
Sect. 7.3 and can be used as initial conditions for the subsequent evolution of
the perturbations. The integration of the cosmological perturbations through
the radiation and matter era, as well as the resulting CMB anisotropies, have
been performed by using a modified version of the camb code [40]. The model
parameters involved are both the inflation parameters and the usual cosmo-
logical parameters describing the FLRW model at late time. For instance, for
a ΛCDM universe experiencing large field inflation in its earliest times, there
are two parameters fixing the potential V (ϕ) =M4ϕp, one parameter describ-
ing the reheating era Rrad, plus the four cosmological base parameters: the
number density of baryons Ωb, of cold dark matter Ωc, the Hubble parameter
today H0 and the redshift of reionisation of the universe zre [41]. Let us recap
that we have defined the end of large field inflation by ε1(ϕend) = 1. Combined
with the existence of the attractor during inflation, this ensures that ϕend is
fixed by the potential parameters [see (7.25)]. The resulting angular power
spectrum for the CMB temperature fluctuations is represented in Fig. 7.8 for
a fiducial set of the parameters.

The next step is to use CMB measurements to constrain the models. For
this purpose, the parameter space can be sampled by using Markov Chain
Monte Carlo (MCMC) methods as implemented in the cosmomc code [41]
to extract the probability distributions satisfied by the model parameters. In
the next section, we illustrate such a procedure for the ΛCDM model born
under small field inflation by using the WMAP third year data [65, 66, 67].

7.4.3 WMAP3 Constraints on Small Field Models

small field inflation can be described by the action (7.5) when the potential
reads

U(ϕ) = M4

[
1 −

(
ϕ

μ

)p]
. (7.63)

The inflation model parameters are the energy scale M , the power p and
the vacuum expectation value scale μ. As can be seen in Fig. 7.9, inflation
proceeds for small initial field values and stops when ε1(ϕend) = 1. Notice
that the potential in (7.63) is negative for ϕ > μ which means that the above
description is no longer correct. This is however not an issue since it occurs
well after the end of inflation and the basic effects of the reheating are already
encoded in our extra parameter Rrad.
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Fig. 7.8. Angular temperature power spectrum of the CMB anisotropies in a ΛCDM
universe born under chaotic inflation. Fiducial values of the parameters have been
used: Rrad = 1, p = 2, κM = 2 × 10−3, Ωbh

2 = 0.022, Ωc = 0.12, h = 0.7, zre = 12,
where h is the reduced Hubble parameter and zre the redshift of reionisation. The
WMAP third year measurements are represented as blue squares

Observable Parameters

Since flatness is inherited from inflation, the ΛCDM cosmological model is
described by the density parameters associated with the different cosmolog-
ical fluids: Ωb, Ωc plus the Hubble parameter today H0. The cosmological
constant is fixed by ΩΛ = 1 − Ωb − Ωc. However, in order to minimise the

Fig. 7.9. The small field potential lnV on the left and the first Hubble flow function
ε1 on the right. Inflation occurs for ε1 < 1, for small values of the field. The three
curves correspond respectively to p = 2, p = 4 and p = 6 from the left to the right
(from [8])
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parameter degeneracies with respect to the CMB angular power spectra, it
is more convenient to perform the MCMC sampling on the equivalent set of
parameters Ωbh

2, Ωch
2, the optical depth τ and the quantity θ which mea-

sures the ratio of the sound horizon to the angular diameter distance (h is the
reduced Hubble parameter today) [41].

Similarly for the potential parameters, as can be seen in (7.2) and (7.3),
the overall amplitude of the CMB anisotropies is proportional to the Hubble
parameter squared and thus to the potential V [see (7.18)]. Since the ampli-
tude of the cosmological perturbations is a well measured quantity, the data
may be more efficiently used by directly sampling the primordial amplitude
of the scalar power spectrum P∗ = Pζ(k∗) instead of M (k∗ being a fixed
observable wavenumber: k∗/a0 = 0.05 Mpc−1).

However, the numerical method used to integrate the perturbations during
inflation requires the input of a numerical value for M to predict the value of
P∗. In fact, one can use the trick described in [8]: under a rescaling V → sV ,
the power spectrum scales as Pζ(k) → sPζ(s1/2k) at fixed Rrad. The idea is
therefore to integrate the perturbations with an artificial normalisation of the
potential, for instance M = 1, and then analytically rescale M from unity to
its physical value that would be associated with P∗. The required value of s
is given by the ratio P∗/P (M=1)

 , where P (M=1)
 is the amplitude of the scalar

power spectrum stemming from the numerical integration with M = 1 and
evaluated at k = k∗s−1/2. Still, it is not really straightforward to determine
s since both Pζ and k change simultaneously. The last subtlety is to remark
that k = k∗ if instead of considering Rrad fixed, one considers the rescaling
of M at fixed lnR, with lnR defined by

lnR ≡ lnRrad +
1
4

ln
(
κ4ρend

)
. (7.64)

The parameters R and Rrad differ only by ρend, the energy density at the end
of inflation which is uniquely determined from M , μ and p. It will therefore
be more convenient to sample the model parameters P∗ and lnR (together
with μ and p) rather than M and Rrad.

Priors

The prior probability distributions for the base cosmological parameters Ωbh
2,

Ωch
2, τ and θ have been chosen as wide top hat uniform distribution centred

over their current preferred value [1, 41].
Concerning the inflaton potential parameters, their priors can be chosen

according to various theoretical prejudices [8]. Since P∗ is related to the
energy scale during inflation, a uniform prior has been considered around
a value compatible with the amplitude of the cosmological perturbations:
ln(1010P∗) ∈ [2.7, 4.0]. For the scale μ associated with the vacuum expectation
value of ϕ, we have considered two priors. The first includes smaller and larger
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values than the Planck mass: κμ ∈ [1/10, 10]. The second prior is also uni-
form but include values much larger than the Planck mass: κμ ∈ [1/10, 100].
Finally, a uniform prior is chosen for the power p on [2.4, 10] (p = 2 is a
particular case, see [8]).

It remains to express our prior knowledge on the reheating parameter lnR.
As previously mentioned, we are assuming that gravity can still be described
classically which only makes sense if the energy densities involved remain
smaller than the Planck energy scale, namely for κ4ρend < 1. On the other
side of the energy spectrum, the success of big-bang nucleosynthesis (BBN)
requires that the universe is radiation dominated at that time, thus ρreh > ρnuc

with ρnuc 
 1 MeV4 (and ρend > ρreh). Moreover, we will assume that during
reheating the expansion of the universe can be described as dominated by a
cosmological fluid of pressure P and energy density ρ. In this case, in order
to satisfy the strong and dominant energy conditions in General Relativity,
one has −1/3 < P/ρ < 1 (notice that P/ρ ≤ −1/3 would be inflation). From
(7.61) and (7.64), the resulting bounds read

1
4

ln
(
κ4ρnuc

)
< lnR < − 1

12
ln
(
κ4ρnuc

)
+

1
3

ln
(
κ4ρend

)
, (7.65)

and an uniform prior on lnR have been chosen in between.

Results

The data sets used to constrain the small field ΛCDM model are the WMAP
third year data together with the Hubble Space Telescope (HST) measure-
ments (H0 = 72 ± 8 km/s/Mpc [68]) and a top hat prior on the age of the
universe between 10 Gyrs and 20 Gyrs. The resulting marginalised posterior
probability distributions for the base cosmological parameters are represented
in Fig. 7.10. They are not significantly affected by the various prior choices on
μ and their corresponding mean values and confidence intervals are compatible
with the current state of the art [1].

The constraints obtained on the small field inflation parameters are shown
in Fig. 7.11. As expected, the allowed range for the power spectra amplitude
P∗ is narrow. Concerning the above panels their interpretation require some
precautions. Indeed, the probability that p takes small values depends on our
theoretical prejudice on how big the field expectation value of the inflaton may
be. If μ is allowed to be much greater than mPl then all p are equiprobable.
On the other hand, if κμ cannot take values bigger than 10 then small field
inflation models with p 
 2 are disfavoured. The μ posterior shows on its
own that, independently of the p values, κμ > 10 is slightly preferred by
the data. Since these posteriors are marginalised over the other parameters,
the previous statements are necessarily robust with respect to any reheating
model, in the framework of our modelisation.

But more than being a nuisance parameter, Fig. 7.11 shows that lnR is
also mildly constrained by the data: the probability distribution of lnR has
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Fig. 7.10. Posterior probability distributions of the base cosmological parameters
in the small field ΛCDM inflation model

a lower bound slightly above the prior lnR > −46 given by (7.65). Although
this is not obvious, the upper cut-off seen in the lnR posterior comes from
the upper bound of (7.65) (see [8] for a more detailed discussion). For κμ in
[0.1, 100], we finally obtain at 95% confidence level7

lnR > −34 . (7.66)

Plugging this inequality into (7.64) constrains some properties of the re-
heating era. This result can be understood by looking at Fig. 7.2. Since varying
7 The dependence of the lnR posterior distribution with respect to the κμ prior

disappears as soon as κμ is allowed to be greater than 10.
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Fig. 7.11. Marginalised probability distributions for the small field inflation pa-
rameters. The results coming from the prior κμ ∈ [0.1, 100] are represented by solid
black lines whereas, when they differ, the posteriors associated with the κμ prior in
[0.1, 10] are plotted as dashed red lines [8]

the reheating properties allow the observable window to move along the in-
flaton potential, it is not surprising that some part of the potential may be
preferred from a data point of view. For the small field models, a more involved
analysis would show that the spectral index of the scalar power spectrum de-
parts from what is allowed by the data when lnR becomes too small [8]. This
is precisely why the current WMAP data lead to the bound (7.66).

7.5 Conclusion

As a conclusion, we would like to discuss the future directions associated with
the possibility of constraining some basic properties of the reheating era with
the CMB data.
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In the small field ΛCDM inflation analysed in the previous section, the
bound found in (7.66) can be further explored by being more specific on the
way the universe reheated. As a toy example, if one assumes that reheating
proceeded with a constant equation of state P = wρ, then (7.64) simplifies
into

lnR =
1 − 3w

12 + 12w
ln
(
κ4ρreh

)
+

1 + 3w
6 + 6w

ln
(
κ4ρend

)
. (7.67)

In the parameter plane [lnR, ln
(
κ4ρend

)
], for a given value of the reheating

energy, (7.67) corresponds to a straight line. In Fig. 7.12, five of these lines
exploring the range ρnuc < ρreh < ρend have been superimposed to the two-
dimensional probability distributions associated with the small field model,
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Fig. 7.12. One and two-sigma confidence intervals (solid contours) of the two-
dimensional marginalised posteriors (point density) in the plane [lnR, ln(κ4ρend)]
for the small field models. The parameter κμ varies in [0.1, 100] from red (dark)
to green (light). The four panels correspond to the situation in which the universe
reheated with a constant equation of state P = wρ. In each panel, the solid lines
correspond to different values of the reheating temperature (1/4) ln(κ4ρreh) ranging
from −45, −35, −25, −15 to −(1/4) ln(κ4ρend)
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and this for four different equations of state having w � −1/3, w = 0, w = 1/3
and w � 1, respectively.

At can be seen on the top left frame, for w � −1/3, low values of the
reheating temperature lie out of the confidence contours. From a more robust
analysis using importance sampling, one would find that in this case, at 95%
confidence, ρreh > 2 TeV [8]. Of course this bound is not really impressive
and close to the limits already set by BBN, moreover, it holds only for small
field models and a quite extreme equation of state. However, is shows that it
is already possible to get some information on the reheating era in a given
model of inflation from the CMB data only. This is precisely on this point that
particle physics models may be decisive. Indeed, once the inflaton couplings to
the other particles are specified, the properties of the reheating era are fixed
and a given particle physics model would appear as one curve parametrised by
some coupling constants in the plane [lnR, ln(κ4ρend)] of Fig. 7.12. With the
incoming flow of more accurate cosmological data, this may be an interesting
way of constraining inflation as well as particle physics at very high energy.
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Abstract. Inflation offers a simple model for very early evolution of our universe
and the origin of primordial perturbations on large scales. Over the last 25 years
we have become familiar with the predictions of single-field models, but inflation
with more than one light scalar field can alter preconceptions about the inflationary
dynamics and our predictions for the primordial perturbations. I will discuss how
future observational data could distinguish between inflation driven by one field, or
many fields. As an example, I briefly review the curvation as an alternative to the
inflaton scenario for the origin of structure.

8.1 Introduction

Inflation provides an attractively simple model for the early evolution of our
universe, which can produce a large, spatially flat and largely homogeneous
observable universe. It also provides a source for small primordial perturba-
tions which are the origin of the large-scale structure in our Universe today.
The vacuum fluctuations of any light scalar field present during inflation can
be swept up by the inflationary expansion to scales much larger than the
Hubble scale.

Inflation is most commonly discussed in terms of a potential energy which
is a function of a single, slowly rolling, scalar field. Single-field, slow-roll in-
flation produces an almost Gaussian distribution of adiabatic density pertur-
bations on super-Hubble scales with an almost scale-invariant spectrum. But
supersymmetric field theories can contain many scalar fields that could play a
role during inflation and string theory, and other higher-dimensional theories,
yield four-dimensional effective actions with many moduli fields describing the
higher-dimensional degrees of freedom. One should be aware of the different
possibilities that open up in particle physics models containing more than one
light scalar field during inflation.

The presence of multiple fields during inflation can lead to quite different
inflationary dynamics that might appear unnatural in a single-field model and
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to spectra of primordial perturbations that would actually be impossible in
single-field models. The presence of multiple light fields during inflation leads
to the generation of non-adiabatic field perturbations during inflation. This
can alter the evolution of the overall curvature perturbation, for instance lead-
ing to detectable non-Gaussianity, and may leave residual isocurvature fluc-
tuations in the primordial density perturbation on large scales after inflation,
which can be correlated with the curvature perturbation. Such alternative
models are interesting not only as theoretical possibilities, but because they
could be distinguished by increasingly precise observations in the near future.

In this chapter I will discuss some of the distinctive observational predic-
tions of inflation in the presence of more than one scalar field. For a more
comprehensive review of inflationary dynamics and reheating with multiple
fields see [1].

8.2 Homogeneous Scalar Field Dynamics

The time-evolution of a single, spatially homogeneous scalar field is governed
by the Klein–Gordon equation

φ̈+ 3Hφ̇ = −dV
dφ
, (8.1)

where the Hubble expansion rate is given by the Friedmann constraint

3H2 = 8πG
[
1
2
φ̇2 + V (φ)

]
. (8.2)

Multiple scalar fields obey the Klein–Gordon equation

ϕ̈I + 3Hϕ̇I = − ∂

∂ϕI

(∑
J

UJ

)
, (8.3)

where one must be allowed for the possibility that the potential energy is
given by a sum over many terms

V =
∑
J

UJ . (8.4)

The wider range of interaction potentials possible in multiple field models
leads to possibilities such as hybrid inflation.

In hybrid inflation models [2, 3] the inflation field, ϕ1, can roll towards
the non-zero minimum of its potential, U1 = V0 +m2

1ϕ
2
1/2, which would lead

to eternal inflation into the future in a single-field model. But in a hybrid
model there is a second waterfall scalar field trapped during inflation in a
local minimum, ϕ2 = 0, with a potential, e.g. U2 = (g2ϕ2

1 −m2
2)ϕ

2
2/2 which
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becomes unstable below a critical value of the ϕ1 field, triggering an instability
of the vacuum energy driving inflation, rapidly bringing inflation to an end.

Another more subtle change enters through the Friedmann constraint:

3H2 = 8πG

(
V +

∑
I

1
2
ϕ̇2
I

)
. (8.5)

Even in the absence of explicit interactions in the scalar field Lagrangian, the
fields will still be coupled gravitationally. In particular the Hubble expansion
rate that enters the Klein–Gordon equation (8.3) is due to the sum over all
fields in (8.5) and this can also alter the field dynamics even if the potential
for each individual field is left unchanged. The additional Hubble damping
present due to multiple fields can be used to drive slow-roll inflation in assisted
inflation models [4] where the individual potentials would be too steep to drive
inflation on their own.

The original assisted inflation model [4] considered n scalar fields with
steep exponential potentials

V =
∑
I

UI0 exp (−λIϕI/MPl) (8.6)

where I have used the reduced Planck mass M2
Pl = (8πG)−1. Each scalar

field potential is too steep to drive inflation on its own if λ2
I > 2, but the

additional damping effect due to the presence of the other scalar fields leads
to a particular power-law inflation solution, a ∝ tp where p = 2/λ2 where the
combined fields have an effective potential V ∝ exp(−λσ/MPl) with

1
λ2

=
∑
I

1
λ2
I

. (8.7)

Thus λ → 0 for many fields as n → ∞ and we can have slow-roll inflation
even when each λ2

I > 2.
Even though the background dynamics can be reduced to an equivalent

single field with a specified potential [5], there is an important qualitative
difference between the inflationary dynamics in multiple field inflation with
respect to the single-field case. The Hubble damping during inflation drives a
single scalar field to a unique attractor solution during slow-roll inflation where
the Hubble rate, field time-derivative and all local variables are a function of
the local field value: H(φ), φ̇(φ), etc. This means that the evolution rapidly
becomes independent of the initial conditions.

In multiple field models we may have a family of trajectories in phase
space where, for example, the Hubble rate at a particular value of ϕ1 is also
dependent upon the value of ϕ2. In this case the inflationary dynamics, and
hence observational predictions, may be dependent upon the trajectory in
phase space and thus the initial field values. It is this that allows non-adiabatic
perturbations to survive on super-Hubble scales in multiple field inflation.
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It is important to distinguish here between models, such as most hybrid
models, with multiple fields but only one light direction in field space with
small effective mass ∂2V/∂ϕ2 � H2 during inflation, and models with many
light fields, such as assisted inflation models. Only models with multiple light
fields can have multiple slow-roll trajectories.

8.2.1 Inflation Field Direction During Inflation

It is convenient to identify the inflation field direction as the direction in field
space corresponding to the evolution of the background (spatially homoge-
neous) fields during inflation [6] (see also [7, 8]). Thus for n scalar fields ϕI ,
where I runs from 1 to n, we have

σ =
∫ ∑

I

σ̂I ϕ̇I dt , (8.8)

where the inflaton direction is defined by

σ̂I ≡ ϕ̇I√∑
J ϕ̇

2
J

. (8.9)

The n evolution equations for the homogeneous scalar fields (8.3) can then
be written as the evolution for a single inflation field (8.1)

σ̈ + 3Hσ̇ + Vσ = 0 , (8.10)

where the potential gradient in the direction of the inflation is

Vσ ≡ ∂V

∂σ
=
∑
I

σ̂I
∂V

∂ϕI
. (8.11)

The total energy density and pressure are then given by the usual single-field
results for the inflaton.

8.2.2 An Example: Nflation

A topical example of multiple field inflation is Nflation. Dimopoulos et al. [9]
proposed this model based on the very large number of axion fields predicted
in low energy effective theories derived from string theory. Near the minimum
of the effective potential the fields have a potential energy

V =
1
2

∑
I

m2
Iϕ

2
I . (8.12)

This form of potential with a large number of massive fields was also previously
studied by Kanti and Olive [10] and Kaloper and Liddle [11].
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With a single scalar field the quadratic potential yields the familiar chaotic
inflation model with a massive field V = m2φ2/2. But to obtain inflation
with a single massive field the initial value of the scalar field must be several
times the Planck mass and there is a worry that we have no control over
corrections to the potential at super-Planckian values in the effective field
theory [12]. But with many scalar fields the collective dynamics can yield
inflation even for sub-Planckian values if there are a sufficiently large number
of fields. Kim and Liddle [13] have found that for random initial conditions,
−MPl < ϕI(0) < MPl, the total number of e-folds is given by n/12, where n
is the total number of fields. Thus we require n > 600 for sufficient inflation if
none of the fields is allowed to exceed the Planck scale. This may seem to be
a large number, but Dimopoulos et al. [9] cite string theory models of order
105 axion fields.

As remarked earlier, in the presence of more than one light field, the
trajectory in field space at late times, and hence the observable predic-
tions, may be dependent upon the initial conditions for the different fields.
But Kim and Liddle [13] found evidence for what they called a “thermo-
dynamic” regime where the predicted spectral index, nR, for the primor-
dial curvature perturbations that arise from quantum fluctuations of the
scalar fields, became independent of the precise initial conditions for a suf-
ficiently large number of fields. In fact inflation with an arbitrary number
of massive fields always yields a robust prediction for the tensor-to-scalar
ratio r in terms of the number of e-foldings, N , from the end of infla-
tion [12]

r = 8/N , (8.13)

completely independent of the initial conditions. Thus Nflation seems to
be an example of a multiple field model of inflation which makes observ-
able predictions which need not depend upon the specific trajectory in field
space.

In the limit where the masses become degenerate, m2
I → m, the Nflation

dynamics becomes particularly simple. The fields evolve radially towards the
origin and the potential (8.12) reduces to that for a single field

V → 1
2
m2σ2 , (8.14)

where σ is the inflation field (8.8). Thus in this limit Nflation reproduces the
single-field prediction for the tensor–scalar ratio r = 0.16 and the spectral
index nR = 0.96. However, the presence of n light fields during Nflation also
leads to n− 1 isocurvature modes during inflation and these have an exactly
scale-invariant spectrum (up to first order in the slow-roll parameters) in the
limit of degenerate masses [14]. In the following sections I will describe some
of the distinctive predictions that can arise due to the existence of such non-
adiabatic perturbations during inflation.
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8.3 Primordial Perturbations from Inflation

I have so far only presented equations for the dynamics of homogeneous scalar
fields driving inflation. But to test theoretical predictions against cosmologi-
cal observations we need to consider inhomogeneous perturbations. It is the
primordial perturbations produced during inflation that offer the possibility
of determining the physical processes that drove the dynamical evolution of
the very early universe. In the standard hot big bang model there seems to
be no way to explain the existence of primordial perturbations, during the
radiation-dominated era, on scales much larger than the causal horizon, or
equivalently the Hubble scale. But inflation takes perturbations on small,
sub-Hubble, scales and can stretch them up to arbitrarily large scales.

8.3.1 Scalar Field Perturbations, Without Interactions

Consider an inhomogeneous perturbation, ϕI → ϕI(t) + δϕI(t,x), of the
Klein–Gordon equation (8.3) for a non-interacting scalar field in an unper-
turbed FRW universe. (I will include perturbations of the metric and other
fields later, but for simplicity I will neglect this complication for the moment.)

δ̈ϕI + 3H ˙δϕI +
(
m2
I −∇2

)
δϕI = 0 , (8.15)

where the effective mass-squared of the field is m2
I = ∂2V/∂ϕ2

I and ∇2 is the
spatial Laplacian. Decomposing a field arbitrary perturbation into eigenmodes
of the spatial Laplacian (Fourier modes in flat space) ∇2δϕI = −(k2/a2)δϕI ,
where k is the comoving wavenumber and a the FRW scale factor, we find that
small-scale fluctuations in scalar fields on sub-Hubble scales (with comoving
wavenumber k > aH) undergo under-damped oscillations, and on sufficiently
small scales are essentially freely oscillating. Normalising the initial amplitude
of these small-scale fluctuations to the zero-point fluctuations of a free field
in flat spacetime we have [15]

δϕI 
 e−ikt/a

a
√

2k
. (8.16)

During an accelerated expansion ȧ = aH increases and modes that start on
sub-Hubble scales (k > aH) are stretched up to super-Hubble scales (k <
aH). Perturbations in light fields (with effective mass-squared m2 < 9H2/4)
become over-damped (or “frozen-in”) and (8.16) evaluated when k 
 aH gives
the power spectrum for scalar field fluctuations at “Hubble-exit”

PδϕI ≡
4πk3

(2π)3
∣∣δϕ2

I

∣∣ 

(
H

2π

)2

. (8.17)

Heavy fields with m2 > 9H2/4 remain over-damped and have essentially no
perturbations on super-Hubble scales. But light fields become over-damped
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and can be treated as essentially classical perturbations with a Gaussian
distribution on super-Hubble scales.

Thus inflation generates approximately scale-invariant perturbation spec-
tra on super-Hubble scales in any light field (for m2 � H2 and |Ḣ | � H2).

8.3.2 Scalar Field and Metric Perturbations, with Interactions

The simplified discussion in the preceding subsection gives a good approxima-
tion to the scalar field perturbations generated around the time of Hubble-exit
during slow-roll inflation, where field interactions and metric backreaction are
small. However, to accurately track the evolution of perturbations through to
the end of inflation and into the radiation-dominated era we need to include
interactions between fields and, even in the absence of explicit interactions,
we need to include gravitational backreaction.

For an inhomogeneous matter distribution the Einstein equations imply
that we must also consider inhomogeneous metric perturbations about the
spatially flat FRW metric. The perturbed FRW spacetime is described by the
line element [1, 16]

ds2 = −(1 + 2A)dt2 + 2a∂iBdxidt
+a2 [(1 − 2ψ)δij + 2∂ijE + hij ] dxidxj , (8.18)

where ∂i denotes the spatial partial derivative ∂/∂xi. We will use lower case
Latin indices to run over the three spatial coordinates.

The metric perturbations have been split into scalar and tensor parts ac-
cording to their transformation properties on the spatial hypersurfaces. The
field equations for the scalar and tensor parts then decouple to linear order.
Vector metric perturbations are automatically zero at first order if the matter
content during inflation is described solely by scalar fields.

The tensor perturbations, hij , are transverse (∂ihij = 0) and trace-free
(δijhij = 0). They are automatically independent of coordinate gauge trans-
formations. These describe gravitational waves as they are the free part of the
gravitational field and evolve independently of linear matter perturbations.

We can decompose arbitrary tensor perturbations into eigenmodes of the
spatial Laplacian, ∇2eij = −(k2/a2)eij , with comoving wavenumber k, and
scalar amplitude h(t):

hij = h(t)e(+,×)
ij (x) , (8.19)

with two possible polarisation states, + and ×. The Einstein equations yield
a wave equation for the amplitude of the tensor metric perturbations

ḧ+ 3Hḣ+
k2

a2
h = 0 , (8.20)

This is the same as the wave equation (8.15) for a massless scalar field in an
unperturbed FRW metric.
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The four scalar metric perturbationsA, ∂iB, ψδij and ∂ijE are constructed
from 3-scalars, their derivatives and the background spatial metric. The in-
trinsic Ricci scalar curvature of constant time hypersurfaces is given by

(3)R =
4
a2

∇2ψ . (8.21)

Hence we refer to ψ as the curvature perturbation.
First-order scalar field perturbations in a first-order perturbed FRW uni-

verse obey the wave equation [1]

δ̈ϕI + 3H ˙δϕI +
k2

a2
δϕI +

∑
J

VIJδϕJ

= −2VIA+ ϕ̇I

[
Ȧ+ 3ψ̇ +

k2

a2
(a2Ė − aB)

]
. (8.22)

where the mass-matrix VIJ ≡ ∂2V/∂ϕI∂ϕJ . The Einstein equations relate
the scalar metric perturbations to matter perturbations via the energy and
momentum constraints [16]

3H
(
ψ̇ +HA

)
+
k2

a2

[
ψ +H(a2Ė − aB)

]
= −4πG δρ , (8.23)

ψ̇ +HA = −4πG δq , (8.24)

where the energy and pressure perturbations and momentum for n scalar fields
are given by [1]

δρ =
∑
I

[
ϕ̇I

(
˙δϕI − ϕ̇IA

)
+ VIδϕI

]
, (8.25)

δP =
∑
I

[
ϕ̇I

(
˙δϕI − ϕ̇IA

)
− VIδϕI

]
, (8.26)

δq,i = −
∑
I

ϕ̇IδϕI,i , (8.27)

where VI ≡ ∂V/∂ϕI .
We can construct a variety of gauge-invariant combinations of the scalar

metric perturbations. The longitudinal gauge corresponds to a specific gauge
transformation to a (zero-shear) frame such that E = B = 0, leaving the
gauge-invariant variables

Φ ≡ A− d
dt

[
a2(Ė −B/a)

]
, (8.28)

Ψ ≡ ψ + a2H(Ė −B/a) . (8.29)

Another variable commonly used to describe scalar perturbations during
inflation is the field perturbation in the spatially flat gauge (where ψ = 0).
This has the gauge-invariant definition [17, 18]:
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δϕIψ ≡ δϕI +
ϕ̇

H
ψ . (8.30)

It is possible to use the Einstein equations to eliminate the metric pertur-
bations from the perturbed Klein–Gordon equation (8.22) and write a wave
equation solely in terms of the field perturbations in the spatially flat gauge
[19]

δ̈ϕIψ + 3H ˙δϕIψ +
k2

a2
δϕIψ +

∑
J

[
VIJ − 8πG

a3
d
dt

(
a3

H
ϕ̇I ϕ̇J

)]
δϕJψ = 0 .

(8.31)

Only at lowest order in the slow-roll expansion can the interaction terms
be neglected and we recover the simplified wave equation (8.15) for a massless
field in an unperturbed FRW universe.

8.3.3 Adiabatic and Entropy Perturbations

There are two more gauge-invariant scalars which are commonly used to
describe the overall curvature perturbation. The curvature perturbation on
uniform-density hypersurfaces is given by

− ζ ≡ ψ +
H

ρ̇
δρ , (8.32)

first introduced by Bardeen et al. [20] (see also [21, 22, 23]). The comov-
ing curvature perturbation (strictly speaking the curvature perturbation on
hypersurfaces orthogonal to comoving worldlines)

R ≡ ψ − H

ρ+ P
δq , (8.33)

where the scalar part of the 3-momentum is given by ∂iδq. R has been used
by Lukash [24], Lyth [25] and many others. For single-field inflation we have
δq = −φ̇ δφ and hence

R = ψ +
H

φ̇
δφ . (8.34)

The difference between the two curvature perturbations −ζ and R,

− ζ −R =
H

ρ̇
δρm , (8.35)

is proportional to the comoving density perturbation [26]

δρm ≡ δρ− 3Hδq . (8.36)

The energy and momentum constraints (8.23) and (8.24) can be combined to
give a generalisation of the Poisson equation
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δρm
ρ

= −2
3

(
k

aH

)2

Ψ , (8.37)

relating the longitudinal gauge metric perturbation (8.29) to the comoving
density perturbation (8.36). Thus the two curvature perturbations, R and
−ζ, coincide on large scales (k/aH � 1) so long as the longitudinal gauge
metric perturbation, Ψ, remains finite – which is generally true during slow-
roll inflation.

The energy conservation equation can be written in terms of the curvature
perturbation on uniform-density hypersurfaces, defined in (8.32), to obtain the
first-order evolution equation [1, 23]

ζ̇ = −H δPnad

ρ+ P
−Σ , (8.38)

where δPnad is the non-adiabatic pressure perturbation,

δPnad = δP − Ṗ

ρ̇
δρ , (8.39)

and Σ is the scalar shear along comoving worldlines [27], which can be given
relative to the Hubble rate as

Σ
H

≡ − k2

3H

[
Ė − B

a
+

δq
a2(ρ+ P )

]

= − k2

3a2H2
ζ − k2Ψ

3a2H2

[
1 − 2ρ

9(ρ+ P )
k2

a2H2

]
. (8.40)

Thus ζ and R are constant (and equal) for adiabatic perturbations on super-
Hubble scales (k/aH � 1), so long as Ψ remains finite, in which case the
shear of comoving worldlines can be neglected.

More generally we can define adiabatic perturbations to be perturbations
which lie along the background trajectory in the phase space of spatially
homogeneous fields [6, 23]. That is, we generalise (8.39) so that for adiabatic
linear perturbations of any two variables x and y we require

δx
ẋ

=
δy
ẏ

: adiabatic (8.41)

Thus adiabatic perturbations in a multiple field inflation can be characterised
by a unique shift along the background trajectory δN = −Hδx/ẋ = −Hδy/ẏ.
For example, for adiabatic perturbations of the primordial plasma we require
that the baryon–photon ratio, nB/nγ , remains unperturbed, and hence

δ(nB/nγ)
nB/nγ

= −3H
(

δnB

ṅB
− δnγ
ṅγ

)
= 0 , (8.42)

where we have used ṅx = −3Hnx for baryon number density, and photon
number density below about 1 MeV.
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For a single scalar field the non-adiabatic pressure (8.39) can be related
to the comoving density perturbation (8.36) [6]

δPnad = − 2V,ϕ
3Hϕ̇

δρm . (8.43)

From the Einstein constraint (8.37) this will vanish on large scales (k/aH → 0)
if Ψ remains finite, and hence single scalar field perturbations become adia-
batic in this large-scale limit. In particular, we have from (8.38) that ζ becomes
constant for adiabatic perturbations in this large-scale limit, and hence the
curvature perturbation can be calculated shortly after Hubble-exit in single-
field inflation and equated directly with the primordial curvature perturba-
tion, independently of the details of reheating, etc. at the end of inflation. But
in the presence of more than one light field the vacuum fluctuations stretched
to super-Hubble scales will inevitably include non-adiabatic perturbations due
to the presence of multiple trajectories in the phase space.

We define entropy perturbations to be fluctuations orthogonal to the back-
ground trajectory

Sxy ∝ δx
ẋ

− δy
ẏ

: entropy (8.44)

For example, in the primordial era we can have entropy perturbations in the
primordial plasma

SB =
δ(nB/nγ)
nB/nγ

= −3H
(

δnB

ṅB
− δnγ
ṅγ

)
. (8.45)

which are also referred to as baryon isocurvature perturbations.
In the radiation-dominated era we can define a gauge-invariant primordial

curvature perturbation associated with each of the component fluids [23, 28]
in analogy with the total curvature perturbation (8.32)

ζI ≡ −ψ −H δρI
ρ̇I

, (8.46)

and these will be constant in the large-scale limit for non-interacting fluids
with barotropic equation of state Pi(ρi) (and hence vanishing non-adiabatic
pressure perturbations for each fluid) [23]. We can identify isocurvature per-
turbations, such as the baryon isocurvature perturbation (8.45), with the dif-
ference between each ζI and, by convention, ζγ for the photons

SI ≡ 3 (ζI − ζγ) , (8.47)

and the total curvature perturbation (8.32) is given by the weighted sum

ζ =
∑
I

ρ̇I
ρ̇
ζI . (8.48)
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Arbitrary field perturbations in multiple field inflation can be decomposed
into adiabatic perturbations along the inflaton trajectory and n − 1 entropy
perturbations orthogonal to the inflaton direction (8.9) in field space:

δσ =
∑
I

σ̂IδϕI , (8.49)

δsI =
∑
J

ŝIJδϕJ , (8.50)

where
∑
I ŝJI σ̂I = 0. Without loss of generality I will assume that the entropy

fields are also mutually orthogonal in field space. Note that I have assumed
that the fields have canonical kinetic terms, that is, the field space metric is
flat. See [7, 29, 30] for the generalisation to non-canonical kinetic terms.

The total momentum and pressure perturbation (8.27) and (8.26) for n
scalar field perturbations can be written in the same form as for a single
inflation field

δq = −σ̇δσ , (8.51)

δP = σ̇(δ̇σ − σ̇A) − Vσδσ . (8.52)

However, the density perturbation (8.25) is given by

δρ = σ̇( ˙δσ − σ̇A) + Vσδσ + 2δsV , (8.53)

where the deviation from the single-field result arises due to the non-adiabatic
perturbation of the potential orthogonal to the inflaton trajectory:

δsV ≡
∑
I

VIδϕI − Vσδσ . (8.54)

The non-adiabatic pressure perturbation (8.39) is written as [1, 6]

δPnad = − 2Vσ
3Hσ̇

δρm − 2δsV , (8.55)

where the comoving density perturbation, δρm, is given by (8.36). Although
the constraint (8.37) requires the comoving density perturbation to become
small on large scales, as in the single-field case, there is now an additional
contribution to the non-adiabatic pressure due to non-adiabatic perturbations
of the potential which need not be small on large scales.

It is important to emphasise that the presence of entropy perturbations
during inflation does not mean that the “primordial” density perturbation
(at the epoch of primordial nucleosynthesis) will contain isocurvature modes.
In particular, if the universe undergoes conventional reheating at the end of
inflation and all particle species are driven towards thermal equilibrium with
their abundances determined by a single temperature (with no non-zero chem-
ical potentials) then the primordial perturbations must be adiabatic [31]. It is



8 Multiple Field Inflation 287

these primordial perturbations that set the initial conditions for the evolution
of the radiation-matter fluid that determines the anisotropies in the cosmic
microwave background and large-scale structure in our universe, and thus
are directly constrained by observations. We will see that while the existence
of non-adiabatic perturbations after inflation requires the existence of non-
adiabatic perturbations during inflation [32], it is not true that non-adiabatic
modes during inflation necessarily give primordial isocurvature modes [31].

8.4 Perturbations from Two-Field Inflation

In this section I will consider the specific example of the coupled evolution of
two canonical scalar fields, φ and χ, during inflation and how this can give
rise to correlated curvature and entropy perturbations on large scales after
inflation [33]. I will use the local rotation in field space defined by (8.49) and
(8.50) to describe the instantaneous adiabatic and entropy field perturbations.

The inflation field perturbation (8.49) is gauge-dependent, but we can
choose to work with the inflaton perturbation in the spatially flat (ψ = 0)
gauge:

δσψ ≡ δσ +
σ̇

H
ψ . (8.56)

On the other hand, the orthogonal entropy perturbation (8.50) is automati-
cally gauge-invariant.

The generalisation to two fields of the evolution equation for the inflation
field perturbation in the spatially flat gauge, obtained from the perturbed
Klein–Gordon equations (8.22), is [6]

δ̈σψ + 3H δ̇σψ +
[
k2

a2
+ Vσσ − θ̇2 − 8πG

a3
d
dt

(
a3σ̇2

H

)]
δσψ

= 2
d
dt

(θ̇ δs) − 2

(
Vσ
σ̇

+
Ḣ

H

)
θ̇ δs , (8.57)

and the entropy perturbation obeys

δ̈s+ 3H δ̇s+
(
k2

a2
+ Vss + 3θ̇2

)
δs =

θ̇

σ̇

k2

2πGa2
Ψ , (8.58)

where tan θ = χ̇/φ̇ and

Vσσ ≡ (cos2 θ)Vφφ + (sin 2θ)Vφχ + (sin2 θ)Vχχ, (8.59)
Vss ≡ (sin2 θ)Vφφ − (sin 2θ)Vφχ + (cos2 θ)Vχχ. (8.60)

We can identify a purely adiabatic mode where δs = 0 on large scales.
However, a non-zero entropy perturbation does appear as a source term in
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the perturbed inflaton equation whenever the inflaton trajectory is curved in
field space, i.e. θ̇ �= 0. We note that θ̇ is given by [6]

θ̇ = −Vs

σ̇
, (8.61)

where Vs is the potential gradient orthogonal to the inflaton trajectory in field
space.

The entropy perturbation evolves independently of the curvature pertur-
bation on large scales. It couples to the curvature perturbation only through
the gradient of the longitudinal gauge metric potential, Ψ. Thus entropy per-
turbations are also described as “isocurvature” perturbations on large scales.
Equation (8.57) shows that the entropy perturbation δs works as a source
term for the adiabatic perturbation. This is in fact clearly seen if we take the
time derivative of the curvature perturbation [6]:

Ṙ =
H

Ḣ

k2

a2
Ψ +

2H
σ̇
θ̇δs . (8.62)

Therefore R (or ζ) is not conserved even in the large-scale limit in the presence
of the entropy perturbation δs with a non-straight trajectory in field space
(θ̇ �= 0).

Analogous to the single-field case we can introduce slow-roll parameters
for light, weakly coupled fields [34]. At first order in a slow-roll expansion, the
inflaton rolls directly down the potential slope, that is Vs 
 0. Thus we have
only one slope parameter

ε ≡ − Ḣ

H2

 1

16πG

(
Vσ
V

)2

, (8.63)

but three parameters, ησσ , ησs and ηss, describing the curvature of the po-
tential, where

ηIJ ≡ 1
8πG

VIJ
V

. (8.64)

The background slow-roll solution is described in terms of the slow-roll
parameters by

σ̇2 
 2
3
εV , H−1θ̇ 
 −ησs , (8.65)

while the perturbations obey

H−1 ˙δσψ 
 (2ε− ησσ) δσψ − 2ησsδs ,

H−1δ̇s 
 −ηssδs , (8.66)

on large scales, where we neglect spatial gradients. Although Vs 
 0 at the
lowest order in slow-roll, this does not mean that the inflaton and entropy
perturbations decouple. θ̇ given by (8.65) is in general non-zero at first order
in slow-roll, and large-scale entropy perturbations do affect the evolution of
the adiabatic perturbations when ησs �= 0.
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While the general solution to the two second-order perturbation equations
(8.57) and (8.58) has four independent modes, the two first-order slow-roll
equations (8.66) give the approximate form of the squeezed state on large
scales. This has only two modes which we can describe in terms of dimension-
less curvature and isocurvature perturbations:

R ≡ H

σ̇
δσψ , S ≡ H

σ̇
δs . (8.67)

The normalisation of R coincides with the standard definition of the comov-
ing curvature perturbation, (8.33). The normalisation of the dimensionless
entropy during inflation, S, is chosen here to coincide with [34]. It can be
related to the non-adiabatic pressure perturbation (8.39) on large scales

δPnad 
 −εησs H
2

2πG
S . (8.68)

The slow-roll approximation can provide a useful approximation to the in-
stantaneous evolution of the fields and their perturbations on large scales dur-
ing slow-roll inflation, but is not expected to remain accurate when integrated
over many Hubble times, where inaccuracies can accumulate. In single-field
inflation the constancy of the comoving curvature perturbation after Hubble-
exit, which does not rely on the slow-roll approximation, is crucial in order to
make accurate predictions of the primordial perturbations using the slow-roll
approximation only around Hubble crossing. In a two-field model we must
describe the evolution after Hubble-exit in terms of a general transfer matrix:

(R
S
)

=
(

1 TRS
0 TSS

)(R
S
)

∗
. (8.69)

On large scales the comoving curvature perturbation still remains constant
for the purely adiabatic mode, corresponding to S = 0, and adiabatic per-
turbations remain adiabatic. These general results are enough to fix two of
the coefficients in the transfer matrix, but TRS and TSS remain to be de-
termined either within a given theoretical model, or from observations, or
ideally by both. The scale-dependence of the transfer functions depends upon
the inflaton–entropy coupling at Hubble-exit during inflation and can be given
in terms of the slow-roll parameters as [34]

∂

∂ ln k
TRS = 2ησs + (2ε− ησσ + ηss)TRS ,

∂

∂ ln k
TSS = (2ε− ησσ + ηss)TSS . (8.70)

8.4.1 Initial Power Spectra

For weakly coupled, light fields we can neglect interactions on wavelengths
below the Hubble scale, so that vacuum fluctuations give rise to a spectrum of



290 D. Wands

uncorrelated field fluctuations on the Hubble scale (k = aH) during inflation
given by (8.17):

Pδφ 
 Pδχ 

(
H

2π

)2

∗
, (8.71)

where we use a ∗ to denote quantities evaluated at Hubble-exit. If a field
has a mass comparable to the Hubble scale or larger then the vacuum fluc-
tuations on wavelengths greater than the effective Compton wavelength are
suppressed. In addition fluctuations in strongly interacting fields may develop
correlations before Hubble-exit. But during slow-roll inflation the correlation
between vacuum fluctuations in weakly coupled, light fields at Hubble-exit is
suppressed by slow-roll parameters. This remains true under a local rotation
in field-space to another orthogonal basis such as the instantaneous inflaton
and entropy directions (8.49) and (8.50) in field space.

The curvature and isocurvature power spectra at Hubble-exit are given by

PR|∗ 
 PS |∗ 

(
H2

2πσ̇

)2

∗

 8

3

(
V

εM4
Pl

)
∗
, (8.72)

while the cross-correlation is first order in slow-roll [35, 36],

CRS |∗ 
 −2Cησs PR|∗ , (8.73)

where C = 2 − ln 2 − γ ≈ 0.73 and γ is the Euler number. The normalisation
chosen for the dimensionless entropy perturbation in (8.67) ensures that the
curvature and isocurvature fluctuations have the same power at horizon-exit
[34]. The spectral tilts at horizon-exit are also the same and are given by

nR|∗ − 1 
 nS |∗ 
 −6ε+ 2ησσ . (8.74)

where nR − 1 ≡ d lnPR/d ln k and nS ≡ d lnPS/d ln k.
The tensor perturbations (8.20) are decoupled from scalar metric pertur-

bations at first order and hence the power spectrum has the same form as
in single-field inflation. Thus the power spectrum of gravitational waves on
super-Hubble scales during inflation is given by

PT|∗ 
 16H2

πM2
Pl


 128
3

V∗
M4

Pl

, (8.75)

and the spectral tilt is
nT|∗ 
 −2ε . (8.76)

8.4.2 Primordial Power Spectra

The resulting primordial power spectra on large scales can be obtained simply
by applying the general transfer matrix (8.69) to the initial scalar perturba-
tions. The scalar power spectra probed by astronomical observations are thus
given by [34]
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PR = (1 + T 2
RS)PR|∗ (8.77)

PS = T 2
SSPR|∗ (8.78)

CRS = TRSTSSPR|∗ . (8.79)

The cross-correlation can be given in terms of a dimensionless correlation
angle:

cosΔ ≡ CRS√PRPS
=

TRS√
1 + T 2

RS
. (8.80)

We see that if we can determine the dimensionless correlation angle, Δ,
from observations, then this determines the off-diagonal term in the transfer
matrix

TRS = cotΔ , (8.81)

and we can in effect measure the contribution of the entropy perturbation
during two-field inflation to the resultant curvature primordial perturbation.
In particular this allows us in principle to deduce from observations the power
spectrum of the curvature perturbation at Hubble-exit during two-field slow-
roll inflation [34]:

PR|∗ = PR sin2 Δ . (8.82)

The scale dependence of the resulting scalar power spectra depends both
upon the scale dependence of the initial power spectra and of the transfer
coefficients. The spectral tilts are given from (8.77)–(8.79) by

nR − 1 = nR|∗ − 1 +H−1
∗ (∂TRS/∂t∗) sin 2Δ ,

nS = nR|∗ − 1 + 2H−1
∗ (∂ lnTSS/∂t∗) , (8.83)

nC = nR|∗ − 1 +H−1
∗ [(∂TRS/∂t∗) tan Δ + (∂ lnTSS/∂t∗)] ,

where we have used (8.81) to eliminate TRS in favour of the observable corre-
lation angle Δ. Substituting (8.74) for the tilt at Hubble-exit, and (8.70) for
the scale dependence of the transfer functions, we obtain [34]

nR 
 1 − (6 − 4 cos2 Δ)ε
+2

(
ησσ sin2 Δ + 2ησs sin Δ cosΔ + ηss cos2 Δ

)
,

nS 
 −2ε+ 2ηss , (8.84)
nC 
 −2ε+ 2ηss + 2ησs tanΔ .

Although the overall amplitude of the transfer functions are dependent
upon the evolution after Hubble-exit and through reheating into the radi-
ation era, the spectral tilts can be expressed solely in terms of the slow-roll
parameters at Hubble-exit during inflation and the correlation angle, Δ, which
can in principle be observed.

If the primordial curvature perturbation results solely from the adiabatic
inflation field fluctuations during inflation then we have TRS = 0 in (8.77)
and hence cosΔ = 0 in (8.84), which yields the standard single-field result
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nR 
 1 − 6ε+ 2ησσ . (8.85)

Any residual isocurvature perturbations must be uncorrelated with the adia-
batic curvature perturbation (at first-order in slow-roll) with spectral index

nS 
 −2ε+ 2ηss . (8.86)

On the other hand, if the observed primordial curvature perturbation is
produced due to some entropy field fluctuations during inflation, we have
TRS � 1 and sinΔ 
 0. In a two-field inflation model any residual primor-
dial isocurvature perturbations will then be completely correlated (or anti-
correlated) with the primordial curvature perturbation and we have

nR − 1 
 nC 
 nS 
 −2ε+ 2ηss . (8.87)

The gravitational wave power spectrum is frozen-in on large scales, inde-
pendent of the scalar perturbations, and hence

PT = PT|∗ . (8.88)

Thus we can derive a modified consistency relation [15] between observables
applicable in the case of two-field slow-roll inflation:

r =
PT

PR

 −8nT sin2 Δ . (8.89)

This relation was first obtained in [37] at the end of two-field inflation, and
verified in [38] for slow-roll models. But it was realised in [34] that this rela-
tion also applies to the primordial perturbation spectra in the radiation era
long after two-field slow-roll inflation has ended, and hence may be tested
observationally.

More generally, if there is any additional source of the scalar curvature
perturbation, such as additional scalar fields during inflation, then this could
give an additional contribution to the primordial scalar curvature spectrum
without affecting the gravitational waves, and hence the more general result
is the inequality [39]:

r ≤ −8nT sin Δ . (8.90)

This leads to a fundamental difference when interpreting the observational
constraints on the amplitude of primordial tensor perturbations in multiple
inflation models. In single-field inflation, observations directly constrain nT

and hence, from (8.76), the slow-roll parameter ε. However, in multiple field
inflation, non-adiabatic perturbations can enhance the power of scalar pertur-
bations after Hubble-exit and hence observational constraints on the ampli-
tude of primordial tensor perturbations do not directly constrain the slow-roll
parameter ε.

Current CMB data alone require r < 0.55 (assuming power-law primordial
spectra) [40] which in single-field models is interpreted as requiring ε < 0.04.
But in multiple field models ε could be larger if the primordial density per-
turbation comes from non-adiabatic perturbations during inflation.
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8.5 Non-Gaussianity

A powerful technique to calculate the primordial curvature perturbation re-
sulting from many inflation models, including multi-field models, is to note
that the curvature perturbation ζ defined in (8.32) can be interpreted as a
perturbation in the local expansion [39, 41, 42]

ζ = δN , (8.91)

where δN is the perturbed expansion to uniform-density hypersurfaces with
respect to spatially flat hypersurfaces, which is given to first order by

ζ = −H δρψ
ρ̇

, (8.92)

where δρψ must be evaluated on spatially flat (ψ = 0) hypersurfaces.
An important simplification arises on large scales where anisotropy and

spatial gradients can be neglected, and the local density, expansion, etc. obeys
the same evolution equations as the homogeneous FRW universe [23, 27, 39,
42, 43, 44]. Thus we can use the homogeneous FRW solutions to describe
the local evolution, which is known as the “separate universe” approach [23,
39, 43, 44]. In particular we can evaluate the perturbed expansion in different
parts of the universe resulting from different initial values for the fields during
inflation using the homogeneous background solutions [39]. The integrated
expansion from some initial spatially flat hypersurface up to a late-time fixed
density hypersurface, say at the epoch of primordial nucleosynthesis, is some
function of the field values on the initial hypersurface, N(ϕI |ψ). The resulting
primordial curvature perturbation on the uniform-density hypersurface is then

ζ =
∑
I

δNI δϕIψ , (8.93)

where NI ≡ ∂N/∂ϕI and δϕIψ is the field perturbation on some initial spa-
tially flat hypersurfaces during inflation (8.30). In particular the power spec-
trum for the primordial density perturbation in a multi-field inflation can be
written (at leading order) in terms of the field perturbations after Hubble-
exit as

Pζ =
∑
I

(δNI)2PδϕIψ . (8.94)

This approach is readily extended to estimate the non-linear effect of field
perturbations on the metric perturbations [27, 42, 43]. We can take (8.91)
as our definition of the non-linear primordial curvature perturbation, ζ, so
that in the radiation-dominated era the non-linear extension of (8.92) is given
by [42]

ζ =
1
4

ln
(
ρ̃

ρ

)
ψ

, (8.95)
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where ρ̃(t,x) is the perturbed (inhomogeneous) density evaluated on a spatially
flat hypersurface and ρ(t) is the background (homogeneous) density. This non-
linear curvature perturbation as a function of the initial field fluctuations can
simply be expanded as a Taylor expansion [45, 46, 47, 48]

ζ 

∑
I

NI δϕIψ+
1
2

∑
I,J

NIJ δϕIψ δϕJψ+
1
6

∑
I,J,K

NIJK δϕIψ δϕJψ δϕKψ+. . . .

(8.96)
where we now identify (8.93) as the leading-order term.

We expect the field perturbations at Hubble-exit to be close to Gaussian
for weakly coupled scalar fields during inflation [47, 49, 50, 51, 52]. In this case
the bispectrum of the primordial curvature perturbation at leading (fourth)
order, can be written using the δN -formalism, as [46, 53]

Bζ(k1,k2,k3) =
6
5
fNL [Pζ(k1)Pζ(k2) + Pζ(k2)Pζ(k3) + Pζ(k3)Pζ(k1)] .(8.97)

where Pζ(k) = 2π2Pζ(k)/k3, and the dimensionless non-linearity parameter
is given by [46]

fNL =
5
6
NANBN

AB

(NCNC)2
. (8.98)

Similarly, the connected part of the trispectrum in this case can be written
as [45, 48]

Tζ(k1,k2,k3,k4) = τNL [Pζ(|k1 − k3|)Pζ(k3)Pζ(k4) + (11 perms)]

+
54
25
gNL [Pζ(k2)Pζ(k3)Pζ(k4) + (3 perms)] , (8.99)

where

τNL =
NABN

ACNBNC
(NDND)3

, (8.100)

gNL =
25
54
NABCN

ANBNC

(NDND)3
. (8.101)

The expression for τNL was first given in [54]. Note that we have factored
out products in the trispectrum with different k dependence in order to de-
fine the two k-independent non-linearity parameters τNL and gNL. This gives
the possibility that observations may be able to distinguish between the two
parameters [55].

In many cases there is single direction in field-space, χ, which is responsible
for perturbing the local expansion,N(χ), and hence generating the primordial
curvature perturbation (8.96). For example this would be the inflation field
in single-field models of inflation, or it could be the late-decaying scalar field
in the curvaton scenario [56, 57, 58] as will be discussed in the next section.
In this case the curvature perturbation (8.96) is given by
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ζ 
 N ′δχψ +
1
2
N ′′δχ2

ψ +
1
6
N ′′′δχ3

ψ + . . . , (8.102)

and the non-Gaussianity of the primordial perturbation has the simplest “lo-
cal” form

ζ = ζ1 +
3
5
fNLζ

2
1 +

9
25
ζ31 + . . . (8.103)

where ζ1 = N ′δχψ is the leading-order Gaussian curvature perturbation and
the non-linearity parameters fNL and gNL, are given by [46, 59]

fNL =
5
6
N ′′

(N ′)2
, (8.104)

gNL =
25
54

N ′′′

(N ′)3
, (8.105)

The primordial bispectrum and trispectrum are then given by (8.97) and (8.99),
where the non-linearity parameters fNL and gNL, given in (8.98) and (8.101),
reduce to (8.104) and (8.105), respectively, and τNL given in (8.100) reduces
to

τNL =
(N ′′)2

(N ′)4
=

36
25
f2
NL . (8.106)

Thus τNL is proportional to f2
NL (first shown in [55] using the Bardeen poten-

tial, and in [46] using this notation). However, the trispectrum could be large
even when the bispectrum is small because of the gNL term [55, 59].

In the case of where the primordial curvature perturbation is generated
solely by adiabatic fluctuations in the inflation field, σ, the large-scale per-
turbation is non-linearly conserved on large scales [42, 60, 61] and we can
calculate N ′, N ′′, N ′′′, etc. at Hubble-exit. In terms of the slow-roll parame-
ters, we find

N ′ =
H

ϕ̇

 1√

2
1
MPl

1√
ε
∼ O

(
ε−

1
2

)
, (8.107)

N ′′ 
 −1
2

1
M2

Pl

1
ε
(ησσ − 2ε) ∼ O (1) , (8.108)

N ′′′ 
 1√
2

1
M3

Pl

1
ε
√
ε

(
εησσ − η2σσ +

1
2
ξ2σ

)
∼ O(ε

1
2 ) , (8.109)

where we have introduced the second-order slow-roll parameter
ξ2σ = M4

PlVσVσσσ/V
2. Hence the non-linearity parameters for single-field in-

flation, (8.104) and (8.105), are given by

fNL =
5
6
(ησσ − 2ε) , (8.110)

gNL =
25
54

(
2εησσ − 2η2σσ + ξ2σ

)
. (8.111)
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with τNL given by (8.106). Although there are additional contributions to
the primordial bispectrum and trispectrum coming from the intrinsic non-
Gaussianity of the field perturbations at Hubble-exit, these are also sup-
pressed by slow-roll parameters in slow-roll inflation. Thus the primordial
non-Gaussianity is likely to be too small to ever be observed in the conven-
tional inflaton scenario of single-field slow-roll inflation. Indeed any detection
of primordial non-Gaussianity fNL > 1 would appear to rule out this inflaton
scenario.

However, significant nonGaussianity can be generated due to non-adiabatic
field fluctuations. Thus far it has proved difficult to generate significant non-
Gaussianity in the curvature perturbation during slow-roll inflation, even in
multiple field models. But detectable non-Gaussianity can be produced when
the curvature perturbation is generated from isocurvature field perturbations
at the end of inflation [12, 62], during inhomogeneous reheating [14, 63, 64]
or after inflation in the curvaton model, which I will discuss next.

8.6 Curvaton Scenario

Consider a light, weakly coupled scalar field, χ, that decays some time af-
ter inflation has ended. There are many such scalar degrees of freedom in
supersymmetric theories and if they are too weakly coupled, and their life-
time is too long, this leads to the “Polonyi problem.” Assuming the field is
displaced from the minimum of its effective potential at the end of inflation,
the field evolves little until the Hubble rate drops below its effective mass.
Then it oscillates, with a time-averaged equation of state of a pressureless
fluid, Pχ = 0, (or, equivalently, a collection of non-relativistic particles) and
will eventually come to dominate the energy density of the Universe. To avoid
disrupting the standard “hot big bang” model and in particular to preserve
the successful radiation-dominated model of primordial nucleosythesis, we re-
quire that such fields decay into radiation before t ∼ 1 s. For a weakly coupled
field that decays with only gravitational strength, Γ ∼ m3

χ/M
2
P, this requires

mχ > 100 TeV.
But there is a further important feature of late-decaying scalar fields that

has only recently received serious consideration. If the field is inhomogeneous
then it could lead to an inhomogeneous radiation density after it decays [65,
66]. This is the basis of the curvaton scenario [56, 57, 58].

If this field is light (m < H) during inflation then small-scale quantum
fluctuations will lead to a spectrum of large-scale perturbations, whose initial
amplitude at Hubble-exit is given (at leading order in slow-roll) by (8.17).
When the Hubble rate drops and the field begins oscillating after inflation,
this leads to a first-order density perturbation in the χ-field:

ζχ = −ψ +
δρχ
3ρχ

. (8.112)
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where ρχ = m2
χχ

2/2. ζχ remains constant for the oscillating curvaton field
on large scales, so long as we can neglect its energy loss due to decay. Using
(8.17) for the field fluctuations at Hubble-exit and neglecting any non-linear
evolution of the χ-field after inflation (consistent with our assumption that
the field is weakly coupled), we have

Pζχ 

(
H

6πχ

)2

k=aH

. (8.113)

The total density perturbation (8.32), considering radiation, γ, and the cur-
vaton, χ, is given by [57]

ζ =
4ργζγ + 3ρχζχ

4ργ + 3ρχ
. (8.114)

Thus if the radiation generated by the decay of the inflaton at the end of
inflation is unperturbed (P1/2

ζγ
� 10−5) the total curvature perturbation grows

as the density of the χ-field grows relative to the radiation: ζ ∼ Ωχζχ.
Ultimately the χ-field must decay (when H ∼ Γ) and transfer its energy

density and, crucially, its perturbation to the radiation and/or other matter
fields. In the simplest case that the non-relativistic χ-field decays directly to
radiation a full analysis [67, 68] of the coupled evolution equation gives the
primordial radiation perturbation (after the decay)

ζ = rχ(p)ζχ , (8.115)

where p ≡ [Ωχ/(Γ/H)1/2]initial is a dimensionless parameter which determines
the maximum value of Ωχ before it decays, and empirically we find [68]

rχ(p) 
 1 −
(

1 +
0.924
1.24

p

)−1.24

. (8.116)

For p� 1 the χ-field dominates the total energy density before it decays and
rχ ∼ 1, while for p� 1 we have rχ ∼ 0.924p� 1.

Finally combining (8.113) and (8.115) we have

Pζ 
 r 2
χ (p)

(
H

6πχ

)2

k=aH

. (8.117)

Note that the primordial curvature perturbation tends to have less power on
small scales due to the decreasing Hubble rate at Hubble-exit in (8.117), but
can also have more power on small scales due to the decreasing χ, for a positive
effective mass-squared, during inflation. In terms of slow-roll parameters the
actual tilt is given by (8.84) when sin Δ = 0

nR − 1 
 −2ε+ 2ηχχ . (8.118)

In the extreme slow-roll limit the spectrum becomes scale invariant, as in the
inflaton scenario.



298 D. Wands

In contrast to the inflaton scenario the final density perturbation in the
curvaton scenario is a very much dependent upon the physics after the field
perturbation exited the Hubble scale during inflation. For instance, if the cur-
vaton lifetime is too short then it will decay before it can significantly perturb
the total energy density and P1/2

ζγ
� 10−5. The observational constraint on

the amplitude of the primordial perturbations gives a single constraint upon
both the initial fluctuations during inflation and the post-inflationary decay
time. This is in contrast to the inflaton scenario where the primordial pertur-
bation gives a direct window onto the dynamics of inflation, independently of
the physics at lower energies. In the curvaton scenario there is the possibility
of connecting the generation of primordial perturbations to other aspects of
cosmological physics. For instance, it may be possible to identify the curvaton
with fields whose late-decay is responsible for the origin of the baryon asym-
metry in the universe, in particular with sneutrino models of leptogenesis (in
which an initial lepton asymmetry is converted into a baryon asymmetry at
the electroweak transition) [69].

The curvaton scenario has re-invigorated attempts to embed models of
inflation in the very early universe within minimal supersymmetric models
of particle physics constrained by experiment [70]. It may be possible that
the inflation field driving inflation can be completely decoupled from visible
matter if the dominant radiation in the universe today comes from the cur-
vaton decay rather than reheating at the end of inflation. Indeed the universe
needs not be radiation-dominated at all until the curvaton decays if instead
the inflaton fast-rolls at the end of inflation.

The curvaton offers a new range of theoretical possibilities, but ulti-
mately we will require observational and/or experimental predictions to decide
whether the curvaton, inflaton or some other field generated the primordial
perturbation. I will discuss observational predictions of the curvaton scenario
in the following subsection.

8.6.1 Non-Gaussianity

The best way to distinguish between different scenarios for the origin of struc-
ture could be the statistical properties of the primordial density perturbation.
Primordial density perturbations in the curvaton scenario originate from the
small-scale vacuum fluctuations of the weakly interacting curvaton field dur-
ing inflation, which can be described on super-Hubble scales by a Gaussian
random field. Thus deviations from Gaussianity in the primordial bispectrum
and connected trispectrum can be parameterised by the dimensionless param-
eters fNL and gNL defined in (8.104) and (8.105).

When the curvaton field begins oscillating about a quadratic minimum of
its potential we have ρχ = m2

χχ
2/2, and the time-averaged equation of state

becomes Pχ = 0. The non-linear generalisation of the primordial curvature
perturbation (8.46) on hypersurfaces of uniform-curvaton density is then
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ζχ =
1
3

ln
(
ρ̃χ
ρχ

)
ψ

, (8.119)

where we distinguish here between the inhomogeneous density ρ̃χ on spatially
flat hypersurfaces and the average density ρχ. Given that ρχ ∝ χ2 we thus
have

ζχ =
1
3

ln
(

1 +
2χ δχ+ δχ2

χ2

)
ψ

. (8.120)

This gives the full probability distribution function for ζχ for Gaussian field
perturbations δχ. Expanding to first order we obtain ζχ1 = 2 δχψ/3χ, and
then to second and third orders we obtain by analogy with (8.103) the non-
linearity parameters for the curvaton density perturbation

ζχ 
 ζχ1 +
3
5
fχNLζ

2
χ1 +

9
25
gχNLζ

3
χ1 + . . . , (8.121)

where [59]

fχNL = −5
4
, (8.122)

gχNL =
25
12

. (8.123)

If the curvaton dominates the total energy density before it decays into radia-
tion, then this is the curvature perturbation, and specifically the non-linearity
parameters, inherited by the primordial radiation density. Although not sup-
pressed by slow-roll parameters, this non-Gaussianity is still smaller than the
upper limits best expected from the Planck satellite [53].

On the other hand if the curvaton decays before it dominates over the
energy density of the existing radiation, so the transfer function rχ(p) � 1 in
(8.115), then the curvaton may lead to a large and detectable non-Gaussianity
in the radiation density after it decays. Assuming the sudden decay of the
curvaton on the H = Γ uniform-density hypersurface leads to a non-linear
relation between the local curvaton density and the radiation density before
and after the decay [59]

ργe−4ζ + ρχe3(ζχ−ζ) = ργ + ρχ . (8.124)

Expanding this term by term yields [46, 59, 71]

fNL =
5

4rχ
− 5

3
− 5rχ

6
, (8.125)

gNL = − 25
6rχ

+
25
108

+
125rχ

27
+

25r2χ
18

. (8.126)

These reduce to (8.122) and (8.123) as rχ → 1, but become large for rχ � 1.
These analytic results rely on the sudden decay approximation but have been
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tested against numerical solutions [59, 72] and give an excellent approximation
for both rχ � 1 and rχ 
 1.

More generally one can use (8.119) and (8.124), or use (8.91) and solve
the non-linear, but homogeneous equations of motion to determine N(χ) to
give the full probability distribution function for the primordial curvature
perturbation ζ [59].

Current bounds from the WMAP satellite require −54 < fNL < 114 at
the 95% confidence limit [40], and hence require r > 0.011. But future cosmic
microwave background (CMB) experiments such as Planck could detect fNL

as small as around 5 [53], and it has even been suggested that it might one
day be possible to constrain fNL ∼ 0.01 [73].

8.6.2 Residual Isocurvature Perturbations

In the curvaton scenario the initial curvaton perturbation is a non-adiabatic
perturbation and hence can in principle leave behind a residual non-adiabatic
component. Perturbations in this one field would be responsible for both the
total primordial density perturbation and any isocurvature mode and hence
there is the clear prediction that the two should be completely correlated,
corresponding to cosΔ = ±1 in (8.80) and nR − 1 = nS = nC in (8.84).

Using ζI defined in (8.46) for different matter components it is easy to
see how the curvaton could leave residual isocurvature perturbations after the
curvaton decays. If any fluid has decoupled before the curvaton contributes
significantly to the total energy density that fluid remains unperturbed with
ζI 
 0, whereas after the curvaton decays into radiation the photons pertur-
bation is given by (8.115). Thus a residual isocurvature perturbation (8.47) is
left

SI = −3ζ , (8.127)

which remains constant for decoupled perfect fluids on large scales.
The observational bound on isocurvature matter perturbations completely

correlated with the photon perturbation is [74]

− 0.42 <
SB + (ρcdm/ρB)Scdm

ζγ
< 0.25 . (8.128)

In particular if the baryon asymmetry is generated while the total density
perturbation is still negligible then the residual baryon isocurvature pertur-
bation, SB = −3ζγ would be much larger than the observational bound and
such models are thus ruled out. The observational bound on CDM isocurva-
ture perturbations are stronger by the factor ρcdm/ρB [75] although CDM is
usually assumed to decouple relatively late.

An interesting amplitude of residual isocurvature perturbations might be
realised if the decay of the curvaton itself is the non-equilibrium event that
generates the baryon asymmetry. In this case the net baryon number density
directly inherits the perturbation ζB = ζχ while the photon perturbation
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ζγ ≤ ζχ may be diluted by pre-existing radiation and is given by (8.115).
Note that so long as the net baryon number is locally conserved it defines a
conserved perturbation on large scales, even though it may still be interacting
with other fluids and fields [60]. Hence the primordial baryon isocurvature
perturbation (8.45) in this case is given by

SB = 3(1 − rχ)ζχ =
3(1 − rχ)
rχ

ζγ . (8.129)

Thus the observational bound (8.128) requires rχ > 0.92 if the baryon asym-
metry is generated by the curvaton decay.

There is no lower bound on the predicted amplitude of residual non-
adiabatic modes and, although the detection of completely correlated isocur-
vature perturbations would give strong support to the curvaton scenario, the
non-detection of primordial isocurvature density perturbations cannot be used
to rule out the curvaton scenario. In particular, if the curvaton decays at suf-
ficiently high temperature and all the particles produced relax to a thermal
equilibrium abundance, characterised by a common temperature (and vanish-
ing chemical potentials), then no residual isocurvature perturbations survive.
In full thermal equilibrium there is a unique attractor trajectory in phase-
space and only adiabatic perturbations (along this trajectory) survive on large
scales.

8.7 Conclusions

Inflation offers a beautifully simple origin for structure in our universe. The
zero-point fluctuations of the quantum vacuum state on sub-atomic scales
are swept up by the accelerated expansion to astronomical scales, seeding an
almost Gaussian distribution of primordial density perturbations. The large-
scale structure of our universe can then form simply due to the gravitational
instability of over-dense regions.

Astronomical observations over recent years have given strong support to
this simple picture. But increasingly precise astronomical data will increasingly
allow us to probe not only the parameters of what has become the standard
cosmological model, but also to probe the nature of the primordial pertur-
bations from which the structure formed. Any evidence of primordial gravi-
tational waves, primordial isocurvature fluctuations and/or non-Gaussianity
of the primordial perturbations could provide valuable information about the
inflationary dynamics that preceded the hot Big Bang.

Single-field slow-roll inflation predicts adiabatic density perturbations with
negligible non-Gaussianity, but could produce a gravitational wave back-
ground which could be detected by upcoming CMB experiments.

On the other hand multiple field inflation can lead to a wider range of
possibilities which could be distinguished by observations. A spectrum of
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non-adiabatic field fluctuations on large scales during inflation could leave
residual isocurvature perturbations after inflation, which can be correlated
with the primordial curvature perturbation, and can give rise to a detectable
level of non-Gaussianity. In simple models, such as the curvaton scenario,
where the primordial curvature perturbations originate from almost Gaussian
fluctuations in a single scalar field, any residual isocurvature perturbation is
expected to be completely correlated with the curvature perturbation and the
non-Gaussianity is of a specific “local” form.

After 25 years studying inflation, we may for the first time have evidence
of a weak scale dependence of the power spectrum of the primordial curvature
perturbation [40] which would begin to reveal the slow-roll dynamics during
inflation. Primordial perturbations may have much more to tell us about the
physics of inflation in the future.

References

1. B. A. Bassett, S. Tsujikawa and D. Wands, Rev. Mod. Phys. 78, 537 (2006),
arXiv:astro-ph/0507632. 276, 281, 282, 284, 286

2. A. D. Linde, Phys. Rev. D 49, 748 (1994), arXiv:astro-ph/9307002. 276
3. E. J. Copeland, A. R. Liddle, D. H. Lyth, E. D. Stewart and D. Wands, Phys.

Rev. D 49, 6410 (1994), arXiv:astro-ph/9401011. 276
4. A. R. Liddle, A. Mazumdar and F. E. Schunck, Phys. Rev. D 58, 061301 (1998),

arXiv:astro-ph/9804177. 277
5. K. A. Malik and D. Wands, Phys. Rev. D 59, 123501 (1999), arXiv:astro-ph/

9812204. 277
6. C. Gordon, D. Wands, B. A. Bassett and R. Maartens, Phys. Rev. D 63, 023506

(2001). 278, 284, 285, 286, 287, 288
7. S. Groot Nibbelink and B. J. W. van Tent, Class. Quant. Grav. 19, 613 (2002).

278, 286
8. G. Rigopoulos, Class. Quant. Grav. 21, 1737 (2004). 278
9. S. Dimopoulos, S. Kachru, J. McGreevy and J. G. Wacker, arXiv:hep-th/

0507205. 278, 279
10. P. Kanti and K. A. Olive, Phys. Rev. D 60, 043502 (1999), arXiv:hep-ph/

9903524; Phys. Lett. B 464, 192 (1999), arXiv:hep-ph/9906331. 278
11. N. Kaloper and A. R. Liddle, Phys. Rev. D 61, 123513 (2000), arXiv:hep-ph/

9910499. 278
12. D. H. Lyth and A. Riotto, Phys. Rep. 314, 1 (1999), arXiv:hep-ph/ 9807278. 279, 296
13. S. A. Kim and A. R. Liddle, Phys. Rev. D 74, 023513 (2006), arXiv:astro-ph/

0605604. 279
14. C. T. Byrnes and D. Wands, Phys. Rev. D 73, 063509 (2006), arXiv:astro-ph/

0512195. 279, 296
15. J. E. Lidsey, A. R. Liddle, E. W. Kolb, E. J. Copeland, Rev. Mod. Phys. 69,

373 (1997). 280, 292
16. V. F. Mukhanov, H. A. Feldman and R. H. Brandenberger, Phys. Rep. 215,

203 (1992). 281, 282
17. V. F. Mukhanov, JETP Lett. 41, 493 (1985) [Pisma Zh. Eksp. Teor. Fiz. 41,

402 (1985)]. 282



8 Multiple Field Inflation 303

18. M. Sasaki, Prog. Theor. Phys. 76, 1036 (1986). 282
19. A. Taruya and Y. Nambu, Phys. Lett. B 428, 37 (1998), arXiv:gr-qc/9709035.

283
20. J. M. Bardeen, P. J. Steinhardt and M. S. Turner, Phys. Rev. D 28, 679 (1983).

283
21. J. M. Bardeen, Lectures Given at 2nd Guo Shou-jing Summer School on Particle

Physics and Cosmology, Nanjing, China, Jul 1988. 283
22. J. Martin and D. J. Schwarz, Phys. Rev. D 57, 3302 (1998). 283
23. D. Wands, K. A. Malik, D. H. Lyth and A. R. Liddle, Phys. Rev. D 62, 043527

(2000). 283, 284, 285, 293
24. V. N. Lukash, Sov. Phys. JETP 52, 807 (1980). 283
25. D. H. Lyth, Phys. Rev. D 31, 1792 (1985). 283
26. J. M. Bardeen, Phys. Rev. D 22, 1882 (1980). 283
27. D. H. Lyth and D. Wands, Phys. Rev. D 68, 103515 (2003). 284, 293
28. K. A. Malik and D. Wands, JCAP 0502, 007 (2005), arXiv:astro-ph/0411703. 285
29. F. Di Marco, F. Finelli and R. Brandenberger, Phys. Rev. D 67, 063512 (2003).

286
30. K. Y. Choi, L. M. H. Hall and C. v. de Bruck, arXiv:astro-ph/0701247. 286
31. S. Weinberg, Phys. Rev. D 70, 083522 (2004). 286, 287
32. S. Weinberg, Phys. Rev. D 70, 043541 (2004). 287
33. D. Langlois, Phys. Rev. D 59, 123512 (1999). 287
34. D. Wands, N. Bartolo, S. Matarrese and A. Riotto, Phys. Rev. D 66, 043520

(2002). 288, 289, 290, 291, 292
35. B. van Tent, Class. Quant. Grav. 21, 349 (2004), arXiv:astro-ph/0307048. 290
36. C. T. Byrnes and D. Wands, Phys. Rev. D 74, 043529 (2006), arXiv:astro-ph/

0605679. 290
37. N. Bartolo, S. Matarrese and A. Riotto, Phys. Rev. D 64, 123504 (2001). 292
38. S. Tsujikawa, D. Parkinson and B. A. Bassett, Phys. Rev. D 67, 083516 (2003).

292
39. M. Sasaki and E. D. Stewart, Prog. Theor. Phys. 95, 71 (1996). 292, 293
40. D. N. Spergel et al., arXiv:astro-ph/0603449. 292, 300, 302
41. A. A. Starobinsky, JETP Lett. 42, 152 (1985) [Pisma Zh. Eksp. Teor. Fiz. 42,

124 (1985)]. 293
42. D. H. Lyth, K. A. Malik and M. Sasaki, JCAP 0505, 004 (2005). 293, 295
43. M. Sasaki and T. Tanaka, Prog. Theor. Phys. 99, 763 (1998). 293
44. G. I. Rigopoulos and E. P. S. Shellard, Phys. Rev. D 68, 123518 (2003). 293
45. C. T. Byrnes, M. Sasaki and D. Wands, Phys. Rev. D 74, 123519 (2006),

arXiv:astro-ph/0611075. 294
46. D. H. Lyth and Y. Rodriguez, Phys. Rev. Lett. 95, 121302 (2005), arXiv:astro-

ph/0504045. 294, 295, 299
47. D. Seery and J. E. Lidsey, JCAP 0509, 011 (2005), arXiv:astro-ph/0506056. 294
48. D. Seery and J. E. Lidsey, arXiv:astro-ph/0611034. 294
49. D. Seery, J. E. Lidsey and M. S. Sloth, arXiv:astro-ph/0610210. 294
50. J. Maldacena, JHEP 0305, 013 (2003). 294
51. D. Seery and J. E. Lidsey, JCAP 0506, 003 (2005), arXiv:astro-ph/0503692. 294
52. G. I. Rigopoulos and E. P. S. Shellard, J. Phys. Conf. Ser. 8 (2005) 145. 294
53. E. Komatsu and D. N. Spergel, Phys. Rev. D 63, 063002 (2001). 294, 299, 300
54. L. Alabidi and D. H. Lyth, JCAP 0605, 016 (2006), arXiv:astro-ph/0510441. 294
55. T. Okamoto and W. Hu, Phys. Rev. D 66, 063008 (2002), arXiv:astro-ph/

0206155. 294, 295



304 D. Wands

56. K. Enqvist and M. S. Sloth, Nucl. Phys. B 626, 395 (2002). 294, 296
57. D. H. Lyth and D. Wands, Phys. Lett. B 524, 5 (2002). 294, 296, 297
58. T. Moroi and T. Takahashi, Phys. Lett. B 522, 215 (2001) [Erratum-ibid. B

539, 303 (2002)]. 294, 296
59. M. Sasaki, J. Valiviita and D. Wands, Phys. Rev. D 74, 103003 (2006),

arXiv:astro-ph/0607627. 295, 299, 300
60. D. H. Lyth, C. Ungarelli and D. Wands, Phys. Rev. D 67, 023503 (2003). 295, 301
61. D. Langlois and F. Vernizzi, Phys. Rev. Lett. 95, 091303 (2005), arXiv:astro-

ph/ 0503416. 295
62. F. Bernardeau and J. P. Uzan, Phys. Rev. D 66, 103506 (2002), arXiv:hep-ph/

0207295; Phys. Rev. D 67, 121301 (2003), arXiv:astro-ph/0209330. 296
63. M. Zaldarriaga, Phys. Rev. D 69, 043508 (2004), arXiv:astro-ph/0306006. 296
64. E. W. Kolb, A. Riotto and A. Vallinotto, Phys. Rev. D 73, 023522 (2006),

arXiv:astro-ph/0511198. 296
65. S. Mollerach, Phys. Rev. D 42, 313 (1990). 296
66. A. D. Linde and V. Mukhanov, Phys. Rev. D 56, 535 (1997). 296
67. K. A. Malik, D. Wands and C. Ungarelli, Phys. Rev. D 67, 063516 (2003). 297
68. S. Gupta, K. A. Malik and D. Wands, Phys. Rev. D 69, 063513 (2004). 297
69. K. Hamaguchi, H. Murayama and T. Yanagida, Phys. Rev. D 65, 043512 (2002).

298
70. K. Enqvist and A. Mazumdar, Phys. Rep. 380, 99 (2003). 298
71. N. Bartolo, S. Matarrese and A. Riotto, Phys. Rev. D 69, 043503 (2004). 299
72. K. A. Malik and D. H. Lyth, JCAP 0609, 008 (2006), arXiv:astro-ph/0604387.

300
73. A. Cooray, arXiv:astro-ph/0610257. 300
74. A. Lewis, arXiv:astro-ph/0603753. 300
75. C. Gordon and A. Lewis, Phys. Rev. D 67, 123513 (2003). 300



9

The Quest for Non-gaussianity

Antonio Riotto1,2

1 CERN, Theory Division, Geneva 23, CH-1211, Switzerland
2 INFN, Sezione di Padova, Via Marzolo 8, 35131 Padova Italy
riotto.antonio@pd.infn.it

Abstract. Non-Gaussianity emerges as a key observable to discriminate among
competing scenarios for the generation of cosmological perturbations and is one of
the primary targets of present and future Cosmic Microwave Background satellite
missions. We discuss the state-of-the-art of the subject of non-gaussianity, both from
the theoretical and the observational point of view.

9.1 Introduction: Why Is it so Interesting to Measure
Non-gaussianity in Cosmological Perturbations?

One of the relevant ideas in modern cosmology is represented by the infla-
tionary paradigm. It is widely believed that there was an early epoch in the
history of the Universe – before the epoch of primordial nucleosynthesis –
when the Universe expansion was accelerated. Such a period of cosmological
inflation can be attained if the energy density of the Universe is dominated
by the vacuum energy density associated with the potential of a scalar field
ϕ, called the inflation field. Through its kinematic properties, namely the ac-
celeration of the Universe, the inflationary paradigm can elegantly solve the
flatness, the horizon and the monopole problems of the standard Big–Bang
cosmology, and in fact the first model of inflation by Guth in 1981 was intro-
duced to address such problems. However, over the years, inflation has also
become so popular because of another compelling feature. It can explain the
production of the first density perturbations in the early Universe which are
the seeds for the Large–Scale Structure (LSS) in the distribution of galaxies
and the underlying dark matter and for the Cosmic Microwave Background
(CMB) temperature anisotropies that we observe today. In fact inflation has
become the dominant paradigm to understand the initial conditions for struc-
ture formation and CMB anisotropies. In the inflationary picture, primordial
density and gravity–wave fluctuations are created from quantum fluctuations
“redshifted” out of the horizon during an early period of superluminal expan-
sion of the Universe, where they are “frozen”. Perturbations at the surface of
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last scattering are observable as temperature anisotropies in the CMB, which
was first detected by the Cosmic Background Explorer (COBE) satellite. The
last and most impressive confirmation of the inflationary paradigm has been
recently provided by the data of the Wilkinson Microwave Anisotropy Probe
(WMAP) mission. The WMAP collaboration has produced a full–sky map
of the angular variations of the CMB, with unprecedented accuracy. WMAP
data confirm the inflationary mechanism as responsible for the generation of
curvature (adiabatic) superhorizon fluctuations.

Since the primordial cosmological perturbations are tiny, the generation
and evolution of fluctuations during inflation has been studied using linear
perturbation theory. Within this approach, the primordial density perturba-
tion is Gaussian; in other words, its Fourier components are uncorrelated and
have random phases. Despite the simplicity of the inflationary paradigm, the
mechanism by which cosmological adiabatic perturbations are generated is
not yet established. In the standard slow–roll scenario associated to single
field models of inflation, the observed density perturbations are due to fluc-
tuations of the inflation field itself when it slowly rolls down its potential.
When inflation ends, the inflaton ϕ oscillates about the minimum of its po-
tential V (ϕ) and decays, thereby reheating the Universe. As a result of the
fluctuations each region of the Universe goes through the same history but
at slightly different times. The final temperature anisotropies are caused by
inflation lasting for different amounts of time in different regions of the Uni-
verse leading to adiabatic perturbations. Under this hypothesis, the WMAP
dataset already allows to extract the parameters relevant for distinguishing
among single–field inflation models.

An alternative to the standard scenario is represented by the curvaton
mechanism where the final curvature perturbations are produced from an
initial isocurvature perturbation associated with the quantum fluctuations
of a light scalar field (other than the inflaton), the curvaton, whose energy
density is negligible during inflation. The curvaton isocurvature perturbations
are transformed into adiabatic ones when the curvaton decays into radiation
much after the end of inflation.

Recently, other mechanisms for the generation of cosmological perturba-
tions have been proposed, the inhomogeneous reheating scenario, the ghost
inflationary scenario and the D–cceleration scenario, just to mention a few.
For instance, the inhomogeneous reheating scenario acts during the reheating
stage after inflation if superhorizon spatial fluctuations in the decay rate of the
inflation field are induced during inflation, causing adiabatic perturbations in
the final reheating temperature in different regions of the Universe.

The generation of gravity–wave fluctuations is a generic prediction of an
accelerated de Sitter expansion of the Universe whatever mechanism for the
generation of cosmological perturbations is operative, gravitational waves,
whose possible observation might come from the detection of the B-mode of
polarization in the CMB anisotropy, may be viewed as ripples of space–time
around the background metric.
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Since curvature fluctuations are (nearly) frozen on superhorizon scales, a
way of characterizing them is to compute their spectrum on scales larger than
the horizon. In the standard slow–roll inflationary models where the fluctua-
tions of the inflation field ϕ are responsible for the curvature perturbations,
the power–spectrum Pζ of the comoving curvature perturbation ζ (which is a
measure of the spatial curvature as seen by comoving observers) is given by

Pζ(k) =
1

2M2
Pε

(
H∗
2π

)2(
k

aH∗

)nζ−1

, (9.1)

where nζ = 1−6ε+2η � 1 is the spectral index,MP ≡ (8πGN)−1/2 � 2.4×1018

GeV is the reduced Planck scale. Here

ε =
M2

P

2

(
V ′

V

)2

,

η = M2
P

(
V ′′

V

)
(9.2)

are the so–called slow–roll parameters (ε, η � 1 during inflation), H∗ = ȧ/a
indicates the Hubble rate during inflation and primes here denote deriva-
tives with respect to ϕ. WMAP has determined the amplitude of the power–
spectrum as Pζ(k) � 2.95×10−9A where A = 0.6−1 depending on the model
under consideration, which implies that

1
2M2

Pε

(
H∗
2π

)2

� (2 − 3) × 10−9 , (9.3)

or
H∗ � (0.9 − 1.2) × 1015 ε1/2 GeV . (9.4)

The Friedmann equation in the slow–roll limit, H2 = V/(3M2
P), then gives

“the energy scale of inflation”,

V 1/4 � (6.3 − 7.1) × 1016 ε1/4 GeV . (9.5)

On the other hand, the power–spectrum of gravity–wave modes hij is given
by

PT(k) =
k3

2π2
〈h∗ijhij〉 =

8
M2

P

(
H∗
2π

)2(
k

aH∗

)nT

,

where nT = −2ε is the tensor spectral index. Since the fractional change of the
power–spectra with scale is much smaller than unity, one can safely consider
the power–spectra as being roughly constant on the scales relevant for the
CMB anisotropy and define a tensor–to–scalar amplitude ratio

r =
PT

Pζ = 16ε . (9.6)
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The spectra Pζ(k) and PT (k) provide the contact between theory and observa-
tion. The present WMAP dataset allows to extract an upper bound, r < 1.28
(95%), or ε < 0.08. This limit together with (9.5) provides an upper bound
on the energy scale of inflation,

V 1/4 < 3.8 × 1016 GeV . (9.7)

The corresponding upper bound on the Hubble rate during inflation is
H∗ < 3.4 × 1014 GeV. A positive detection of the B–mode in CMB polar-
ization, and therefore an indirect evidence of gravitational waves from infla-
tion, once foregrounds due to gravitational lensing from local sources have
been properly treated, requires ε > 10−5 corresponding to V 1/4 > 3.5 × 1015

GeV and H∗ > 3 × 1012 GeV. However, what if the curvature perturbation
is generated through the quantum fluctuations of a scalar field other than
the inflaton? Then, what is the expected amplitude of gravity–wave fluctu-
ations in such scenarios? Consider, for instance, the curvaton scenario and
the inhomogeneous reheating scenario. They free the inflaton from having
to generate the cosmological curvature perturbation and thereby avoid the
necessity of slow–roll conditions. The basic assumption is that the initial cur-
vature perturbation due to the inflation field is negligible. The common lore
to achieve such a condition is to assume that the energy scale of the inflaton
potential is too small to match the observed amplitude of CMB anisotropy,
that is V 1/4 � 1016 GeV. Therefore – while certainly useful to construct low–
scale models of inflation – it is usually thought that these mechanisms predict
an amplitude of gravitational waves which is far too small to be detectable
by future satellite experiments aimed at observing B-modes in CMB polar-
ization. This implies that a future detection of B-modes would favour the
slow–roll models of inflation as generators of the cosmological perturbations.
On the other hand, the lack of signal of gravity waves in the CMB anisotropies
will not give us any information about the mechanism by which cosmological
perturbations are created.

A precise measurement of the spectral index of comoving curvature per-
turbations will be a powerful tool to constrain inflationary models. Slow–roll
inflation predicts |nζ − 1| significantly below 1. Deviations of nζ from unity
are generically (but not always) proportional to 1/N , where N is the num-
ber of e-folds till the end of inflation. The predictions of different models for
the spectral index nζ , and for its scale dependence, are well summarized in
the review [1] within slow–roll inflationary models. Remarkably, the eventual
accuracy Δnζ ∼ 0.01 offered by the Planck satellite3 is just what one might
have specified in order to distinguish between various slow–roll models of in-
flation. Observation will discriminate strongly between slow–roll models of
inflation in the next 10 or 15 years. If cosmological perturbations are due to
the inflation field, then in 10 or 15 years there may be a consensus on the

3 See, for instance, http://www.rssd.esa.int/index.php?project=PLANCK
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form of the inflationary potential, and at a deeper level we may learn some-
thing valuable about the nature of the fundamental interactions beyond the
Standard Model. However, what if Nature has chosen the other mechanisms
for the creation of the cosmological perturbations, which generically predict
a value of nζ very close to unity with a negligible scale dependence? Then, it
implies that a precise measurement of the spectral index will not allow us to
efficiently discriminate among different scenarios.

These “what if” options would be discouraging if they turn out to be true.
They would imply that all future efforts for measuring tensor modes in the
CMB anisotropy and the spectral index of adiabatic perturbations are of no
use to disentangle the various scenarios for the creation of cosmological per-
turbations. There is, however, a third observable which will prove fundamental
in providing information about the mechanism chosen by Nature to produce
the structures we see today. It is the deviation from a pure Gaussian statis-
tics, i.e., the presence of higher–order connected correlation functions of CMB
anisotropies. The angular n–point correlation function

〈f(n̂1)f(n̂2) . . . f(n̂n)〉 , (9.8)

is a simple statistic characterizing a clustering pattern of fluctuations on the
sky, f(n̂). The bracket denotes the ensemble average. If the fluctuation is
Gaussian, then the two–point correlation function specifies all the statistical
properties of f(n̂), for the two–point correlation function is the only parameter
in a Gaussian distribution. If it is not Gaussian, then we need higher–order
correlation functions to determine the statistical properties.

For instance, a non–vanishing three–point function of scalar perturbations,
or its Fourier transform, the bispectrum, is an indicator of non–gaussian fea-
tures in the cosmological perturbations. The importance of the bispectrum
comes from the fact that it represents the lowest order statistics able to dis-
tinguish non–gaussian from Gaussian perturbations. Therefore an accurate
calculation of the primordial bispectrum of cosmological perturbations has be-
come an extremely important issue: its detection will allow to discriminate
among the various theoretical mechanisms which have been proposed to gen-
erate cosmological perturbations.
A note on references now: instead of quoting a massive list of references, we
will simply cite most of the times the review [1] where the reader can find a
detailed list of references.

9.2 What Is Non-gaussianity?

Despite the importance of non-gaussianity (NG) in the CMB anisotropies,
little effort has been made so far to provide accurate theoretical predictions
of it. On the contrary, the vast majority of the literature has been devoted to
the computation of the bispectrum of either the comoving curvature pertur-
bation or the gravitational potential on large scales within given inflationary
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models. These, however, are not the physical quantities which are observed.
One should instead provide a full prediction for the second-order radiation
transfer function. One should therefore keep in mind that

NG in the CMB = Primordial NG + non-primordial NG

where, by definition, we define primordial NG as the one generated either
during inflation or after it when the comoving curvature perturbation becomes
constant on superhorizon scales.

A first step towards determining the contributions which are not primor-
dial has been taken from [2] where the full second-order radiation transfer
function for the CMB anisotropies on large angular scales in a flat universe
filled with matter and cosmological constant was computed, including the
second-order generalization of the Sachs–Wolfe effect, both the early and late
Integrated Sachs–Wolfe (ISW) effects and the contribution of the second-order
tensor modes.

The most relevant sources are the so-called secondary anisotropies, which
arise after the epoch of last scattering. These anisotropies can be divided into
two categories: scattering secondaries, when the CMB photons scatter with
electrons along the line of sight, and gravitational secondaries when effects
are mediated by gravity. Among the scattering secondaries we may list the
thermal Sunyaev–Zeldovich effect, where hot electrons in clusters transfer en-
ergy to CMB photons, the kinetic Sunyaev–Zeldovich effect produced by the
bulk motion of electrons in clusters, the Ostriker–Vishniac effect, produced
by bulk motions modulated by linear density perturbations, and effects due
to reionization processes. The scattering secondaries are most significant on
small angular scales as density inhomogeneities, bulk and thermal motions
grow and become sizable on small length scales when structure formation
proceeds.

Gravitational secondaries arise from the change in energy of photons when
the gravitational potential is time-dependent, the ISW effect, and gravita-
tional lensing. At late times, when the Universe becomes dominated by dark
energy, the gravitational potential on linear scales starts to decay, causing
the ISW effect mainly on large angular scales. Other secondaries that result
from a time-dependent potential are the Rees–Sciama effect, produced during
the matter-dominated epoch at second-order and by the time evolution of the
potential on non-linear scales.

The fact that the potential never grows appreciably means that most
second-order effects created by gravitational secondaries are generically small
compared to those created by scattering ones. However, when a photon prop-
agates from the last scattering to us, its path may be deflected because of
the gravitational lensing. This effect does not create anisotropies, but only
modifies existing ones. Since photons with large wavenumber k are lensed in
many regions (∼ k/H , where H is the Hubble rate) along the line of sight,
the corresponding second-order effect may be sizable. The three-point func-
tion arising from the correlation of the gravitational lensing effect and the
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ISW effect generated by the matter distribution along the line of sight and
the Sunyaev–Zeldovich effect are large and detectable by Planck.

Another relevant source of NG comes from the physics operating at recom-
bination. A naive estimate leads to think that these non-linearities are tiny,
being suppressed by an extra power of the gravitational potential. However,
the dynamics at recombination is quite involved because all the non-linearities
in the evolution of the baryon–photon fluid at recombination and the ones
coming from general relativity should be accounted for. This complicated dy-
namics might lead to unexpected suppressions or enhancements of the NG at
recombination. The computation of the full system of Boltzmann equations
at second order describing the evolution of the photon, baryon and cold dark
matter fluids have been recently computed in [2]. These equations allow one
to follow the time evolution of the Cosmic Microwave Background (CMB)
anisotropies at second order at all angular scales from the early epoch, when
the cosmological perturbations were generated, to the present through the
recombination era. This chapter set the stage for the computation of the full
second-order radiation transfer function at all scales and for a generic set of
initial conditions specifying the level of primordial non-gaussianity. In [3] an
analytical approach to the second-order CMB anisotropies generated by the
non-linear dynamics taking place at last scattering was presented. We study
the acoustic oscillations of the photon–baryon fluid in the tight coupling limit
and we extend to second order the Meszaros effect. These results are useful to
provide the full second-order radiation transfer function at all scales necessary
to establish the level of non-gaussianity in the CMB. We will come back to
these results later.

9.2.1 Gravity Is Non-linear

To convince the reader that the contribution to the NG in the CMB anisotro-
pies does not reduce to the primordial one, let us evaluate the contribution to
NG from gravity on super-horizon scales, i.e. the so-called non-linear Sachs–
Wolfe effect. Gravity itself is non-linear and therefore must contribute to NG.

Our starting point is the Arnowitt–Deser–Misner (ADM) formalism which
is particularly useful to deal with the non-linear evolution of cosmological
perturbations. The line element is

ds2 = −N2 dt2 +Ni dt dxi + γij dxi dxj ,

where the three-metric γij , the lapse N and the shift Ni functions describe
the evolution of timelike hypersurfaces. In the ADM formalism the equations
simplify considerably if we set N i = 0. Moreover we are interested only in
scalar perturbations in a flat Universe and therefore we find it convenient to
recast the metric as

ds2 = −e2Φ dt2 + a2(t)e−2Ψδij dxi dxj , (9.9)
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where a(t) is the scale factor describing the evolution of the homogeneous
and isotropic Universe and we have introduced two gravitational potentials
Φ and Ψ. The expression (9.9) holds at any order in perturbation theory.
To make contact with the usual perturbative approach, one may expand the
gravitational potentials at first and second order, e.g, Φ = Φ1 + Φ2/2. From
(9.9) one recovers at linear order the well-known longitudinal gauge,N2 = (1+
2Φ1) and γij = a2(1− 2Ψ1)δij . At second order, one finds Φ2 = φ2 − 2φ2

1 and
Ψ2 = ψ2 + 2ψ2

1 where φ1, ψ1 and φ2, ψ2 (with φ1 = Φ1 and ψ1 = Ψ1) are the
first- and second-order gravitational potentials in the longitudinal (Poisson)
gauge adopted, N2 = (1 + 2φ1 + φ2) and γij = a2(1 − 2ψ1 − ψ2)δij as far as
scalar perturbations are concerned. In writing (9.9) we have neglected vector
and tensor perturbation modes. For the vector perturbations the reason is that
we are interested in long-wavelength perturbations, i.e. on scales larger than
the horizon at last scattering, while vector modes will contain gradient terms
being produced as non-linear combination of scalar modes and thus they will
be more important on small scales (linear vector modes are not generated in
standard mechanisms for cosmological perturbations, as inflation). The tensor
contribution can be neglected for two reasons. First, the tensor perturbations
produced from inflation on large scales give a negligible contribution to the
higher-order statistics of the Sachs–Wolfe effect being of the order of (powers
of) the slow-roll parameters during inflation (this holds for linear tensor modes
as well as for tensor modes generated by the non-linear evolution of scalar
perturbations during inflation). Moreover, while on large scales the tensor
modes have been proven to remain constant in time, when they approach the
horizon they have a wavelike contribution which oscillates with decreasing
amplitude.

Since we are interested in cosmological perturbations on large scales, that
is in perturbations whose wavelength is larger than the Hubble radius at last
scattering, a local observer would see them in the form of a classical – possibly
time-dependent – (nearly zero-momentum) homogeneous and isotropic back-
ground. Therefore, it should be possible to perform a change of coordinates
in such a way as to absorb the super-Hubble modes and work with the met-
ric for a homogeneous and isotropic Universe (plus, of course, cosmological
perturbations on scales smaller than the horizon). We split the gravitational
potential Φ as

Φ = Φ
 + Φs , (9.10)

where Φ
 stands for the part of the gravitational potential receiving contribu-
tions only from the super-Hubble modes; Φs receives contributions only from
the sub-horizon modes

Φ
 =
∫

d3k

(2π)3
θ (aH − k) Φk eik·x ,

Φs =
∫

d3k

(2π)3
θ (k − aH) Φk eik·x , (9.11)
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where H is the Hubble rate computed with respect to the cosmic time, H =
ȧ/a, and θ(x) is the step function. Analogous definitions hold for the other
gravitational potential Ψ.

By construction Φ
 and Ψ
 are a collection of Fourier modes whose wave-
lengths are larger than the horizon length, and we may safely neglect their spa-
tial gradients. Therefore Φ
 and Ψ
 are only functions of time. This amounts
to saying that we can absorb the large-scale perturbations in the metric (9.9)
by the following redefinitions

dt = eΦ�dt , (9.12)
a = a e−Ψ� . (9.13)

The new metric describes a homogeneous and isotropic Universe

ds2 = −dt2 + a2δij dxi dxj , (9.14)

where for simplicity we have not included the sub-horizon modes. On super-
horizon scales one can regard the Universe as a collection of regions of size of
the Hubble radius evolving like unperturbed patches with metric (9.14).

Let us now go back to the quantity we are interested in, namely the
anisotropies of the CMB as measured today by an observer O. If one is in-
terested in the CMB anisotropies at large scales, the effect of super-Hubble
modes is encoded in the metric (9.14). During the travel from the last scatter-
ing surface – to be considered as the emitter point E – to the observer, CMB
photons suffer a redshift determined by the ratio of the emitted frequency ωE
to the observed one ωO

TO = T E
ωO
ωE

, (9.15)

where TO and T E are the temperatures at the observer point and at the last
scattering surface, respectively.

What is then the temperature anisotropy measured by the observer? The
expression (9.15) shows that the measured large-scale anisotropies are made
of two contributions: the intrinsic inhomogeneities in the temperature at the
last scattering surface and the inhomogeneities in the scaling factor provided
by the ratio of the frequencies of the photons at the departure and arrival
points. Let us first consider the second contribution. As the frequency of the
photon is the inverse of a time period, we immediately get the fully non-linear
relation

ωE
ωO

=
ωE
ωO

e−Φ�E+Φ�O . (9.16)

As for temperature anisotropies coming from the intrinsic temperature fluctu-
ation at the emission point, it is worth recalling how to obtain this quantity in
the longitudinal gauge at first order. By expanding the photon energy density
ργ ∝ T 4

γ , the intrinsic temperature anisotropies at last scattering are given
by δ1TE/TE = (1/4)δ1ργ/ργ . One relates the photon energy density fluctua-
tion to the gravitational perturbation first by implementing the adiabaticity
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condition δ1ργ/ργ = (4/3)δ1ρm/ρm, where δ1ρm/ρm is the relative fluctua-
tion in the matter component, and then by using the energy constraint of
Einstein equations Φ1 = −(1/2)δ1ρm/ρm. The result is δ1TE/TE = −2Φ1E/3.
Adding this contribution to the anisotropies coming from the redshift factor
(9.16) expanded at first order provides the standard (linear) Sachs–Wolfe ef-
fect δ1TO/TO = Φ1E/3. Following the same steps, we may easily obtain its
full non-linear generalization.

Let us first relate the photon energy density ργ to the energy density of
the non-relativistic matter ρm by using the adiabaticity condition. Again here
a bar indicates that we are considering quantities in the locally homogeneous
Universe described by the metric (9.14). Using the energy continuity equation
on large scales ∂ρ/∂t = −3H(ρ+P ), whereH = d ln a/dt and P is the pressure
of the fluid, one can easily show that there exists a conserved quantity in time
at any order in perturbation theory.

F ≡ ln a+
1
3

∫ ρ dρ′(
ρ′ + P ′) . (9.17)

The perturbation δF is a gauge-invariant quantity representing the non-linear
extension of the curvature perturbation ζ on uniform energy density hypersur-
faces on superhorizon scales for adiabatic fluids. Indeed, expanding it at first
and second order one gets the corresponding definition ζ1 = −ψ1 − δ1ρ/ρ̇ and
the quantity ζ2 introduced in [4]. At first order the adiabaticity condition cor-
responds to setting ζ1γ = ζ1m for the curvature perturbations relative to each
component. At the non-linear level the adiabaticity condition generalizes to

1
3

∫
dρm
ρm

=
1
4

∫ dργ
ργ

, (9.18)

or
ln ρm = ln ρ3/4

γ . (9.19)

To make contact with the standard second-order result, we may expand
in (9.16) the photon energy density perturbations as δργ/ργ = δ1ργ/ργ +
1
2δ2ργ/ργ , and similarly for the matter component. We immediately recover
the adiabaticity condition

δ2ργ
ργ

=
4
3
δ2ρm
ρm

+
4
9

(
δ1ρm
ρm

)2

(9.20)

given in [1].
Next we need to relate the photon energy density to the gravitational

potentials at the non-linear level. The energy constraint inferred from the
(0 − 0) component of Einstein equations in the matter-dominated era with
the “barred” metric (9.14) is

H
2

=
8πGN

3
ρm . (9.21)
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Using (9.12) and (9.13) the Hubble parameter H reads

H =
1
a

da
dt

= e−Φ�(H − Ψ̇
) , (9.22)

where H = d ln a/dt is the Hubble parameter in the “unbarred” metric. (9.21)
thus yields an expression for the energy density of the non-relativistic mat-
ter which is fully non-linear, being expressed in terms of the gravitational
potential Φ


ρm = ρme−2Φ� , (9.23)

where we have dropped Ψ̇
 which is negligible on large scales. By perturb-
ing the expression (9.23) we are able to recover in a straightforward way
the solutions of the (0 − 0) component of Einstein equations for a matter-
dominated Universe in the large-scale limit obtained at second-order in per-
turbation theory. Indeed, recalling that Φ is perturbatively related to the
quantity φ = φ1 + φ2/2 used in [1] by Φ1 = φ1 and Φ2 = φ2 − 2(φ1)2, one
immediately obtains

δ1ρm
ρm

= −2φ1 ,

1
2
δ2ρm
ρm

= −φ2 + 4(φ1)2 . (9.24)

The expression for the intrinsic temperature of the photons at the last scat-
tering surface T E ∝ ρ

1/4
γ follows from (9.19)

T E = TE e−2Φ�/3 . (9.25)

We are finally able to provide the expression for the CMB temperature which
is fully non-linear and takes into account both the gravitational redshift of the
photons due to the metric perturbations at last scattering and the intrinsic
temperature anisotropies

TO =
(
ωO
ωE

)
TE eΦ�/3 . (9.26)

From (9.26) we read the non-perturbative anisotropy corresponding to the
Sachs–Wolfe effect

δnpTO
TO

= eΦ�/3 − 1 . (9.27)

Equation (9.27) is one of the main results of this paper and represents at any
order in perturbation theory the extension of the linear Sachs–Wolfe effect. At
first order one gets

δ1TO
TO

=
1
3
Φ1 , (9.28)
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and at second order
1
2
δ2TO
TO

=
1
6
Φ2 +

1
18

(Φ1)
2 , (9.29)

which exactly reproduces the generalization of the Sachs–Wolfe effect at sec-
ond order in the perturbations found in [1] (where Φ1 = φ1 and Φ2 =
φ2 − 2(φ1)2). This simple exercise tells us that gravity introduces an order
unity NG.

9.2.2 A Basic Formula

From what we have learned so far, one phenomenological way of parametrizing
the possible presence of non-gaussianity in the cosmological perturbations is
to expand the Bardeen gravitational potential Φ as

φ = φ(1) + fφNL � (φ(1))2 , (9.30)

where φ(1) represents the linear Gaussian contribution to the gravitational
potential φ and fφNL is the dimensionless non-linearity parameter. Here the
�-products reminds the fact that the non–linearity parameter might have a
non–trivial scale dependence. As (9.30) shows, in order to compute and keep
track of the non–gaussianity of the cosmological perturbations throughout
the different stages of the evolution of the Universe, one has to perform a
perturbation around the homogeneous background up to second order. In
fact all the models that we are going to consider predict such distinctive
quadratic non-linearities for cosmological perturbations. The bispectrum im-
plied by such non-linearities is proportional to the non-linearity parameter
〈φ(k1)φ(k2)φ(k3)〉 = (2π)3δ(3)(

∑
i ki)[2fNL PΦ(k1)PΦ(k2) + cycl] where φ(k)

is the gravitational potential Fourier transform, and PΦ(k) is the linear power
spectrum defined as 〈φ(1)(k1)φ(1)(k2)〉 = (2π)3δ(3)(k1 + k2)Pφ(k1). The non-
linearity parameter has become the standard quantity to be observationally
constrained by CMB experiments. The reader should remember that an al-
ternative definition for the non-linear parameter frequently adopted in the
literature is to use the comoving curvature perturbation

ζ = ζ(1) + f ζNL � (ζ(1))2 . (9.31)

The reader should also keep in mind that the relation between the gravita-
tional potential φ and the comoving curvature perturbation ζ is not the linear
one at first order ζ(1) = −(5/3)φ(1).

9.3 Linear Perturbations on Large Scales

We now briefly recall how the density perturbations are generated and evolve
on large scales from an early period of inflation/reheating through the stan-
dard radiation and matter dominated epochs for the standard single-field in-
flation and the curvaton and inhomogeneous reheating scenarios. The details
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can be found in the talks given by D. Wands and D. Lyth. Here we just
want to note that all three scenarios can be understood by the evolution
of the curvature perturbation ζ(1) = −ψ(1) − Hδ(1)ρ/ρ′ which is a gauge-
invariant definition of the curvature perturbation ψ(1) entering in the per-
turbed spatial components of the (flat) Friedman–Robertson–Walker metric
ds2 = a2(τ)[−(1 + 2φ)dτ2 + 2ωidxidτ + ((1 + 2ψ)δij +χij)dxidxj ]. Here each
perturbation is expanded in a first and a second-order part as, for example,
ψ = ψ(1) +ψ(2)/2, a(τ) is the scale factor as a function of the conformal time
and H = a′/a, with a prime denoting differentiation w.r.t conformal time.
The evolution of ζ is obtained from the energy density continuity equation on
large scales δ(1)ρ′ = −3H(δ(1)ρ+ δ(1)P ) − 3ψ(1)′(ρ+ P ) which brings

ζ(1)′ = − H
ρ+ P

δ(1)Pnad , (9.32)

where δρ = δ(1)ρ+ δ(2)ρ/2 and δP are the total energy density and pressure
perturbations, respectively, and δ(1)Pnad = δ(1)P − c2sδ

(1)ρ is the so called
non-adiabatic pressure perturbation, with c2s = p′/ρ′. In all three scenarios
the primordial density perturbations can be traced back to initial fluctuations
of scalar fields. In the standard scenario during inflation ζ(1) = ζ

(1)
ϕ and on

large scales it remains constant during inflation and also during the reheating
phase. On the other hand the curvaton and the inhomogeneous reheating sce-
narios exploit the fact that the curvature perturbation can be sourced even on
superhorizon scales by a non-adiabatic pressure perturbation via (9.32). The
non-adiabatic pressure perturbation is essentially due to the relative fluctua-
tions between the inflaton and the second scalar field. In the curvaton scenario
after inflation the curvaton σ starts oscillating and decaying into radiation (γ)
with ρ′σ + (3H+ Γσ)ρσ = 0 and ρ′γ + 4Hργ = Γσρσ, where Γσ is the curvaton
decay rate. The total curvature perturbation is a weighted sum of the single
curvature perturbations ζ(1) = ρ′σζ

(1)
σ /ρ′ + ρ′γζ

(1)
γ /ρ′ and evolves according to

ζ(1)′ = −Hρ′σ
ρ′

(ζ(1) − ζ(1)
σ ) , (9.33)

ζ(1)′
σ =

aΓσ
2

ρσ
ρ′σ

ρ′

ρ
(ζ(1) − ζ(1)

σ ) . (9.34)

Since initially (ζ(1) − ζ
(1)
σ )in � ζσ,in 
= 0 because of the curvaton fluctuations

generated during inflation, the total curvature perturbation grows during the
curvaton oscillations until σ decays generating a final adiabatic perturbation
ζ(1) � rζσ,in, where r � (ρσ/ρ)decay is the ratio of the curvaton to the to-
tal energy density at the epoch of decay. In the inhomogeneous reheating
scenario spatial fluctuations of the inflaton decay rate δΓϕ are induced by a
different light scalar field χ. In this case ζ(1) evolves according to the same
equation (9.33) (where σ → ϕ) and ζ

(1)′
ϕ = aΓϕρϕρ′(ζ(1) − ζ

(1)
ϕ )/(2ρ′ϕρ) +

aHρϕδ(1)Γϕ/ρ′ϕ. The total curvature perturbation is thus sourced by δ(1)Γϕ
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and one finds that after reheating ζ(1) � −δ(1)Γϕ/6Γϕ. In each of the three
scenarios we discuss here the perturbations produced are adiabatic and hence
ζ(1) will be conserved in the following radiation and matter dominated epochs.

9.4 Non-linear Perturbation on Large Scales: Generation
of NG

Let us now consider how non-linearities in the cosmological perturbations are
generated and how they evolve from a primordial epoch to the matter epoch.
In order to do that one has to perform a full calculation at second order in
the perturbations, by expanding both the metric and the energy momentum
tensor in a first-order and a second-order contributions. In particular one can
define a gauge-invariant curvature perturbation ζ = ζ(1) + ζ(2)/2 where

−ζ(2) = ψ(2) + Hδ(2)ρ

ρ′
− 2Hδ(1)ρ′

ρ′
δ(1)ρ

ρ′
− 2

δ(1)ρ

ρ′
ψ(1)′

−4Hδ(1)ρ

ρ′
ψ(1) +

(
δ(1)ρ

ρ′

)2(
Hρ′′

ρ′
−H′ − 2H2

)
.

Similarly to its linear counterpart, ζ(2) can change on superhorizon scales
due to a non-adiabatic pressure perturbation (the expression of which is not
given here for simplicity)

ζ(2)′ = − H
ρ+ P

δ(2)Pnad (9.35)

− 2
ρ+ P

[δ(1)Pnad − 2(ρ+ P )ζ(1)]ζ(1)′ .

The key point is that once ζ(2) has been generated (either during inflation
as in the standard scenario, or after inflation as in the curvaton scenario)
it remains constant on large scales during the radiation/matter eras because
the resulting perturbations are adiabatic. Therefore the recipe to evaluate the
level of non-gaussianity is the following:

• Evaluate the non-linearities generated during the primordial epoch (i.e.
the conserved value of ζ(2))

• Evolve the gravitational potentials to second order in the radiation/matter-
dominated epochs (second-order Einstein equations) by matching the con-
served variable ζ(2) to its initial value

• Evaluate the additional second-order corrections that arise when the non-
gaussianities produced in the gravitational potential are transferred to the
large-scale CMB anisotropies, where additional second-order corrections
arise.

Let us first consider the standard single field models of slow-roll inflation, as
it emerges as a reference point for all the other mechanisms.
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9.4.1 Standard Scenario

As long as one considers linear theory the perturbations turn out to be Gaus-
sian. However inflaton self-interactions as well as non-linear evolution of the
metric perturbations can give rise to a certain degree of non-gaussianity.
Originally, the computation of the bispectrum of the perturbations gener-
ated during inflation was addressed by just looking at the inflaton self-
interactions (which necessarily produce non-linearities in the quantum fluctu-
ations) in a fixed de-Sitter Background. As a result the non-linearity param-
eter fφNL � O(ξ2), where ξ2 = M2

P (V (1)V (3)/V (2)) which is second order in
the slow–roll parameters. Then the stochastic approach to inflation has been
adopted, in which back-reaction effects of the field fluctuations on the back-
ground metric are partially taken into account. An interesting result is that
the main contribution comes in fact from the non-linear gravitational pertur-
bations rather than by inflaton self-interactions with fφNL ∼ O(ε). Recently
[5, 6] confirmed in a more rigorous way such a finding and represent indeed a
step forward in the computation of the bispectrum generated from inflation.
In [5, 6] a complete analysis at second order in the perturbations takes into
account both the self-interactions of the inflation field as well as the metric
perturbations yielding [5, 6]

fφNL = − 5
12

(nζ − 1) + f(k1,k2) , (9.36)

where the spectral index is expressed in terms of the usual slow-roll parameters
as nζ − 1 = 2η − 6ε � 1. Notice that f(k1,k2) is a momentum dependent
part of fφNL which is still of order O(ε). Let us stress that the result in (9.36)
refers only to the non-gaussianity generated during inflation, characterized by
a tiny fNL, typically fφNL ∼ O(10−1 − 10−2).

But what about the post-inflationary evolution of non-gaussianity? During
the reheating phase the second-order curvature perturbation ζ(2) is indeed
conserved and, since the perturbations are adiabatic, it remains constant on
superhorizon scales also during the radiation/matter eras. Therefore we evolve
the scalar second-order perturbations by matching ζ(2) to its value at the end
of inflation

ζ(2) = −ψ(2) +
1
3
δ(2)ρ

ρ
+

20
9

(ψ(1))2 = C , (9.37)

where we have specified the expression of ζ(2) for a matter dominated-epoch
using the Poisson gauge, which generalizes the usual longitudinal gauge used
at first order (see [1]). The constant C has been computed in [5], C � (η−3ε)−
2
(
ζ(1)

)2
. During the matter epoch ζ(1) = −5/3ψ(1). In this way we fix the

initial conditions for the non-linear evolution of the large-scale gravitational
potentials in the matter-dominated epoch

φ(2) = −1
2
δ(2)ρ

ρ
+ 4(ψ(1))2 , (9.38)
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ψ(2) − φ(2) = −2
3
(ψ(1))2 + non-local , (9.39)

obtained from the (0–0)- and (i–j)-component of the Einstein equations in
the Poisson gauge, respectively. Note that (9.39) is a constraint showing how,
unlike the linear case, the two gravitational potentials differ at second order
because of quadratic terms in the first-order perturbations. In (9.39) the non-
local terms are given by quadratic terms with a non-local dependence on
space, non-local ≡ 10∇−2(ψ(1)∇2ψ(1))/3−10∇−4(∂i∂j(ψ(1)∂i∂

jψ(1))), which
do not vanish even on large scales. From (9.37), (9.38) and (9.39) we obtain
an expression for φ(2) in terms of quadratic contributions [1]

φ(2) = 2(ψ(1))2 + 2∇−2(∂iψ(1)∂iψ
(1))

− 6∇−4∂i∂
j(∂iψ(1)∂jψ

(1)) . (9.40)

where φ(1) = ψ(1) in the Poisson gauge. The gravitational potential φ = φ(1)+
φ(2)/2 will then have a non-gaussian (−χ2) component. It can be expressed
in momentum space as

φ(k) = φ(1)(k) +
1

(2π)3

∫
dk1dk2f

φ
NL (k1,k2)

× φ(1)(k1)φ(1)(k2)δ(3) (k1 + k2 − k) (9.41)

where we have defined an effective “momentum–dependent” non–linearity pa-
rameter fφNL. Here the linear lapse function φ(1) = ψ(1) is a Gaussian random
field. Note that a momentum–dependent function must be added to the R.H.S.
of (9.41) in order to satisfy the requirement that 〈φ〉 = 0. From (9.41) the
gravitational potential bispectrum reads

〈φ(k1)φ(k2)φ(k3)〉 = (2π)3δ(3)(
∑
i

ki)

× [2fφNL (k1,k2) PΦ(k1)Pφ(k2) + cycl] . (9.42)

From (9.40) we read the non-linearity parameter for the gravitational potential

fφNL (k1,k2) = −1
2

+ g(k1,k2) (9.43)

where

g(k1,k2) = 4
k1 · k2

k2
− 3

(k1 · k2)
2

k4
+

3
2
k4
1 + k4

2

k4
, (9.44)

with k = k1+k2. We thus conclude that the tiny primordial signal is enhanced
by the second-order corrections after inflation leading to fφNL ∼ O(1).

9.4.2 Curvaton Scenario

For the curvaton (and the inhomogeneous reheating scenarios) the steps to
follow the evolution of the non-linearities in the post-inflationary epoch are the
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same as we described for the standard scenario. The difference is in the initial
conditions which are set by a different value of the curvature ζ(2) produced
after the curvaton decay, at the beginning of the radiation epoch ζ(2) = r(3/2−
r2)(ζ(1)

σ )2, where r � (ρσ/ρ)decay. Using this as an initial condition to get the
value for the constant C in (9.37) (with ψ(1) = −3rζ(1)

σ /5) together with (9.38)
and (9.39), we obtain fφNL (k1,k2) = 7/6 + 5r/6 − 5/(4r) + g(k1,k2).

9.4.3 Inhomogeneous Reheating Scenario

The initial conditions for the post-inflationary evolution are set by solving
the evolution equation during reheating ζ(2)′ = −δ(2)Γϕ/3 − ζ(1)δ(1)Γϕ −
2ζ(1)′ζ(1) − 2(ζ(1)δ(1)Γϕ/H)′/3. Note that we have expanded at second or-
der also the decay rate of the inflation field. In the case of a decay rate
which is quadratic in a light scalar field χ, Γϕ = Γ0 + Γ1(χ/χ∗)2, we obtain
fφNL (k1,k2) = 3/4 + I + g(k1,k2). Here I = −5/2+ 5Γ̄/12αΓ1 is a coefficient
which depends on some details of the process, such as the ratio of the fluctu-
ating channel to the total decay rate (see Table 9.1). The “minimal” picture
corresponds to I = 0.

9.4.4 Large-Scale Temperature Fluctuations at Second-Order

In order to make contact with the observational quantities, the bispectrum of
the CMB anisotropies, a further step is needed. We have to take into account
that the non-linearities in the gravitational potentials are transferred to the
CMB temperature fluctuations. In order to do that we take the large-scale
limit of the expression for the CMB fluctuations derived up to second-order

ΔT
T

= φE + τE − 1
2

(
φ

(1)
E
)2

+ φ
(1)
E τ

(1)
E , (9.45)

where φE = φ
(1)
E + φ

(2)
E /2 is the lapse perturbations at emission on the last

scattering surface and τE = τ
(1)
E +τ (2)

E /2 is the intrinsic fractional temperature
fluctuation at emission. In this way we define a non-gaussian contribution
that can be taken as an initial condition for the non-linear CMB temperature
fluctuations by selecting all those effects that survive in the large scale limit.
This effect will contribute also when the modes reenter the horizon. In fact it
will add to second-order integrated Sachs–Wolfe effect, and effects which are
relevant on smaller scales (e.g., Rees–Sciama contributions, or Doppler effects)
which have been dropped in (9.45). These effects should be distinguished
from the large scale part singled out in (9.45) thanks to their different scale
dependence. By imposing the adiabaticity condition between the matter and
radiation fluids ζm = ζr, one finds the fundamental relation

ΔT
T

=
1
3

[
ψ

(1)
E +

1
2

(
φ

(2)
E − 5

3
(ψ(1)

E )2
)]

. (9.46)
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It is such an expression that allow us to give the exact definition for the
non-linearity parameter fNL which is usually adopted to phenomenologically
parametrize the non-gaussianity level of cosmological perturbations and has
become the standard quantity to be observationally constrained by CMB ex-
periments. Let us stress that the non-linearity parameter singles out the pri-
mordial large-scale part of the second-order CMB anisotropies. The definition
of fNL adopted in the analyses goes through the conventional Sachs–Wolfe
formula Δ/T = −Φ/3 where Φ is the Bardeen potential, which is convention-
ally expanded as (up to a constant offset, which only affects the temperature
monopole) Φ = ΦL + fNL � (ΦL)2, with ΦL = −φ(1). Therefore if we expand
the gravitational potential φ at second order as in (9.41), or equivalently as
a general convolution φ = φ(1) + φ(2)/2 = ψ(1) + fφNL � (ψ(1))2 we find the
connection between theory and observations

fNL = −fφNL +
5
6

+ 1 , (9.47)

where we have also accounted for the +1 shift from the angular averaging
with the first-order metric determinant [1].

9.5 What Do We Learn from What
We Have Done so Far?

There are lessons we can draw from all the efforts made so far:

• The level of NG in the CMB anisotropies is not simply the primordial one:
one should compute how the NG evolves from the primordial epoch to
today when we detect it.

• One should compute the radiation transfer function at second order on
all scales. So far, we have done this exercise only for scales beyond the
horizon. In other words, we have set the initial condition for the NG before
the cosmological perturbations reenter the horizon

• The level of NG predicted within the one-single field models is NOT as
small as ∼ (nζ − 1) ∼ 10−2, but it is of order unity. This comes about
because of the non-linearities introduced by the evolution after inflation.

• A detection of NG at the level � 1 will tell us that not only all models of
inflation based on one-single fields are ruled out, but also that something
is wrong with the computation performed so far. In other words, a NG of
level unity is expected.

It is clear that the next crucial question is: what does it mean NG of order
unity? Is it 10−1 or 10? In the following we will try to get a (partial) answer
to this question. Before though, we will discuss what the present (and future)
observational status of detecting the NG in the CMB is.
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9.6 Observational Constraints on NG in the CMB

9.6.1 Theoretical Predictions for the CMB Bispectrum from
Inflation

In this section we derive analytical predictions for the angular bispectrum from
inflation. A note of caution is in order here: all the results obtained in this
Section assume a first-order transfer function for radiation. The second-order
transfer function will be dealt with in the next section.

We expand the observed CMB temperature fluctuation field, ΔT (n̂)/T ,
into the spherical harmonics,

alm =
∫

d2n̂
ΔT (n̂)
T

Y ∗
lm(n̂) , (9.48)

where the hats denote unit vectors. The CMB angular bispectrum is given by

Bm1m2m3
l1l2l3

≡ 〈al1m1al2m2al3m3〉 , (9.49)

and the angular averaged bispectrum is

Bl1l2l3 =
∑
all m

(
l1 l2 l3
m1 m2 m3

)
Bm1m2m3
l1l2l3

, (9.50)

where the matrix is the Wigner–3j symbol. The bispectrum, Bm1m2m3
l1l2l3

, sat-
isfies the triangle conditions and parity invariance: m1 + m2 + m3 = 0,
l1 + l2 + l3 = even, and |li − lj | ≤ lk ≤ li + lj for all permutations of indices.
It implies that Bm1m2m3

l1l2l3
consists of the Gaunt integral, Gm1m2m3

l1l2l3
, defined by

Gm1m2m3
l1l2l3

≡
∫

d2n̂Yl1m1(n̂)Yl2m2(n̂)Yl3m3(n̂)

=

√
(2l1 + 1) (2l2 + 1) (2l3 + 1)

4π

(
l1 l2 l3
0 0 0

)(
l1 l2 l3
m1 m2 m3

)
.(9.51)

Gm1m2m3
l1l2l3

is real, and satisfies all the conditions mentioned above.
Rotational invariance of the angular three–point correlation function im-

plies that Bl1l2l3 is written as

Bm1m2m3
l1l2l3

= Gm1m2m3
l1l2l3

bl1l2l3 , (9.52)

where bl1l2l3 is an arbitrary real symmetric function of l1, l2, and l3. This
form, (9.52), is necessary and sufficient to construct generic Bm1m2m3

l1l2l3
under

rotational invariance; thus, we will use bl1l2l3 more frequently than Bm1m2m3
l1l2l3

in this section, and call this function the reduced bispectrum, as bl1l2l3 con-
tains all physical information in Bm1m2m3

l1l2l3
. Since the reduced bispectrum does

not contain the Wigner–3j symbol, which merely ensures the triangle condi-
tions and parity invariance, it is easier to calculate physical properties of the
bispectrum.
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We calculate the angular averaged bispectrum, Bl1l2l3 , by substituting
(9.52) into (9.50),

Bl1l2l3 =

√
(2l1 + 1)(2l2 + 1)(2l3 + 1)

4π

(
l1 l2 l3
0 0 0

)
bl1l2l3 , (9.53)

where we have used the identity,

∑
all m

(
l1 l2 l3
m1 m2 m3

)
Gm1m2m3
l1l2l3

=

√
(2l1 + 1)(2l2 + 1)(2l3 + 1)

4π

(
l1 l2 l3
0 0 0

)
.

(9.54)
Alternatively, one can define the bispectrum in the flat–sky approximation,

〈a(l1)a(l1)a(l3)〉 = (2π)2δ(2) (l1 + l2 + l3)B(l1, l2, l3) , (9.55)

where l is a two–dimensional wave vector on the sky. This definition of
B(l1, l2, l3) reduces to (9.52) with the correspondence

Gm1m2m3
l1l2l3

→ (2π)2δ(2) (l1 + l2 + l3) , (9.56)

in the flat–sky limit. Thus, we have

bl1l2l3 ≈ B(l1, l2, l3) (flat–sky approximation) . (9.57)

This fact motivates our use of the reduced bispectrum, bl1l2l3 , rather than the
angular averaged bispectrum, Bl1l2l3 .

If primordial fluctuations are adiabatic scalar fluctuations, then

alm = 4π(−i)l
∫

d3k
(2π)3

Φ(k)gTl(k)Y ∗
lm(k̂) , (9.58)

where Φ(k) is the primordial curvature perturbation in Fourier space, and
gTl(k) is the radiation transfer function. alm takes over the non–gaussianity,
if any, from Φ(k). Although (9.58) is valid only if the Universe is flat, it is
straightforward to extend this to an arbitrary geometry. We can calculate the
isocurvature fluctuations similarly by using the entropy perturbation and the
proper transfer function.

The primordial non–gaussianity may be parameterized as a linear plus
quadratic term in the gravitational potential in the general form of (9.41),
where the non–linearity parameter fNL appears as a kernel in Fourier space,
rather than a constant. This gives rise to angular modulation of the quadratic
non–linearity, which might be used to search for specific signatures of infla-
tionary non–gaussianity in the CMB. In this section, however, we restrict
ourselves to the simplest weak non–linear coupling case, assuming that fNL

is merely a multiplicative constant, as done in data analyses so far. Hence we
write

Φ(x) = ΦL(x) + fNL

[
Φ2

L(x) − 〈
Φ2

L(x)
〉]

, (9.59)



326 A. Riotto

in real space, where ΦL(x) denotes the linear Gaussian part of the perturba-
tion, and 〈Φ(x)〉 = 0 is guaranteed.

In Fourier space, we decompose Φ(k) into two parts,

Φ(k) = ΦL(k) + ΦNL(k) , (9.60)

and accordingly we have
alm = aL

lm + aNL
lm , (9.61)

where ΦNL(k) is a non–linear curvature perturbation defined by

ΦNL(k) ≡ fNL

[∫
d3p

(2π)3
ΦL(k + p)Φ∗

L(p) − (2π)3δ(3)(k)
〈
Φ2

L(x)
〉]

. (9.62)

One can immediately check that 〈Φ(k)〉 = 0 is satisfied. In this model, a
non–vanishing component of the Φ(k)–field bispectrum is

〈ΦL(k1)ΦL(k2)ΦNL(k3)〉 = (2π)3δ(3)(k1 + k2 + k3) 2fNLPΦ(k1)PΦ(k2) ,
(9.63)

where PΦ(k) is Bardeen’s potential linear power–spectrum given by

〈ΦL(k1)ΦL(k2)〉 = (2π)3PΦ(k1)δ(3)(k1 + k2) . (9.64)

We have also used

〈ΦL(k + p)Φ∗
L(p)〉 = (2π)3PΦ(p)δ(3)(k) , (9.65)

and 〈
Φ2

L(x)
〉

= (2π)−3

∫
d3kPΦ(k) . (9.66)

Substituting (9.58) into (9.49), using (9.63) for the Φ(k)–field bispectrum,
and then integrating over angles k̂1, k̂3, and k̂3, we obtain the primordial
CMB angular bispectrum,

Bm1m2m3
l1l2l3

=
〈
aL
l1m1

aL
l2m2

aNL
l3m3

〉
+
〈
aL
l1m1

aNL
l2m2

aL
l3m3

〉
+
〈
aNL
l1m1

aL
l2m2

aL
l3m3

〉

= 2Gm1m2m3
l1l2l3

∫ ∞

0

r2dr
[
bLl1(r)b

L
l2 (r)b

NL
l3 (r) + bLl1(r)b

NL
l2 (r)bLl3 (r)

+bNL
l1 (r)bLl2 (r)b

L
l3(r)

]
, (9.67)

where

bLl (r) ≡
2
π

∫ ∞

0

k2dkPΦ(k)gTl(k)jl(kr), (9.68)

bNL
l (r) ≡ 2

π

∫ ∞

0

k2dkfNLgTl(k)jl(kr) . (9.69)

Note that bLl (r) is dimensionless, while bNL
l (r) has a dimension of L−3.
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One can immediately check that (9.52) holds; thus, the reduced bispec-
trum, bl1l2l3 (9.52), for the primordial non–gaussianity reads

bprim
l1l2l3

= 2
∫ ∞

0

r2dr
[
bLl1(r)b

L
l2(r)b

NL
l3 (r) + bLl1(r)b

NL
l2 (r)bLl3(r)

+bNL
l1 (r)bLl2 (r)b

L
l3(r)

]
. (9.70)

We can fully specify bprim
l1l2l3

by a single constant parameter, fNL, as the CMB
angular power–spectrum, Cl, will precisely measure the cosmological parame-
ters. We stress again that this formula is valid only when the scale–dependence
of fNL is weak, which is a good approximation if the momentum–independent
part of fNL is larger than unity.

One can calculate the primordial CMB bispectrum ((9.67)–(9.70)) numeri-
cally as follows. One computes the full radiation transfer function, gTl(k), with
the CMBFAST code, assuming a single power–law spectrum, PΦ(k) ∝ kn−4,
for the primordial curvature fluctuations. After doing the integration over k
((9.68) and (9.69)) with the same algorithm of CMBFAST, one performs the
integration over r (9.70), r = c (τ0 − τ), where τ is the conformal time. τ0
is the present–day value. In our model, cτ0 = 11.8 Gpc, and the decoupling
occurs at cτ∗ = 235 Mpc at which the differential visibility has a maximum.
Our cτ0 includes radiation effects on the expansion of the Universe; other-
wise, cτ0 = 12.0 Gpc. Since most of the primordial signal is generated at τ∗,
we choose the r integration boundary as c (τ0 − 2τ∗) ≤ r ≤ c (τ0 − 0.1τ∗). We
use a step-size of 0.1cτ∗, as we have found that a step size of 0.01cτ∗ gives
very similar results. As cosmological model, let us assume a scale–invariant
Standard Cold Dark Matter (SCDM) model with Ωm = 1, ΩΛ = 0, Ωb = 0.05,
h = 0.5, and n = 1, and with power–spectrum PΦ(k) normalized to COBE.
Although this model is almost excluded by current observations, it is still
useful to depict the basic effects of the transfer function on the bispectrum.

Figure 9.1 shows bLl (r) (9.68) and bNL
l (r) (9.69) for several different values

of r. We find that bLl (r) and Cl look very similar to each other in shape and
amplitude at l >∼ 100, although the amplitude in the Sachs–Wolfe regime is
different by a factor of −3. This is because Cl ∝ PΦ(k)g2

Tl(k), while bLl (r) ∝
PΦ(k)gTl(k), where gTl = −1/3. We also find that bLl (r) has a good phase
coherence over a wide range of r, while the phase of bNL

l (r) in the high–l
regime oscillates rapidly as a function of r. This strongly damps the integrated
result (9.67) in the high-l regime. The main difference between Cl and bl(r)
is that bl(r) changes the sign, while Cl does not.

Looking at Fig. 9.1, we find l2bLl ∼ 2× 10−9 and bNL
l f−1

NL ∼ 10−10 Mpc−3.
As most of the signal is coming from the decoupling epoch, the volume element
at τ∗ is r2∗Δr∗ ∼ (104)2 × 102 Mpc3; thus, we can give an order–of–magnitude
estimate of the primordial reduced bispectrum (9.70) as

bprim
lll ∼ l−4

[
2r2∗Δr∗

(
l2bLl

)2
bNL
l × 3

]
∼ l−4 × 2 × 10−17fNL . (9.71)
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Fig. 9.1. Components of Primordial CMB Bispectrum. This figure shows bLl (r)
(9.68) and bNL

l (r) (9.69), the two terms in our calculation of the primordial
CMB angular bispectrum, as a function of r. Various lines in the top panel show[
l(l + 1)bLl (r)/2π

] × 1010, where r = c (τ0 − τ ), at τ = 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, and

1.6 × τ∗ (decoupling time);
[
bNL
l (r)f−1

NL

]× 1010 are shown in the bottom panel. τ0 is
the present-day conformal time. Note that cτ0 = 11.8 Gpc, and cτ∗ = 235 Mpc in
the cosmological model chosen here. The thickest solid line in the top panel is the
CMB angular power–spectrum, [l(l + 1)Cl/2π] × 1010. Cl is shown for comparison

Since bNL
l f−1

NL ∼ r−2∗ δ(r − r∗) [see (9.74)], r2∗Δr∗bNL
l f−1

NL ∼ 1. This rough
estimate agrees with the numerical result below (Fig. 9.2).

Figure 9.2 shows the integrated bispectrum (9.67) divided by the Gaunt
integral, Gm1m2m3

l1l2l3
, which is the reduced bispectrum, bprim

l1l2l3
. While the bispec-

trum is a 3D function, we show different 1D slices of the bispectrum in this
figure. We plot

l2(l2 + 1)l3(l3 + 1)
〈
aNL
l1m1

aL
l2m2

aL
l3m3

〉 (Gm1m2m3
l1l2l3

)−1
/(2π)2

as a function of l3 in the top panel, while we plot

l1(l1 + 1)l2(l2 + 1)
〈
aL
l1m1

aL
l2m2

aNL
l3m3

〉 (Gm1m2m3
l1l2l3

)−1
/(2π)2

in the bottom panel. We have multiplied each bLl (r) which contains PΦ(k) by
l(l+1)/(2π) so that the Sachs–Wolfe plateau at l3 <∼ 10 is easily seen. We have
chosen l1 and l2 so as (l1, l2) = (9, 11), (99, 101), (199, 201), and (499, 501). We
find that the (l1, l2) = (199, 201) mode, the first acoustic peak mode, has the
largest signal in this family of parameters. The top panel has a prominent
first acoustic peak, and strongly damped oscillations in the high-l regime;
the bottom panel also has a first peak, but damps more slowly. The typical
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Fig. 9.2. Primordial CMB Bispectrum. The primordial angular bispectrum (9.67),
divided by the Gaunt integral, Gm1m2m3

l1l2l3
(9.51). The bispectrum is plotted as a

function of l3 for (l1, l2) =(9,11), (99,101), (199,201), and (499,501). Each panel
shows a different 1-dimensional slice of the bispectrum. The top panel shows
l2(l2 + 1)l3(l3 + 1)

〈
aNL

l1m1
aL

l2m2
aL

l3m3

〉
f−1
NL

(Gm1m2m3
l1l2l3

)−1
/(2π)2, while the bottom

panel shows l1(l1 + 1)l2(l2 + 1)
〈
aL

l1m1a
L
l2m2a

NL
l3m3

〉
f−1
NL

(Gm1m2m3
l1l2l3

)−1
/(2π)2. Note

that we have multiplied the bispectrum in each panel by a factor of 1019

amplitude of the reduced bispectrum is l4bprim
lll f−1

NL ∼ 10−17, which agrees with
the order–of–magnitude estimate of (9.71).

bprim
l1l2l3

≈ −6fNL

(
CSW
l1 CSW

l2 + CSW
l1 CSW

l3 + CSW
l2 CSW

l3

)
(SW approximation) .

(9.72)
Each term is of the same order as in (9.70). Here, CSW

l is the CMB angular
power–spectrum in the Sachs–Wolfe approximation,

CSW
l ≡ 2

9π

∫ ∞

0

k2dkPΦ(k)j2l (kr∗) . (9.73)

In deriving (9.72) from (9.70), we have approximated bNL
l (r) (9.69) with

bNL
l (r) ≈

(
−fNL

3

)
2
π

∫ ∞

0

k2dkjl(kr∗)jl(kr) = −fNL

3
r−2
∗ δ(r − r∗) . (9.74)

We stress again that the Sachs–Wolfe approximation gives a qualitatively
different result from our full calculation (9.70) at li >∼ 10. The full bispec-
trum changes sign, while the approximation never changes sign because of the
use of CSW

l . The acoustic oscillation and the sign–change are actually great
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advantages when we try to separate the primordial bispectrum from various
secondary bispectra. We will analyze this point later.

As we have calculated the full bispectrum at all scales, it is now possible
to calculate the three–point function in real space. Unlike the bispectrum,
however, the form of the full three–point function is fairly complicated; nev-
ertheless, one can obtain a simple form for the skewness, S3, given by

S3 ≡
〈(

ΔT (n̂)
T

)3
〉
, (9.75)

which is perhaps the simplest (but less powerful) statistic characterizing non–
gaussianity. We expand S3 in terms of Bl1l2l3 (9.50), or bl1l2l3 (9.52), as

S3 =
1
4π

∑
l1l2l3

√
(2l1 + 1) (2l2 + 1) (2l3 + 1)

4π

(
l1 l2 l3
0 0 0

)
Bl1l2l3Wl1Wl2Wl3

=
1

2π2

∑
2≤l1l2l3

(
l1 +

1
2

)(
l2 +

1
2

)(
l3 +

1
2

)(
l1 l2 l3
0 0 0

)2

×bl1l2l3Wl1Wl2Wl3 , (9.76)

where Wl is the experimental window function. We have used (9.53) to replace
Bl1l2l3 by the reduced bispectrum, bl1l2l3 , in the last equality. Since l = 0 and
1 modes are not observable, we have excluded them from the summation.
Throughout this section, we consider a single-beam window function, Wl =

exp[−l(l + 1)/(2σ2
b)], where σb = FWHM/

√
8 ln 2. Since

(
l1 l2 l3
0 0 0

)2

bl1l2l3 is

symmetric under permutation of indices, we change the way of summation as
∑

2≤l1l2l3
−→ 6

∑
2≤l1≤l2≤l3

. (9.77)

This reduces the number of summations by a factor of � 6. We will use this
convention henceforth.

The top panel of Fig. 9.3 shows S3(< l3), which is S3 summed up to a
certain l3, for FWHM beam sizes of 7◦, 13′ and 5′.5. These values correspond
to COBE, WMAP, and Planck beam sizes, respectively. Figure 9.3 also shows
the infinitesimally thin beam case. We find that WMAP, Planck, and the
ideal experiments, all measure very similar S3 to one another, despite the
fact that Planck and the ideal experiments can use many more modes than
WMAP. The reason is the following. Looking at (9.76), one finds that S3 is a
linear integral of bl1l2l3 over li; thus, integrating oscillations in bprim

l1l2l3
around

zero (see Fig. 9.2) damps the non–gaussian signal on small angular scales,
l >∼ 300. Since the Sachs–Wolfe effect, which implies no oscillation, dominates
the COBE–scale anisotropy, the cancellation on the COBE scale affects S3 less
significantly than on the WMAP and Planck scales. Planck suffers from severe
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the error of S3 (9.109) summed up to l3, σS3(< l3)× 1015. The solid line represents
the zero–noise ideal experiment, while the dotted lines show COBE, WMAP and
Planck experiments

cancellation in small angular scales: Planck and the ideal experiments measure
only the same amount of S3 as WMAP does. As a result, the measured S3

almost saturates at the WMAP resolution scale, l ∼ 500.
We conclude this section by noting that when we can calculate the expected

form of the bispectrum, then it becomes a “matched filter” for detecting non–
gaussianity in the data, and thus much more powerful a tool than the skewness
in which the information is lost through the coarse–graining.

9.6.2 Secondary Sources of CMB Bispectrum

Even if the CMB bispectrum were significantly detected in the CMB map, its
origin would not necessarily be primordial, but rather there would be various
secondary sources such as the Sunyaev–Zel’dovich (SZ) effect, the weak lensing
effect, and so on, or foreground sources such as extragalactic radio sources. To
isolate the primordial origin from the others, we have to know the accurate
form of bispectra produced by secondary and foreground sources.

Coupling Between the Weak Lensing
and the Sunyaev–Zel’dovich Effects

The coupling between the SZ effect and the weak lensing effect produces an
observable effect in the bispectrum. We expand the CMB temperature field
including the SZ and the lensing effect as
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ΔT (n̂)
T

=
ΔTP (n̂ + ∇Θ(n̂))

T
+

ΔT SZ(n̂)
T

≈ ΔTP(n̂)
T

+ ∇
(

ΔTP(n̂)
T

)
· ∇Θ(n̂) +

ΔT SZ(n̂)
T

, (9.78)

where P denotes the primordial anisotropy, Θ(n̂) is the lensing potential,

Θ(n̂) ≡ −2
∫ r∗

0

dr
r∗ − r

rr∗
Φ(r, n̂r) , (9.79)

and SZ denotes the SZ effect,

ΔT SZ(n̂)
T

= y(n̂)jν , (9.80)

where jν is a spectral function of the SZ effect y(n̂) is the Compton y-
parameter given by

y(n̂) ≡ y0

∫
dr
r∗
Tρ(r, n̂r)
T ρ0

a−2(r) , (9.81)

where

y0 ≡ σT ρgas0kBT ρ0r∗
μempmec2

= 4.3 × 10−4μ−1
e

(
Ωbh

2
)(kBT ρ0

1 keV

)(
r∗

10 Gpc

)
.

(9.82)
Tρ ≡ ρgasTe/ρgas is the electron temperature weighted by the gas mass density,
the overline denotes the volume average, and the subscript 0 means the present
epoch. We adopt μ−1

e = 0.88, where μ−1
e ≡ ne/(ρgas/mp) is the number of

electrons per proton mass in the fully ionized medium. Other quantities have
their usual meaning.

Transforming (9.78) into harmonic space, we obtain

alm = aP
lm +

∑
l′m′

∑
l′′m′′

(−1)mG−mm′m′′
ll′l′′

× l
′(l′ + 1) − l(l + 1) + l′′(l′′ + 1)

2
aP
l′m′Θl′′m′′ + aSZ

lm

= aP
lm +

∑
l′m′

∑
l′′m′′

(−1)m+m′+m′′G−mm′m′′
ll′l′′

× l
′(l′ + 1) − l(l + 1) + l′′(l′′ + 1)

2
aP∗
l′−m′Θ∗

l′′−m′′ + aSZ
lm , (9.83)

where Gm1m2m3
l1l2l3

is the Gaunt integral (9.51). Substituting (9.83) into (9.49),
and using the identity, G−m1−m2−m3

l1l2l3
= Gm1m2m3

l1l2l3
, we obtain the bispectrum,

Bm1m2m3
l1l2l3

= Gm1m2m3
l1l2l3

[
l1(l1 + 1) − l2(l2 + 1) + l3(l3 + 1)

2
CP
l1

〈
Θ∗
l3m3

aSZ
l3m3

〉
+5 permutations] . (9.84)
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The form of (9.52) is confirmed; the reduced bispectrum bsz−lens
l1l2l3

includes the
terms in square brackets.

While (9.84) is complicated, we can understand the physical effect pro-
ducing the SZ–lensing bispectrum intuitively. Figure 9.4 shows how the SZ–
lensing coupling produces the three–point correlation. Suppose that there are
three CMB photons decoupled at the last scattering surface (LSS), and one
of these photons penetrates through a SZ cluster between the LSS and us;
the energy of the photon changes because of the SZ effect. When the other
two photons pass near the SZ cluster, they are deflected by the gravitational
lensing effect, changing their propagation directions, and coming toward us.
What do we see after all? We see that the three CMB photons are corre-
lated; we then measure a non–zero angular bispectrum. The cross–correlation
strength between the SZ and lensing effects,

〈
Θ∗
l3m3

aSZ
l3m3

〉
, thus determines

the bispectrum amplitude, as indicated by (9.84).
The quantity

〈
Θ∗
lma

SZ
lm

〉
was derived assuming the linear pressure bias

model [1], Tρ = T ρbgasδ, and the mean temperature evolution, T ρ � T ρ0(1 +
z)−1, for z < 2, which is roughly suggested by recent hydrodynamic
simulations

〈
Θ∗
lma

SZ
lm

〉 � −jν 4y0bgasl2

3ΩmH2
0

∫ z∗

0

dz
dr
dz
D2(z)(1+ z)2

r∗ − r(z)
r2∗r5(z)

PΦ

(
k =

l

r(z)

)
,

(9.85)

SZ

LSS

CMB

Fig. 9.4. SZ–lensing Coupling. A schematic view of the SZ–lensing coupling bis-
pectrum. One of the three CMB photons, which are decoupled at the last scattering
surface (LSS), penetrates through a SZ cluster, changing its temperature, and com-
ing toward us. As the other two photons pass near the SZ cluster, they are deflected
by the lensing effect, changing their propagation directions, and coming toward us.
As a result, the three photons are correlated, generating a three–point correlation,
the bispectrum
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where D(z) is the linear growth factor. Simulations without non–gravitational
heating suggest that T ρ0 ∼ 0.2−0.4 keV and bgas ∼ 5−10; analytic estimations
give similar numbers. In the pressure bias model, the free parameters (except
cosmological ones) are T ρ0 and bgas; however, both actually depend upon the
cosmological model. Since l3

〈
Θ∗
lma

SZ
lm

〉 ∼ 2 × 10−10jνT ρ0bgas and l2CP
l ∼

6 × 10−10, we have

bsz−lens
lll ∼ l−3

[(
l2CP

l

) (
l3
〈
Θ∗
lma

SZ
lm

〉)× 5/2
] ∼ l−3 × 3 × 10−19jνT ρ0bgas ,

(9.86)
where T ρ0 is in units of 1 keV, and bl1l2l3 = Bm1m2m3

l1l2l3

(Gm1m2m3
l1l2l3

)−1 is the
reduced bispectrum (9.52). Comparing this with (9.71), we obtain

bprim
lll

bsz−lens
lll

∼ l−1 × 10
(

fNL

jνT ρ0bgas

)
. (9.87)

This estimate suggests that the SZ–lensing bispectrum dominates the primor-
dial bispectrum on small angular scales. This is why we have to separate the
primordial from the SZ–lensing effect.

While the pressure bias model gives a rough estimate of the SZ power–
spectrum, more accurate predictions exist. Several authors have predicted
the SZ power–spectrum analytically using the Press–Schechter approach or
hyper-extended perturbation theory. The predictions agree with hydrody-
namic simulations.

Extragalactic Radio and Infrared Sources

The bispectrum from extragalactic radio and infrared sources whose fluxes,
F , are smaller than a certain detection threshold, Fd, is simple to estimate,
when we assume the Poisson distribution. The Poisson distribution is a good
approximation at low frequencies (ν < 100 GHz). The Poisson distribution has
white–noise power–spectrum; thus, the reduced bispectrum (9.52) is constant,
bsrcl1l2l3 = bsrc = const, and we obtain

Bm1m2m3
l1l2l3

= Gm1m2m3
ll12l3

bsrc , (9.88)

where

bsrc(< Fd) ≡ g3(x)
∫ Fd

0

dFF 3 dn
dF

= g3(x)
β

3 − β
n(> Fd)F 3

d . (9.89)

Here, dn/dF is the differential source count per unit solid angle, and n(>
Fd) ≡ ∫∞

Fd
dF (dn/dF ). We have assumed a power–law count, dn/dF ∝

F−β−1, for β < 2. The other symbols mean x ≡ hν/kBT � (ν/56.80 GHz)
(T/2.726 K)−1, and

g(x) ≡ 2
(hc)2

(kBT )3

(
sinhx/2
x2

)2

� 1
67.55 MJy sr−1

(
T

2.726 K

)−3( sinhx/2
x2

)2

.

(9.90)
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Using the Poisson angular power–spectrum, Cps, given by

Cps(< Fd) ≡ g2(x)
∫ Fd

0

dFF 2 dn
dF

= g2(x)
β

2 − β
n(> Fd)F 2

d , (9.91)

we can rewrite bsrc into a different form,

bsrc(< Fd) =
(2 − β)3/2

β1/2(3 − β)
[n(> Fd)]−1/2 [Cps(< Fd)]3/2 . (9.92)

One can estimate that n(> Fd) ∼ 300 sr−1 for Fd ∼ 0.2 Jy at 217 GHz.
This Fd corresponds to 5σ detection threshold for the Planck experiment at
217 GHz. Extrapolating to 94 GHz, one finds n(> Fd) ∼ 7 sr−1 for Fd ∼ 2 Jy,
which corresponds to the WMAP 5σ threshold. These values yield

Cps(90 GHz, < 2 Jy) ∼ 2 × 10−16, (9.93)
Cps(217 GHz, < 0.2 Jy) ∼ 1 × 10−17 . (9.94)

Thus, rough estimates for bsrc are

bsrc(90 GHz, < 2 Jy) ∼ 2 × 10−25, (9.95)
bsrc(217 GHz, < 0.2 Jy) ∼ 5 × 10−28 . (9.96)

While we have assumed the Euclidean source count (β = 3/2) for definiteness,
this assumption does not affect order–of–magnitude estimates.

As the primordial reduced bispectrum is ∝ l−4 (9.71), and the SZ–lensing
reduced bispectrum is ∝ l−3 (9.86), the point–source bispectrum rapidly
comes to dominate the total bispectrum on small angular scales:

bprim
lll

bsrc
∼ l−4 × 107

(
fNL

bsrc/10−25

)
, (9.97)

bsz−lens
lll

bsrc
∼ l−3 × 106

(
jνT ρ0bgas
bsrc/10−25

)
. (9.98)

For example, the point–sources dominates the SZ–lensing bispectrum mea-
sured by WMAP at l >∼ 100.

What do the SZ–lensing bispectrum and the point–source bispectrum look
like? Figure 9.5 shows the primordial, the SZ–lensing, and the point–source
reduced bispecta for the equilateral configurations, l ≡ l1 = l2 = l3. We
have plotted l2(l+1)2blll/(2π)2. We find that these bispecra are very different
from each other in shape on small angular scales. It thus suggests that we can
separate these three contributions on the basis of shape difference. We study
this point in the next section.
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Fig. 9.5. Equilateral reduced bispectra. Comparison between the primordial (solid
line), the SZ–lensing (dashed line), and the point–source (dotted line) reduced bis-
pectra for the equilateral configurations, l ≡ l1 = l2 = l3. We have plotted[
l2(l + 1)2blll/(2π)2

]×1016, which makes the Sachs–Wolfe plateau of the primordial
reduced bispectrum on large angular scales, l <∼ 10, easily seen

9.6.3 Measuring Bispectra: Signal–to–Noise Estimation

In this subsection we study how well we can measure the primordial bispec-
trum, and how well we can separate it from the secondary bispectra. Suppose
that we fit the observed bispectrum, Bobs

l1l2l3
, by theoretically calculated bispec-

tra, which include both the primordial and secondary sources. We minimize
χ2 defined by

χ2 ≡
∑

2≤l1≤l2≤l3

(
Bobs
l1l2l3

−∑
iAiB

(i)
l1l2l3

)2

σ2
l1l2l3

, (9.99)

where i denotes a component such as the primordial, the SZ and lensing effects,
extragalactic sources, and so on. We have removed unobservable modes, l = 0
and 1.

The variance of the bispectrum, σ2
l1l2l3

, is the six–point function of alm.
When non–gaussianity is weak, we calculate it as

σ2
l1l2l3 ≡ 〈

B2
l1l2l3

〉− 〈Bl1l2l3〉2 ≈ Cl1Cl2Cl3Δl1l2l3 , (9.100)

where Δl1l2l3 takes values 1, 2 or 6 when all ls are different, two are the same,
or all are the same, respectively. Cl ≡ Cl + CN

l is the total CMB angular
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power–spectrum, which includes the power–spectrum of the detector noise,
CN
l . We calculate CN

l analytically with the noise characteristics of relevant
experiments. We do not include Cl from secondary sources, as they are sub-
dominant compared with the primordial Cl and CN

l for relevant experiments.
Including Cl from extragalactic sources (9.93) or (9.94) changes our results
by less than 10%.

Taking ∂χ2/∂Ai = 0, we obtain the equation

∑
j

⎡
⎣ ∑

2≤l1≤l2≤l3

B
(i)
l1l2l3

B
(j)
l1l2l3

σ2
l1l2l3

⎤
⎦Aj =

∑
2≤l1≤l2≤l3

Bobs
l1l2l3

B
(i)
l1l2l3

σ2
l1l2l3

. (9.101)

We then define the Fisher matrix, Fij , as

Fij ≡
∑

2≤l1≤l2≤l3

B
(i)
l1l2l3

B
(j)
l1l2l3

σ2
l1l2l3

=
2
π

∑
2≤l1≤l2≤l3

(
l1 +

1
2

)(
l2 +

1
2

)(
l3 +

1
2

)(
l1 l2 l3
0 0 0

)2 b
(i)
l1l2l3

b
(j)
l1l2l3

σ2
l1l2l3

,

(9.102)

where we have used (9.53) to replace Bl1l2l3 by the reduced bispectrum, bl1l2l3
[see (9.52) for definition]. Since the covariance matrix of Ai is F−1

ij , we define
the signal–to–noise ratio, (S/N)i, for a component i, the correlation coeffi-
cient, rij , between different components i and j, and the degradation param-
eter, di, of (S/N)i due to rij , as

(
S

N

)
i

≡ 1√
F−1
ii

, (9.103)

rij ≡
F−1
ij√

F−1
ii F

−1
jj

, (9.104)

di ≡ FiiF
−1
ii . (9.105)

Note that rij does not depend upon the amplitude of the bispectra, but on
their shape. We have defined di such that di = 1 for zero degradation, while
di > 1 for degraded (S/N)i. We study all the components to look at the
separability between various bispectra.

We can give an order–of–magnitude estimate of S/N as a function of the
angular resolution, l, as follows. Since the number of modes contributing to

S/N increases as l3/2, and l3
(
l l l
0 0 0

)2

∼ 0.36 × l, we estimate (S/N)i ∼
(Fii)1/2 as
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(
S

N

)
i

∼ 1
3π
l3/2 × l3/2

∣∣∣∣
(
l l l
0 0 0

)∣∣∣∣× l3b
(i)
lll

(l2Cl)3/2
∼ l5b

(i)
lll × 4 × 1012 , (9.106)

where we have used l2Cl ∼ 6 × 10−10.
Table 9.2 tabulates Fij , while Table 9.3 tabulates F−1

ij ; Table 9.4 tabulates
(S/N)i, while Table 9.5 tabulates di in the diagonal, and rij in the off-diagonal
parts.

Measuring the Primordial Bispectrum

Figure 9.6 shows the signal–to–noise ratio, S/N . The top panel shows the
differential S/N for the primordial bispectrum at ln l3 interval,

[
d(S/N)2/

d ln l3]
1/2

f−1
NL , and the bottom panel shows the cumulative S/N , (S/N)(<

l3)f−1
NL , which is S/N summed up to a certain l3. We have computed the

detector noise power–spectrum, CN
l , for COBE four–year map, WMAP 90

GHz channel, and Planck 217 GHz channel, and assumed full sky coverage.
Figure 9.6 also shows the ideal experiment with no noise: CN

l = 0. Both[
d(S/N)2/d ln l3

]1/2 and (S/N)(< l3) increase monotonically with l3, roughly
∝ l3, up to l3 ∼ 2000 for the ideal experiment.

Beyond l3 ∼ 2000, an enhancement of the damping tail in Cl because of
the weak lensing effect stops

[
d(S/N)2/d ln l3

]1/2, and hence (S/N)(< l3),
increasing. This leads to an important constraint on observations; even for
the ideal noise–free, infinitesimally thin beam experiment, there is an up-
per limit on the value of S/N <∼ 0.3fNL. For a given realistic experiment,[
d(S/N)2/d ln l3

]1/2 has a maximum at a scale near the beam size.
For COBE, WMAP and Planck experiments, the total (S/N)f−1

NL are 1.7×
10−3, 5.8 × 10−2, and 0.19, respectively (see Table 9.4). To obtain S/N >
1, we need fNL > 600, 20, and 5 respectively, while the ideal experiment
requires fNL > 3 (see Table 9.6). We can also roughly obtain these values by
substituting (9.71) into (9.106),

(
S

N

)
prim

∼ l × 10−4fNL . (9.107)

The degradation parameters, dprim, are 1.46, 1.01, and 1.00 for the COBE,
WMAP and Planck experiments, respectively (see Table 9.5), suggesting that
WMAP and Planck experiments will separate the primordial bispectrum from
the others with 1% or better accuracy. However, COBE cannot discriminate
between them very well, as the primordial and the secondary sources change
monotonically on the COBE angular scales. On WMAP and Planck scales,
the primordial bispectrum starts oscillating around zero, being well separated
in shape from the secondaries that do not oscillate. This is good news for the
forthcoming high angular resolution CMB experiments.
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Table 9.4. Signal–to–noise ratio, (S/N)i [see (9.103)], of detecting the bispectrum.
i denotes a component in the first row. The meaning of the symbols is the same as
in Table 9.2

Primordial SZ–lensing Point–sources

COBE 1.7 × 10−3 fNL 1.8 × 10−4 |jν |T ρ0bgas 5.7 × 10−7 bps
25

WMAP 5.8 × 10−2 fNL 0.34 |jν |T ρ0bgas 2.2 bps
25

Planck 0.19 fNL 6.2 |jν |T ρ0bgas 52 bps
27

Measuring Primordial Skewness

For the skewness, we define S/N as
(
S

N

)2

≡ S2
3

σ2
S3

, (9.108)

where the variance is

σ2
S3

≡
〈
(S3)

2
〉

= 6
∫ 1

−1

d cos θ
2

[C(θ)]3

= 6
∑
l1l2l3

(2l1 + 1) (2l2 + 1) (2l3 + 1)
(4π)3

(
l1 l2 l3
0 0 0

)2

Cl1Cl2Cl3W 2
l1W

2
l2W

2
l3

=
9

2π3

∑
2≤l1≤l2≤l3

(
l1 +

1
2

)(
l2 +

1
2

)(
l3 +

1
2

)(
l1 l2 l3
0 0 0

)2

×Cl1Cl2Cl3W 2
l1W

2
l2W

2
l3 . (9.109)

Table 9.5. Signal degradation parameter, di [see (9.105)], and correlation coeffi-
cient, rij [see (9.104)], matrix. i denotes a component in the first row; j denotes a
component in the first column. di for i = j, while rij for i �= j

primordial SZ–lensing point–sources

COBE primordial 1.46 0.33 sgn(jν) 1.6 × 10−2

SZ–lensing 3.89 −0.79 sgn(jν)
point–sources 3.45

WMAP
primordial 1.01 −0.12 sgn(jν) 2.7 × 10−2

SZ–lensing 1.16 −0.35 sgn(jν)
point–sources 1.14

Planck
primordial 1.00 −5.9 × 10−2 sgn(jν) −5.8 × 10−4

SZ–lensing 1.00 −1.8 × 10−2 sgn(jν)
point–sources 1.00
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Fig. 9.6. The predictions of the signal–to–noise ratio, S/N , for the COBE, WMAP,
and Planck experiments [see (9.103)]. The differential S/N at ln l3 interval is shown
in the upper panel, while the cumulative S/N up to a certain l3 is shown in the
bottom panel. Both are in units of fNL. Solid line represents the zero-noise ideal
experiment, while dotted lines show the realistic experiments mentioned above. The
total (S/N)f−1

NL are 1.7× 10−3, 5.8× 10−2, and 0.19 for COBE, WMAP and Planck
experiments, respectively

In the last equality, we have used symmetry of the summed quantity with
respect to indices (9.77), and removed unobservable modes, l = 0 and 1. Typ-
ically σS3 ∼ 10−15, as σS3 ∼ [C(0)]3/2 ∼ 10−15, where C(θ) is the temperature
auto–correlation function including the noise.

The bottom panel of Fig. 9.3 shows σS3(< l3), which is σS3 summed up
to a certain l3, for COBE, WMAP and Planck experiments as well as for the
ideal experiment. Since ClW 2

l = Cle−l(l+1)σ2
b +w−1, where w−1 is the white–

noise power–spectrum of the detector noise, w−1 keeps σS3(< l3) slightly
increasing with l3 beyond the experimental angular resolution scale, l ∼ σ−1

b .
In contrast, S3(< l3) becomes constant beyond l ∼ σ−1

b (see the top panel of
Fig. 9.3). As a result, S/N starts slightly decreasing beyond the resolution.
We use the maximum S/N for calculating the minimum value of fNL above
which the primordial S3 is detectable; we find that fNL > 800, 80, 70 and 60
for COBE, WMAP, Planck and the ideal experiments, respectively, assuming
full sky coverage.

These fNL values are systematically larger than those for detecting Bl1l2l3
by a factor of 1.3, 4, 14 and 20, respectively (see Table 9.6). The higher the
angular resolution is, the less sensitive the primordial S3 is to non–gaussianity
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Table 9.6. The minimum non–linearity parameter, fNL, needed for detecting the
primordial non–gaussianity by the bispectrum or the skewness with signal–to–noise
ratio greater than 1. These estimates include the effects of cosmic variance, detector
noise, and foreground sources

Experiments fNL ( Bispectrum) fNL (Skewness)

COBE 600 800
WMAP 20 80
Planck 5 70
Ideal 3 60

than Bl1l2l3 . This is because of the cancellation effect on smaller angular scales
caused by the oscillation of Bl1l2l3 damps S3.

Figure 9.7 compares the expected signal–to–noise ratio of detecting the
primordial non–gaussianity based on the bispectrum (9.103) with that based
on the skewness (9.108). It shows that the bispectrum is almost an order
of magnitude more sensitive to the non–gaussianity than the skewness. We
conclude that when we can compute the predicted form of the bispectrum,
it becomes a “matched filter” for detecting the non–gaussianity in data, and
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Fig. 9.7. Comparison of the signal–to–noise ratio summed up to a certain l3,
S/N(< l3), for the bispectrum (top panel; (9.103)) and the skewness (bottom
panel; (9.108)). S/N(< l3) is in units of fNL. The dotted lines show COBE, WMAP
and Planck experiments (dotted lines), while the solid line shows the ideal experi-
ment. See Table 9.6 for fNL to obtain S/N > 1
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thus much more a powerful tool than the skewness. Table 9.6 summarizes the
minimum fNL for detecting the primordial non–gaussianity using the bispec-
trum or the skewness for COBE, WMAP, Planck, and the ideal experiments.
This shows that even the ideal experiment needs fNL > 3 to detect the pri-
mordial bispectrum.

9.6.4 Measuring Primordial Non–gaussianity in the Cosmic
Microwave Background

Measuring fNL from nearly full–sky experiments is challenging. The bispec-
trum analysis requires N5/2 operations (N3/2 for computing three ls and N
for averaging over the sky) where N is the number of pixels. The brute–force
analysis is possible for the COBE data for which N ∼ 3000, while it is quite
challenging for mega–pixel experiments (e.g., N ∼ 3×106 for WMAP, 5×107

for Planck). In fact, just measuring all configurations of the bispectrum from
the data is possible. What is challenging is to carry out many Monte Carlo sim-
ulations: in order to quantify the statistical significance of the measurements,
one needs many simulations . It is the simulations that are computationally
very expensive. Since the brute–force trispectrum analysis requires N3, it is
even more challenging.

Although we measure the individual triangle configurations of the bispec-
trum (or quadrilateral configurations of the trispectrum) at first, we even-
tually combine all of them to constrain model parameters such as fNL, as
the signal–to–noise per configuration is nearly zero. This may sound ineffi-
cient. Measuring all configurations is enormously time consuming. Is there
any statistic which already combines all the configurations optimally, and fast
to compute? Yes. A physical justification for our methodology is as follows.
A model like (9.60) generates non–gaussianity in real space, and the Central–
Limit Theorem makes the Fourier modes nearly Gaussian; thus, real-space
statistics should be more sensitive. On the other hand, real-space statistics
are weighted sum of Fourier-space statistics, which are often easier to pre-
dict. Therefore, we need to understand the shape of Fourier-space statistics
to find sensitive real-space statistics, and for this purpose it is useful to have a
specific, physically motivated non–gaussian model, compute Fourier statistics,
and find optimal real-space statistics.

Reconstructing Primordial Fluctuations from Temperature
Anisotropy

We begin with the primordial curvature perturbations Φ (x) and isocurvature
perturbations S (x). If we can reconstruct these primordial fluctuations from
the observed CMB anisotropy, ΔT (n̂)/T , then we can improve the sensitivity
to primordial non–gaussianity. We find that the harmonic coefficients of the
CMB anisotropy, alm = T−1

∫
d2n̂ΔT (n̂)Y ∗

lm(n̂), are related to the primordial
fluctuations as
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alm = Wl

∫
r2dr

[
Φlm(r)αadi

l (r) + Slm(r)αiso
l (r)

]
+ nlm , (9.110)

where Φlm(r) and Slm(r) are the harmonic coefficients of the fluctuations at a
given comoving distance, r = |x| from the observer. The beam functionWl and
the harmonic coefficients of the noise nlm represent instrumental effects. Since
noise can be spatially inhomogeneous, the noise covariance matrix 〈nlmn∗

l′m′〉
can be non–diagonal; however, we approximate it by � σ2

0δll′δmm′ . We thus
assume the “mildly inhomogeneous” noise for which this approximation holds.
The function αl(r) is defined by

αl(r) ≡ 2
π

∫
k2dkgTl(k)jl(kr) , (9.111)

where gTl(k) is the radiation transfer function of either adiabatic (adi) or
isocurvature (iso) perturbations. Note that this function is equal to f−1

NLb
NL
l (r)

[see (9.68)].
Next, assuming that Φ (x) dominates, we try to reconstruct Φ (x) from

the observed ΔT (n̂). A linear filter, Ol(r), which reconstructs the underlying
field, can be obtained by minimizing the variance of the difference between
the filtered field Ol(r)alm and the underlying field Φlm(r). By evaluating

∂

∂Ol(r)
〈|Ol(r)alm − Φlm(r)|2〉 = 0 , (9.112)

one obtains a solution for the filter as

Ol(r) =
βl(r)Wl

C̃l
, (9.113)

where the function βl(r) is given by

βl(r) ≡ 2
π

∫
k2dkP (k)gTl(k)jl(kr) , (9.114)

and P (k) is the power–spectrum of Φ. Of course, one can replace Φ with
S when S dominates. This function is equal to bLl (r) [see (9.69)]. Here, we
put a tilde on a quantity that includes effects of Wl and noise such that
C̃l ≡ ClW

2
l + σ2

0 , where Cl is the theoretical power–spectrum that uses the
same cosmological model as gTl(k).

Finally, we transform the filtered field Ol(r)alm back to pixel space to
obtain a Wiener–filtered, reconstructed map of Φ(r, n̂) or S(r, n̂). We have
assumed that there is no correlation between Φ and S.

Figure 6.4 shows Ol(r) as a function of l and r for (a) an adiabatic SCDM
(Ωm = 1), (b) an adiabatic ΛCDM (Ωm = 0.3), (c) an isocurvature SCDM,
and (d) an isocurvature ΛCDM. While we have used P (k) ∝ k−3 for both
adiabatic and isocurvature modes, the specific choice of P (k) does not affect
Ol very much as P (k) in βl in the numerator approximately cancels out P (k)
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in Cl in the denominator. On large angular scales (smaller l) the Sachs–Wolfe
(SW) effect makes Ol equal to −3 for adiabatic modes and −5/2 for isocur-
vature modes in SCDM. For the ΛCDM models the late–time decay of the
gravitational potential makes this limit different. Adiabatic and isocurvature
modes are out of phase in l.

Figure 9.8 shows that Ol changes the sign of the fluctuations as a function
of scales. This indicates that acoustic physics at the last scattering surface
modulates fluctuations so that hot spots in the primordial fluctuations can be
cold spots in the CMB, for example. Therefore, the shape of Ol “deconvolves”
the sign change, recovering the phases of fluctuations. This is an intuitive
reason why our cubic statistic derived below (9.117) works, and it proves
more advantageous to measure primordial non–gaussianity on a filtered map
than on a temperature map.

This property should be compared to that of real-space statistics measured
on a temperature map. As we have shown in Sect. 9.6.3 the skewness of a tem-
perature map is much less sensitive to the primordial non–gaussianity than
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Fig. 9.8. Wiener filters, Ol(r) = βl(r)/Cl (9.113). We plot (a) Ol for an adiabatic
SCDM (Ωm = 1, ΩΛ = 0, Ωb = 0.05, h = 0.5), (b) for an adiabatic ΛCDM (Ωm =
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isocurvature ΛCDM. The filters are plotted at five conformal distances r = c(τ0−τ )
as explained in the bottom-right panel. Here τ is the conformal time (τ0 at the
present). The SCDM models have cτ0 = 11.84 Gpc and cτdec = 0.235 Gpc, while
the ΛCDM models cτ0 = 13.89 Gpc and cτdec = 0.277 Gpc, where τdec is the photon
decoupling epoch
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the bispectrum, exactly because of the cancellation effect from the acoustic
oscillations. The skewness of a filtered map, on the other hand, has a larger
signal–to–noise ratio, and more optimal statistics like our cubic statistic de-
rived below can be constructed. Other real–space statistics such as Minkowski
functionals peak–peak correlations may also be more sensitive to the primor-
dial non–gaussianity, when measured on the filtered maps.

Unfortunately, as gTl oscillates, our reconstruction of Φ or S from a tem-
perature map alone is not perfect. While Ol reconstructs the primordial fluc-
tuations very well on large scales via the Sachs–Wolfe effect, Ol ∼ 0 on inter-
mediate scales (l ∼ 50 for adiabatic and l ∼ 100 for isocurvature), indicating
loss of information on the phases of the underlying fluctuations. Then, toward
smaller scales, we recover information, lose information, and so on. Exact
scales at which Ol ∼ 0 depend on r and cosmology. A good news is that a
high signal–to–noise map of the CMB polarization anisotropy will enable us
to overcome the loss of information, as the polarization transfer function is
out of phase in l compared to the temperature transfer function, filling up
information at which Ol ∼ 0. In other words, the polarization anisotropy has
finite information about the phases of the primordial perturbations, when the
temperature anisotropy has zero information.

Measuring primordial non–gaussianity in adiabatic fluctuations

Using two functions introduced in the previous section, we construct a cubic
statistic which is optimal for the primordial non–gaussianity. We apply filters
to alm, and then transform the filtered alm’s to obtain two maps, A and B,
given by

A(r, n̂) ≡
∑
lm

αl(r)Wl

C̃l
almYlm(n̂), (9.115)

B(r, n̂) ≡
∑
lm

βl(r)Wl

C̃l
almYlm(n̂) . (9.116)

The latter map, B(r, n̂), is exactly the Ol-filtered map, a Wiener–filtered map
of the underlying primordial fluctuations. We then form a cubic statistic given
by

Sprim ≡ 4π
∫
r2dr

∫
d2n̂
4π

A(r, n̂)B2(r, n̂) , (9.117)

where angular average is performed on the full sky, regardless of the sky cut.
We find that Sprim reduces exactly to

Sprim =
∑

l1≤l2≤l3

B̃obsl1l2l3
B̃prim
l1l2l3

C̃l1C̃l2C̃l3
, (9.118)

where
B̃l1l2l3 ≡ Bl1l2l3Wl1Wl2Wl3 , (9.119)
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and Bobs
l1l2l3

is the observed bispectrum with the effect of Wl corrected while
Bprim
l1l2l3

is given by (9.70) and (9.53).
The denominator of (9.118) is the variance of B̃obs

l1l2l3
in the limit of weak

non–gaussianity (say |fNL| < 103) when all l’s are different:
〈
B̃2
l1l2l3

〉
=

C̃l1C̃l2C̃l3Δl1l2l3 , where Δl1l2l3 is 6 for l1 = l2 = l3, 2 for l1 = l2 
= l3 etc., and
1 otherwise. The bispectrum configurations are thus summed up nearly op-
timally with the approximate inverse–variance weights, provided that Δl1l2l3

is approximated with � 1. The least–square fit of B̃prim
l1l2l3

to B̃obs
l1l2l3

can be
performed to yield

Sprim � fNL

∑
l1≤l2≤l3

(B̃prim
l1l2l3

)2

C̃l1C̃l2C̃l3
. (9.120)

This equation gives an estimate of fNL directly from Sprim.
The most time–consuming part is the back–and–forth harmonic transform

necessary for pre–filtering [see (9.115) and (9.116)], taking N3/2 operations
times the number of sampling points of r, of order 100, for evaluating the
integral (9.117). This is much faster than the full bispectrum analysis which
takes N5/2, enabling us to perform a more detailed analysis of the data in
a reasonable amount of computational time. For example, measurements of
all bispectrum configurations up to lmax = 512 take 8 h to compute on 16
processors of an SGI Origin 300; thus, even only 100 Monte Carlo simulations
take 1 month to be carried out. On the other hand, Sprim takes only 30 s to
compute, 1000 times faster. When we measure fNL for lmax = 1024, we gain
a factor of 4000 in computing time: 11 days for the bispectrum vs 4 min for
Sprim. We can do 1000 simulations for lmax = 1024 in 3 days.

Point–Source Non–gaussianity

Next, we show that the filtering method is also useful for measuring fore-
ground non–gaussianity arising from extragalactic point–sources. The resid-
ual point–sources left unsubtracted in a map can seriously contaminate both
the power–spectrum and the bispectrum. We can, on the other hand, use
multi–band observations as well as external template maps of dust, free–free,
and synchrotron emission, to remove diffuse Galactic foreground. The radio
sources with known positions can be safely masked.

The filtered map for the point–sources is

D(n̂) ≡
∑
lm

Wl

C̃l
almYlm(n̂) . (9.121)

This filtered map was actually used for detecting point–sources in the WMAP
maps. Using D(n̂), the cubic statistic is derived as
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Ssrc ≡
∫

d2n̂
4π

D3(n̂) =
3
2π

∑
l1≤l2≤l3

B̃obs
l1l2l3

B̃src
l1l2l3

C̃l1C̃l2C̃l3
. (9.122)

Here, Bsrc
l1l2l3

is the point–source bispectrum for unit white–noise bispectrum
(i.e., bsrc = 1 in (9.88)). When the covariance between Bprim

l1l2l3
and Bsrc

l1l2l3
is

negligible as is the case for WMAP and Planck (see Table 9.5), we find

Ssrc � 3bsrc

2π

∑
l1≤l2≤l3

(B̃src
l1l2l3

)2

C̃l1C̃l2C̃l3
. (9.123)

Again, Ssrc measures bsrc much faster than the full bispectrum analysis,
constraining effects of residual point–sources on CMB sky maps. Since Ssrc

does not contain the extra integral over r, it is even 100 times faster to compute
than Sprim. This statistic is particularly useful because it is sometimes difficult
to tell how much of Cl is due to point–sources. In Sect. 9.6.5 we see how Ssrc

(i.e., bsrc) is related to Cl due to the unsubtracted point–sources.

Incomplete Sky Coverage

Finally, we show how to incorporate incomplete sky coverage and pixel weights
into our statistics. Suppose that we weight a sky map by M(n̂) to measure
the harmonic coefficients,

aobs
lm =

1
T

∫
d2n̂M(n̂)ΔT (n̂)Y ∗

lm(n̂) . (9.124)

A full–sky alm is related to aobs
lm through the coupling matrix

Mll′mm′ ≡ ∫
d2n̂M(n̂)Y ∗

lm(n̂)Yl′m′(n̂) by aobs
lm =

∑
l′m′ al′m′Mll′mm′ . In this

case the observed bispectrum is biased by a factor of
∫

d2n̂M3(n̂)/(4π); thus,
we need to divide Sprim and Sps by this factor. If only the sky cut is considered,
then this factor is the fraction of the sky covered by observations.

Monte Carlo simulations of non–gaussian sky maps computed with (9.110)
show that Sprim reproduces the input fNLs accurately both on full sky and
incomplete sky with modest Galactic cut and inhomogeneous noise on the
WMAP data, i.e., the statistic is unbiased. The error on fNL from Sprim is
as small as that from the full bispectrum analysis; however, one cannot make
a sky cut very large, for example, more than 50% of the sky, as for it the
covariance matrix of B̃l1l2l3 is no longer diagonal. The cubic statistic does not
include the off–diagonal terms of the covariance matrix [see (9.118)]; however,
it works fine for WMAP sky maps for which one can use more than 75% of
the sky. Also, (9.123) correctly estimates bsrc using simulated realizations of
point–sources.

These fast methods allow to carry out extensive Monte Carlo simulations
characterizing the effects of realistic noise properties of the experiments, sky
cut, foreground sources, and so on. A reconstructed map of the primordial
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fluctuations, which plays a key role in the method, potentially gives other
real–space statistics more sensitivity to primordial non–gaussianity. As it has
been shown, the method can be applied to primordial non–gaussianity aris-
ing from inflation, gravity, or correlated isocurvature fluctuations, as well as
to foreground non–gaussianity from radio point–sources, all of which can be
important sources of non–gaussian fluctuations on the CMB sky maps.

9.6.5 Applications to Observational Data

There are two approaches to testing Gaussianity of the CMB.

• Blind tests (null tests) which make no assumption about the form of non–
gaussianity. The simplest test would be measurements of deviation of one–
point PDF. from a Gaussian distribution. (Measurements of the skewness,
kurtosis, etc., e.g.) This approach is model–independent but its statistical
power is weak. If we had no models to test, this approach would be the
only choice.

• Testing specific models of non–gaussianity, constraining the model param-
eters. This approach is powerful in putting quantitative constraints on
non–gaussianity, at the cost of being model–dependent. If we had a sensi-
ble (yet fairly generic) model to test, this approach would be more powerful
than blind tests.

Both approaches have been applied to the CMB data on large angular
scales (∼ 7◦) on intermediate scales (∼ 1◦), and on small scales (∼ 10′).
So far, there is no compelling evidence for the cosmological non–gaussianity,
and the pre-WMAP constraint on fNL was weak, fNL < (2000–3000) at 95%
confidence level.

In this section we briefly review results of Gaussianity tests on the WMAP
data. The WMAP, Wilkinson Microwave Anisotropy Probe, has recently pro-
duced clean and precise sky maps of the CMB in five microwave bands, with
the angular resolution 30 times better than that of the Differential Microwave
Radiometer (DMR) aboard the COBE satellite. Detailed study of these sky
maps offers a fundamental test of cosmology, as various cosmological effects
change temperature and energy distribution of the CMB at all angular scales.
The temperature and polarization power–spectra of the WMAP data have de-
termined the best-fit cosmological model with errors in the parameter deter-
minations being quite small (< 10%). The systematic errors in the parameter
determinations are minimized by both the careful instrumental design and
data analysis techniques.

Apart from the CMB, there are a number of non–cosmological, “fore-
ground” sources in the microwave sky. The emission from our Galaxy is the
brightest component, which must be masked or subtracted out before any
cosmological analysis of the CMB. Since the WMAP observes in five fre-
quency bands, much of the Galactic emission can be reliably subtracted using
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the non–monochromatic nature of the Galaxy. The power–spectra measured
in different bands coincide with each other after the foreground subtraction,
which is reassuring. Actually, much more problematic a foreground compo-
nent is the extragalactic radio sources. Although we can mask those positions
of the sky which are known to have sources brighter than some threshold
flux (which is determined by the sensitivity of observations), there always
remain undetected sources. The undetected (unmasked) sources potentially
contaminate the cosmological CMB signals. Since we cannot subtract them
out individually, we must estimate the effect of the sources in a statistical
manner.

The emission from the sources is highly non–gaussian and only important
on small angular scales; thus, we can use the non–gaussian signals to directly
estimate the source contribution. This example illustrates usefulness of the
higher–order statistics in a real life.

Minkowski Functionals

For the first test, one can use (but is not limited to) the Minkowski functionals
which measure morphological structures of the CMB, describing the proper-
ties of regions spatially bounded by a set of contours. The contours may be
specified in terms of fixed temperature thresholds, ν = ΔT/σ, where σ is the
standard deviation of the map, or in terms of the area. The three Minkowski
functionals are (1) the total area above threshold, A(ν), (2) the total contour
length, C(ν), and (3) the genus, G(ν), which is the number of hot spots mi-
nus the number of cold spots. Parameterization of contours by threshold is
computationally simpler, while parameterization by area reduces the correla-
tions between the Minkowski functionals; however, when a joint analysis of the
three Minkowski functionals is performed, one has to explicitly include their
covariance anyway. Therefore the simpler threshold parameterization will be
used.

So far the Minkowski functionals at 5 different resolutions from the pixel
size of 3.7◦ in diameter to 12 arcminutes have been measured. Fig. 9.9 shows
one example at 28′ pixel resolution. The grey band shows the 68% confidence
region derived from 1000 Gaussian Monte Carlo simulations. The WMAP data
are in excellent agreement with the Gaussian simulations at all resolutions.
But, how Gaussian is it?

Angular Bispectrum

For the second test, we use the fast cubic statistics derived in Sect. 9.6.4, which
combine three–point (triangle) configurations of the angular bispectrum that
are sensitive to the models under consideration.

Once again, we consider two components. The first one is the primordial
non–gaussianity from inflation parametrized by fNL, which determines the
amplitude of a quadratic term added to Bardeen’s curvature perturbations:
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Fig. 9.9. The Minkowski functions at 28′ pixel resolution (filled circles) and the
residuals between the mean of the Gaussian simulations and the WMAP data. The
grey band shows the 68% confidence interval for the Gaussian Monte Carlo simula-
tions. The WMAP data are in excellent agreement with the Gaussian simulations

Φ(x) = ΦL(x) + fNL

[
Φ2
L(x) − 〈

Φ2
L(x)

〉]
, It is useful to estimate the r.m.s.

amplitude of Φ to see how important the second–order term is. One obtains〈
Φ2
〉1/2 � 〈

Φ2
L

〉1/2 (1 + f2
NL

〈
Φ2

L

〉)
, where

〈
Φ2
〉1/2 � 3.3× 10−5; thus, a frac-

tional contribution from the second term is

f2
NL

〈
Φ2

L

〉 � 10−5(fNL/100)2 . (9.125)

We are talking about very small effects.
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This parameterization is useful to find quantitative constraints on the
amount of non–gaussianity allowed by the CMB data. Also, the form is general
in that fNL parameterizes the leading–order non–linear corrections to Φ.

Figure 9.10 shows fNL measured from the foreground–cleaned Q+V+W
coadded map using the cubic statistic, as a function of the maximum mul-
tipole lmax (for details of measurements. There is no significant detection of
fNL at any angular scale. There is no significant band–to–band variation, or
significant detection in any band. The best constraint is −58 < fNL < 134
(95%), which is equivalent to say that the fractional contribution to the r.m.s.
value of Φ from the second–order term is smaller than 2 × 10−5. These re-
sults support inflationary models, but still do not exclude the possibility of
having a small contribution from non–linearities predicted by second–order
perturbation theory.

Note that fNL for lmax = 265 has a smaller error than that for lmax = 512,
because the latter is dominated by the instrumental noise. Since all the pixels
outside the cut region are uniformly weighted, the inhomogeneous noise in
the map (pixels on the ecliptic equator are noisier than those on the north
and south poles) is not accounted for. This leads to a noisier estimator than
a minimum variance estimator. The constraint on fNL for lmax = 512 will
likely improve with more appropriate pixel-weighting schemes. Apparently,
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Fig. 9.10. (left panel) The non–linearity parameter, fNL, as a function of the
maximum multipole lmax, measured from the Q + V + W coadded map using the
bispectrum estimator. The error bars at each lmax are not independent. (right panel)
The point–source angular bispectrum bsrc and power–spectrum csrc. The left panels
show bsrc in Q band (top panel) and V band (bottom panel). The shaded areas show
measurements from the WMAP sky maps with the standard source cut, while the
filled circles show those with flux thresholds Sc defined at 4.85 GHz. The dashed
lines show predictions from the source count model, while the solid lines are those
multiplied by 0.65 to match the WMAP measurements. The right panels show csrc.
The filled circles are computed from the measured bsrc substituted into (9.126). The
lines are predictions. The error bars are not independent
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the fact that the constraint actually obtained from the data is worse than
predicted (c.f., Table 9.6) should be due to sub-optimalness of the current
estimator. The simple inverse noise (N−1) weighting makes the constraints
much worse than the uniform weighting, as it increases errors on large an-
gular scales where the CMB signal dominates over the instrumental noise.
(However, it works fine for the point–sources.) The uniform weighting is thus
closer to optimal.

The Minkowski functionals shown in Fig. 9.9 also place constraints on fNL,
comparing the data to the predictions derived from Monte Carlo simulations
of the non–gaussian CMB (for details of the simulations. It has been found
that fNL < 139 (95%), remarkably consistent with that from the bispectrum
analysis.

Point–Source Non–gaussianity

The second component is the foreground non–gaussianity from radio point–
sources, parameterized by the skewness, bsrc. The filled circles in the right
panels of Fig. 9.10 show bsrc measured in Q (top panel) and V (bottom
panel) band. We have used source masks for various flux cuts, Sc, defined
at 4.85 GHz to make these measurements. (The masks are made from the
GB6+PMN 5 GHz source catalogue.) We find that bsrc increases as Sc: the
brighter sources being unmasked, the more non–gaussianity is detected. On
the other hand one can make predictions for bsrc using the source count
model. Comparing the measured values of bsrc with the predicted counts
(dashed lines) at 44 GHz, one finds that the measured values are smaller
than the predicted values by a factor of 0.65. The solid lines show the
predictions multiplied by 0.65. Our value for the correction factor matches
well the one obtained from the WMAP source counts for 2–10 Jy in Q
band.

The source bispectrum, bsrc, is related to the source power–spectrum, csrc,
by an integral relation,

csrc(Sc) = bsrc(Sc)[g(ν)Sc]−1 +
∫ Sc

0

dS
S
bsrc(S)[g(ν)S]−1 , (9.126)

where g(ν) is a conversion factor from Jy sr−1 to μK which depends upon
the observing frequency ν as g(ν) = (24.76 Jy μK−1 sr−1)−1[(sinhx/2)/x2]2,
x ≡ hν/kBT0 � ν/(56.78 GHz). One can use this equation combined with the
measured bsrc as a function of the flux threshold Sc to directly determine csrc

as a function of Sc, without relying on any extrapolations. The right panels
of Fig. 9.10 also show the estimated csrc as filled circles. The measurements
suggest that csrc for the standard source mask (indicated by the shaded area)
is csrc = (15 ± 6) × 10−3 μK2 sr in Q band. In V band, csrc = (4.5 ± 4) ×
10−3 μK2 sr.
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In addition to the bispectrum, the WMAP team has carried out other
methods to estimate the source contribution: (1) extrapolation from the
number counts of detected sources in the WMAP data, and (2) the angu-
lar power–spectrum on small angular scales. These methods yield consistent
results.

In summary the WMAP 1-year data has enormously improved the sen-
sitivity for testing the Gaussianity of the CMB. Yet, we do not have any
compelling evidence for primordial non–gaussianity. This result is consistent
with what is predicted by inflation and the second–order perturbation theory.
There may be some chance to find non–gaussian signals arising from second–
order perturbations. Detection can be made possible by the Planck experiment
combining the temperature and polarization anisotropies. While we can de-
tect fNL ∼ 5 by using the temperature alone (see Table 9.6), combining the
polarization measurements increases our sensitivity: we have several observ-
ables for the bispectrum such as 〈TTT 〉, 〈TTE〉, 〈TEE〉, and 〈EEE〉. The
future polarization-dedicated satellite experiment (e.g., CMBPol) in combi-
nation with the Planck temperature map may enable us to detect fNL ∼ 3.

9.7 Towards the Second-Order Transfer Function

From what we have said so far, it is clear that the most crucial theoretical step
as far as the NG is concerned is to compute the full second-order radiation
transfer function. Its determination will allow us to determine precisely the
order unity NG coming from the post-inflationary evolution on all scales. The
first step towards this determination has been recently taken in a couple of
works [2, 3], where the computation of the full system of Boltzmann equations
at second-order describing the evolution of the photon, baryon and cold dark
matter fluids. These equations allow to follow the time evolution of the CMB
anisotropies at second-order at all angular scales from the early epoch, when
the cosmological perturbations were generated, to the present through the
recombination era. In particular, in [3] an analytical approach to the second-
order CMB anisotropies generated by the non-linear dynamics taking place at
last scattering was provided. The acoustic oscillations of the photon–baryon
fluid were studied in the tight coupling limit extending at second-order the
Meszaros effect and with a generic set of initial conditions due to primordial
non-gaussianity.

The starting point is the Boltzmann equation at first- and second-order [2]

∂Δ(1)

∂η
+ ni

∂Δ(1)

∂xi
+ 4

∂Φ(1)

∂xi
ni − 4

∂Ψ(1)

∂η
= −τ ′

[
Δ(1)

0 +
1
2
Δ(1)

2 P2(v̂ · n)

− Δ(1) + 4v · n
]
, (9.127)

and at second-order
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]
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)
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∂
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(
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+
1
2
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)
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(
1 − 5

2
P2(v̂ · n)

)]

− vΔ(1)
1 (4 + 2P2(v̂ · n)) + 14(v · n)2 − 2v2

]
, (9.128)

Let us recall some definitions of the quantities appearing in (9.127)–(9.128).
Φ = Φ(1) + Φ(2)/2 and Ψ = Ψ(1) + Ψ(2)/2 are the gravitational potentials in
the Poisson gauge, while ωi and χij are the second-order vector and tensor
perturbations of the metric. The photon temperature anisotropies are given
by

Δ(i)(xi, ni, τ) =
∫

dpp3f (i)∫
dpp3f (0)

, (9.129)

which represents the photon fractional energy perturbation (in a given direc-
tion) being the integral of the photon distribution function f = f (1) + f (2)/2
over the photon momentum magnitude p (pi = pni). The angular dependence
of the photon anisotropies Δ can be expanded as

Δ(i)(x,n) =
∑




∑
m=−


Δ(i)

m(x)(−i)


√
4π

2�+ 1
Y
m(n) , (9.130)

with

Δ(i)

m = (−i)−


√
2�+ 1

4π

∫
dΩΔ(i)Y ∗


m(n) , (9.131)

where we warn the reader that the superscript stands by the order of the
perturbation, while the subscripts indicate the order of the multipoles. At
first order one can drop the dependence on m setting m = 0 so that
Δ(1)

m = (−i)−
(2� + 1)δm0 Δ(1)


 . It is understood that on the left hand side
of (9.128) one has to pick up for the total time derivatives only those terms
which contribute to second-order. Thus we have to take
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+ni(Φ(1) + Ψ(1))∂i(Δ(1) + 4Φ(1))

+
[
(Φ(1)

,j + Ψ(1)
,j )ninj − (Φ,i + Ψ,i)

] ∂Δ(1)

∂ni
, (9.132)

In (9.128) δ(1)e is the relative energy density perturbation of the electrons.
These are in turn strongly coupled with protons (p) via Coulomb interactions,
such that the density constrasts and the velocities are driven to a common
value δe = δp ≡ δb and ve = vb ≡ v for what can then be called the baryon
fluid. Finally

τ ′ = −n̄eσTa . (9.133)

is the differential optical depth for the Compton scatterings between photons
and free electrons. The tightly coupled limit corresponds to the Compton
interaction rate much bigger than the expansion of the universe, τ ′/H  1 (or
τ  1). In this limit, one may proceed as it is done for the linear perturbations,
i.e. expanding the equations in power of 1/τ ′ and solving the equations for
wavelengths λ = 2π/k which are well above or beneath the horizon at the
equality time. For instance and as an illustrative example, let us consider
the photon perturbations which enter the horizon between the equality epoch
and the recombination epoch, with wavelenghts η−1

∗ < k < η−1
eq . In fact,

in order to find some analytical solutions, one assumes that by the time of
recombination the universe is matter dominated ηeq � η∗. After a lengthy,
but straightforward computation one finds that at second order

Δ(2)
00 =

[
54
5

(aNL − 1) − 2
5
(9aNL − 19) cos(kcsη)

− 2
7

(
9
10

)2

G(k1,k2,k)η2

]
Ψ(1)

k1
(0)Ψ(1)

k2
(0) ,

G(k1,k2,k) = k1 · k2 − 10
3

(k · k1)(k · k2)
k2

. (9.134)

In this expression cs is the sound velocity at recombination, Ψ(1)
k (0) is the

primordial gravitational potential and the parameter aNL depends on the
physics of a given scenario. For example in the standard scenario aNL �
1, while in the curvaton case aNL = (3/4r) − r/2, where r ≈ (ρσ/ρ)D is
the relative curvaton contribution to the total energy density at curvaton
decay [1]. In the minimal picture for the inhomogeneous reheating scenario,
aNL = 1/4. For other scenarios we refer the reader to [1].

Expression (9.134) is illuminating and teaches us that, if the primor-
dial NG is large, aNL  1, then the first-order radiation transfer func-
tion. However, if aNL = O(1), then computing the contribution to the
NG from the post-inflationary era is crucial. Work along these lines is in
progress.
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Abstract. Cosmological inflation and topological defects have been considered for a
long time, either in disagreement or in competition. On the one hand an inflationary
era is required to solve the shortcomings of the hot big bang model, while on the
other hand cosmic strings and string-like objects are predicted to be formed in the
early universe. Thus, one has to find ways so that both can coexist. I will discuss
how to reconcile cosmological inflation with cosmic strings.

10.1 Introduction

For a number of years, inflation and cosmological defects have been considered
either as two incompatible or as two competing aspects of modern cosmol-
ogy. Let me explain why. Historically, one of the reasons for which infla-
tion was proposed is to rescue the standard hot big bang model from the
monopole problem. More precisely, setting an inflationary era after the for-
mation of monopoles, these unwanted defects would have been diluted away.
However, such a mechanism could also dilute cosmic strings unless they were
produced at the end or after inflation. Later on, inflation and topological
defects competed as the two alternative mechanisms to provide the generation
of density perturbations leading to the observed large-scale structure and the
anisotropies in the cosmic microwave background (CMB). However, the incon-
sistency between predictions from topological defect models and CMB data on
the one hand, and the good agreement between adiabatic fluctuations gener-
ated by the amplification of the quantum fluctuations of the inflation field on
the other hand, indicated a clear preference for inflation. Finally, the gener-
icity of cosmic string formation in the framework of grand unified theories
(GUTs) and the formation of defect-like objects in brane cosmologies, con-
vinced us that cosmic strings have to play a role, which may be sub-dominant
but it is definitely there. This conclusion led to the consideration of mixed
models, where inflation and cosmic strings coexist. The study of such models,
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the comparison of their predictions against current data and the consequences
for the theories within which we based our study are the aims of this study.

In Sect. 10.2, I briefly describe cosmological inflation, its success and its
open questions. I then discuss hybrid inflation in general and then I focus
on F-/D-term inflation in the framework of supersymmetry and supergravity
theories. In Sect. 10.3, I discuss topological defects in general, and cosmic
strings in particular. I then argue the genericity of string formation in the
framework of GUTs. In Sect. 10.4, I briefly discuss braneworld cosmology,
focusing on inflation within braneworld cosmologies and the generation of
cosmic superstrings. In Sect. 10.5, I discuss observational consequences, and
in particular the spectrum of CMB anisotropies and that of gravity waves. I
compare the predictions of the models against current data, which allow me to
constrain the parameter space of the models. I round up with the conclusions
in Sect. 10.6.

10.2 Cosmological Inflation

Despite its success, the standard hot big bang cosmological model has a fairly
severe drawback, namely the requirement, up to a high degree of accuracy,
of an initially homogeneous and flat universe. An appealing solution to this
problem is to introduce, during the very early stages of the evolution of the
universe, a period of accelerated expansion, known as cosmological inflation
[1]. The inflationary era took place when the universe was in an unstable
vacuum-like state at a high energy density, leading to a quasi-exponential
expansion. The combination of the hot big bang model and the inflationary
scenario provides at present the most comprehensive picture of the universe at
our disposal. Inflation ends when the Hubble parameter H =

√
8πρ/(3m2

Pl)
(where ρ denotes the energy density and mPl stands for the Planck mass)
starts decreasing rapidly. The energy stored in the vacuum-like state gets
transformed into thermal energy, heating up the universe and leading to the
beginning of the standard hot big bang radiation-dominated era.

Inflation is based on the basic principles of general relativity and field
theory, and when the principles of quantum mechanics are also considered, it
provides a successful explanation for the origin of the large-scale structure,
associated with the measured temperature anisotropies in the CMB spectrum.
Inflation is overall a very successful scenario and many different models have
been proposed and studied over the last 25 years. Nevertheless, inflation still
remains a paradigm in search of model. In principle, one should search for an
inflationary model inspired from some fundamental theory and subsequently
test its predictions against current data. Moreover, releasing the present uni-
verse from its acute dependence on the initial data, inflation is faced with
the challenging task of proving itself generic, in the sense that inflation would
take place without fine-tuning of the initial conditions. This issue, already
addressed in the past [2], has been recently re-investigated [3].
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10.2.1 Hybrid Inflation in SUSY GUTs

Chaotic inflation [4] is, to my opinion, the most elegant inflationary model.
Nevertheless, in order for density inhomogeneities generated at the end of
inflation to have the required amplitude (δρ/ρ) ∼ 10−4−10−5, the model
requires fine-tuning. In the simplest theory of a single scalar field minimally
coupled to gravity, the coupling must be of the order of λ ∼ 10−13−10−14; the
same fine-tuning was required in the new inflationary model. This is a reason
for which hybrid inflation [5] has been proposed.

Hybrid inflation is based on Einstein’s gravity but is driven by false vac-
uum. The inflation field rolls down its potential while another scalar field is
trapped in an unstable false vacuum. Once the inflaton field becomes much
smaller than some critical value, a phase transition to the true vacuum takes
place and inflation ends [for an illustration see Fig. 10.1]. Such a phase tran-
sition may leave behind topological defects as false vacuum remnants. In par-
ticular, the formation of topological defects may provide the mechanism to
gracefully exit the inflationary era in a number of particle physics motivated
inflationary models [6].

Theoretically motivated inflationary models can be built in the context
of supersymmetry or supergravity. N = 1 supersymmetry models contain
complex scalar fields which often have flat directions in their potential, thus
offering natural candidates for inflationary models. In this framework, hybrid
inflation driven by F-terms or D-terms is the standard inflationary model,
leading [7] generically to cosmic string formation at the end of inflation.
F-term inflation is potentially plagued with the η-problem, while D-term in-
flation avoids it. Let me briefly explain what this problem is. It is difficult to

V0

V(S, |φ| )

|φ|

S

M

SC

Fig. 10.1. A simplistic drawing of hybrid inflation
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achieve slow-roll inflation within supergravity, however, inflation should last
long enough to solve the shortcomings of the standard big bang model. The
positive false vacuum of the inflation field breaks the global supersymmetry
spontaneously, which gets restored once inflation has been completed. How-
ever, since in supergravity theories, supersymmetry breaking is transmitted
by gravity, all scalar fields acquire an effective mass of the order of the expan-
sion rate during inflation. Such a heavy mass for the scalar field playing the
role of the inflaton spoils the slow-roll condition. It has been shown [8] that
the Hubble-induced mass problem has its origin on the F-term interactions,
while it disappears if the vacuum energy is instead dominated by the D-terms
of the superfields.

F-Term Inflation

F-term inflation can be naturally accommodated in the framework of GUTs
when a GUT gauge group, GGUT, is broken down to the standard model (SM)
gauge group, GSM, at an energy scale MGUT according to the scheme

GGUT
MGUT−−−→ H1

Minfl−−−−→
Φ+Φ−

H2−→GSM ; (10.1)

Φ+,Φ− is a pair of GUT Higgs superfields in non-trivial complex conjugate
representations, which lowers the rank of the group by one unit when acquiring
non-zero vacuum expectation value. The inflationary phase takes place at the
beginning of the symmetry breaking H1

Minfl−→ H2. The gauge symmetry is
spontaneously broken by adding F-terms to the superpotential. The Higgs
mechanism leads generically [7] to Abrikosov–Nielsen–Olesen strings, called
F-term strings.

F-term inflation is based on the globally supersymmetric renormalisable
superpotential

WF
infl = κS(Φ+Φ− −M2) , (10.2)

where S is a GUT gauge singlet left-handed superfield and κ, M are two
constants (M has dimensions of mass) which can be taken positive with field
redefinition. The scalar potential, as a function of the scalar complex compo-
nent of the respective chiral superfields Φ±, S, reads

V (φ+, φ−, S) = |FΦ+ |2 + |FΦ− |2 + |FS |2 +
1
2

∑
a

g2
aD

2
a . (10.3)

The F-term is such that FΦi ≡ |∂W/∂Φi|θ=0, where we take the scalar com-
ponent of the superfields once we differentiate with respect to Φi = Φ±, S.
The D-terms are Da = φ̄i (Ta)ij φ

j + ξa, with a the label of the gauge group
generators Ta, ga the gauge coupling and ξa the Fayet–Iliopoulos term. By
definition, in the F-term inflation the real constant ξa is zero; it can only be
non-zero if Ta generates an extra U(1) group. In the context of F-term hybrid
inflation the F-terms give rise to the inflationary potential energy density
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while the D-terms are flat along the inflationary trajectory, thus one may
neglect them during inflation.

The potential, plotted in Fig. 10.2, has one valley of local minima,
V = κ2M4, for S > M with φ+ = φ− = 0, and one global supersymmet-
ric minimum, V = 0, at S = 0 and φ+ = φ− = M . Imposing initially S M ,
the fields quickly settle down the valley of local minima. Since in the slow-
roll inflationary valley the ground state of the scalar potential is non-zero,
supersymmetry is broken. In the tree level, along the inflationary valley the
potential is constant, therefore perfectly flat. A slope along the potential can
be generated by including one-loop radiative corrections, which can be calcu-
lated using the Coleman–Weinberg expression [9]

ΔV1-loop =
1

64π2

∑
i

(−1)Fim4
i ln

m2
i

Λ2
, (10.4)

where the sum extends over all helicity states i, with fermion number Fi and
mass squared m2

i ; Λ stands for a renormalisation scale. In this way, the scalar
potential gets a little tilt which helps the inflation field S to slowly roll down
the valley of minima. The one-loop radiative corrections to the scalar potential
along the inflationary valley lead to the effective potential [10]

V Feff(|S|) = κ2M4

{
1 +

κ2N
32π2

[
2 ln

|S|2κ2

Λ2
+ (z + 1)2 ln(1 + z−1)

+(z − 1)2 ln(1 − z−1)
]}

with z =
|S|2
M2

; (10.5)

−M/2

M

0 M
0

0

V(φ,S)

κ 
2M4

φ

S

Fig. 10.2. A representation of the potential for F -term inflation in the context of
supersymmetry
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N stands for the dimensionality of the representation to which the complex
scalar components φ+, φ− of the chiral superfields Φ+,Φ− belong. This im-
plies that the effective potential, (10.5), depends on the particular symmetry
breaking scheme considered [see (10.1)].

D-Term Inflation

D-term inflation is one of the most interesting models of inflation. It is possible
to implement it naturally within high-energy physics, as for example super-
symmetric GUTs (SUSY GUTs), supergravity (SUGRA) or string theories.
Moreover, it avoids the Hubble-induced mass problem. In D-term inflation,
the gauge symmetry is spontaneously broken by introducing Fayet–Iliopoulos
(FI) D-terms. In standard D-term inflation, the constant FI term gets com-
pensated by a single complex scalar field at the end of the inflationary era,
which implies that standard D-term inflation ends with the formation of cos-
mic strings, called D-strings. More precisely, in its simplest form, the model
requires a symmetry breaking scheme

GGUT × U(1) MGUT−−−→ H × U(1) Minfl−−−−→
Φ+Φ−

H → GSM . (10.6)

A supersymmetric description of the standard D-term inflation is
insufficient; the inflation field reaches values of the order of the Planck mass,
or above it, even if one concentrates only around the last 60 e-folds of inflation;
the correct analysis is therefore in the context of supergravity.

D-term inflation is based on the superpotential

W = λSΦ+Φ− , (10.7)

where S,Φ+,Φ− are three chiral superfields and λ is the superpotential cou-
pling. In its standard form, the model assumes an invariance under an Abelian
gauge group U(1)ξ, under which the superfields S,Φ+,Φ− have charges 0, +1
and −1, respectively. It is also assumed the existence of a constant Fayet–
Iliopoulos term ξ.

In the standard supergravity formulation the Lagrangian depends on the
Kähler potential K(Φi, Φ̄i) and the superpotential W (Φi) only through the
combination

G(Φi, Φ̄i) =
K(Φi, Φ̄i)
m2

Pl

+ ln
|W (Φi)|2
m6

Pl

. (10.8)

However, this standard supergravity formulation is inappropriate to describe
D-term inflation [11]. In D-term inflation the superpotential vanishes at the
unstable de Sitter vacuum (anywhere else the superpotential is non-zero).
Thus, standard supergravity is inappropriate, since it is ill-defined at W = 0.
In conclusion, D-term inflation must be described with a non-singular formu-
lation of supergravity when the superpotential vanishes.
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Various formulations of effective supergravity can be constructed from
the superconformal field theory. One must first build a Lagrangian with full
superconformal theory, and then the gauge symmetries that are absent in
Poincaré supergravity must be gauge fixed. In this way, one can construct a
non-singular theory at W = 0, where the action depends on all three func-
tions: the Kähler potential K(Φi, Φ̄i), the superpotential W (Φi) and the ki-
netic function fab(Φi) for the vector multiplets. To construct a formulation of
supergravity with constant Fayet–Iliopoulos terms from superconformal the-
ory, one finds [11] that under U(1) gauge transformations in the directions
in which there are constant Fayet–Iliopoulos terms ξα, the superpotential W
must transform as [11]

δαW = ηαi∂
iW = −i gξα

m2
Pl

W ; (10.9)

it is incorrect to keep the same charge assignments as in standard supergravity.
D-term inflationary models can be built with different choices of Kähler

geometry. Let us first consider D-term inflation within minimal supergravity.
It is based on

Kmin =
∑
i

|Φi|2 = |Φ−|2 + |Φ+|2 + |S|2 , (10.10)

with fab(Φi) = δab. The tree level scalar potential is [11]

Vmin = λ2 exp
( |φ−|2 + |φ+|2 + |S|2

m2
Pl

)[
|φ+φ−|2

(
1 +

|S|4
m4

Pl

)

+|φ+S|2
(

1 +
|φ−|4
m4

Pl

)
+ |φ−S|2

(
1 +

|φ+|4
m4

Pl

)
+ 3

|φ−φ+S|2
m2

Pl

]

+
g2

2
(
q+|φ+|2 + q−|φ−|2 + ξ

)2
, (10.11)

with
q± = ±1 − ξ/(2m2

Pl) . (10.12)

The potential has two minima: one global minimum at zero and one local
minimum equal to V0 = (g2/2)ξ2. For arbitrary large S the tree level value
of the potential remains constant and equal to V0; the S plays the role of the
inflation field. Assuming chaotic initial conditions |S|  Ss, inflation begins.
Along the inflationary trajectory the D-term, which is the dominant one, splits
the masses in the Φ± superfields, leading to the one-loop effective potential
for the inflation field. Considering the one-loop radiative corrections [10, 12]

V eff
min(|S|) =

g2ξ2

2

{
1 +

g2

16π2

[
2 ln

(
z
g2ξ

Λ2

)
+ fV (z)

]}
, (10.13)

where

fV (z) = (z + 1)2 ln
(

1 +
1
z

)
+ (z − 1)2 ln

(
1 − 1

z

)
, (10.14)
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with

z ≡ λ2

g2ξ
|S|2 exp

( |S|2
m2

Pl

)
. (10.15)

As a second example, consider D-term inflation based on Kähler geometry
with a shift symmetry, φ → φ + c (where c is a real constant). Such models
can lead [13] to flat enough potentials with stabilisation of the volume of the
compactified space. They can therefore be used to build successful inflationary
models in the framework of string theories. The Kähler potential is

Kshift =
1
2
(S + S̄)2 + |φ+|2 + |φ−|2 ; (10.16)

the kinetic function has the minimal structure. The scalar potential reads [14]

Vshift � g2

2
(|φ+|2 − |φ−|2 + ξ

)2

+λ2 exp
( |φ−|2 + |φ+|2

m2
Pl

)
exp

[
(S + S̄)2

2m2
Pl

]

×
[
|φ+φ−|2

(
1 +

S2 + S̄2

m2
Pl

+
|S|2|S + S̄|2

m4
Pl

)
+ |φ+S|2

(
1 +

|φ−|4
m4

Pl

)

+|φ−S|2
(

1 +
|φ+|4
m4

Pl

)
+ 3

|φ−φ+S|2
m2

Pl

]
. (10.17)

As in D-term inflation within minimal supergravity, the potential has a global
minimum at zero for 〈Φ+〉 = 0 and 〈Φ−〉 =

√
ξ and a local minimum equal to

V0 = (g2/2)ξ2 for 〈S〉  Sc and 〈Φ±〉 = 0.
The exponential factor e|S|

2
, which we got in the case of minimal su-

pergravity, has been replaced by e(S+S̄)2/2. Writing S = η + iφ0 one gets
e(S+S̄)2/2 = eη

2
. If η plays the role of the inflation field, we obtain the same

potential as for minimal D-term inflation. If instead φ0 is the inflation field,
the inflationary potential is identical to that of the usual D-term inflation
within global supersymmetry [10]. The latter case is better adapted with the
choice of Kshift, since then the exponential term is constant during inflation
and thus it cannot spoil the slow-roll conditions.

As a last example, consider a Kähler potential with non-renormalisable
terms:

Knon-renorm = |S|2 + |Φ+|2 + |Φ−|2

+f+

( |S|2
m2

Pl

)
|Φ+|2 + f−

( |S|2
m2

Pl

)
|Φ−|2 + b

|S|4
m2

Pl

,(10.18)

where f± are arbitrary functions of (|S|2/m2
Pl) and the superpotential is given

in (10.7). The effective potential reads [14]

V eff
non-renorm(|S|) =

g2ξ2

2

{
1 +

g2

16π2

[
2 ln

(
z
g2ξ

Λ2

)
+ fV (z)

]}
, (10.19)
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where

fV (z) = (z + 1)2 ln
(

1 +
1
z

)
+ (z − 1)2 ln

(
1 − 1

z

)
(10.20)

with z ≡ λ2|S|2
g2ξ

exp
( |S|2
m2

Pl

+ b
|S|4
m4

Pl

)
1

(1 + f+)(1 + f−)
. (10.21)

The cosmological consequences of these inflationary models will be presented
in Sect. 10.5.

10.3 Topological Defects in GUTs

Following the standard version of the hot big bang model, the universe could
have expanded from a very hot (with a temperature T ∼> 1019 GeV) and
dense state, cooling towards its present state. As the universe expands and
cools down, it undergoes a number of phase transitions, breaking the sym-
metry between the different interactions. Such phase transitions may leave
behind topological defects [15] as false vacuum remnants, via the Kibble
mechanism [16]. Whether or not topological defects are formed during phase
transitions followed by spontaneously broken symmetries (SSB) depend on
the topology of the vacuum manifold Mn, which also determines the type
of the produced defects. The properties of Mn are usually described by the
kth homotopy group πk(Mn), which classifies distinct mappings from the
k-dimensional sphere Sk into the manifold Mn.

Let me consider the symmetry breaking of a group G down to a subgroup
H of G . If Mn = G/H has disconnected components, or equivalently if
the order k of the non-trivial homotopy group is k = 0, two-dimensional
defects, domain walls, get formed. The spacetime dimension, d, of the defects
is determined by the order of the non-trivial homotopy group by d = 4 − 1 −
k. If Mn is not simply connected, meaning that Mn contains loops which
cannot be continuously shrunk into a point, cosmic strings get produced. A
necessary but not sufficient condition for the formation of stable strings is
that the first (fundamental) homotopy group π1(Mn) of Mn, is non-trivial,
or multiply connected. Cosmic strings are line-like (d = 2) defects. If Mn

contains unshrinkable surfaces, then monopoles (k = 1, d = 1) get formed.
Finally, if Mn contains non-contractible three spheres, then event-like defects,
called textures, (k = 3, d = 0), arise.

Depending on whether the original symmetry is local (gauged) or global
(rigid), topological defects are called local or global. The energy of local defects
is strongly confined, while the gradient energy of global defects is spread out
over the causal horizon at defect formation. Patterns of symmetry breaking
which lead to the formation of local monopoles or local domain walls are ruled
out, since they should soon dominate the energy density of the universe and
close it, unless an inflationary era takes place after their formation. Local
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textures are insignificant in cosmology since their relative contribution to the
energy density of the universe decreases rapidly with time [17].

Even if the non-trivial topology required for the existence of a defect is
absent in a field theory, it may still be possible to have defect-like solutions.
Defects may be embedded in such topologically trivial field theories [18]. While
stability of topological defects is guaranteed by topology, embedded defects
are in general unstable under small perturbations.

10.3.1 Cosmic Strings

Cosmic strings [19] are analogous to flux tubes in type II superconductors,
or to vortex filaments in superfluid helium. Topologically stable strings do
not have ends; they either form closed loops or they extend to infinity. The
linear mass density ofstrings, μ, which in the simplest models also determines
the string tension, specifies the energy scale, η, of the symmetry breaking,
μ ∼ η2. The strength of gravitational interactions of strings is expressed in
terms of the dimensionless parameter Gμ ∼ η2/m2

Pl (with G the gravitational
Newton’s constant). For grand unification strings, the energy per unit length
is μ ∼ 1022 kg/m, or equivalently, Gμ ∼ O(10−6).

At formation, cosmic strings form a tangled network, made of Brownian
infinitely long strings and a distribution of closed loops. Curved segments of
strings moving under their tension reach almost relativistic speeds. When two
string segments intersect, they exchange partners (intercommute) with a prob-
ability equal to 1. String–string and self-string intersections lead to daughter
infinitely long strings and closed loops, as they can be seen in Fig. 10.3. Clearly,
string intercommutations produce discontinuities on the new string segments
at the intersection point. These discontinuities (kinks) are composed of right-
and left-moving pieces travelling along the string at the speed of light.

Early analytic work [20] identified the key property of scaling, where at
least the basic properties of the string network can be characterised by a single
length scale, roughly the persistence length (defined as the distance beyond
which the directions along the string are uncorrelated), ξ(t), and the typical
separation between string segments, d(t), both grow with the cosmic horizon.
This result was supported by subsequent numerical work [21]. However, fur-
ther investigation revealed dynamical processes, including loop production, at
scales much smaller than ξ [22].

Recent numerical simulations of cosmic string evolution in a expanding
universe found evidence [23] of a scaling regime for the cosmic string loops
in the radiation and matter-dominated eras down to the hundredth of the
horizon time. It is important to note that the scaling was found without con-
sidering any gravitational back reaction effect; it was just the result of string
intercommuting mechanism. As it was reported in [23], the scaling regime of
string loops appears after a transient relaxation era, driven by a transient over-
production of string loops with lengths close to the initial correlation length
of the string network. Calculating the amount of energy-momentum tensor
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Fig. 10.3. At the top, string–string interactions at one point leading to the forma-
tion of two new long strings via exchange of partners. In the middle, string–string
interactions at two points, leading to two new long strings and a loop. At the bottom,
self–self interactions leading to the formation of a new long string and a loop [19]

lost from the string network, it was found [23] that a few percent of the total
string energy density disappear in the very brief process of formation of nu-
merically unresolved string loops during the very first timesteps of the string
evolution. Subsequently, other studies supported these findings [24]. A snap-
shot of the evolution of a cosmic string network during the matter-dominated
era is shown in Fig. 10.4.

10.3.2 Genericity of Cosmic String Formation Within SUSY GUTs

To investigate the cosmological consequences of cosmic strings formed at the
end of hybrid inflation, one should first address the question of whether such
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Fig. 10.4. Snapshot of a string network in the matter-dominated era [23]

objects are generically formed. I will briefly discuss the genericity of cosmic
string formation in the framework of SUSY GUTs.

Even though the standard model has been tested to a very high preci-
sion, it is incapable of explaining neutrino masses [25]. An extension of the
Standard Model gauge group can be realised within supersymmetry (SUSY).
SUSY offers a solution to the gauge hierarchy problem, while in the supersym-
metric standard model the gauge coupling constants of the strong, weak and
electromagnetic interactions meet at a single point MGUT � (2−3)×1016 GeV.
In addition, SUSY GUTs can provide the scalar field which could drive infla-
tion, explain the matter–anti-matter asymmetry of the universe and propose
a candidate, the lightest superparticle, for cold dark matter.

Within SUSY GUTs there is a large number of SSB patterns leading from
a large gauge group G to the SM gauge group GSM ≡ SU(3)C× SU(2)L×
U(1)Y. The study of the homotopy group of the false vacuum for each SSB
scheme will determine whether there is defect formation and it will identify
the type of the defect formed. Clearly, if there is formation of domain walls or
monopoles, one will have to place an era of supersymmetric hybrid inflation
to dilute them. To consider a SSB scheme as a successful one, it should be
able to explain the matter/anti-matter asymmetry of the universe and to
account for the proton lifetime measurements [25]. In what follows, I consider
a mechanism of baryogenesis via leptogenesis, which can be thermal or non-
thermal one. In the case of non-thermal leptogenesis, U(1)B−L (B and L, are
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the baryon and lepton numbers, respectively) is a subgroup of the GUT gauge
group, GGUT, and B–L is broken at the end or after inflation. In the case of
thermal leptogenesis, B–L is broken independently of inflation. If leptogenesis
is thermal and B–L is broken before the inflationary era, then one should
check whether the temperature at which B–L is broken, which will define the
mass of the right-handed neutrinos, is smaller than the reheating temperature
which should be lower than the limit imposed by the gravitino. To ensure the
stability of proton, the discrete symmetry Z2, which is contained in U(1)B−L,
must be kept unbroken down to low energies. This implies that the successful
SSB schemes should end at GSM× Z2. I will then examine how often cosmic
strings have survived after the inflationary era, within all acceptable SSB
patterns.

To accomplish this task one has to choose the large gauge group GGUT. In
[7] this study has been done explicitly for a large number of simple Lie groups.
Since I consider GUTs based on simple gauge groups, the type of supersym-
metric hybrid inflation will be of the F -type. The minimum rank of GGUT has
to be at least equal to 4, to contain the GSM as a subgroup. Then one has to
study the possible embeddings of GSM in GGUT to be in agreement with the
standard model phenomenology and especially with the hypercharges of the
known particles. Moreover, the group must include a complex representation,
needed to describe the Standard Model fermions, and it must be anomaly
free. Since, in principle, SU(n) may not be anomaly free, I assume that the
SU(n) groups which I use have indeed a fermionic representation that certifies
that the model is anomaly free. I set as the upper bound on the rank r of the
group, r ≤ 8. Clearly, the choice of the maximum rank is in principle arbi-
trary. This choice could, in a sense, be motivated by the Horava–Witten [26]
model, based on E8 ×E8. Thus, the large gauge group GGUT could be one of
the following: SO(10), E6, SO(14), SU(8), SU(9); flipped SU(5) and [SU(3)]3

are included within this list as subgroups of SO(10) and E6, respectively.
A detailed study of all the SSB schemes which bring us from GGUT down

to the standard model gauge group GSM, by one or more intermediate steps,
shows that cosmic strings are generically formed at the end of hybrid infla-
tion. If the large gauge group GGUT is SO(10) then cosmic strings formation is
unavoidable [7, 27]. For E6 it depends whether one considers thermal or non-
thermal leptogenesis. More precisely, under the assumption of non-thermal
leptogenesis cosmic strings formation is unavoidable. If I consider thermal lep-
togenesis then cosmic strings formation at the end of hybrid inflation arises
in 98% of the acceptable SSB schemes [28]. If the requirement of having Z2

unbroken down to low energies is relaxed and thermal leptogenesis is consid-
ered as being the mechanism for baryogenesis, then cosmic strings formation
accompanies hybrid inflation in 80% of the SSB schemes [28].

For an illustration I give below the list of the SSB schemes of E6 down to
the GSM × Z2 via SO(10) × U(1) (the reader is referred to [7] for a full anal-
ysis). Every n−→ represent an SSB during which there is formation of topo-
logical defects, whose type is denoted by n: 1 for monopoles, 2 for topological
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cosmic strings, 2′ for embedded strings, 3 for domain walls. Note that for, e.g.
3C 2L 2R 1B−L stands for SU(3)C× SU(2)L× SU(2) R× U(1)B−L.

E6
1→ SO(10) 1V′

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2−→ SO(10) −→ (10.23)
1−→ 5 1V 1V′ −→ (10.24)
1−→ 5F 1V 1V′ −→ (10.25)
1−→ 5E 1V 1V′

2′,2−→ GSM Z2
2−→ 5 1V′ Z2 −→ (10.24a)

1,2−→ 5 1V −→ (10.23a)
1−→ 5F 1V

2′,2−→ GSM Z2
1−→ GSM 1V

2−→ GSM Z2
1,2−→ GSM 1V′ Z2

2−→ GSM Z2
1,2−→ 4C 2L 2R 1V′ −→ (10.26)
1−→ 4C 2L 2R −→ (10.27)
1−→ 3C 2L 2R 1B−L 1V′ −→ (10.26c)
1−→ 3C 2L 1R 1B−L 1V′ −→ (10.26b)

(10.22)

where

SO(10)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1−→ 5 1V
1−→ 3C 2L 1Z 1V

2−→ GSM Z2
1−→ 4C 2L 2R −→ (10.27)

1,2−→ 4C 2L 2R ZC
2 −→ (10.28)

1,2−→ 4C 2L 1R ZC
2 −→ (10.28b)

1−→ 4C 2L 1R −→ (10.27b)
1,2−→ 3C 2L 2R 1B−L Z

C
2 −→ (10.28a)

1−→ 3C 2L 2R 1B−L −→ (10.27a)
1−→ 3C 2L 1R 1B−L

2−→ GSM Z2

(10.23)

5 1V 1V′

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2−→ 5 1V′ Z2

{
1−→ GSM 1V′ Z2

2−→ GSM Z2

1−→ GSM 1V 1V′

{
2−→ GSM 1V

2−→ GSM Z2
2−→ GSM 1V′ Z2

2−→ GSM Z2
2−→ 5 1V −→ (10.23a)

(10.24)

5F 1V 1V′

{
2−→ 5F 1V

2′,2−→ GSM Z2

2′,2−→ GSM Z2

(10.25)
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4C 2L 2R 1V′

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2−→ 4C 2L 2R −→ (10.27)

1−→ 3C 2L 1R 1B−L 1V′

⎧⎪⎪⎨
⎪⎪⎩

2−→ 3C 2L 1R 1B−L
2−→ GSM Z2

2′,2−→ GSM1V′ Z2
2−→ GSM Z2

2′,2−→ GSM Z2

1−→ 3C 2L 2R 1B−L 1V′

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1−→ 3C 2L 1R 1B−L 1V′ −→ (10.26b)
2−→ 3C 2L 2R 1B−L −→ (10.27a)

2′,2−→ GSM1V′ Z2
2−→ GSM Z2

1,2−→ 3C 2L 1R 1B−L
2−→ GSM Z2

2′,2−→ GSM Z2

1−→ 4C 2L 1R 1V′

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2−→ 4C 2L 1R −→ (10.27b)
1−→ 3C 2L 1R 1B−L 1V′ −→ (10.26b)

2′,2−→ GSM1V′ Z2
2−→ GSM Z2

1,2−→ 3C 2L 1R 1B−L
2−→ GSM Z2

2−→ GSM Z2
1,2−→ GSM1V′ Z2

2−→ GSM Z2
1,2−→ 3C 2L 2R 1B−L −→ (10.27a)
1−→ 3C 2L 1R 1B−L

2−→ GSM Z2

(10.26)

with

4C 2L 2R

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1−→ 3C 2L 2R 1B−L

{
1−→ 3C 2L 1R 1B−L

2−→ GSM Z2

2′,2−→ GSM Z2

1−→ 4C 2L 1R

{
1−→ 3C 2L 1R 1B−L

2−→ GSM Z2

2′,2−→ GSM Z2
1−→ 3C 2L 1R 1B−L

2−→ GSM Z2

(10.27)

4C 2L 2R ZC
2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1−→ 3C 2L 2R 1B−L Z
C
2

{
3−→ 3C 2L 2R 1B−L −→ (10.27a)

1,3−→ 3C 2L 1R 1B−L
2−→ GSM Z2

1−→ 4C 2L 1R ZC
2

{
3−→ 4C 2L 1R −→ (10.27b)

1,3−→ 3C 2L 1R 1B−L
2−→ GSM Z2

3−→ 4C 2L 2R −→ (10.27)
1−→ 4C 2L 1R −→ (10.27b)

1,3−→ 3C 2L 2R 1B−L −→ (10.27a)
1,3−→ 3C 2L 1R 1B−L

2−→ GSM Z2

(10.28)
In addition, there are more direct schemes; they are listed below:
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E6

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1−→ 5 1V 1V′ −→ (10.24)
1−→ 5F 1V 1V′ −→ (10.25)
1−→ 5E 1V 1V′

2′,2−→ GSM Z2
1−→ 5 1V −→ (10.23a)
1−→ 5 1V′ −→ (10.24a)
1−→ 5F 1V

2′,2−→ GSM Z2
1−→ 4C 2L 2R 1V′ −→ (10.26)
1−→ 4C 2L 2R −→ (10.27)
1−→ 4C 2L 1R −→ (10.27b)
1−→ 4C 2L 1R 1V′ −→ (10.26d)
1−→ 3C 2L 2R 1B−L 1V′ −→ (10.26c)
1−→ 3C 2L 1R 1B−L 1V′ −→ (10.26b)
1−→ 3C 2L 1R 1B−L

2−→ GSM Z2
1−→ GSM 1V

2−→ GSM Z2
1,2−→ GSM 1V′ Z2

2−→ GSM Z2

(10.29)

The SSB schemes of SU(6) and SU(7) down to the GSM which could ac-
commodate an inflationary era with no defect (of any kind) at later times are
inconsistent with proton lifetime measurements and minimal SU(6) and SU(7)
do not predict neutrino masses [7], implying that these models are incompat-
ible with high-energy physics phenomenology. Higher rank groups, namely
SO(14), SU(8) and SU(9), should in general lead to cosmic string formation
at the end of hybrid inflation. In all these schemes, cosmic string formation
is sometimes accompanied by the formation of embedded strings. The strings
which form at the end of hybrid inflation have a mass which is proportional
to the inflationary scale.

10.4 Braneworld Cosmology

One of our dreams in theoretical physics is to be able to unify all fundamental
interactions into a unique theory. String theory offers one such attempt to
unify gravity with the other interactions, in a self-consistent quantum theory.
String theory is based on the proposal that one-dimensional extended objects
(strings) are the fundamental constituents of matter. In the mid-1990s it was
realised that higher dimensional extended membranes (p-branes, with p > 1)
should also play a crucial role in string theory. In particular, branes offer the
possibility of relating apparently different string theories. Of particular impor-
tance among p-branes are the Dp-branes on which open strings can end; they
can describe matter fields living on the brane. Closed strings (e.g. graviton)
live on the higher dimensional bulk; their excitations describe perturbations
on the bulk geometry. Classically, matter and radiation fields are localised on
the brane, with gravity propagating in the bulk.
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Some of the extra dimensions could be far larger than what had been
previously thought. If the extra dimensions were testable only via gravity
then they might be relatively large, leading to a possible explanation for the
weakness of gravity as compared to the other fundamental interactions. It has
been proposed that the gravitational field of an object could leak out into the
large but hidden extra dimensions, leading to a weaker gravity as perceived
from an observer living in a four-dimensional universe. More precisely, the
effective value of Newton’s constant in a four-dimensional universe, G(4), can
be written as G(4) ≡ G(D)/R

D−4, where D denotes the total dimensionality
of spacetime and R stands for the radius of compactification (assumed, with-
out loss of generality, to be the same in all extra dimensions). The absence of
any observed deviation from the familiar Newton’s law (in a four-dimensional
spacetime) imposes an upper limit on the compactification radius. More pre-
cisely, the present experimental constraints yield R ∼< 0.2 mm.

10.4.1 Inflation Within Braneworld Cosmologies

In the context of braneworld cosmology, brane inflation occurs in a similar
way as hybrid inflation within supergravity, leading to string-like objects.
In string theories, D-brane D̄-anti-brane annihilation leads generically to the
production of lower dimensional D-branes, with D3- and D1-branes (D-strings)
being predominant [29].

To sketch brane inflation (for example see [30]), consider a Dp–D̄p sys-
tem in the context of IIB string theory. Six of the spatial dimensions are
compactified on a torus; all branes move relatively to each other in some di-
rections. A simple and well-motivated inflationary model is brane inflation
where the inflaton is simply the position of a Dp-brane moving in the bulk.
As two branes approach, the open string modes between the branes develop
a tachyon, indicating an instability. The relative Dp–D̄p-brane position is the
inflation field and the inflaton potential comes from their tensions and inter-
actions. Brane inflation ends by a phase transition mediated by open string
tachyons. The annihilation of the branes releases the brane tension energy that
heats up the universe so that the hot big bang epoch can take place. Since
the tachyonic vacuum has a non-trivial π1 homotopy group, there exist stable
tachyonic string solutions with (p− 2) co-dimensions. These daughter branes
have all dimensions compact; a four-dimensional observer perceives them as
one-dimensional objects, the D-strings. Zero-dimensional defects (monopoles)
and two-dimensional ones (domain walls), which are cosmologically undesir-
able, are not produced during brane intersections.

10.4.2 Cosmic Superstrings

The first to consider cosmic superstrings as playing the role of cosmic strings
was Witten [31]. However, since for fundamental strings the linear mass den-
sity is proportional to (string energy scale)2, it was realised that for a string
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energy scale of the order of the Planck mass, Gμ becomes of the order of
1, and therefore this proposal was ruled out since observational data require
Gμ ∼< 10−7. More recently, in the framework of braneworld scenarios the large
compact dimensions and the large warp factors allow the string energy scale
to be much smaller than the Planck scale. Thus, in models with large extra di-
mensions, cosmic superstring tensions could have values in the range between
10−13 < Gμ < 10−6, depending on the model. These cosmic suprestrings are
stable, or at least their lifetime is comparable to the age of the universe, so
they can survive to form a cosmic superstring network.

Type IIB string theory, after compactification to 3+1 dimensions, has a
spectrum of one-dimensional objects, the fundamental (F) strings, carrying
charge under the Neveu Schwartz–Neveu Schwartz two-form potential, and the
Dirichlet (D) strings carrying charge under the Ramond–Ramond two-form
potential. Both these strings are individually 1

2 -BPS (Bogomol’nyi–Prasad–
Sommerfield) objects, with, however, each type breaking a different half of
the supersymmetry. F- and D-strings that survive the cosmological evolution
become cosmic superstrings with interesting cosmological implications [32].
Thus, string theory offers two distinct candidates for playing the role of cosmic
strings.

IIB string theory allows the existence of bound (p, q) states of p F-strings
and q D-strings, where p and q are coprime. A (p, q) state is still a 1

2 -BPS
object with tension

μ(p,q) = μF

√
p2 + q2/g2

s , (10.30)

where μF denotes the effective F-string tension after compactification and gs
stands for the string coupling.

Cosmic superstrings share a number of properties with cosmic strings,
but there are also differences which may lead to distinctive observational sig-
natures. In general, string intersections lead to intercommutation and loop
production. For cosmic strings the probability of intercommutation P is equal
to 1, whereas this is not the case for F- and D-strings. Clearly, D-strings
can miss each other in the compact dimension, leading to a smaller P , while
for F-strings the scattering has to be calculated quantum mechanically since
these are quantum mechanical objects. The collisions between all possible
pairs of superstrings have been studied in string perturbation theory [33]. For
F-strings, the reconnection probability is of the order of g2

s , where gs stands
for the string coupling. For F–F string collisions, it was found [33] that the re-
connection probability P is 10−3 ∼< P ∼< 1. For D–D string collisions, one has
10−1 ∼< P ∼< 1. Finally, for F–D string collisions, the reconnection probability
can take any value between 0 and 1. These results have been confirmed [34] by
a quantum calculation of the reconnection probability for colliding D-strings.
Similarly, the string self-intersection probability is reduced.

In contrast to the networks formed from Abelian strings, which consist
of loops and long strings, (p, q) networks can also contain links which start
and end at a three-point vertex. More precisely, when F- and D-strings meet
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they can form a three-string junction, with a composite FD-string. Such links
could potentially lead to a frozen network, which could dominate the matter
content of the universe.

Modelling the evolution of a (p, q) network is a challenging task, in particu-
lar due to the existence of junctions. Nevertheless, various attempts have been
undertaken and they all conclude [35] that the network will reach a scaling
regime, in which the length scales increase in proportion to time.

Cosmic superstrings interact with the standard model particles via grav-
ity, implying that their detection involves gravitational interactions. Since the
particular brane inflationary scenario remains unknown, the tensions of su-
perstrings are only loosely constrained.

10.5 Observational Consequences

10.5.1 CMB Temperature Anisotropies

The CMB temperature anisotropies offer a powerful test for theoretical mod-
els aiming at describing the early universe. The characteristics of the CMB
multipole moments can be used to discriminate among theoretical models and
to constrain the parameters space.

The spherical harmonic expansion of the CMB temperature anisotropies,
as a function of angular position, is given by

δT
T

(n) =
∑

m

a
mW
Y
m(n) with a
m =
∫

dΩn
δT
T

(n)Y ∗

m(n) ; (10.31)

W
 stands for the �-dependent window function of the particular experiment.
The angular power spectrum of CMB temperature anisotropies is expressed
in terms of the dimensionless coefficients C
, which appear in the expansion
of the angular correlation function in terms of the Legendre polynomials P
:〈

0
∣∣∣∣δTT (n)

δT
T

(n′)
∣∣∣∣0
〉∣∣∣∣

(n·n′=cos ϑ)

=
1
4π

∑



(2�+ 1)C
P
(cosϑ)W2

 . (10.32)

It compares points in the sky separated by an angle ϑ. In (10.31) the brackets
denote spatial average, or expectation values if perturbations are quantised.
Equation (10.32) holds only if the initial state for cosmological perturbations
of quantum mechanical origin is the vacuum [36]. The value ofC
 is determined
by fluctuations on angular scales of the order of π/�. The angular power
spectrum of anisotropies observed today is usually given by the power per
logarithmic interval in �, plotting �(�+ 1)C
 versus �.

On large angular scales, the main contribution to the CMB temperature
anisotropies is given by the Sachs–Wolfe effect. Thus,

δT
T

(n) � 1
3
Φ[ηlss,n(η0 − ηlss)] ; (10.33)
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Φ(η,x) denotes the Bardeen potential, η0 and ηlss stand for the conformal
time at present and at the last scattering surface, respectively.

Studies of the characteristics of the CMB spectrum (amplitude and posi-
tion of acoustic peaks), in the framework of topological defect models, have
been performed even before receiving any data. Let me discuss briefly the
differences such models have, as compared to the adiabatic perturbations in-
duced from the amplification of the quantum fluctuations of the inflation field
at the end of inflation, and the difficulties one faces to extract the predictions.

For models with topological defects, perturbations are generated by seeds
(sources), defined as any non-uniformly distributed form of energy, which con-
tributes only a small fraction to the total energy density of the universe and
which interacts with the cosmic fluid only gravitationally. Such models lead to
isocurvature density perturbations, in the sense that the total density pertur-
bation vanishes, but those of the individual particle species do not. Moreover,
in models with topological defects, fluctuations are generated continuously
and evolve according to inhomogeneous linear perturbation equations.

The energy-momentum tensor of defects is determined by their evolution
which, in general, is a non-linear process. These perturbations are called active
and incoherent, active since new fluid perturbations are induced continuously
due to the presence of the defects and incoherent since the randomness of
the non-linear seed evolution which sources the perturbations can destroy the
coherence of fluctuations in the cosmic fluid. The highly non-linear structure
of the topological defect dynamics makes the study of the evolution of these
causal (there are no correlations on super-horizon scales) and incoherent initial
perturbations much more complicated.

Within linear cosmological perturbation theory, structure formation in-
duced by seeds is determined by the solution of the inhomogeneous equation

DX(k, t) = S(k, t) , (10.34)

where X is a vector containing all the background perturbation variables
for a given mode specified by the wave-vector k, like the alms of the CMB
anisotropies, the dark matter density fluctuation, the peculiar velocity poten-
tial, etc., D is a linear time-dependent ordinary differential operator, and the
source term S is given by linear combinations of the energy-momentum tensor
of the seed (the type of topological defects we are considering). The generic
solution of this equation is given in terms of Green’s function and has the
following form [37]

Xi(k, t0) =
∫ t0

tin

Gil(k, t0, t)Sl(k, t)dt . (10.35)

At the end, we need to determine expectation values, which are given by

〈Xi(k, t0)Xj(k, t0)∗〉 =
∫ t0

tin

∫ η0

ηin

Gil(t0, t)G∗
jm(t0, t′)〈Sl(t)S∗

m(t′)〉dt dt′.
(10.36)
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Thus, the only information we need from topological defects simulations in
order to determine cosmic microwave background and large-scale structure
power spectra is the unequal time two-point correlators [38], 〈Sl(t)S∗

m(t′)〉, of
the seed energy-momentum tensor. This problem can, in general, be solved
by an eigenvector expansion method [39].

On large angular scales (� ≤ 50), defect models lead to the same predic-
tion as inflation, namely they both predict an approximately scale-invariant
(Harrison–Zel’dovich) spectrum of perturbations. Their only difference con-
cerns the statistics of the induced fluctuations. Inflation predicts generically
Gaussian fluctuations, whereas in the case of topological defect models, even
if initially the defect energy-momentum tensor would be Gaussian, non-
Gaussianities will be induced from the non-linear defect evolution. Thus, in
defect scenarios, the induced fluctuations are non-Gaussian, at least at suffi-
ciently high angular resolution. This is an interesting fingerprint, even though
difficult to test through the data.

On intermediate and small angular scales, however, the predictions of mod-
els with seeds are quite different than those of inflation, due to the different
nature of the induced perturbations. In topological defect models, defect fluc-
tuations are constantly generated by the seed evolution. The non-linear defect
evolution and the fact that the random initial conditions of the source term
in the perturbation equations of a given scale leak into other scales destroy
perfect coherence. The incoherent aspect of active perturbations does not in-
fluence the position of the acoustic peaks, but it does affect the structure
of secondary oscillations, namely secondary oscillations may get washed out.
Thus, in topological defect models, incoherent fluctuations lead to a single
bump at smaller angular scales (larger �) than those predicted within any
inflationary scenario. This incoherent feature is shared in common by local
and global defects.

Let me briefly summarise the results: global O(4) textures lead to a posi-
tion of the first acoustic peak at � � 350 with an amplitude ∼1.5 times higher
than the Sachs–Wolfe plateau [40]. Global O(N) textures in the large N limit
lead to a quite flat spectrum, with a slow decay after � ∼ 100 [41]. Similar are
the predictions of other global O(N) defects [42]. (For a general study of the
CMB anisotropies from scaling seed perturbations the reader is referred to
[43]). Local cosmic strings lead to a power spectrum with a roughly constant
slope at low multipoles, rising up to a single peak, with subsequent decay at
small scales [44].

At this point, I would like to bring to the attention of the reader that the B-
mode of the polarisation spectrum may be a smoking gun for the cosmic strings
[44], since inflation gives just a weak contribution. The reason being that scalar
modes may contribute to the B-mode only through the gravitational lensing
of the E-mode. Thus, the large vector contribution from cosmic strings may
lead in the future to the detection of strings.

The position and amplitude of the acoustic peaks, as found by the CMB
measurements (see, e.g. [45]), are clearly in disagreement with the predictions
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of topological defect models. Thus, CMB measurements rule out pure topolog-
ical defect models as the unique origin of initial density perturbations leading
to the observed structure formation. However, since strings and string-like de-
fects are generically formed, then one should consider them as a sub-dominant
partner of inflation. Thus, one should study the compatibility between mixed
perturbation models [46] and observational data.

Consider therefore a model in which a network of cosmic strings evolved
independently of any pre-existing fluctuation background, generated by a
standard cold dark matter with a non-zero cosmological constant (ΛCDM)
inflationary phase. Restrict your attention to the angular spectrum, so that
you are in the linear regime. Thus,

C
 = αCI

 + (1 − α)CS


 , (10.37)

where CI

 and CS


 denote the (COBE normalised) Legendre coefficients due to
adiabatic inflaton fluctuations and those stemming from the string network,
respectively. The coefficient α in (10.37) is a free parameter giving the relative
amplitude for the two contributions. Then one has to compare the C
, given by
(10.37), with data obtained from CMB anisotropy measurements. The inflaton
and string-induced uncorrelated spectra as a function of �, both normalised
on the COBE data, together with the weighted sum are shown in Fig. 10.5
(see [46]).
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Fig. 10.5. 
(
+ 1)C	 versus 
 for three different models. The upper dot-dashed line
represents the prediction of a ΛCDM model. The lower dashed line is a typical string
spectrum. Combining both curves with the extra parameter α produces the solid
curve, with a χ2 per degree of freedom slightly above unity. The string contribution
turns out to be some 18% of the total [46]
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The quadrupole anisotropy due to freezing in of quantum fluctuations of
a scalar field during inflation reads

(
δT
T

)
Q-infl

=

[(
δT
T

)2

Q-scal
+
(

δT
T

)2

Q-tens

]1/2

, (10.38)

with the scalar and tensor contributions given by
(

δT
T

)
Q-scal

=
1

4
√

45π
V 3/2(ϕQ)
M3

Pl V
′(ϕQ)

, (10.39)

and (
δT
T

)
Q-tens

∼ 0.77
8π

V 1/2(ϕQ)
M2

Pl

, (10.40)

respectively. Here V is the potential of the inflation field ϕ, with V ′ ≡
dV (ϕ)/dϕ, MPl denotes the reduced Planck mass, MPl = (8πG)−1/2 �
2.43 × 1018 GeV, and ϕQ is the value of the inflation field when the comov-
ing scale corresponding to the quadrupole anisotropy became bigger than the
Hubble radius.

Simulations of Goto–Nambu local strings in a Friedmann–Lemâıtre–Ro-
berston–Walker spacetime lead to [47]

(
δT
T

)
cs

∼ (9 − 10)Gμ with μ = 2π〈χ〉2 , (10.41)

where 〈χ〉 is the vacuum expectation value of the Higgs field responsible for
the formation of cosmic strings.

Before discussing F- and D-term inflations, I would like to describe briefly
the curvaton mechanism [48], according to which the primordial fluctuations
could also be generated from the quantum fluctuations of a late-decaying
scalar field, the curvaton field ψ, which does not play the role of the inflation
field. During inflation the curvaton potential is very flat and the curvaton
acquires quantum fluctuations, which are expressed in terms of the expansion
rate during inflation, Hinfl =

√
8πG/3V (ϕ), through

δψinit =
Hinf

2π
. (10.42)

They lead to entropy fluctuations at the end of inflation.
During the radiation-dominated era the curvaton decays and reheats the

universe. The primordial fluctuations of the curvaton field are converted to
purely adiabatic density fluctuations, thus the curvaton contribution in terms
of the metric perturbation reads

(
δT
T

)
curv

= − 4
27

δψinit

ψinit
. (10.43)
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If one assumes the additional contribution to the temperature anisotropies
originated from the curvaton field, then

[(
δT
T

)
tot

]2

=
[(

δT
T

)
infl

]2

+
[(

δT
T

)
cs

]2

+
[(

δT
T

)
curv

]2

. (10.44)

The total quadrupole anisotropy, the l.h.s. of (10.44), is the one to be
normalised to the cosmic background explore (COBE) data [49], namely
(δT/T )COBE

Q ∼ 6.3 × 10−6.

F-Term Inflation

Considering only large angular scales one can calculate the contributions to the
CMB temperature anisotropies analytically. The quadrupole anisotropy has
one contribution coming from the inflation field, calculated using (10.5), and
one contribution coming from the cosmic string network. Fixing the number
of e-foldings to 60, the inflaton and cosmic string contributions to the CMB
depend on the superpotential coupling κ, or, equivalently, on the symmetry
breaking scaleM associated with the inflaton mass scale, which coincides with
the string mass scale.

The total quadrupole anisotropy, to be normalised to the COBE data, is
found to be [10]

(
δT
T

)
Q-tot

∼
{
y−4
Q

(
κ2N NQ

32π2

)2
[

64NQ

45N x−2
Q y−2

Q f−2(x2
Q)

+
(

0.77κ
π

)2

+ 324

]}1/2

. (10.45)

In (10.45),

xQ =
|SQ|
M

; y2
Q =

∫ x2
Q

1

dz
zf(z)

(10.46)

and

NQ =
4π2

κ2N
M2

M2
Pl

y2
Q , (10.47)

with
f(z) = (z + 1) ln(1 + z−1) + (z − 1) ln(1 − z−1) . (10.48)

As noted earlier, the index Q denotes the scale responsible for the quadrupole
anisotropy in the CMB.

The cosmic string contribution is consistent with the CMB measurements
provided [10]

M ∼< 2 × 1015 GeV ⇔ κ ∼< 7 × 10−7 . (10.49)

Strictly speaking the above condition was found in the context of SO(10)
gauge group, but the conditions imposed in the case of other gauge groups
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are of the same order of magnitude since M is a slowly varying function of
the dimensionality N of the representations to which the scalar components
of the chiral Higgs superfields belong [10].

The superpotential coupling κ is also subject to the gravitino constraint,
which imposes an upper limit to the reheating temperature to avoid gravitino
overproduction. Within the framework of SUSY GUTs and assuming the see-
saw mechanism to give rise to massive neutrinos, the inflation field decays
during reheating into pairs of right-handed neutrinos. This constraint on the
reheating temperature can be converted into a constraint on the superpoten-
tial coupling κ. The gravitino constraint on κ reads [10] κ ∼< 8 × 10−3, which
is a weaker constraint than the one obtained from the CMB, (10.49).

The tuning of the free parameter κ can be softened if one allows for the cur-
vaton mechanism. Clearly, within supersymmetric theories such scalar fields
are expected to exist. In addition, embedded strings, if they accompany the
formation of cosmic strings, may offer a natural curvaton candidate, pro-
vided the decay product of embedded strings gives rise to a scalar field before
the onset of inflation. Considering the curvaton scenario, the coupling κ is
only constrained by the gravitino limit. More precisely, assuming the exis-
tence of a curvaton field there is an additional contribution to the tempera-
ture anisotropies. Calculating the curvaton contribution to the temperature
anisotropies, one obtains the additional contribution [10][(

δT
T

)
curv

]2

= y−4
Q

(
κ2NNQ

32π2

)2 [( 16
81π

√
3

)
κ

(
MPl

ψinit

)]2

. (10.50)

Normalising the total (δT/T )Q (i.e. the inflaton, cosmic string and curvaton
contributions) to the data one gets [10] the following limit on the initial value
of the curvaton field

ψinit ∼< 5 × 1013
( κ

10−2

)
GeV for κ ∈ [10−6, 1] . (10.51)

Finally, I would like to point out that in the case of F-term inflation,1 the
linear mass density μ (see (10.41)) gets a correction due to deviations from
the Bogomol’nyi limit, enlarging the parameter space for F-term inflation [50].
More precisely, this correction to μ turns out to be proportional to ln(2/β)−1,
where β is proportional to the square of the ratio between the superpotential
and the GUT couplings. Thus, under the assumption that strings contribute
less than 10% to the power spectrum at � = 4, the bound on κ reduces to the
one imposed by the gravitino limit.

D-Term Inflation

D-term inflation leads to cosmic string formation at the end of the inflationary
era. The total quadrupole temperature anisotropy, to be normalised to the
COBE data, reads [10]
1 This does not hold for D-term inflation; the strings formed at the end of D-term

inflation are BPS objects.
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(
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+
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0.77g
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√
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(
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4
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, (10.52)

where the only unknown is the Fayet–Iliopoulos term ξ, for given values of g
and λ. Note that W (x) is the “W-Lambert function,” i.e. the inverse of the
function F (x) = xex. Thus, one can get ξ numerically, and then obtain xQ,
as well as the inflaton and cosmic string contribution, as a function of the
superpotential and gauge couplings g and λ. In the case of minimal SUGRA,
consistency between CMB measurements and theoretical predictions impose
[10, 12]

g ∼< 2 × 10−2 and λ ∼< 3 × 10−5 , (10.53)

which can be expressed as a single constraint on the Fayet–Iliopoulos term ξ,
√
ξ ∼< 2 × 1015 GeV . (10.54)

These results are shown in Fig. 10.6.
The fine-tuning on the couplings can be softened if one invokes the cur-

vaton mechanism. Calculating the curvaton contribution to the temperature
anisotropies, one obtains the additional contribution [12]

[(
δT
T

)
curv

]2

=
1
6

(
2

27π

)2 (
gξ

MPlψinit

)2

. (10.55)

Thus, the gauge coupling can reach the upper bound imposed from the grav-
itino mechanism, provided the initial value of the curvaton field is [12]

ψinit ∼< 3 × 1014
( g

10−2

)
GeV for λ ∈ [10−1, 10−4] ; (10.56)

for smaller values of λ, the curvaton mechanism is not necessary. This result
is explicitly shown in Fig. 10.7.

Concluding, within minimal supergravity the couplings and masses must
be fine-tuned to achieve compatibility between measurements on the CMB
temperature anisotropies and theoretical predictions. Note that for minimal
D-term inflation, one can neglect the corrections introduced by the supercon-
formal origin of supergravity.

The constraints on the couplings remain qualitatively valid in non-minimal
supergravity theories: the superpotential W given in (10.7) and we consider a
non-minimal Kähler potential. Let us first consider D-term inflation based on
Kähler geometry with shift symmetry. If we identify the inflation field with
the real part of S then we obtain the same constraint for the superpotential
coupling as in the minimal supergravity case. However, if the inflation field
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Fig. 10.6. At the top, the cosmic string contribution to the CMB, as a function of
the mass scale

√
ξ in units of 1015GeV. At the bottom, cosmic string contribution to

the CMB temperature anisotropies, as a function of the superpotential coupling λ,
for different values of the gauge coupling g. The maximal contribution allowed by
WMAP is represented by a dotted line [12]

is the imaginary part of S, then we get that the cosmic string contribution
becomes dominant, in contradiction with the CMB measurements, unless the
superpotential coupling is [14]

λ ∼< 3 × 10−5 . (10.57)

We show this constraint in Fig. 10.8.
Considering D-term inflation based on a Kähler potential with non-

renormalisable terms, the contribution of cosmic strings dominates if the su-
perpotential coupling λ is close to unity. Setting f±(|S|2/M2

Pl) = c±(|S|2/M2
Pl),
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Fig. 10.7. The cosmic string (dark grey), curvaton (light grey) and inflaton (grey)
contributions to the CMB temperature anisotropies as a function of the initial value
of the curvaton field ψinit, for λ = 10−1 and g = 10−1 [12]

we find that in the simplified case b = 0 (see (10.18)), the constraints on λ
read [14]

(0.1 − 5) × 10−8 ≤ λ ≤ (2 − 5) × 10−5 (10.58)

or equivalently √
ξ ≤ 2 × 1015 GeV , (10.59)

implying
Gμ ≤ 8.4 × 10−7 . (10.60)
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Fig. 10.8. Cosmic string contribution to the CMB temperature anisotropies as a
function of λ, in the case of D-term inflation based on a Kähler geometry with shift
symmetry. The inflation field is identified with the imaginary part [14]
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Fig. 10.9. Cosmic string contribution to the CMB temperature anisotropies as a
function of λ, in the case of D-term inflation based on a Kähler potential with non-
renormalisable terms [14]. In the top panel we set g = 10−2 and c± = 0; the simple
case b = 0 is represented by the dashed line, while plain lines show the contributions
for b = 0.5, 1, 2, going from the bottom to the top [14]. In the bottom panel we set
b = 1 and c± = 1; the plain lines show the contributions for g = 10−3, 10−2, 10−1,
going from bottom to the top [14]

In the general case, where b 
= 0, the constraints are shown in Fig. 10.9.
In conclusion, higher order Kähler potentials do not suppress cosmic

string contribution, as it was incorrectly claimed in the literature. By allow-
ing a small, but non-negligible, contribution of strings to the angular power
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spectrum of CMB anisotropies, we constrain the couplings of the inflationary
models, or equivalently the dimensionless string tension. These models remain
compatible with the most current CMB measurements, even when one calcu-
lates [51] the spectral index. More precisely, the inclusion of a sub-dominant
string contribution to the large-scale power spectrum amplitude of the CMB
increases the preferred value for the spectral index [51].

Brane Inflation

The CMB temperature anisotropies originate from the amplification of quan-
tum fluctuations during inflation, as well as from the cosmic superstring net-
work. If the scaling regime of the superstring network is the unique source of
the density perturbations, the COBE data yield Gμ � 10−6. Using the latest
WMAP data, the contribution from strings to the total CMB power spectrum
on observed scales is at most 10%, which translates in the upper limit on the
dimensionless string tension Gμ ∼< 1.8 (2.7)×10−7 at 68 (95)% confidence [52].
Thus, the cosmic superstrings produced towards the end of inflation in the
context of braneworld cosmological models is in agreement with the present
CMB data.

10.5.2 Gravitational Wave Background

Oscillating cosmic string loops emit [53] gravitational waves (GW). Long
strings are not straight but they have a superimposed wiggly small-scale struc-
ture due to string intercommutations, thus they also emit [54] GW. Cosmic
superstrings can also generate [55] a stochastic GW background. Therefore,
provided the emission of gravity waves is the efficient mechanism [23, 56] for
the decay of string loops, cosmic strings/superstrings could provide a source
for the stochastic GW spectrum in the low-frequency band. The stochastic
GW spectrum has an almost flat region in the frequency range 10−8−1010

Hz. Within this window, both ADVANCED LIGO/VIRGO (sensitive at a
frequency f ∼ 102 Hz) and LISA (sensitive at f ∼ 10−2 Hz) interferometers
may have a chance of detectability.

Strongly focused beams of relatively high-frequency GW are emitted by
cusps and kinks in oscillating strings/superstrings. The distinctive waveform of
the emitted bursts ofGW maybe the most sensitive test of strings/superstrings.
ADVANCED LIGO/VIRGO may detect bursts of GW for values of Gμ as low
as 10−13, and LISA for values down to Gμ ≥ 10−15. At this point, I would like
to remind the reader that there is still a number of theoretical uncertainties
for the evolution of a string/superstring network [56].

Recently, limits have been imposed [57] on an isotropic gravitational wave
background using pulsar timing observations, which offer a chance of studying
low-frequency (in the range between 10−9 and 10−7 Hz) gravitational waves.
The imposed limit on the energy density of the background per unit logarith-
mic frequency interval reads Ωcs

GW(1/8 yr)h2 ≤ 1.9×10−8 (where h stands for
the dimensionless amplitude in GW bursts).
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If the source of the isotropic GW background is a cosmic string/superstring
network, then it leads to an upper bound on the dimensionless tension of
a cosmic string/superstring background. Under reasonable assumptions for
the string network the upper bound on the string tension reads [57] Gμ ≤
1.5 × 10−8. This is a strongest limit than the one imposed from the CMB
temperature anisotropies. Thus, F- and D-term inflations become even more
fine-tuned, unless one invokes the curvaton mechanism.

This limit does not affect cosmic superstrings. However, it has been ar-
gued [57] that with the full Parkes Pulsar Timing Array (PPTA) project the
upper bound will become Gμ ≤ 5 × 10−12, which is directly relevant for
cosmic superstrings. In conclusion, the full PPTA will either detect gravity
waves from strings and string-like objects, or they will rule out a number of
models.

10.6 Conclusions

Cosmic strings are generically formed at the end of hybrid inflation in a large
number of models within supersymmetry and supergravity theories. String-
like objects, which could play the role of cosmic strings, are also generically
produced at the end of brane inflation, in many brane inflation models in the
context of theories with large extra dimensions. These one-dimensional objects
would contribute to the generation of fluctuations leading to the observed
structure formation and the measured CMB temperature anisotropies. They
would also source a stochastic gravity wave background.

Current measurements of the CMB spectrum, as well as of the gravita-
tional wave background, impose severe constraints on the free parameters of
the models. More precisely, the dimensionless parameter Gμ must be small
enough to avoid contradiction with the currently available data.

The role of strings can be suppressed by adding new terms in the super-
potential [58], or by considering the curvaton mechanism [12, 59]. One can
escape the string problem by complicating the models so that the produced
strings (D-term strings formed at the end of D-term inflation, or D-strings
formed at the end of brane collisions) become unstable (semilocal strings),
along the lines of [11, 60]. To be more specific, it has been proposed [60] that
by introducing additional matter multiplets one obtains a non-trivial global
symmetry such as SU(2), leading to a simply connected vacuum manifold and
the production of semilocal strings. Later on, it has been suggested [11] that
if the waterfall Higgs fields are non-trivially charged under some other gauge
symmetries H , such that the vacuum manifold, [H × U(1)]/U(1), is simply
connected, then the strings are semilocal objects.

If the daily improved data require even more severe fine-tuning of the
models, then I believe that one should develop and subsequently study models
where the strings and string-like objects, formed at the end or after inflation,
are indeed unstable.
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Abstract. In spite of its great phenomenological success, current models of scalar
field-driven inflation suffer from important unresolved conceptual issues. New fun-
damental physics will be required to address these questions. String theory is a can-
didate for a unified quantum theory of all four forces of nature. As will be shown,
string theory may lead to a cosmological background quite different from an in-
flationary cosmology, and may admit a new stringy mechanism for the origin of a
roughly scale-invariant spectrum of cosmological fluctuations.

11.1 Introduction

The inflationary universe scenario [1] (see also [2, 3, 4] for earlier ideas) has
been extremely successful phenomenologically. In addition to providing an-
swers to some key open questions of Standard big bang cosmology such as the
horizon, flatness and entropy problems, inflation gives rise to a causal mech-
anism for structure formation [5] (see also [6] for more qualitative arguments
and [7] for an early computation of the spectrum of gravitational waves in an
inflationary background). Quantum vacuum fluctuations during the period of
exponential expansion lead to a roughly scale-invariant spectrum of (in the
simplest models) adiabatic fluctuations. These fluctuations are squeezed while
their wavelength is larger than the Hubble radius, and thus re-enter the Hub-
ble radius at late times as standing waves. As realized a long time ago in [8, 9],
these features predict “acoustical” oscillations in the angular power spectrum
of cosmic microwave background anisotropies. Both the approximate scale-
invariance and the acoustical oscillations of the spectrum have recently, many
years after these features were predicted, been confirmed by CMB anisotropy
experiments [10, 11, 12].

On the theoretical front, the situation is much less satisfactory. In spite of
over 20 years of research, no convincing theory of inflation has emerged. There
are many models of inflation, but all of them involve new scalar fields. String
theory and most other theories beyond the standard model do predict scalar
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fields, and thus may well eventually give rise to a good theory of inflation (see
e.g. [13, 14, 15] for reviews on avenues to obtain inflation in string theory),
but at the moment the question is not resolved. Furthermore, some of the
conceptual issues which will be raised below (Sect. 11.2) are generic to any
implementation of inflation by scalar fields in the context of Einstein gravity.

Thus, it is important to keep an open mind to the possibility that an early
universe scenario which does not involve a period of cosmological inflation
will emerge. As will be shown below, the new degrees of freedom and new
symmetries of string theory give rise to the possibility of a cosmological back-
ground very different from that of inflationary cosmology (Sect. 11.3). Within
this background cosmology, a stringy mechanism which can generate a scale-
invariant spectrum of cosmological perturbations has recently been proposed
[16] (see also [17, 18] for reviews). This mechanism, which yields a distinctive
signature, namely a slight blue tilt in the spectrum of gravitational waves [19],
will be discussed in Sect. 11.4. Sect. 11.4.5 reviews some results which were
completed after the Colloque in Paris and appeared in [20].

11.2 Problems of Scalar Field-Driven Inflation

11.2.1 Review of the Inflationary Universe Scenario

Before discussing some key conceptual problems of conventional scalar field-
driven inflationary cosmology, let us recall some of the main features of cos-
mological inflation. To set our notation, we use the following metric for the
homogeneous and isotropic background space–time:

ds2 = dt2 − a(t)2dx2 , (11.1)

where t is physical time, x denotes comoving coordinates on the spatial sec-
tions which we for simplicity assume to be R3, and a(t) is the scale factor.

Figure 11.1 is a sketch of the space–time structure of an inflationary uni-
verse. The vertical axis is time, the horizontal axis is physical length. The
time period between ti and tR is the period of inflation (here for simplicity
taken to be exponential). During the period of inflation, the Hubble radius

�H(t) ≡ H−1(t) where H(t) ≡ ȧ(t)
a(t)

(11.2)

is constant. After inflation, the Hubble radius increases linearly in time. In
contrast, the physical length corresponding to a fixed co-moving scale increases
exponentially during the period of inflation, and then grows either as t1/2

(radiation-dominated phase) or t2/3 (matter-dominated phase), i.e. less fast
than the Hubble radius.

The key feature of inflationary cosmology which can be seen from Fig.
11.1 is the fact that fixed comoving scales are red-shifted exponentially rel-
ative to the Hubble radius during the period of inflation. Provided that the
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Fig. 11.1. Space–time diagram (sketch) showing the evolution of scales in inflation-
ary cosmology. The vertical axis is time, and the period of inflation lasts between
ti and tR, and is followed by the radiation-dominated phase of Standard big bang
cosmology. During exponential inflation, the Hubble radius H−1 is constant in phys-
ical spatial coordinates (the horizontal axis), whereas it increases linearly in time
after tR. The physical length corresponding to a fixed comoving length scale labeled
by its wavenumber k increases exponentially during inflation but increases less fast
than the Hubble radius (namely as t1/2), after inflation

period of inflation lasted more than about 50 Hubble expansion times (this
number is obtained assuming that the energy scale of inflation is of the order
of 1016GeV), then modes with a wavelength today comparable to the current
Hubble radius started out at the beginning of the period of inflation with a
wavelength smaller than the Hubble radius at that time. Thus, it is possible
to imagine a microscopic mechanism for creating the density fluctuations in
the early universe which evolve into the cosmological structures we observe
today.

Since during the period of inflation any pre-existing ordinary matter
fluctuations are red-shifted, it is reasonable to assume that quantum vac-
uum fluctuations are the source of the currently observed structures [5] (see
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also [6]). The time-translational symmetry of the inflationary phase leads,
independent of a precise understanding of the generation mechanism for the
fluctuations, to the prediction that the spectrum of cosmological perturbations
should be approximately scale-invariant [6, 2].

The quantum theory of linearized cosmological perturbations [21, 22], in
particular applied to inflationary cosmology, has in the mean time become
a well-developed research area (see e.g. [23] for a detailed review, and [24]
for a pedagogical introduction). For simple scalar field matter, there is a sin-
gle canonically normalized variable, often denoted by v, which carries the
information about the “scalar metric fluctuations”, the part of the metric
perturbations which couples at linearized level to the matter. The equation
of motion for each Fourier mode of this variable v has the form of a har-
monic oscillator with a time-dependent square mass m2, whose form is set
by the cosmological background. On scales smaller than the Hubble radius,
the modes oscillate (quantum vacuum oscillations). However, on length scales
larger than the Hubble radius, m2 is negative, the oscillations cease, and the
wave functions of these modes undergo squeezing. Since the squeezing angle
in phase space does not depend on the wave number, all modes re-enter the
Hubble radius at late times with the same squeezing angle. This then leads
to the prediction of “acoustic” oscillations [8, 9] in the angular power spec-
trum of CMB anisotropies (see e.g. [25] for a recent analytical treatment),
a prediction spectacularly confirmed by the WMAP data [12], and allowing
cosmologists to fit for several important cosmological parameters.

11.2.2 Nature of the Inflaton

In the context of General Relativity as the theory of space–time, matter with
an equation of state

p � −ρ (11.3)

(with ρ denoting the energy density and p the pressure) is required in order
to obtain almost exponential expansion of space. If we describe matter in
terms of fields with canonical kinetic terms, a scalar field is required since in
the context of usual field theories it is only for scalar fields that a potential
energy function in the Lagrangian is allowed, and of all energy terms only the
potential energy can yield the equation of state (11.3).

In order for scalar fields to generate a period of cosmological inflation, the
potential energy needs to dominate over the kinetic and spatial gradient ener-
gies. It is generally assumed that spatial gradient terms can be neglected. This
is, however, not true in general. Assuming a homogeneous field configuration,
we must ensure that the potential energy dominates over the kinetic energy.
This leads to the first “slow-roll” condition. Requiring the period of inflation
to last sufficiently long leads to a second slow-roll condition, namely that the
ϕ̈ term in the Klein–Gordon equation for the inflaton ϕ be negligible. Scalar
fields charged with respect to the Standard Model symmetry groups do not
satisfy the slow-roll conditions.
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Assuming that both slow-roll conditions hold, one obtains a “slow-roll
trajectory” in the phase space of homogeneous ϕ configurations. In large-field
inflation models such as “chaotic inflation” [26] and “hybrid inflation” [27],
the slow-roll trajectory is a local attractor in initial condition space [28] (even
when linearized metric perturbations are taken into account [29]), whereas this
is not the case [30] in small-field models such as “new inflation” [31]. As shown
in [32], this leads to problems for some models of inflation which have recently
been proposed in the context of string theory. To address this problem, it has
been proposed that inflation may be future-eternal [33] and that it is hence
sufficient that there be configurations in initial condition space which give rise
to inflation within one Hubble patch, inflation being then self-sustaining into
the future. However, one must still ensure that slow-roll inflation can locally
be satisfied.

Many models of particle physics beyond the Standard Model contain a
plethora of new scalar fields. One of the most conservative extensions of
the Standard Model is the MSSM, the “Minimal Supersymmetric Standard
Model”. According to a recent study, among the many scalar fields in this
model, only a hand-full can be candidates for a slow-roll inflaton, and even
then very special initial conditions are required [34]. The situation in super-
gravity and superstring-inspired field theories may be more optimistic, but
the issues are not settled.

11.2.3 Hierarchy Problem

Assuming for the sake of argument that a successful model of slow-roll infla-
tion has been found, one must still build in a hierarchy into the field theory
model in order to obtain an acceptable amplitude of the density fluctuations
(this is sometimes also called the “amplitude problem”). Unless this hierar-
chy is observed, the density fluctuations will be too large and the model is
observationally ruled out.

In a wide class of inflationary models, obtaining the correct amplitude
requires the introduction of a hierarchy in scales, namely [35]

V (ϕ)
Δϕ4

≤ 10−12 , (11.4)

where Δϕ is the change in the inflation field during one Hubble expansion
time (during inflation), and V (ϕ) is the potential energy during inflation.

This problem should be contrasted with the success of topological defect
models (see e.g. [36, 37, 38] for reviews) in predicting the right order of mag-
nitude of density fluctuations without introducing a new scale of physics. The
GUT scale as the scale of the symmetry breaking phase transition (which
produces the defects) yields the correct magnitude of the spectrum of density
fluctuations [39]. Topological defects, however, cannot be the prime mech-
anism for the origin of fluctuations since they do not give rise to acoustic
oscillations in the angular power spectrum of the CMB anisotropies [40].
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At first sight, it also does not appear to be necessary to introduce a new
scale of physics into the string gas cosmology structure formation scenario
which will be described in Sect. 11.4.

11.2.4 Trans-Planckian Problem

A more serious problem is the “trans-planckian problem” [41]. Returning to
the space–time diagram of Fig. 11.1, we can immediately deduce thatprovided
the period of inflation lasted sufficiently long (for GUT scale inflation the
number is about 70 e-foldings), all scales inside of the Hubble radius today
started out with a physical wavelength smaller than the Planck scale at the
beginning of inflation. Now, the theory of cosmological perturbations is based
on Einstein’s theory of General Relativity coupled to a simple semi-classical
description of matter. It is clear that these building blocks of the theory are
inapplicable on scales comparable and smaller than the Planck scale. Thus, the
key successful prediction of inflation (the theory of the origin of fluctuations)
is based on suspect calculations since new physics must enter into a correct
computation of the spectrum of cosmological perturbations. The key question
is as to whether the predictions obtained using the current theory are sensitive
to the specifics of the unknown theory which takes over on small scales.

One approach to study the sensitivity of the usual predictions of inflation-
ary cosmology to the unknown physics on trans-planckian scales is to study
toy models of ultraviolet physics which allow explicit calculations. The first
approach which was used [42, 43] is to replace the usual linear dispersion
relation for the Fourier modes of the fluctuations by a modified dispersion re-
lation, a dispersion relation which is linear for physical wavenumbers smaller
than the scale of new physics, but deviates on larger scales. Such dispersion
relations were used previously to test the sensitivity of black hole radiation
on the unknown physics of the UV [44, 45]. It was found [42] that if the evolu-
tion of modes on the trans-planckian scales is non-adiabatic, then substantial
deviations of the spectrum of fluctuations from the usual results are possible.
Non-adiabatic evolution turns an initial state minimizing the energy density
into a state which is excited once the wavelength becomes larger than the
cutoff scale. Back-reaction effects of these excitations may limit the magni-
tude of the trans-planckian effects, but – based on our recent study [46] –
not to the extent initially assumed [47, 48]. Other approaches to study the
trans-planckian problem have been pursued, e.g. based on implementing the
space–space [49] or space–time [50] uncertainty relations, on a minimal length
hypothesis [51], on “minimal trans-planckian” assumptions (taking as initial
conditions some vacuum state at the mode-dependent time when the wave-
length of the mode is equal to the Planck scale [52], or on effective field theory
[53], all showing the possibility of trans-planckian corrections (see also [54] for
a review of some of the previous work on the trans-planckian problem).

From the point of view of fundamental physics, the trans-planckian prob-
lem is not a problem. Rather, it yields a window of opportunity to probe new
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fundamental physics in current and future observations, even if the scale of the
new fundamental physics is close to the Planck scale. The point is that if the
universe in fact underwent a period of inflation, then trans-planckian physics
leaves an imprint on the spectrum of fluctuations. The exponential expansion
of space amplifies the wavelength of the perturbations to observable scales. At
the present time, it is our ignorance about quantum gravity which prevents
us from making any specific predictions. For example, we do not understand
string theory in time-dependent backgrounds sufficiently well to be able to at
this time make any predictions for observations.

11.2.5 Singularity Problem

The next problem is the “singularity problem”. This problem, one of the key
problems of Standard Cosmology, has not been resolved in models of scalar
field-driven inflation.

As follows from the Penrose–Hawking singularity theorems of General Rel-
ativity (see e.g. [55] for a textbook discussion), an initial cosmological singu-
larity is unavoidable if space–time is described in terms of General Relativity,
and if the matter sources obey the weak energy conditions . Recently, the sin-
gularity theorems have been generalized to apply to Einstein gravity coupled
to scalar field matter, i.e. to scalar field-driven inflationary cosmology [56].
It is shown that in this context, a past singularity at some point in space is
unavoidable.

In the same way that the appearance of an initial singularity in Standard
Cosmology told us that Standard Cosmology cannot be the correct description
of the very early universe, the appearance of an initial singularity in current
models of inflation tell us that inflationary cosmology cannot yield the correct
description of the very, very early universe. At sufficiently high densities, a
new description will take over. In the same way that inflationary cosmology
contains late-time standard cosmology, it is possible that the new cosmology
will contain, at later times, inflationary cosmology. However, one should keep
an open mind to the possibility that the new cosmology will connect to present
observations via a route which does not contain inflation.

11.2.6 Breakdown of Validity of Einstein Gravity

The Achilles heel of scalar field-driven inflationary cosmology is, however, the
use of intuition from Einstein gravity at energy scales not far removed from
the Planck and string-scales, scales where correction terms to the Einstein–
Hilbert term in the gravitational action dominate and where intuition based
on applying the Einstein equations break down (see also [57] for arguments
along these lines).

All approaches to quantum gravity predict correction terms in the action
which dominate at energies close to the Planck scale – in some cases in fact
even much lower. Semiclassical gravity leads to higher curvature terms, and



400 R. H. Brandenberger

may (see e.g. [58, 59]) lead to bouncing cosmologies without a singularity).
Loop quantum cosmology leads to similar modifications of early universe cos-
mology (see e.g. [60] for a recent review). String theory, the theory we will
focus on in the following sections, has a maximal temperature for a string gas
in thermal equilibrium [61], which may lead to an almost static phase in the
early universe – the Hagedorn phase [62].

Common to all of these approaches to quantum gravity corrections to
early universe cosmology is the fact that a transition from a contracting (or
quasi-static) early universe phase to the rapidly expanding radiation phase of
standard cosmology can occur without violating the usual energy conditions for
matter. In particular, it is possible (as is predicted by the string gas cosmology
model discussed below) that the universe in an early high-temperature phase
is almost static. This may be a common feature to a large class of models
which resolve the cosmological singularity.

Closely related to the above is the “cosmological constant problem” for
inflationary cosmology. We know from observations that the large quantum
vacuum energy of field theories does not gravitate today. However, to obtain
a period of inflation one is using precisely the part of the energy–momentum
tensor of the inflation field which looks like the vacuum energy. In the absence
of a convincing solution of the cosmological constant problem it is unclear
whether scalar field-driven inflation is robust, i.e. whether the mechanism
which renders the quantum vacuum energy gravitationally inert today will
not also prevent the vacuum energy from gravitating during the period of
slow-rolling of the inflaton field.1

11.3 String Gas Cosmology

11.3.1 Preliminaries

Since string theory is the best candidate we have for a unified theory of all
forces at the highest energies, we will in the following explore the possible
implications of string theory for early universe cosmology.

An immediate problem which arises when trying to connect string theory
with cosmology is the dimensionality problem. Superstring theory is perturba-
tively consistent only in 10 space–time dimensions, but we only see three large
spatial dimensions. The original approach to addressing this problem was to
assume that the six extra dimensions are compactified on a very small space
which cannot be probed with our available energies. However, from the point
of view of cosmology, it is quite unsatisfactory not to be able to understand
why it is precisely three dimensions which are not compactified and why the
1 Note that the approach to addressing the cosmological constant problem making

use of the gravitational back-reaction of long range fluctuations (see [63] for a
summary of this approach) does not prevent a long period of inflation in the
early universe.
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compact dimensions are stable. Brane world cosmology [64] provides another
approach to this problem: it assumes that we live on a three-dimensional brane
embedded in a large nine-dimensional space. Once again, a cosmologically sat-
isfactory theory should explain why it is likely that we will end up exactly on
a three-dimensional brane (for some interesting work addressing this issue see
[65, 66, 67]).

Finding a natural solution to the dimensionality problem is thus one of
the key challenges for superstring cosmology. This challenge has various as-
pects. First, there must be a mechanism which singles out three dimensions as
the number of spatial dimensions we live in. Second, the moduli fields which
describe the volume and the shape of the unobserved dimensions must be
stabilized (any strong time-dependence of these fields would lead to serious
phenomenological constraints). This is the moduli problem for superstring cos-
mology. As mentioned above, solving the singularity problem is another of the
main challenges. These are the three problems which string gas cosmology
[62, 68, 69] explicitly addresses at the present level of development.

In order to make successful connection with late time cosmology, any ap-
proach to string cosmology must also solve the flatness problem, namely make
sure that the three large spatial dimensions obtain a sufficiently high entropy
(size) to explain the current universe. Finally, it must provide a mechanism
to produce a nearly scale-invariant spectrum of nearly adiabatic cosmological
perturbations. If string theory leads to a successful model of inflation, then
these two issues are automatically addressed. In Sect. 11.5, we will discuss a
cosmological scenario which does not involve inflation but nevertheless leads
to a viable structure formation scenario [16].

11.3.2 Heuristics of String Gas Cosmology

In the absence of a non-perturbative formulation of string theory, the approach
to string cosmology which we have suggested, string gas cosmology [62, 68, 69]
(see also [70] for early work, and [71, 72, 73] for reviews), is to focus on
symmetries and degrees of freedom which are new to string theory (compared
to point particle theories) and which will be part of a non-perturbative string
theory, and to use them to develop a new cosmology. The symmetry we make
use of is T-duality, and the new degrees of freedom are string winding modes
and string oscillatory modes.

We take all spatial directions to be toroidal, with R denoting the radius of
the torus. Strings have three types of states: momentum modes which represent
the center of mass motion of the string, oscillatory modes which represent the
fluctuations of the strings, and winding modes counting the number of times
a string wraps the torus. Both oscillatory and winding states are special to
strings. Point particle theories do not contain these modes.

The energy of an oscillatory mode is independent of R, momentum mode
energies are quantized in units of 1/R, i.e.
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En = n
1
R
, (11.5)

whereas the winding mode energies are quantized in units of R, i.e.

Em = mR , (11.6)

where both n and m are integers. The energy of oscillatory modes does not
depend on R.

The T-duality symmetry is the invariance of the spectrum of string states
under the change

R → 1/R (11.7)

in the radius of the torus (in units of the string length �S). Under such a
change, the energy spectrum of string states is not modified if winding and
momentum quantum numbers are interchanged

(n,m) → (m,n) . (11.8)

The string vertex operators are consistent with this symmetry, and thus T-
duality is a symmetry of perturbative string theory. Postulating that T-duality
extends to non-perturbative string theory leads [74] to the need of adding D-
branes to the list of fundamental objects in string theory. With this addition,
T-duality is expected to be a symmetry of non-perturbative string theory.
Specifically, T-duality will take a spectrum of stable Type IIA branes and
map it into a corresponding spectrum of stable Type IIB branes with identical
masses [75].

Since the number of string oscillatory modes increases exponentially as
the string mode energy increases, there is a maximal temperature of a gas
of strings in thermal equilibrium, the Hagedorn temperature TH [61]. If we
imagine taking a box of strings and compressing it, the temperature will never
exceed TH. In fact, as the radius R decreases below the string radius, the
temperature will start to decrease, obeying the duality relation [62]

T (R) = T (1/R) . (11.9)

This argument shows that string theory has the potential of taming singular-
ities in physical observables. Similarly, the length L measured by a physical
observer will be consistent with the symmetry (11.7), hence realizing the idea
of a minimal physical length [62]. Figure 11.2 provides a sketch of how the
temperature T changes as a function of R.

If we imagine that there is a dynamical principle that tells us howR evolves
in time, then Fig. 11.2 can be interpreted as depicting how the temperature
changes as a function of time. If R is a monotonic function of time, then
two interesting possibilities for cosmology emerge. If lnR decreases to zero
at some fixed time (which without loss of generality we can call t = 0), and
continues to decrease, we obtain a temperature profile which is symmetric with
respect to t = 0 and which (since small R is physically equivalent to large R)
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Fig. 11.2. Sketch (based on the analysis of [62] of the evolution of temperature T
as a function of the radius R of space of a gas of strings in thermal equilibrium. The
top curve is characterized by an entropy higher than the bottom curve, and leads
to a longer region of Hagedorn behavior

represents a bouncing cosmology (see [76] for a concrete recent realization of
this scenario). If, on the other hand, it takes an infinite amount of time to
reach R = 0, an emergent universe scenario [77] is realized.

It is important to realize that in both of the cosmological scenarios which,
as argued above, seem to follow from string theory symmetry considerations
alone, a large energy density does not lead to rapid expansion in the Hagedorn
phase, in spite of the fact that the matter sources we are considering (namely
a gas of strings) obeys all of the usual energy conditions discussed e.g. in [55]).
These considerations are telling us that intuition drawn from Einstein gravity
may give us a completely incorrect picture of the early universe. This provides
a response to the main criticism raised in [78].

Any physical theory requires both a specification of the equations of motion
and of the initial conditions. We assume that the universe starts out small
and hot. For simplicity, we take space to be toroidal, with radii in all spatial
directions given by the string-scale. We assume that the initial energy density
is very high, with an effective temperature which is close to the Hagedorn
temperature, the maximal temperature of perturbative string theory.

In this context, it was argued [62] that in order for spatial sections to
become large, the winding modes need to decay. This decay, at least on a
background with stable one cycles such as a torus, is only possible if two
winding modes meet and annihilate. Since string world sheets have measured
zero probability for intersecting in more than four space–time dimensions,
winding modes can annihilate only in three spatial dimensions (see, however,
the recent caveats to this conclusion based on the work of [79, 80]). Thus,
only three spatial dimensions can become large, hence explaining the observed
dimensionality of space–time. As was shown later [69], adding branes to the
system does not change these conclusions since at later times the strings dom-
inate the cosmological dynamics. Note that in the three dimensions, which are
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becoming large, there is a natural mechanism of isotropization as long as some
winding modes persist [81].

11.3.3 Equations for String Gas Cosmology

The above arguments were all heuristic. Some of them can be put on a more
firm mathematical basis, albeit in the context of a toy model. The toy model
consists of a classical background coupled to a gas of strings. From the point of
view of rigorous string theory, this separation between classical background
and stringy matter is not satisfactory. However, in the absence of a non-
perturbative formulation of string theory, at the present time we are forced to
make this separation. Note that this separation between classical background
geometry and string matter is common to all current approaches to string
cosmology.

As our background we choose dilaton gravity. It is crucial to include the
dilaton in the Lagrangian, firstly since the dilaton arises in string perturba-
tion theory at the same level as the graviton (when calculating to leading
order in the string coupling and in α′), and secondly because it is only the
action of dilaton gravity (rather than the action of Einstein gravity) which is
consistent with the T-duality symmetry. We will see, however, that the back-
ground dynamics inevitably drives the system into a parameter region where
the dilaton is strongly coupled and hence beyond the region of validity of the
approximations made.

For the moment, however, we consider the dilaton gravity action coupled
to a matter action Sm

S =
1

2κ2

∫
d10x

√
−ĝe−2φ

[
R̂+ 4∂μφ∂μφ

]
+ Sm , (11.10)

where ĝ is the determinant of the metric, R̂ is the Ricci scalar, φ is the
dilaton, and κ is the reduced gravitational constant in ten dimensions. The
metric appearing in the above action is the metric in the string frame.

In the case of a homogeneous and isotropic background given by

ds2 = dt2 − a(t)2dx2 , (11.11)

the three resulting equations (the generalization of the two Friedmann equa-
tions plus the equation for the dilaton) in the string frame are [68] (see also
[82])

− dλ̇2 + ϕ̇2 = eϕE (11.12)

λ̈− ϕ̇λ̇ =
1
2
eϕP (11.13)

ϕ̈− dλ̇2 =
1
2
eϕE , (11.14)
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where E and P denote the total energy and pressure, respectively, d is the
number of spatial dimensions, and we have introduced the logarithm of the
scale factor

λ(t) = log[a(t)] (11.15)

and the rescaled dilaton
ϕ = 2φ− dλ . (11.16)

From the second of these equations it follows immediately that a gas of
strings containing both stable winding and momentum modes will lead to the
stabilization of the radius of the torus: windings prevent expansion, momenta
prevent the contraction. The right hand side of the equation can be interpreted
as resulting from a confining potential for the scale factor.

Note that this behavior is a consequence of having used dilaton gravity
rather than Einstein gravity as the background. The dilaton is evolving at
the time when the radius of the torus is at the minimum of its potential. In
fact, for the branch of solutions we are considering, the dilaton is increasing
as we go into the past. At some point, therefore, it becomes greater than zero.
At this point, we enter the region of strong coupling. As already discussed
in [83], a different dynamical framework is required to analyze this phase.
In particular, the fundamental strings are no longer the lightest degrees of
freedom. We will call this phase the “strongly coupled Hagedorn phase” for
which we lack an analytical description. Since the energy density in this phase
is of the string-scale, the background equations should also be very different
from the dilaton gravity equations used above. In the following section, we
will make the assumption that the dilaton is in fact frozen in the strongly
coupled Hagedorn phase. This could be a consequence of S-duality (see e.g.
[84] for a recent work).

11.3.4 String Gas Cosmology and Moduli Stabilization

One of the outstanding issues when dealing with theories with extra dimen-
sions is the question of how the size and shape moduli of the extra-dimensional
spaces are stabilized. String gas cosmology provides a simple and string-
specific mechanism to stabilize most of these moduli (see [73] for a recent
review). The outstanding issue is how to stabilize the dilaton.

It is easiest to first understand radion stabilization in the string frame [85].
The mechanism can be immediately seen from the basic equations (11.12),
(11.13), (11.14) of dilaton gravity. From (11.13) it follows that if the string
gas contains both winding and momentum modes, then there is a preferred
value for the scale factor. Winding modes prevent the radion from increas-
ing, momentum modes prevent it from decreasing. If the number of winding
and momentum modes is the same, then the fixed point of the dynamics cor-
responds to string-scale radion. As can be seen from (11.14), the dilaton is
evolving when the radion is at the fixed point.
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In order to make contact with late-time cosmology, we need to assume
that the dilaton is fixed by some non-perturbative mechanism. The issue of
radion stabilization is then no longer this simple. A string matter state which
minimizes the effective potential in the Einstein frame is only consistent with
stabilization if the energy density vanishes at the minimum – otherwise, the
state will in fact lead to inflationary expansion. It thus turns out that [86, 87]
(see also [85, 88]) states which are massless and have an enhanced symmetry
at a particular radius play a crucial role. If such states exist, then the radion
can be fixed at this particular radius (in our case it will be the self-dual
radius). Such states exist in the heterotic string theory, but not in Type II
string theories where they are projected out by the GSO projection.

To understand stabilization in the Einstein frame, let us consider the equa-
tions of motion which arise from coupling the Einstein action (as opposed to
the dilaton gravity action) to a string gas. In the anisotropic setting when the
metric is taken to be

ds2 = dt2 − a(t)2dx2 −
6∑

α=1

bα(t)2dy2
α , (11.17)

where the yα are the internal coordinates, the equations of motion for bα
becomes

b̈α +

⎛
⎝3H +

6∑
β=1,β 	=α

ḃβ
bβ

⎞
⎠ ḃα =

∑
n,m

8πG
μm,n√
gεm,n

S (11.18)

where μm,n is the number density of (m,n) strings, εm,n is the energy of an
individual (m,n) string, and g is the determinant of the metric. The source
term S depends on the quantum numbers of the string gas, and the sum runs
over all momentum numbers and winding number vectors m and n, respec-
tively (note that n and m are six-vectors, one component for each internal
dimension). If the number of right-moving oscillator modes is given by N ,
then the source term for fixed m and n is

S =
∑
α

(
mα

bα

)2

−
∑
α

n2
αb

2
α +

2
D − 1

[
(n, n) + (n,m) + 2(N − 1)

]
. (11.19)

To obtain this equation, we have made use of the mass spectrum of string
states and of the level matching conditions. In the case of the bosonic super-
string, the mass spectrum for fixed m,n,N and Ñ , where Ñ is the number of
left-moving oscillator states, on a six-dimensional torus whose radii are given
by bα is

m2 =
(
mα

bα

)2

−
∑
α

n2
αb

2
α + 2(N + Ñ − 2) , (11.20)

and the level matching condition reads
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Ñ = (n,m) +N , (11.21)

where (n,m) indicates the scalar product of n and m in the trivial internal
metric.

There are modes which are massless at the self-dual radius bα = 1. One
such mode is the graviton with n = m = 0 and N = 1. The modes of interest
to us are modes which contain winding and momentum, namely

• N = 1, (m,m) = 1, (m,n) = −1 and (n, n) = 1;
• N = 0, (m,m) = 1, (m,n) = 1 and (n, n) = 1;
• N = 0 (m,m) = 2, (m,n) = 0 and (n, n) = 2.

Note that some of these modes survive in the Heterotic string theory, but they
do not survive the GSO [74] truncation in Type II string theories.

In string theories which admit massless states (i.e. states which are mass-
less at the self-dual radius), these states will dominate the initial partition
function. The background dynamics will then also be dominated by these
states. To understand the effect of these strings, consider the equation of mo-
tion (11.18) with the source term (11.19). The first two terms in the source
term correspond to an effective potential with a stable minimum at the self-
dual radius. However, if the third term in the source does not vanish at the
self-dual radius, it will lead to a positive potential which causes the radion to
increase. Thus, a condition for the stabilization of bα at the self-dual radius is
that the third term in (11.19) vanish at the self-dual radius. This is the case
if and only if the string state is a massless mode.

The massless modes have other nice features which are explored in detail in
[87]. They act as radiation from the point of view of our three large dimensions
and hence do not lead to an over-abundance problem. As our three spatial
dimensions grow, the potential which confines the radion becomes shallower.
However, rather surprisingly, it turns out that the potential remains steep
enough to avoid fifth force constraints.

Key to the success in simultaneously avoiding the moduli overclosure prob-
lem and evading fifth force constraints is the fact that the stabilization mech-
anism is an intrinsically stringy one, as opposed to an effective field theory
mechanism. In the case of effective field theory, both the confining force and
the overdensity in the moduli field scale as V (ϕ), where V (ϕ) is the potential
energy density of the field ϕ. In contrast, in the case of stabilization by means
of massless string modes, the energy density in the string modes (from the
point of view of our three large dimensions) scales as p3, whereas the confining
force scales as p−1

3 , where p3 is the momentum in the three large dimensions.
Thus, for small values of p3, one simultaneously gets large confining force
(thus satisfying the fifth force constraints) and small energy density [87].

In the presence of massless string states, the shape moduli also can be
stabilized, at least in the simple toroidal backgrounds considered so far [89]
(see also [90]). The stabilization mechanism is once again dynamical, and
makes use of the massless states with enhanced symmetry (see also [91, 92] for
more on the use of massless states with enhanced symmetries in cosmology).
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There has been other recent work on string gas cosmology [93]. In
particular, the difficulties of dilaton stabilization have been addressed in [94].
For recent attempts to stabilize the dilaton see [95] and [84].

11.4 String Gas Cosmology and Structure Formation

11.4.1 Overview

Let us recall the key aspects of the dynamics of string gas cosmology. First of
all, note that in thermal equilibrium at the string scale (R � ls), the self-dual
radius, the number of winding and momentum modes will be equal. Since
winding and momentum modes give an opposite contribution to the pressure,
the pressure of the string gas in thermal equilibrium at the self-dual radius
will vanish. From the dilaton gravity equations of motion (11.12), (11.13),
(11.14) it then follows that a static phase λ = 0 will be a fixed point of the
dynamical system. This phase is the Hagedorn phase.

On the other hand, for large values of R in thermal equilibrium the energy
will be exclusively in momentum modes. These act as usual radiation. Insert-
ing the radiative equation of state into the above equations (11.12), (11.13),
(11.14) it follows that the source in the dilaton equation of motion vanishes
and the dilaton approaches a constant as a consequence of the Hubble damp-
ing term in its equation of motion. Consequently, the scale factor expands as
in the usual radiation-dominated universe.

The transition between the Hagedorn phase and the radiation-dominated
phase with fixed dilaton is achieved via the annihilation of winding modes,
as studied in detail in [96]. The main point is that, starting in a Hagedorn
phase, there will be a smooth transition to the radiation-dominated phase of
standard cosmology with fixed dilaton.

Our new cosmological background is obtained by following our currently
observed universe into the past according to the string gas cosmology equa-
tions. The radiation phase of standard cosmology is unchanged. In particular,
the dilaton is fixed in this phase.2 However, as the temperature of the radiation
bath approaches the Hagedorn temperature, the equation of state of string gas
matter changes. The equation of state parameter w = P/E decreases towards
a pressureless state and the string frame metric becomes static. Note that, in
order for the present size of the universe to be larger than our current Hubble
radius, the size of the spatial sections in the Hagedorn phase must be at least
1 mm.3 We will denote the time when the transition from the Hagedorn phase
2 The dilaton comes to rest, but it is not pinned to a particular value by a potential.

Thus, in order to obtain consistency with late time cosmology, an additional
mechanism operative at late times which fixes the dilaton is required.

3 How to obtain this initial size starting from string-scale initial conditions consti-
tutes the entropy problem of our scenario. A possible solution making use of an
initial phase of bulk dynamics is given in [97].
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to the radiation phase of standard cosmology occurs by tR, to evoque the
analogy with the time of reheating in inflationary cosmology. As we go back
in time in the Hagedorn phase, the dilaton increases. At the time tc when the
dilaton equals zero, a second transition occurs, the transition to a “strongly
coupled Hagedorn phase” (using the terminology introduced in [20]). We take
the dilaton to be fixed in this phase. In this case, the strongly coupled Hage-
dorn phase may have a duration which is very long compared to the Hubble
time immediately following tR. It is in this cosmological background that we
will study the generation of fluctuations.

It is instructive to compare the background evolution of string gas cosmol-
ogy with the background of inflationary cosmology. Figure 11.3 is a sketch of
the space–time evolution in string gas cosmology. For times t < tR, we are in
the quasi-static Hagedorn phase, for t > tR we have the radiation-dominated

H–1

tf (k2)

tf (k1)

ti (k1)
tR xp

ti (k2)

k2k1

t

Fig. 11.3. Space–time diagram (sketch) showing the evolution of fixed comoving
scales in string gas cosmology. The vertical axis is time, the horizontal axis is physical
distance. The Hagedorn phase ends at the time tR and is followed by the radiation-
dominated phase of standard cosmology. The solid curve represents the Hubble
radius H−1 which is cosmological during the quasi-static Hagedorn phase, shrinks
abruptly to a microphysical scale at tR and then increases linearly in time for t > tR.
Fixed comoving scales (the dotted lines labeled by k1 and k2) which are currently
probed in cosmological observations have wavelengths which are smaller than the
Hubble radius during the Hagedorn phase. They exit the Hubble radius at times
ti(k) just prior to tR, and propagate with a wavelength larger than the Hubble
radius until they reenter the Hubble radius at times tf (k)
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period of standard cosmology. To understand why string gas cosmology can
lead to a causal mechanism of structure formation, we must compare the
evolution of the physical wavelength corresponding to a fixed comoving scale
(fluctuations in early universe cosmology correspond to waves with a fixed
wavelength in comoving coordinates) with that of the Hubble radius H−1(t),
whereH(t) is the expansion rate. The Hubble radius separates scales on which
fluctuations oscillate (wavelengths smaller than the Hubble radius) from wave-
lengths where the fluctuations are frozen in and cannot be effected by micro-
physics. Causal microphysical processes can generate fluctuations only on sub-
Hubble scales (see e.g. [24] for a concise overview of the theory of cosmological
perturbations and [23] for a comprehensive review).

In string gas cosmology, the Hubble radius is infinitely large in the
Hagedorn phase. As the universe starts expanding near tR, the Hubble ra-
dius rapidly decreases to a microscopic value (set by the temperature at
t = tR which will be close to the Hagedorn temperature), before turning
around and increasing linearly in the post-Hagedorn phase. The physical
wavelength corresponding to a fixed comoving scale, on the other hand, is
constant during the Hagedorn era. Thus, all scales on which current exper-
iments measure fluctuations are sub-Hubble deep in the Hagedorn phase.
In the radiation period, the physical wavelength of a perturbation mode
grows only as

√
t. Thus, at a late time tf (k) the fluctuation mode will re-

enter the Hubble radius, leading to the perturbations which are observed
today.

In contrast, in inflationary cosmology (Fig. 11.1) the Hubble radius is
constant during inflation (t < tR, where here tR is the time of inflationary re-
heating), whereas the physical wavelength corresponding to a fixed comoving
scale expands exponentially. Thus, as long as the period of inflation is suf-
ficiently long, all scales of interest for current cosmological observations are
sub-Hubble at the beginning of inflation.

In spite of the fact that both in inflationary cosmology and in string gas
cosmology, scales are sub-Hubble during the early stages, the actual generation
mechanism for fluctuations is completely different. In inflationary cosmology,
any thermal fluctuations present before the onset of inflation are red-shifted
away, leaving us with a quantum vacuum state, whereas in the quasi-static
Hagedorn phase of string gas cosmology matter is in a thermal state. Hence,
whereas in inflationary cosmology the fluctuations originate as quantum vac-
uum perturbations, in string gas cosmology the inhomogeneities are created
by the thermal fluctuations of the string gas.

As we have shown in [16, 17, 18], string thermodynamical fluctuations in
the Hagedorn phase of string gas cosmology yield an almost scale-invariant
spectrum of both scalar and tensor modes. This result stems from the holo-
graphic scaling of the specific heat CV (R) (evaluated for fixed volume) as a
function of the radius R of the box

CV (R) ∼ R2 . (11.22)
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As derived in [98], this result holds true for a gas of closed strings in a
space–time in which the three large spatial dimensions are compact. The scal-
ing (11.22) is an intrinsically stringy result: thermal fluctuations of a gas of
particles would lead to a very different scaling.

Since the primordial perturbations in our scenario are of thermal origin
(and there are no non-vanishing chemical potentials), they will be adiabatic.
The spectrum of scalar metric fluctuations has a slight red tilt. As a dis-
tinctive feature [19], our scenario predicts a slight blue tilt for the spectrum
of gravitational waves. The red tilt for the scalar modes is due to the fact
that the temperature when short wavelength modes exit the Hubble radius
is slightly lower than the temperature when longer wavelength modes exit.
The gravitational wave amplitude, in contrast, is determined by the pressure.
Since the pressure is closer to zero the deeper in the Hagedorn phase we are,
a slight blue tilt for the tensor fluctuations results.

These results are explained in more detail in the following subsections.

11.4.2 Extracting Metric Fluctuations from Matter Perturbations

In this subsection, we show how the scalar and tensor metric fluctuations can
be extracted from knowledge of the energy-momentum tensor of the string
gas.

Working in conformal time η [defined via dt = a(t)dη], the metric of a
homogeneous and isotropic background space–time perturbed by linear scalar
metric fluctuations and gravitational waves can be written in the form

ds2 = a2(η)
{
(1 + 2Φ)dη2 − [(1 − 2Φ) δij + hij ] dxidxj

}
. (11.23)

Here, Φ (which is a function of space and time) describes the scalar metric
fluctuations. The tensor hij is transverse and traceless and contains the two
polarization states of the gravitational waves. In the above, we have fixed
the coordinate freedom by working in the so-called “longitudinal” gauge in
which the scalar metric fluctuation is diagonal. We have also assumed that
there is no anisotropic stress. Note that to linear order in the amplitude of
the fluctuations, scalar and tensor modes decouple, and the tensor modes are
gauge-invariant.

Our approximation scheme for computing the cosmological perturbations
and gravitational wave spectra from string gas cosmology is as follows (the
analysis is similar to how the calculations were performed in [99, 100] in
the case of inflationary cosmology). For a fixed comoving scale k we follow
the matter fluctuations until the time ti(k) shortly before the end of the
Hagedorn phase when the scale exits the Hubble radius4 At the time of Hubble
radius crossing, we use the Einstein constraint equations (discussed below) to
4 Recall that on sub-Hubble scales, the dynamics of matter is the dominant factor

in the evolution of the system, whereas on super-Hubble scales, matter fluctu-
ations freeze out and gravity dominates. Thus, it is precisely at the time of
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compute the values of Φ(k) and h(k) (h is the amplitude of the gravitational
wave tensor), and then we propagate the metric fluctuations according to the
standard gravitational perturbation equations until scales re-enter the Hubble
radius at late times. Note that since the dilaton is fixed in the radiation phase,
we are justified in using the perturbed Einstein equations after the time tR.

Since the dilaton comes to rest at the end of the Hagedorn phase, we
will use the Einstein equations to relate the matter fluctuations to the metric
perturbations at the time that the scales k exit the Hubble radius at times
ti(k). Since ti(k) < tR, there are potentially important terms coming from the
dilaton velocity which we are neglecting [20, 78]. We will return to this issue
later.

Inserting the metric (11.23) into the Einstein equations, subtracting the
background terms and truncating the perturbative expansion at linear order
leads to the following system of equations

− 3H (HΦ + Φ′) + ∇2Φ = 4πGa2δT 0
0

(HΦ + Φ′),i = 4πGa2δT 0
i(

2H′ + H2
)
Φ + 3HΦ′ + Φ′′ = −4πGa2δT ii ,

−1
2

(
H′ +

1
2
H2

)
hij +

1
4
Hh′ij +

(
∂2

∂η2
−∇2

)
hij = −4πGa2δT ij ,

for i 
= j ,(11.24)

where H = a′/a, a prime denotes the derivative with respect to conformal
time η, and G is Newton’s gravitational constant.

In the Hagedorn phase, these equations simplify substantially and allow
us to extract the scalar and tensor metric fluctuations individually. Replacing
comoving by physical coordinates, we obtain from the 00 equation

∇2Φ = 4πGδT 0
0 (11.25)

and from the i 
= j equation

∇2hij = −4πGδT ij . (11.26)

The above equations (11.25) and (11.26) allow us to compute the power
spectra of scalar and tensor metric fluctuations in terms of correlation func-
tions of the string energy-momentum tensor. Since the metric perturbations
are small in amplitude we can consistently work in Fourier space. Specifically,

〈|Φ(k)|2〉 = 16π2G2k−4〈δT 0
0(k)δT 0

0(k)〉 , (11.27)

where the pointed brackets indicate expectation values, and

Hubble radius crossing that we must extract the metric fluctuations from the
matter perturbations. Since the concept of an energy density fluctuation is gauge-
dependent on super-Hubble scales, one cannot extrapolate the matter spectra to
larger scales as was suggested in Sect. 11.3 of [78].
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〈|h(k)|2〉 = 16π2G2k−4〈δT ij(k)δT ij(k)〉 , (11.28)

where on the right hand side of (11.28) we mean the average over the corre-
lation functions with i 
= j.

11.4.3 String Thermodynamics Fluctuations

Since the Hagedorn phase is quasi-static and dominated by a gas of strings,
fluctuations in our scenario are the thermal fluctuations of a gas of strings.
We will consider a gas of closed strings in a compact space, i.e. our three-
dimensional space is considered to be large but compact. Specifically, it is
important to have winding modes in the spectrum of string states.

The correlation functions of the energy-momentum tensor can be obtained
from the partition function Z, which determines the free energy F via

F =
−1
β

lnZ , (11.29)

where β is the inverse temperature.
The expectation value of the energy-momentum tensor T νμ is then given

in terms of the free energy by

〈T μν 〉 =
−2gνλ√−g

δF
δgλμ

. (11.30)

Taking one additional variational derivative of (11.30) we obtain the following
expression for the fluctuations of T νμ (see [17, 18] for more details):

〈T μν T κβ 〉 − 〈T μν 〉〈T κβ 〉 =
1
β

2gβτ√−g
δ

δgτκ

(−2gνλ√−g
δF

δgλμ

)
. (11.31)

In particular, the energy density fluctuation is

〈δρ2〉 = − 1
R6

∂

∂β

(
F + β

∂F

∂β

)
=

T 2

R6
CV , (11.32)

where CV is the specific heat. The off-diagonal pressure fluctuations, in turn,
are given by

〈δT ij2〉 = 〈T ij2〉 − 〈T ij〉2 (11.33)

=
1

βR3

∂

∂ lnR

(
− 1
R3

∂F

∂ lnR

)
=

1
βR2

∂p

∂R
,

where the string pressure is given by

p ≡ −V −1

(
∂F

∂ lnR

)
= T

(
∂S

∂V

)
E

. (11.34)
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So far, the analysis has been general thermodynamics. Let us now special-
ize to the thermodynamics of strings. In [98], the thermodynamical properties
of a gas of closed strings in a toroidal space of radius R were computed. To
compute the fluctuations in a region of radius R which forms part of our
three-dimensional compact space, we will apply the results of [98] for a box
of strings in a volume V = R3.

The starting point of the computation is the formula for the density of
states Ω(E,R) which determines the entropy S via

S(E,R) = ln Ω(E,R) . (11.35)

The entropy, in turn, determines the free energy F from which the correlation
functions can be derived. In the Hagedorn phase, the density of states has the
following form

Ω(E,R) � βHeβHE+nHV [1 + δΩ(1)(E,R)] , (11.36)

where βH = T−1
H , nH is a (constant) number density of order �−3

S (�S being
the string length), ρH is the “Hagedorn Energy density” of the order �−4

S , and

�3SδΩ(1) � −R
2

TH

(
1 − T

TH

)
. (11.37)

In addition, we find

〈E〉 � �−3
S R2 ln

[
�3ST

R2(1 − T/TH)

]
. (11.38)

Note that to ensure that |δΩ(1)| � 1 and 〈E〉  ρHR
3, one should demand

(1 − T/TH)R2�−2
S � 1 . (11.39)

The results (11.36) and (11.37) now allow us to compute the correlation
functions (11.32) and (11.33). We first compute the energy correlation function
(11.32). Making use of (11.38), it follows from (11.22) that

CV ≈ 2
R2/�3S

T (1 − T/TH)
. (11.40)

The “holographic” scaling CV (R) ∼ R2 is responsible for the overall scale-
invariance of the spectrum of cosmological perturbations. The factor (1 −
T/TH) in the denominator is responsible for giving the spectrum a slight red
tilt. It comes from the differentiation with respect to T .

For the pressure, we obtain

p(E,R) ≈ nHTH − 2
3

(1 − T/TH)
�3SR

ln
[

�3ST

R2(1 − T/TH)

]
, (11.41)
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which immediately yields

〈δT ij2〉 � T (1 − T/TH)
�3SR

4
ln2

[
R2

�2S
(1 − T/TH)

]
. (11.42)

Note that since no temperature derivative is taken, the factor (1 − T/TH)
remains in the numerator. This leads to the slight blue tilt of the spectrum of
gravitational waves. As mentioned earlier, the physical reason for this blue tilt
is that larger wavelength modes exit the Hubble radius deeper in the Hagedorn
phase where the pressure is smaller and thus the strength of the tensor modes
is less.

11.4.4 Power Spectra

The power spectrum of scalar metric fluctuations is given by

PΦ(k) ≡ k3|Φ(k)|2 (11.43)
= 16π2G2k−1〈|δρ(k)|2〉 .
= 16π2G2k2〈(δM)2〉R
= 16π2G2k−4〈(δρ)2〉R ,

where in the first step we have used (11.27) to replace the expectation value
of |Φ(k)|2 in terms of the correlation function of the energy density, and in
the second step we have made the transition to position space (note that
k = R−1).

According to (11.32), the density correlation function is given by the spe-
cific heat via T 2R−6CV . Inserting the expression from (11.40) for the specific
heat of a string gas on a scale R yields to the final result

PΦ(k) = 16π2G2 T

�3S

1
1 − T/TH

(11.44)

for the power spectrum of cosmological fluctuations. In the above equation,
the temperature T is to be evaluated at the time ti(k) when the mode k exits
the Hubble radius. Since modes with larger values of k exit the Hubble radius
slightly later when the temperature is slightly lower, a small red tilt of the
spectrum is induced. The amplitude AS of the power spectrum is given by

AS ∼
(
�Pl

�S

)4 1
1 − T/TH

. (11.45)

Taking the last factor to be of order unity, we find that a string length three
orders of magnitude larger than the Planck length, a string length which was
assumed in early studies of string theory, gives the correct amplitude of the
spectrum. Thus, it appears that the string gas cosmology structure formation
mechanism does not have a serious amplitude problem.
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Similarly, we can compute the power spectrum of the gravitational waves
and obtain

Ph(k) ∼ 16π2G2 T

�3S
(1 − T/TH) ln2

[
1

�2Sk
2

(
1 − T

TH

)−1
]
. (11.46)

This shows that the spectrum of tensor modes is – to a first approximation,
namely neglecting the logarithmic factor and neglecting the k-dependence of
T (ti(k)) – scale-invariant.5 The k-dependence of the temperature at Hubble
radius crossing induces a small blue tilt for the spectrum of gravitational
waves.

Comparing (11.44) and (11.46) we see that the tensor to scalar ratio is
suppressed by the factor (1−T/TH)2. Given a good understanding of the exit
from the Hagedorn phase we would be able to compute this ratio as well as
the magnitude of the spectral tilts for both scalar and tensor modes.

11.4.5 The Strongly Coupled Hagedorn Phase

In the previous discussion we have assumed that during the Hagedorn phase,
the kinetic energy of the dilaton has negligible effects. However, this is not
the case [20, 78] if the background is described in terms of dilaton gravity.
However, as stressed in Sect. 11.2.6, it is unrealisitc to expect that pure dilaton
gravity is a good approximation to the dyanamics of the Hagedorn phase.
Both string loop and α′ corrections will be important. Another aspect of this
issue is that – according to the dilaton gravity equations – the string coupling
constant quickly becomes greater than unity as we go back in time from tR. At
that point, the separation between classical dilaton background and stringy
matter becomes untenable.

Therefore, in order to put our scenario on a firm basis, we need a consistent
description of the Hagedorn phase. It is crucial that there be a phase before
or immediately leading up to tR, the time when the winding string modes
decay to string loops, when the dilaton is fixed. In this case, the calculations
we have done above are well justified.

Let us assume, for example, that the dilaton gets fixed once it reaches
its self-dual value, at a time which we denote by tc. Freezing the dilaton
allows the Hagedorn phase to be of sufficiently long duration for thermal
string equilibrium to be established on scales up to 1 mm. It will also put
out structure formation scenario on a more solid footing. In this case, the
space–time diagram is given by Fig. 11.4, where we are now plotting scales
consistently in the Einstein frame. As is apparent, the overall structure of the
diagram is the same as that of Fig. 11.3, except for the fact that scales exit the

5 We believe that the calculation of Sect. 11.4 in [78] which yields a result with
different slope and much smaller amplitude is based on a temporal Green function
calculation which misses the initial condition term which dominates the spectrum.
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Fig. 11.4. Space–time diagram (sketch) showing the evolution of fixed comoving
scales in string gas cosmology. The vertical axis is Einstein frame time, the horizontal
axis is comoving distance. The solid curve represents the Einstein frame Hubble
radius H̃−1 which is linearly increasing after t̃c. Fixed comoving scales (the dotted
lines labeled by k1 and k2) which are currently probed in cosmological observations
have wavelengths which are larger than the Einstein frame Hubble radius during
the part of the Hagedorn phase in which the dilaton is rolling. However, due to the
presence of the initial strong coupling Hagedorn phase, the horizon becomes much
larger than the Hubble radius. The shaded region corresponds to the strong coupling
Hagedorn phase

Einstein frame Hubble radius at a time ti(k) immediately before tc instead
of immediately before tR. A valid concern is that we might not be allowed to
neglect the higher derivative terms in the gravitational action at such early
times during the Hagedorn phase.

A background in which our string gas structure formation scenario can be
implemented [76] is the ghost-free and asymptotically free higher derivative
gravity model proposed in [59] given by the gravitational action

S =
∫

d4x
√−gF (R) (11.47)

with

F (R) = R+
∞∑
n=0

cn
M2n
s

R

(
∂2

∂2t
−∇2

)n
R , (11.48)

where Ms is the string mass scale (more generally, it is the scale where non-
perturbative effects start to dominate), and the cn are coefficients of order
unity.
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As shown in [59] and [76], this action has bouncing cosmological solutions.
If the temperature during the bounce phase is sufficiently high, then a gas
of strings will be excited in this phase. In the absence of initial cosmological
perturbations in the contracting phase, our string gas structure formation
scenario is realized. The string network will contain winding modes in the
same way that a string network formed during a cosmological phase transition
will contain infinite strings. The dilaton is fixed in this scenario, thus putting
the calculation of the cosmological perturbations on a firm basis. There are no
additional dynamical degrees of freedom compared to those in Einstein gravity.
The higher derivative corrections to the equations of motion (in particular to
the Poisson equation) are suppressed by factors of (k/Ms)2. Thus, all of the
conditions on a cosmological background to successfully realize the string gas
cosmology structure formation scenario are realized.

11.5 Discussion

In spite of the great phenomenological successes at solving key problems of
Standard big bang cosmology such as the horizon, entropy and flatness prob-
lems, and at providing a simple and predictive structure formation scenario,
current realizations of inflation are beset by important conceptual problems.
Most importantly, the applicability of effective field theory techniques and
Einstein gravity intuition at energy scales close to the string and Planck scales
are questionable.

New input from fundamental physics is required to address the problems
of our current models of inflation. It is likely that superstring theory will lead
to a new paradigm of early universe cosmology. Such a new paradigm may
yield a convincing realization of inflation, but it may also give rise to a quite
different scenario for early universe cosmology.

We have presented a new cosmological background motivated by key sym-
metries and making use of new degrees of freedom of string theory. This
background is characterized by an early quasi-static Hagedorn phase during
which the matter content of the universe is a thermal gas of strings. The decay
of string winding modes leads to a smooth transition to the radiation phase
of standard cosmology, without an intervening period of inflation. However,
thermal fluctuations of strings during the Hagedorn phase yields a new struc-
ture formation scenario. The holographic scaling of the specific heat of a gas of
closed strings on a compact three-dimensional space then leads to an almost
scale-invariant spectrum of cosmological perturbations. A key prediction of
this scenario is a slight blue tilt of the spectrum of gravitational waves. Note
that the spectrum of the scalar modes has a slight red tilt.

There are many outstanding issues. We have presented a potential alter-
native solution for the origin of structure in the universe. Inflation, however,
has other key successes. Most importantly, it generates a large, homogeneous,
high entropy and spatially flat universe starting from initial conditions where
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space is small and has only a low entropy. Are there alternatives to solving
these problems which arise from string gas cosmology? If the universe starts
out cold and large (natural initial conditions in the context of a bouncing uni-
verse scenario), the above problems do not arise. Since string gas cosmology
may well lead to a bouncing cosmology, as in the setup of [59], this possibility
should be kept in mind. Alternatively, starting from initial conditions where
all dimensions of space start out small, there may be an initial phase of bulk
dynamics which telescopes an initial string scale into the required scale of
1mm during the Hagedorn phase (see [97] for an example).

Another outstanding issue is to obtain a better understanding of the dy-
namics of the Hagedorn phase. Dilaton gravity does not provide the ade-
quate background equations, in particular at early stages during the Hage-
dorn phase. An improved understanding of the background dynamics is also
required in order to be able to calculate the temperature T [ti(k)] at the time
when scales k exit the Hubble radius. The value of the temperature and its
k-dependence are crucial in order to be able to calculate the magnitude of the
tilt of the power spectra of fluctuations as well as the tensor to scalar ratio.
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