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Abstract. This chapter focuses on the detection of emotion in speech
and the impact that using technology to automate emotion detection
would have within the legal system. The current states of the art for
studies of perception and acoustics are described, and a number of im-
plications for legal contexts are provided. We discuss, inter alia, assess-
ment of emotion in others, witness credibility, forensic investigation, and
training of law enforcement officers.
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1 Introduction

Current natural language computational systems are able to infer much infor-
mation from a person’s spoken input based both on gross acoustic features and
on lexical, syntactic, and semantic analyses. Information that can be inferred
includes meaning, style, and certain speaker characteristics (Cole, et al., 1997
[1] Frank, et al., 2002 [2]). However, current systems are only able to draw infer-
ences from a subset of features in the acoustic signal including intonational and
stress patterns, overall loudness, peculiarities of phonation, and other distinctive
properties of speech. Human listeners, on the other hand, have access to a full set
of features and are able to integrate them in such a way as to acquire a wealth
of information from them and apply this knowledge to identifying and classify-
ing speakers, apprehending subtle shades of meaning, inferring implicatures and
other pragmatic factors and, most relevant to the present work, perceiving affect
and interpreting the speaker’s emotional state.

Automated detection of emotion in speech holds considerable promise in many
areas, including deception detection during interviews (Fuller, et al., 2006 [3]),
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separating cognitive from affective experiences in a clinical setting (Susca, 2006
[4]), and call center applications (Yacoub, et al., 2003 [5]). Here, we focus on
legal settings. The entirety of legal actors (Maroney, 2006 [6]) – attorneys, defen-
dants, executive officials, expert witnesses, judges, jurors (grand and otherwise),
law enforcement officers, legislators, plaintiffs, prosecutors, regulators, suspects,
victims, and witnesses - experience emotion and may display those emotions,
the knowledge of which may have far-reaching ramifications for other actors.
We first identify several areas where emotions in speech can affect legal judg-
ment and decision making. Broadly, these areas involve assessment of emotion
in others, emotions and memory (concerning witness credibility), emotions and
culture (including effects on forensic investigation), and emotions in legal schol-
arship. Later, we describe some implications of emotion detection on the training
and assessment of law enforcement officers, attorneys, and other actors in juris-
tic processes. We also describe perceptual and acoustic studies supporting an
optimistic outlook for the automated detection of emotion in speech.

2 Effects in Legal Contexts

2.1 Assessment of Emotion in Others

Detection of a particular emotion and the degree to which it is felt based on
measurable acoustic parameters of speech could prove useful to many actors in
the juristic system. Knowledge of emotional state would surely have powerful
implications in the following situations and many more similar to them:

– Law enforcement officers would benefit by knowing what emotions a suspect
is experiencing during interrogations, perhaps to gauge credibility or extent
of knowledge.

– Attorneys could gauge credibility of a client or the client’s level of knowledge
or understanding by discerning the client’s emotional state or state changes
during discussions of the client’s past behavior.

– Prosecution attorneys could profit by knowing what emotions potential ju-
rors are experiencing during jury selection questioning so as to gauge their
likely reactions to evidence.

– Defense attorneys could benefit by knowing what emotions the prosecution
attorneys are experiencing as they present a case, perhaps to gauge the
effects of alternate defense strategies.

– Jurors could benefit by knowing what emotions a witness is experiencing
during testimony, to gauge credibility and remorse.

– Defendants could benefit by knowing what emotions a judge is experiencing
when handing down a decision, perhaps to gauge the possibility of suspension
of the sentence or parole.

In all these situations, the legal actors naturally exhibit emotion through
their behaviors, including their gestures, facial expressions, body language, and,
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in particular, their speech. A device of some sort with the capability of detecting
vocal patterns influenced by emotion could augment information gained through
lexical, syntactic, and semantic analyses. The device need not be hidden or un-
obtrusive; the point would be to gather additional potentially useful information
in a noninvasive manner.

To gather such information, automated emotion detection relies on exposure
to a database of speech segments tagged with their emotional category (neutral,
sad, angry, etc.). Each segment is also classified in accordance with its acoustic
properties.

Cowie, et al. (2005) [7] present a number of such databases, generic in the sense
that a general model, applicable to all speakers of the particular language, is to
be constructed. Such databases may be thought to underlie speaker independent
emotion detection. (Further detail is provided in the appendix.)

Speaker specificity of feature sets in emotion encoding was shown by Hoz-
jan and Kačič (2006) [8]. Speaker dependent emotion detection may turn out to
be far more effective, since one is modeling a single individual for the purpose
of predicting that individual’s emotional state, but it is formidable from the
data collection point of view. This option is open only to experimenters who
work with the same participants over a prolonged period and therefore have
sufficient time to collect the amount of data needed for the modeling process.
One such environment occurs in the context of vocal computer aided instruc-
tion (CAI). After some weeks of interacting with the same students, an au-
tomated CAI system, working in parallel with an intelligent tutoring system,
would observe their frustrations, anxieties, achievements, and glowing successes,
and from these observations build individualized databases (Burns & Capps,
1988 [9]). With such a database, a model of vocal affect/emotion individualized
to the student could be produced. From that point forward, whenever the tu-
toring system would identify emotion in the student’s voice, it could respond
appropriately.

In most forensic and other legal settings, one would use a generic model. For
instance, during jury selection, there are scarcely any data available regarding
individual members in a jury pool. Similarly, most interrogations are relatively
short, hardly enough to enable the speaker-specific learning that would need to
occur for overcoming a generic model. However, in situations where witnesses
testify at great length (e.g., Slobodan Miloševic at his trial in The Hague), there
may be ample time to assemble and put to use a speaker dependent emotion
detection system.

Finally, it remains to find conclusive results as to whether emotion detection
is language dependent or independent. That is, if, say, the lowering of pitch is a
mark of sadness in an English-speaking environment, would it be so in a Serbian-
speaking environment, or a Zulu-speaking environment? Would the situation
differ between tonal languages such as Mandarin Chinese, and the mostly non-
tonal languages of Europe? These and other interesting questions are open to
basic research, hence their effects on legal processes are yet unknown.
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2.2 Emotions and Memory

Perception studies have shown that humans correctly recognize emotions only
60 to 70 percent of the time (Picard, 1997 [10]; Scherer, 2003 [11]). Courts of-
ten mistakenly put too much trust in eye and ear witnesses (Solan & Tiersma,
2003 [12]). Solan and Tiersma argue that courts might look further into mathe-
matical and/or computer aided analysis of witnesses’ testimonies to gauge their
reliability, and this may include an assessment of the emotional state of the
witness.

Witness credibility is so important that judgment of credibility of witnesses
is included in the jury instructions, since eyewitness testimony is viewed as
direct evidence and adds to the prosecution’s circumstantial evidence. But aside
from being able to accurately assess the emotions that a witness is experiencing
during testimony, emotions play a crucial role in memory that needs to be better
understood.

Cognitive psychologists commonly distinguish among memory formation or
encoding, association, and reconstruction. All of these processes can be affected
by emotion (Forgas, 2001 [13]). For instance, emotional events are thought to re-
ceive some preferential processing (Christianson, 1992 [14]; Taylor & Fragopana-
gos, 2005 [15]) and thus, like all stimuli that receive attentive processing, lead
to more stable and perhaps more accurate memory traces. By the same token,
surrounding stimuli associated with the event that are not attended to are not
encoded, hence are not retrievable later. Similarly, when events are reconstructed
during eyewitness testimony, salient stimuli are better recalled than less salient
stimuli. Salience can be related to three factors: first, to the witness’s prevailing
emotion (the closer to the emotional stress of the experience, the more accu-
rate the memory is considered to be) (Jackson, 1995 [16]; see also the encoding
specificity principle in Tulving & Thomson, 1973 [17]); second, to the witness’s
confidence (which, however, is largely uncorrelated with the accuracy in mem-
ory of an event; Olsson, 2000 [18]); and third, to suggestions provided by others
(Loftus & Ketcham, 1991 [19]; Loftus, 2003 [20]). Emotionally encoded stimuli
can also alter attention; such stimuli can divert attention to themselves and away
from lesser emotionally laden stimuli and thus render the emotionally encoded
stimuli more salient in the context (Taylor & Fragopanagos, 2005 [15]).

There is some concern, though, that emotion or stress adversely affects eyewit-
ness memory (Deffenbacher, et al., 2004 [21]). Understanding a witness’s emo-
tion may have interview and courtroom implications. For instance, during an
interview, a defense attorney may note how an adversarial witness is becom-
ing agitated or aroused and may justifiably claim bias in the witness’s recall of
events. Similarly, during questioning of a witness in the courtroom, a judge may
notice the witness becoming stressed or emotionally involved by the questioning
and may call for a different line of questioning or a recess to calm the witness.
As stated, the credibility of a witness depends in large part on the witness’s level
of emotion.
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2.3 Emotions and Culture

Cultural differences in emotions might impose serious problems in a forensic in-
vestigation. For instance, foreign language interpretations in police interviews
have been shown to generate problems, especially if the interpreter is not prop-
erly trained, or if a police officer acts as the interpreter (Berk-Seligson, 2002
[22]). Russell (2002) [23] argued that even highly trained interpreters who are
not serving dual positions such as interpreter and police officer during inter-
views (see Berk-Seligson, 2002 [22]), may affect interview outcomes or even
verdicts in court proceedings. Russell argued that literal and correct transla-
tions of foreign languages should be emphasized. However, this might not be
possible as there are numerous translation difficulties and ambiguities between
languages (Wierzbicka, 1999 [24]) and between cultures (Semin, et al., 2002 [25]).
Wierzbicka reported, as an example of problematic translations, the word marah,
which is the closest translation of angry in Malaysian. However, the Malaysian
word is incompatible with aggression and is closer in meaning to resentful than
angry. So if a translator interprets the word marah as angry for a person under
investigation for a crime involving aggressive behavior, the person could very
well appear aggressive, even though the exact meaning of the word does not
imply aggression.

Similarly, cultural differences can play a role in the expression of emotion
during an investigation or during courtroom proceedings. Jackson’s (1995) [16]
descriptions of emotional expression, for instance, are based on the Anglo-Saxon
culture which encourages hiding of emotions (Tsai & Chentsova-Dutton, 2003
[26]; Wierzbicka, 1999 [24]), a norm that is not as true in other cultures. A
number of studies (e.g., Ekman, et al., 1987 [27]; Ekman & Keltner, 1997 [28];
Markus & Kitayama, 1991 [29]; Mesquita & Markus, 2004 [30]) have investi-
gated cultural similarities and differences in facial expression and interpretation
of facial expression, finding that a number of expressions represent universal
emotional displays, but that cultural influences on the context of the expression
or on self-concept can affect judgments of expression.

Further, during courtroom proceedings, as well as other negotiations, emotions
provide means to conclude a positive result (Kopelman, et al., 2006 [31]). Kopel-
man, et al. showed that participants in negotiations of varying kinds (immediate
outcomes, time limited ultimatum, and prolonged negotiations) displaying posi-
tive emotions throughout the discussion were more likely to arrive at a subjective
interest-based agreement (e.g., a win). By making the legal actors aware of their
own display of emotions, as well as letting a mediating judge be aware of these,
a more neutral, and even perhaps less biased, ruling might be achieved.

2.4 Emotions in Legal Scholarship

The judicial system already acknowledges emotions as an integral component.
The system itself is based on social morality norms which, in turn, are based
on emotional values and views of the society (Karstedt, 2002 [32]). For instance,
hate crimes are described by the culprit’s attitude towards the victim and the
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punishment of such a crime is controlled, partly, by the culprit’s emotions sur-
rounding the event, the impact of the event on the victim(s), and the judge’s
perception of the social implications of the event (i.e., the need for statutory
ruling) (Karstedt, 2002 [32]). Thus, emotions are inherently intertwined with
the law (Vidmar, 2002 [33]).

Maroney (2006) [6], therefore, points out that emotions can and should be
studied owing to their undisputed relevance to the law. A six-pronged approach
is recommended for study within the law-and-emotion rubric:

1. Focus on a particular emotion such as disgust, fear, or shame, and pertinent
legal considerations. For example, in the legal defense of battered women
who strike back, legal recognition of the experience of the fear emotion, and
the behaviors it may engender, could and should be taken into account in
the course of legal proceedings.

2. Focus on causes of emotional states, or “affective forecasting”. For example,
a litigant who imagines winning a certain level of damages in a civil case
may experience projected happiness, and that experience may induce the
litigant to make important legal decisions such as rejecting a low, but perhaps
appropriate, offer of settlement because it doesn’t produce the projected
level of happiness. The reverse, projecting sadness in the event of losing,
may persuade a litigant to accept an inappropriately low offer of settlement.

3. Focus on theories of emotion - both methodological and within disciplinary
categories - and how current law reflects any one particular theory, and
whether current law favors one theory over another.

4. Focus on legal doctrine. Whereas the first three items focus initially on emo-
tion, this item examines how a particular area of the law - most obviously
criminal law - is subject to understanding emotion. Indeed, emotions such
as passion are encoded in the legal system wherein a crime committed “in
the heat of passion” may be regarded differently than a crime committed
“in cold blood”. But needless to say the entire panoply of legal taxonomy
may be affected by the emotional state of the legal actors that are involved.

5. Focus on the theory of law, as contrasted with focusing on the theory of
emotion. Here, the starting point is a particular theoretical approach to law
followed by an analysis of theories of emotion from that particular point of
view. For example, one might examine the emotional dimensions of “restora-
tive justice”.

6. Focus on how a particular legal actor’s behavior is influenced by his or her
emotions, and the emotional state of those with whom he or she interacts.
This, in fact, is the primary focus of the present chapter and of most research
in this area, the first five foci being as yet relatively unexplored.

Clearly, then, knowledge of emotions can be useful for the judicial system.
However, means of collecting signals that carry emotional content are needed.
One apparent source of such signals is the voice. It is readily available and can
be collected non-invasively. Key here is to separate salient features for emotion
recognition. The next section presents means of collecting, classifying, and ana-
lyzing emotion in speech.
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3 Emotions in Speech

In interactions between individuals the voice is a major tool and often (e.g.,
during telephone conversations) the only tool of communication. Individuals
not only convey the explicit meaning of their utterance via vocal quality when
they are interacting with other humans, but they also present the receiver with
information of a more complex nature through vocal affect, which is one of the
surface manifestations of the emotions that the speaker is experiencing.

Studies of emotions in speech can be divided into two major fields, perceptual
and acoustic. Perceptual studies use human listeners to assess the emotional
content in a speech segment. These studies are often used for cross-culture com-
parisons, or to test the relation of specific acoustic cues to particular emotions
(Yang & Campbell, 2001 [34]) (For example, when a change in pitch is heard,
how frequently will a human listener perceive anger, or confusion, or finality?).

The other type, acoustic studies, uses speech data to extract salient features
that are linked to specific emotions. Often the emotional content of speech is first
perceptually evaluated and tagged before acoustic feature extraction is employed.
(For example, when a human listener perceives anger, how frequently is, say, a
rise in overall pitch detected acoustically?)

A more detailed description of how emotions and acoustic features are inves-
tigated may be found in the Appendix. The following sections present findings
from studies in perceptual analysis and acoustic analysis. Legal implications are
also presented.

3.1 Perceptual Studies

A number of perception studies have been undertaken (e.g., Breitenstein, van
Lancker, & Daum, 2001 [35]; Cowie, et al., 2000 [36]; Douglas-Cowie, et al., 2000
[37]; Laukka, et al., 2005 [38]; Mullennix, et al., 2002 [39]; Scherer, et al., 2001
[40]; Thompson & Balkwill, 2006 [41]; Wurm, et al., 2001 [42]). Human classifi-
cation rates have been found to lie near 70% for unknown voices (Picard, 1997
[10]; Polzin & Waibel, 2000 [43]). However, human listeners have been shown
to use other effects, such as cultural or linguistic influences on the processing
of emotions (Scherer, et al., 2001 [40]; Thompson & Balkwill,2006 [41]; Tickle,
2000 [45]), to assist in deriving additional information from speech.

At least four forms of speech have been used as emotional stimuli to present to
human listeners. One form, speech collected from actors or amateurs, achieves its
emotional content from emotions elicited by either instruction or by self-induced
emoting. That is, the actors are asked to try to feel the emotion while recording
speech. A second form, speech collected from actors or amateurs who are unaware
of the purpose of the recording, comes from emotion elicited by a mood induction
technique. That is, the emotion is induced by the nature or content of what is
recorded. A third form is speech collected from real life television or radio shows.
A fourth form is synthetic speech constructed by altering one or several acoustic
features to (purportedly) reflect a particular emotion (Iida, et al., 2003 [46]).
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Westermann, et al. (1996) [47] conducted a meta-analysis, investigating some
250 studies and comparing eleven methods of emotion induction. They found
that pictorial and movie elicitation caused the strongest effect on listeners. They
further found that the effect is shifted in favor of negative emotions, particularly
in self-imposed methods. Finally, they found that the elicitation effect is raised
if the listener is aware of the purpose of the experiment. One implication is that
emotion-inducing images (e.g., a bloody stairwell) presented, say, as evidence in
a courtroom may have strong effects on observers such as jurors, particularly for
negative emotions (of possible benefit to the prosecution), while making jurors
aware of the strong effects may help them understand their reactions (of possible
benefit to the defense).

It has been argued that by recording actors eliciting emotions, full-blown and
unambiguous emotions can be collected (Liscombe, et al., 2003 [48]; Scherer, et
al., 2001 [40]). However, it has also been argued that acted speech is different
from genuine emotions (Bachorowski & Owren, 2003 [49]; Batliner, et al., 2003
[50]) but may contain a core of truth as it often is reliably decoded by listen-
ers (Scherer, 2003 [11]). Actors are thought to over-characterize emotions when
producing them and tend to elicit emotions primarily via pitch and prosody
(Batliner, et al., 2003 [50]). In fact, it has been argued that the material used in
emotion research always should be collected in the real world (e.g., Cowie, et al.,
2000 [36]; Cowie & Cornelius, 2003 [51]; Douglas-Cowie, et al., 2000 [37]; Picard,
et al., 2001 [52]) and thus be authentic and genuine. However, this generally
means that the emotions elicited will be less strong (Batliner, et al., 2003 [50];
Cowie & Cornelius, 2003 [51]; Douglas-Cowie, et al., 2000 [37]). Douglas-Cowie,
et al. also point out that in using real-life material the emotions may be hidden
by social or other factors or can be expressed in a degraded or mixed version.
This implies that when the effects of emotional stimuli need to be made explicit
to observers or recipients, particularly for real-world stimuli, the social or en-
vironmental context in which the stimuli occur should be recreated as best as
possible. Witness memory and credibility may depend on these ideas.

During perceptual evaluations (also applicable to acoustic analysis), the emo-
tional content of the utterance is related to a specific class of emotion. Cowie
and Cornelius (2003) [51] argued that the size of the chosen set of emotions
to identify would impact the level of categorization. That is, the more emo-
tion classes to distinguish between, the more insecure the categorization will be.
Hence, Cowie, et al. (2000) [36] and Douglas-Cowie, et al. (2000) [37] argued
that the use of two (or three) continuous dimensions was a more succinct way
of representing emotions. The dimensions here were valence and arousal (and
power). Cowie, et al. (2000) [36] showed low inter-subject variation in mapping
emotional content onto these dimensions. Laukka, et al. (2005) [38], however,
argued that three dimensions are insufficient to represent differences between
certain emotion classes, but increasing the number of dimensions to represent
the emotional space not only makes data analysis difficult (hard to train lis-
teners, etc.), it also limits the amount of explanation each dimension can give
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(Cowie, et al., 2005 [7]; Scherer, 2003 [11]). Further, listeners often agree on the
emotional content of stimuli in sets of limited number of categories (Scherer,
2003 [11]) promoting the more “classical” emotion categories (anger, happi-
ness, etc.). The implication for legal actors, then, may be to limit their in-
terpretations of vocal affect to these classical or universal (Ekman, et al., 1987
[27]) emotions, on the basis that other actors will tend to agree with those
interpretations.

These perceptual evaluations can be done using either experts (e.g., Banse &
Scherer, 1996 [53]) or laymen (e.g., Cowie, et al., 2000 [36]; Douglas-Cowie, et
al., 2000 [37]; Tickle, 2000 [45]). However, a pre-processing by experts to filter
out poor examples has been argued to be inappropriate as emotional elicitation
may differ greatly between participants and any elicitation is an exhibition of the
emotions, regardless of whether it is strong or not (Bachorowski & Owren, 2003
[49]). Hence, the expertise or experience of the observer or recipient may affect
how emotional stimuli are interpreted. For example, judgments or responses
to different cultural emotional stimuli may depend on knowledge of the other
culture.

Indeed, perceptual studies have been undertaken to investigate effects such as
cross-cultural similarities in emotion decoding (Scherer, et al., 2001 [40]; Thomp-
son & Balkwill, 2006 [41]) or both emotion encoding and decoding (Tickle, 2000
[45]). The results of these studies suggest that there are similarities in both
encoding and decoding, but differences also exist. Scherer, et al. found that in-
dividuals from nonwestern cultures, specifically Asian, were less successful in
decoding the emotional content encoded by German actors, than were, for in-
stance, Germans, French, and Americans. Note that Scherer, et al. used carefully
constructed nonsense stimuli to lower the impact of language, though that may
actually adversely affect individuals from cultures that demand larger contexts
in which to assess emotional display (Mesquita & Markus, 2004 [30]). Tickle
(2000) [45] found similar effects using English and Japanese encoders and de-
coders. Thompson and Balkwill suggested that there are both universal cues and
culture-specific ones. They found in-group advantages to the extent of signifi-
cance, suggesting that there are cultural-specific cues that other cultures over-
look during decoding. The results were based on English listeners’ judgments of
English, German, Chinese, Tagalog, and Japanese utterances with prosodically
encoded emotions.

Perceptual investigations are needed to test the salience of acoustic features to
specific emotions, or to find unambiguous emotional content in speech samples.
That is, either a hypothesized feature (e.g., pitch or fundamental frequency) is
tested for emotional salience, in which case the feature is manipulated synthet-
ically (Mozziconacci, 2002 [54]), or collected material needs to be emotionally
labeled and confirmed (Batliner, et al., 2003 [50]; Douglas-Cowie, et al., 2000
[37]). Most of the studies presented in the next section used data perceptually
evaluated before extraction of features.

Further details regarding emotion categories may be found in the Appendix.
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3.2 Acoustic Studies

The main goal of acoustic studies has been to link any particular acoustic feature
(or set of features) in a speech sample to the emotional state expressed (given
by perceptual investigations) in that sample. Further, mathematical algorithms
for classification have been used to correlate acoustic features with emotion ex-
emplars, and therefore support a method of classification of emotions based on
acoustic features.

There are two ways of investigating the emotional salience of acoustic features
in speech. Mozziconacci (2002) [54] argued that the best way of finding acoustic
correlates to specific emotions was to employ an analysis / re-synthesis method.
A specific acoustic feature is determined a priori to be correlated with some
emotion(s). The feature is then manipulated by voice synthesis while keeping
other features constant. If listeners to the synthetic voice perceive the emotion
in the presence of the feature, the feature can be said to correlate to some degree
with the emotion(s).

The other way of investigating the emotional salience of acoustic features in
speech is to use collected material and use data driven methods of extracting
multitudes of features and measure the emotional salience for each of these fea-
tures.

Numerous acoustic features have been investigated over the years. In one
of the most inclusive studies (Batliner, et al., 2003 [50]), the task was to find
acoustic correlates of user frustration. Features such as fundamental frequency
(F0) and statistics for F0 (mean, standard deviation, overall range, minimum and
maximum), temporal durations (length of pauses, etc.) with various reference
points, speech rates, and spectral energy and tilt were all examined.

Oudeyer (2003) [55] included a plethora of features, but reduced the original
number (exceeding 200) to a succinct few using a feature selection algorithm.
Based on that algorithm, Oudeyer found the most salient content to be local-
ized in the first part of the spectrum (0 - 250 Hz). However, only three of the
commonly used features (mean, minimum, and maximum) for F0 were found to
be among Oudeyer’s top 20 features.

Features based on models of the spectrum have also been used, focusing on
the first ten (Oudeyer, 2003 [55]) or sixteen (Polzin & Waibel, 2000 [43]) coef-
ficients of a mel-frequency cepstrum and a twelve feature log frequency power
coefficient vector (Nwe, et al., 2003 [56]). In sum, it appears that pitch (funda-
mental frequency) (e.g., Banse & Scherer, 1996 [53]; Bänziger & Scherer, 2005
[57]; Batliner, et al., 2003 [50]; Mozziconacci, 2002 [54]) or spectral information
below 250 Hz (McGilloway, et al., 2000 [58]; Oudeyer, 2003 [55]) have high im-
pact for emotion classification purposes. This is in accordance with findings by,
inter alia, Williams and Stevens (1972) [59]. However, Toivanen, et al. (2004)
[60] found, in conjunction with Oudeyer, that the commonly used measurements
of pitch (fundamental frequency) such as mean and median did not show great
significance for emotion classification. Toivanen, et al. used spoken Finnish as
their language of choice and Oudeyer used French, whereas many of those that
found fundamental frequency mean and median to have an impact used English
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as a language of choice. Therefore it can be argued that mean and median of
fundamental frequency might be language specific cues.

Batliner, et al. (2003) [50] also followed McGilloway, et al. (2000) [58] in that
they divided the speech into sections of interest. McGilloway, et al. called these
sections “tunes” and defined them to be sections of arbitrary length between
specified events (such as pauses of approximately 180 milliseconds). Hence, both
Batliner, et al. and McGilloway, et al. could specify prosodic events based on
the fundamental frequency curve during any particular tune and thus use these
as features.

Prosodic events have also been used to separate emotional events into cate-
gories (e.g., Mozziconacci, 2002 [54]; Paeschke, et al., 1999 [61]; Polzin & Waibel,
2000 [43]; Schröder, et al., 2001 [44]). Batliner, et al. (2003) [50] found that
prosodic cues alone were insufficient to achieve high classification rates, however
Bänziger and Scherer (2005) [57] found successful discrimination between four
emotions using “. . . simple F0 contours - such as F0 mean or F0 range . . . ”
(p.265). Mozziconacci and Hermes (1999) [62] successfully correlated some in-
tonational patterns to a subset of emotions, but found only partial correlation
during a perceptual evaluation functioning as validation of the findings. Other
studies have used fundamental frequency data to separate emotional content
(Burkhardt & Sendlmeier, 2000 [63]; Dellaert, et al., 1996 [64]; Lee, et al., 2001
[65]; McGilloway, et al., 2000 [58]; Oudeyer, 2003 [55]; Paeschke, et al., 1999 [61];
Polzin & Waibel, 2000 [43]; Roy & Pentland, 1996 [66]). These studies are rele-
vant because they imply that observers will rely on not just one acoustic feature
of an emotion-inducing stimulus to categorize the effects. Legal actors ranging
from law enforcement officers to interviewers need to learn to assess the breadth
of behaviors exhibited by a subject, including the variety of vocal characteristics,
before determining his or her emotional or psychological state (see Hubal, et al.,
2004 [67]; Link, et al., 2006 [68]).

Voice quality (e.g., formant distributions of particular vowels, or phonation
types such as creaky voice) has been studied by a few researchers (e.g., Burkhardt
& Sendlmeier, 2000 [63]; Gobl & Chasaide, 2003 [69]). Burkhardt and Sendlmeier
found some correlation to emotion involving voice qualities but this was not the
case for Gobl and Chasaide (see also Janniro & Cestaro, 1996 [70]) who argued
that the correlation between voice quality and expressed emotion is uncertain.
Clearly, further research is needed in this area.

In order both to assess the multivariate description of emotions by a set of
features and to use features to classify new utterances, multivariate tools and
classification algorithms are needed. Oudeyer (2002, 2003) [71] [55] performed
a comparison between several classification algorithms. These included several
different types of neural networks, decision trees, k -star, kernel density, linear
regression, several support vector machines, and AdaBoost. Oudeyer found that
the most successful algorithm for his data was the AdaBoostM1/C4.5 method,
which applies a machine learning technique to refine and stabilize the output of a
decision tree method. This produced results as high as 96.1% classification rates
with speaker dependent data and optimal feature sets. Other popular classifica-
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tion algorithms include a maximum likelihood Bayes classifier (Dellaert, et al.,
1996 [64]; Polzin & Waibel, 2000 [43]), kernel regression (Dellaert, et al., 1996
[64]), k-nearest neighbor (Dellaert, et al., 1996 [64]; Toivanen, et al., 2004 [60])
and hidden Markov models (Nwe, et al., 2003 [56]).

Cues in which emotion is conveyed can also be found in higher linguistic levels.
Batliner, et al. (2003) [50] used conversational artifacts, syntactic structure, and
dialogue acts to find trouble in communication. They found that repetitions of
statements, especially when an utterance is repeated word for word, are cues to
severe problems and therefore annoyance in the observer or recipient.

Similarly, Hozjan & Kačič (2006) [8] used various durations (e.g., sentence,
syllable, specific sounds) in conjunction with fundamental frequency and ampli-
tude measurements. They found that the mean energy of segmented speech (i.e.,
energy means taken over segments of speech) had the highest significance for
emotion classification. This measurement was closely followed by the durations
of affricates, plosives, sonorants, and fricatives in that order. (See also Petrushin
& Makarova, 2006 [72], for this effect in Russian.) They also found that any cue
on its own was insufficient to separate any emotion pair, but combinations of
different cues did. However, the combinations differed for each emotion pair and
each speaker and they suggested that speakers might have personal preferences
when selecting available cues to depict a specific emotion. It should be noted
that their speakers had a mixed language background, which could indicate cul-
tural or language dependent differences, although speakers of the same language
showed no more similarities in cue setup than mixed-background speakers.

Schröder (2000) [73] investigated the impact of acted German affect bursts on
perceived emotion. Affect bursts are short utterances produced appropriately for
a specific emotion. For example, growling was used to convey threat. Schröder
had actors choose whichever burst they saw fit for a specific emotion and found
correlations between emotion and choice of sound. However, in a follow-up lis-
tening experiment the correlation was much weaker and confusion rates were
greater.

4 Implications for Training and Assessment of Legal
Actors

As was suggested, detection of emotion in others has implications for witness
credibility and forensic investigation. Looking forward, automated detection of
emotion using tools based on the research just described may have further im-
plications for legal training and assessment.

4.1 Interaction Skills Training

Law enforcement officers and others in the legal system who regularly encounter
suspects and witnesses need training on learning to assess those persons’ emo-
tions. As an example, there is a need for training law enforcement officers in
managing encounters with the mentally ill (Engel & Silver, 2002 [74]). Frank, et
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al. (2002) [2] describe a system for that form of training, where law enforcement
officers encounter a synthetic character (i.e., a computerized agent) and the offi-
cers must learn, using interaction skills alone, to de-escalate the situation. Along
with gestural and facial expressions given by the character, emotion expressed
in speech is critical and informative for these officers.

De-escalation is just one procedure that persons in the legal system perform.
Other procedures include interrogation, negotiation, and crowd control, and emo-
tion comes into play for all of these procedures. For instance, law enforcement
interrogations done incorrectly can be suggestive and can lead witnesses to con-
fident, emotionally laden, detailed mistaken memories (Loftus, 2003 [20]). All
of these procedures also require, at some point, assessment of emotion as part
of determination of intent. Training systems using technology similar to that
of Frank, et al. that incorporate emotional characters offer great advantages in
reliability, safety, and ultimately success in performance on the job.

4.2 Situated Assessment

Not only must the emotional state of individuals sometimes be assessed by an ob-
server, but also the individual’s responses to emotional stimuli must sometimes
be assessed. This might be true, for instance, to gauge a defendant’s behav-
ior when emotional evidence is introduced. The closer the social and environ-
mental context is to that which is on trial, the more realistic the response can
be expected to be. That is, whereas practitioners of situated learning strive to
have learners gain knowledge and acquire skills in the contexts that reflect how
knowledge and skills are applied in everyday situations (e.g., Anderson, Reder,
& Simon, 1996 [75]), a new line of research aims to place the individual within a
simulated environment that closely mirrors the real environment, and measures
the individual’s assessment of the situation (e.g., Paschall, et al., 2005 [76]). The
situation might measure physical behavior, but also verbal behavior (i.e., speech)
exhibited by the individual. Paschall, et al. showed that a simulation is capable
of differentiating between groups of participants, such as individuals diagnosed
or not diagnosed with conduct disorder. The ability to detect a person’s state
through behavior exhibited in response to emotional stimuli holds promise for
interrogation, for identifying remorse or feelings of guilt, for judging the effects
of culture, and for judging credibility.

4.3 Admissibility of Machine-Detected Emotion as Evidence

Like all new technologies (e.g., fingerprints or DNA testing, at different times),
admissibility as evidence may depend on the court’s perception of the technol-
ogy’s reliability as well as its appropriateness in the particular kind of juristic
process (e.g., criminal vs. civil) in question. As a precursor to the chain of judi-
cial rulings that will undoubtedly come about in the future, a widely accepted
principle of the admissibility of novel scientific evidence, called the “Frye Test”
(from Frye v. The United States in 1923 ), is likely to be invoked. The criteria
are that the technology would be first subjected to rigorous analysis by the sci-
entific community during its experimental stage, and only after this community
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arrived at a consensus that the technique was valid would evidence of its use be
admissible in court.

5 Summary

Automated detection of emotion in speech may improve legal decision making
in areas that involve assessment of emotion in others, emotions and memory,
emotions and culture, and training of participants in the legal process. Though
current natural language systems are not yet fully able to interpret a person’s
emotion, ongoing perceptual and acoustic studies paint a promising picture for
automated detection of the wealth of information available in the acoustic signal
of speech. The advent of this technology will spur research into its effect on all
aspects of the juristic system.
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M.: FEELTRACE: An Instrument for Recording Perceived Emotions in Real Time.
In: Proceedings of the ISCA Workshop on Speech and Emotion, pp. 19–24. ISCA,
Belfast, Ireland (2000)
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A Appendix

Research in emotion detection from speech acoustics is a four-pronged investiga-
tion. The questions surround emotional categories, acoustic parameters, classi-
fiers, and databases. In this Appendix we dig deeper into the emotion detection
literature to illustrate these points.

A.1 Emotional Categories

Hundreds of emotion categories have been identified and discussed in the lit-
erature. From a practical stance, one needs to choose a small subset of these
that suit a particular application. In an instructional context, for example, one
might focus on the emotions of confidence, confusion, and frustration. In a judi-
cial context, anxiety, hostility, or uncertainty may be the emotions of interest.
In contexts where detecting and distinguishing as few as three emotions may
be overly difficult, merely attempting to identify negative emotions from non-
negative ones may have to suffice (Lee, et al., 2001, 2002, 2005 [65] [77] [78]).

To give an idea of how wide ranging researchers’ views on categories of emo-
tions are, we offer in Table 1 a non-comprehensive, alphabetized list of emotions
that have appeared in the literature. One difficulty in compiling this list is that
emotions are discussed in terms of both nouns (“happiness”) and adjectives
(“happy”). Adjectival descriptions have been translated into nominal ones for
consistency. We believe the description should be consistent, but feel that the
difference between whether one is experiencing the emotion of happiness versus
experiencing a happy emotion, in describing a pervading feeling of joy, is of less
concern as it relates to juristic implications.

The list in Table 1 is not only incomplete, but also the items are not mutually
exclusive, in that the emotions overlap, several emotions may be experienced
at the same time, and the emotions are “fuzzy” in the sense that one imagines
them to be experienced to a greater or lesser degree, and not to be merely present
or absent in all cases. The latter situation is addressed in Gobl and Chasaide
(2003) [69] , who present eight sliding scales of emotions (shown in Table 2 in
their original, adjectival format). (Potapova & Potapova, 2003 [79], present a
similar scheme with their “scaleable subtypes” of emotions, e.g., fear is replaced
by consternation - dread - terror.)

Emotions have also been represented on planes of varying dimensionality. For
instance, Cowie, et al. (2000) [36] and Douglas-Cowie, et al. (2000) [37] presented
their work with two or three dimensions (activation, valence, and power). Lis-
teners were asked to rate stimuli along these scales. (A similar scheme is to plot
Plutchik’s (1994) [80] circle, as is discussed in Jovicic, et al., 2006 [81]). Laukka,
et al. (2005) [38] extended Cowie’s set of dimensions with a fourth, intensity, to
accommodate further separation of emotions.

Correlating these dimensions with acoustic features, however, can be difficult.
One approach is described by Jovičic, et al. (2006) [81], who suggest a three-
level hierarchy of emotions within their multidimensional framework: primary,
secondary, and tertiary. Primary emotions are fundamental and easiest to detect
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Table 1. List of Emotions

anger, anxiety, bemusement, bliss, boredom, certainty, complacency, confi-
dence, confusion, contempt, contentedness, delight, depression, despair, dis-
gust, excitement, exhilaration, fear, friendship, frustration, fury, happiness,
hostility, impatience, interest, neutrality, outrage, pleasure, politeness, relax-
ation, sadness, serenity, shame, stressfulness, surprise, terror, timidity, volatil-
ity.

Table 2. Sliding Scale of Emotions (from Gobl & Chasaide, 2003 [69])

relaxed-stressed, content-angry, friendly-hostile, sad-happy, bored-interested,
intimate-formal, timid-confident, afraid-unafraid.

acoustically, for example fear. A secondary fear emotion would further subdivide
into, say, anxiety, terror, phobic, distinctions that are more difficult to detect re-
liably from the speech signal. A tertiary fear emotion would presumably identify
even finer distinctions, say mildly anxious to severely anxious, and these would
be detected by “micro prosodic features” (p. 413).

A.2 Acoustic Parameters

There are many acoustic properties of the speech signal discussed in the liter-
ature, which reflect the panoply of vocal affects to be linked to the emotional
states. We show a non-exhaustive list in Table 3, again noting that the prop-
erties are not always independent (orthogonal) amongst themselves, and that
some properties may be manifested to a greater or lesser degree. Kaiser, 1990
[83] and Slyh, et al., 1999 [84] are two of a raft of papers on calculating certain
acoustic properties.

A.3 Classifiers

The third consideration in determining emotion from voice has to do with the
kinds of classifiers, or statistical tools, used to build models of speakers in which
the acoustic parameters of vocal affect are statistically related to the perceived
emotions. The underlying assumption is that there is a database of speech that
is tagged with the names of the emotion or emotions purportedly evident from
the various segments that comprise the speech. Associated with the tags are any
acoustic parameters of interest. The classifier is used to build a speaker model
from known speech samples, after which the model can be used to determine the
emotions portrayed in future speech samples.

A variety of classifiers has been used by researchers, of which seven are: hid-
den Markov models, kernel regression, k-nearest neighbors, linear discrimination,
maximum likelihood Bayes classifier, neural nets, and vector quantization. The
list is hardly complete but it gives a sense of the eclectic tastes of the various
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Table 3. List of Acoustic Properties

pitch mean, pitch median, pitch standard deviation, pitch extrema, median
duration of falls or rises in pitch, speech rate, mean tune duration(segments
separated by more than 180 milliseconds of silence),long term average spectrum
by frequency, spectral tilt (a measure of the raising or lowering of the voice),
distribution of energy within various spectral ranges such as below 250Hz, jitter
(variation in pitch period), shimmer (variation in amplitude), per-phoneme
first formant mean, per-phoneme second formant mean.

researchers. Pared down to essentials, given an emotion E and an acoustic pa-
rameter A, the model is intended to yield two probabilities: the probability of
observing A when E is evident, and the probability of observing A when E is
not evident. Mathematically, the former is written as P(A|E) and the latter as
P(A|∼E). The ratio of these probabilities – P(A|E)/P(A|∼E) – gives the likeli-
hood, or odds, that when A is detected in the speech, the emotion E is being
experienced.

A simple arithmetic example makes this clear. Suppose that in 100 exemplars
of speech wherein the speaker is said to experience sadness, the pitch falls 20%
or more in 80 of the exemplars. Moreover, suppose that in 1000 exemplars of
speech wherein the speaker is said not to experience sadness, the pitch falls 20%
or more in 100 of those exemplars. Then the probability of the pitch falling
when the speaker is sad is 80/100, i.e., P(A|E)=0.8, while the probability of the
pitch falling when the speaker is not said is 100/1000, i.e., P(A|∼E)=0.1. The
likelihood that the speaker is sad when the pitch falls 20% is therefore 0.8/0.1
= 8/1. Thus when the speaker’s pitch drops 20% the odds are eight to one that
the speaker is feeling – and expressing – sadness.

If other acoustic parameters are associated with the sadness emotion, their
likelihoods may be computed similarly. If the parameters are known or assumed
to be independent, then multiplying the likelihoods gives an overall likelihood
ratio for the emotion given the acoustic parameters. (See Rose, 2002, [82] for an
excellent, lucid explication of likelihood ratios.)

A.4 Databases

A fourth thrust of emotion detection research is the development of databases
of speech tagged with emotions. The model building and likelihoods discussed
above depend on having such a database.

Certainly one way to assemble such a database is to hire actors to exhibit
the emotions of interest, and record their speech as they do so. This may be
done directly by instructing the actor to speak a given sentence with a feeling
of sadness, or it may be done by giving the actor a role to play and lines to read
in which sadness is called for. This is a common source of data but one open
to much question, perhaps best summed up in Douglas-Cowie, et al. (2000) [37]
where the authors write, “At the very least, acted emotion cannot be a sufficient
basis for conclusions about the expression of emotion”.
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Other recourses remain. One is to find “real” people and immerse them in
emotion invoking situations while recording their speech. One would presumably
not go so far as, say, to threaten to throw people from the top of the Roman
Coliseum in order to collect fearful speech, though this suggests that Nero may
have had the means to be an effective researcher. Rather, participants might
be asked to recall and describe a particularly emotional event in their lives, or
perhaps asked to read emotion-invoking passages aloud, either composed for the
purpose, or drawn from the literature. Another approach, as taken by Douglas-
Cowie, et al. (2000) [37], involves collecting data from media shows, either radio
or television, featuring non-actors in verbal interactions that evoke emotions.
(In general, negative emotions often come out in chat shows whereas positive
emotions derive from religious programs.) For summaries of numerous human-
based databases see Cowie, et al. (2005) [7].

A final possibility is to develop a database of emotionally charged synthetic
speech (Iida, et al., 2003 [46]). Such a database would be useful for studies in
human perception of emotions in the presence of particular acoustic features
that could be tightly controlled. But a synthetic database should not be used to
identify the acoustic correlates of a particular emotion as perceived by a human
as that would clearly be circular, except in the framework of evaluating the
efficacy of the database.
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