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Abstract. Creating case representations in unsupervised textual case-based rea-
soning applications is a challenging task because class knowledge is not available
to aid selection of discriminatory features or to evaluate alternative system design
configurations. Representation is considered as part of the development of a tool,
called CAM, which supports an anomaly report processing task for the European
SpaceAgency.Novel featureselection/extractiontechniquesarecreatedwhichcon-
sider word co-occurrence patterns to calculate similarity between words. These are
used together with existing techniques to create 5 different case representations. A
new evaluation technique is introduced to compare these representations empiri-
cally, without the need for expensive, domain expert analysis. Alignment between
the problem and solution space is measured at a local level and profiles of these local
alignments used to evaluate the competence of the system design.

1 Introduction

In this paper we review the development of a case-based reasoning (CBR) applica-
tion applied to the complex task of anomaly report matching for the European Space
Agency (ESA). The cases are presented as semi-structured textual documents consist-
ing, largely, of several sections of text describing the problem and one section of text
describing the solution. In particular, we focus on the problem of deriving a structured
case representation from unsupervised text data using feature selection and extraction
techniques and on evaluating alternative design configurations.

Case representation is a key design issue for the successful development of any CBR
system. This is particularly true for a Textual CBR (TCBR) system which generally re-
quires the application of feature selection or extraction techniques to reduce the dimen-
sionality of the problem by removing non-discriminatory and sometimes detrimental
features. Dimensionality reduction has been shown to be successful in improving accu-
racy and efficiency for supervised tasks in unstructured domains [23]. However, in an
unsupervised setting feature selection/extraction is a far more challenging task because
class knowledge is not available to evaluate alternative representations.

We compare a TFIDF feature selection approach with a novel technique in which
similarity between words is calculated by analysing word co-occurrence patterns
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followed by seed word selection using a footprint-based feature selection method. Ap-
plying feature selection only can result in sparse representations so we investigate fea-
ture extraction techniques using rules induced by either Apriori or from feature similar-
ity neighbourhoods to generalise the seed words and reduce sparseness. The techniques
are implemented in a prototype CBR Anomaly Matching demonstrator, called CAM,
which retrieves similar reports when presented with a new anomaly and incorporates
intuitive visualisation techniques to convey case similarity knowledge.

Evaluation in unsupervised TCBR systems also presents difficulties because the typi-
cal approach, which involves a domain expert rating a small number of retrievals, is very
time consuming and depends on the availability of a willing domain expert. Evaluation
is especially troublesome when following a typical incremental development approach
in which a series of small changes are made to the design with evaluation required to
measure the effect of the change after each stage. We introduce a novel approach to
evaluation that measures the extent to which similar problems have similar solutions by
investigating the alignment between local neighbourhoods in the problem and solution
space. This approach reduces the requirement for human evaluations.

The problem domain is described in more detail in Section 2 along with CAM’s
key objectives. Section 3 discusses several feature selection and extraction techniques
used to create alternative case representations. We describe how the prototype was
implemented in Section 4. Evaluation results comparing five alternative system de-
signs by measuring the alignment between problem and solution space are presented in
Section 5. Related work is discussed in Section 6 before we provide conclusions and
recommendations for future work in Section 7.

2 Anomaly Reporting

ESA is Europe’s gateway to space. Its mission is to shape the development of Europe’s
space capability and ensure that investment in space continues to deliver benefits to the
citizens of Europe. ESOC, the European Space Operations Centre, is responsible for
controlling ESA satellites in orbit and is situated in Darmstadt, Germany. ESOC works
in an environment in which safety and Quality Assurance is of critical importance and,
as a result, a formal Problem Management process is required to identify and manage
problems that occur both within the operations of the space segment and of the ground
segment. Observed incidents and problems (the cause of the incidents), are recorded by
completing anomaly reports.

Anomaly reports are semi-structured documents containing both structured and un-
structured data. There are 27 predefined structured fields containing information such
as: the originator’s name; key dates relating to the report and the physical location of the
anomaly. Structured fields are used to group and sort reports, for example by urgency or
criticality. Importantly, for knowledge reuse purposes the anomaly reports also have four
text sections: observation (the title of the report), description (facts observed), recom-
mendation (first suggestion on recovery), and resolution (how the problem is analysed
and disposed). These four unstructured sections contain free text that are not necessarily
always spell-checked or grammatically perfect but contain valuable knowledge.

The work described in this paper involves the organisation and extraction of knowl-
edge from anomaly reports maintained by the ARTS system. The overall goal is to
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extract knowledge and enable decision support by reusing past-experiences captured in
these reports. An initial prototype CAM supports report linking and resolution retrieval.

– Task 1: Report linking aims to discover similar technical problems across multiple
reports and to generate links between reports across projects. Reports can be related
because they either describe symptoms of the same problem within the same project
(indicating the re-occurrence of incidents associated with the same cause) or they
report a similar anomaly shifted in time occurring in different projects / missions.
Relating anomalies can highlight single problems that result in multiple incidents
which are recorded in different (and sometimes un-related) reports. One goal is to
find relationships in an automatic way.

– Task 2: Report reuse aims to retrieve similar reports so that their resolution can be
re-applied to the current problem. This involves retrieval and reuse of anomaly re-
ports with the requirement to compare new anomaly descriptions with past anomaly
reports. In standard CBR terminology the resolution section provides the problem
solution while the remaining sections decompose the problem description. Deter-
mining a suitable resolution for an anomaly is currently a manual decision making
process (using Anomaly Review Boards) requiring considerable domain expertise.
The prototype aids this decision-making process by providing the user with a list
of anomaly reports that have similar problem descriptions to the current anomaly.

3 Report Representation

The first task for developing our prototype CBR system was to create a case represen-
tation for anomaly reports. The structured fields in the document were reduced to 13
relevant features following discussions with the domain experts.

Representation of the textual parts of the reports is a far harder task. The unstruc-
tured text has to be translated into a more structured representation of feature-value
pairs. This involves identifying relevant features that belong to the problem space and
solution space. The translation from text into a structured case representation can not
be performed manually because the dimensionality of the problem is too great: there is
a large vocabulary in the training sample of 960 reports which forms just 20% of the
ESA’s report database. An approach which can identify relevant features from the cor-
pus is required. There are numerous approaches to feature selection and extraction on
supervised problems where class knowledge can be used to guide the selection [10,23].
However since we are faced with an unsupervised problem the selection needs to be
guided by knowledge other than class.

Our approach to unsupervised feature extraction (Figure 1) consists of three stages:
an initial vocabulary reduction by pre-processing text using standard IR and NLP tech-
niques; next seed word selection using word frequency counts or word distribution pro-
filing; and finally feature extraction by considering word co-occurrence to avoid sparse
representations using Apriori rules or seed word similarity neighbourhoods.

3.1 Text Pre-processing

The initial vocabulary is reduced to 2500 words by applying the following document
pre-processing techniques:
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Fig. 1. Processing unstructured text to create structured representation

– Part of Speech Removal: text is first tokenised to identify word entities then tagged
by its part of speech. Only nouns and verbs are retained.

– Stop Word Removal and Stemming: removes commonly occurring words and re-
duces remaining words to their stem by removing different endings, e.g., both
anomaly and anomalous are stemmed to their root anomaly.

– Frequency Based Pruning: reduces the vocabulary, from approximately 8000 words
to 2500 words, by considering the inverse document frequency (idf) of each word
to determine how common the word is in all of the documents. We accept words
that are common across several documents but not too frequent by accepting words
with an idf value of between 3 and 6.

3.2 Feature Selection

Feature selection for structured data can be categorised into filter and wrapper methods.
Filters are seen as data pre-processors and generally, unlike wrapper approaches, do not
require feedback from the final learner. They tend to be faster, scaling better to large
datasets with thousands of dimensions, as typically encountered in text applications.

Unlike with supervised methods, comparative studies into unsupervised feature se-
lection are very rare. One of the few approaches explicitly dealing with unsupervised
feature selection for text data [10] relies on heuristics that are informed by word fre-
quency counts over the text collection. We compare this word contribution method with
a novel similarity clustering approach that can consider contextual information.

Seed Word Selection by Word Contribution
Word frequency information can be used to gauge a word’s contribution towards simi-
larity computation for case comparison. Ideally we wish to ignore words that distribute
over the entire case base whilst preferring those that are discriminatory of similar re-
ports. TFIDF is commonly used in IR research to measure the discriminatory power of
a word for a given document. The unsupervised feature selection approach introduced
in [10] uses these TFIDF values to arrive at a feature ranking score. For a given word
all its TFIDF values are combined using the vector product so that a word that is consis-
tently discriminatory of small subsets of cases are preferred over those words that are
discriminatory of only individual cases.

Seed Word Selection by Similarity Clustering
Seed words should be representative of areas of the problem space but also diverse so
that together they provide good coverage of the problem space. Knowledge about word
similarity enables the search process to address both these requirements. The question
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then is how do we define similarity between words and thereafter how do we select
representative but diverse words.

– Word Similarity
One approach is to consider the number of times words co-occur in documents [14],
however, a problem is that similar words do not necessarily co-occur in any docu-
ment, due to sparsity and synonymy, and will not be identified as similar.

Our approach is to analyse word co-occurrence patterns with the set of words
contained in the solution, i.e., the remaining words from the resolution field. For
example, to calculate the similarity between words in the observation field of the
anomaly report, the conditional probability of co-occurrence is first calculated be-
tween each word in the observation field with each word in the resolution field.
A distribution of these probabilities is then created for each observation word. A
comparison between these distributions can then be made using the α-Skew met-
ric derived from information theory [8]. This comparison provides an asymmetric
similarity estimate between words in the observation field. We repeat the same
process for all the text fields. Essentially similar words are those that have simi-
lar co-occurrence patterns with resolution words. A full description of this word
similarity approach is given in [21].

– Representative but Diverse Selection
We use the similarity knowledge derived from the conditional probability distri-
butions to aid the search for a representative but diverse set of seed words. These
words form the dimensions for the case representation. Smyth & McKenna devel-
oped a footprint-based retrieval technique in which a subset of the case base, called
footprints, is identified to aid case retrieval [16]. We use a similar technique to
cluster words and then select representative seed words from word clusters.

Word clusters are created by first forming coverage and reachability sets for
each word. In our scenario, the coverage set of a word contains all words within
a predefined similarity threshold. Conversely, the reachability set of a word is the
set of words that contains this word in its coverage set. Clusters of words are then
formed using the reachability and coverage sets to group words that have overlap-
ping sets. In Figure 2, six words (w1 to w6) are shown spaced in relation to their
similarity to each other. The coverage of each word is shown by a circle with a
radius corresponding to the similarity threshold. It can be seen that two clusters are
formed: w1 to w5 in one cluster and w6 in the other. A representative set of seed
words is selected for each cluster by first ranking the words in descending order of
relative coverage [16]. Each word is then considered in turn and only selected if it
is not covered by another already selected word. The words are shown in Figure 2,
in ranked order, with their coverage sets and related coverage scores. Hence w1,
w5 and w6 will be selected as the seed words. The composition of the coverage
sets depends upon the similarity threshold chosen and so the number of seed words
formed can be varied by adjusting this threshold.

3.3 Feature Extraction

Feature selection techniques are successful in reducing dimensionality, however, they
tend to produce very sparse representations of text that can harm retrieval performance.



364 S. Massie et al.

w1 = {w2, w3, w4}, 1.5
w2 = {w1, w5}, 1.33 
w3 = {w1, w4}, 0.83
w4 = {w1, w3}, 0.83
w5 = {w2}, 0.5
w6 = {}, 0

w3

dist

w4

w2

w1

w5w1

Fig. 2. Seed word selection using the footprint technique

We investigate two feature extraction techniques, that form a new set of features from
the original features, to address the issue of sparseness.

Feature Extraction using Word Co-Occurrence
Each seed word forms a feature in the case representation. A feature value is derived
based on the presence of a seed word in the report. Using seed words alone in this way
to represent free text results in a sparse representation. This is because reports may still
be similar even though they may not contain seed words. One way around this problem
is to embed the context of the seed within the case. We achieve this by the induction of
feature extraction rules [19,20].

Fig. 3. Feature extraction rules

Each rule associates words with a selected seed word, such that the rule conclusion
contains the seed word and the rule body (or conditions) consists of associated words.
The presence of associated words in a report (in the absence of the seed word) acti-
vates the rule, inferring a degree of seed word presence in the report. Essentially with
increasing rule activations the problem with sparse representation decreases.

Consider the text snippet in Figure 3 taken from the observation section of a par-
ticular anomaly report. Here the snippet happens not to contain any of the seed words
discovered for observation parts of reports. This would typically lead to an empty rep-
resentation, if only a feature selection approach is employed. However an associated
word, “timetagged”, identified by rule induction, and highlighted in the text, has led to
a series of rule activations as shown in the lower part of Figure 3. The outcome of this
is that six seed words, shown in the highlighted boxes, can now be instantiated because
of their association with “timetagged”. Importantly for case comparison this means that
other cases containing these seed words that previously would have been considered
distant can now be considered more similar.
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Context 
Relevance 

Feedback for Seed Word 1 2 3 4 5 
Expert’s Comments 

TLM
TLM <= lost    x  Also a type of problem about telemetry: we loose it!  
TLM  <= process & receive  x    We receive it and we process it. These are actions 
TLM <= lock     x Bingo: We sometimes have “Telemetry lock problems” 
TLM <= telemetry      It is the abbreviation / synonym 
TLM available  & generated x     a bit weird  
TLM  product & generated  x    A more elaborated processing of  the telemetry  

 <=
 <=

Fig. 4. Feature extraction rules concluding the seed word, TLM

Similarity computation requires that a mechanism is in place to facilitate the compar-
ison of feature values. With CAM the process of translating rule activations into feature
values involves combining evidence from multiple rule activations and propagating this
evidence through rule chains. Key to this are rule accuracy values also referred to as
confidence scores shown on the arcs between terms. Essentially when a rule with high
confidence is activated it suggests higher belief in the presence of the seed word. We
use a basic spreading-activation mechanism to propagate these confidence scores using
an aggregation mechanism similar to the MYCIN approach to combining evidence for
medical reasoning [4]. Here, if two rules x and y activate concluding the same seed
word, then the confidences are aggregated to generate the feature value for the feature
represented by the seed as follows: conf(x) + conf(y) - conf(x)*conf(y). The aggre-
gated confidence values derived from this approach, for our example, are shown below
each seed word in Figure 3. The resulting representation now has 6 features instantiated
with values between 0 and 1. It is interesting to note that when rules are triggered they
implicitly capture latent higher order relationships (e.g. “timetag” associated with “tt”
and “cfi” via “buffer”). These discovered relationships provide a more informed case
comparison compared to one that is based solely on seed word presence alone.

We use the Apriori [1] association rule learner to extract feature extraction rules.
Apriori typically generates many rules, and requires that confidence, support and dis-
criminatory thresholds be set before useful rules are generated. Here expert feedback
on the quality of generated rules is vital. The explicit nature of rules is an obvious
advantage both to establish context and also to acquire expert feedback (see Figure 4).

Feature Extraction using Similarity Neighbourhoods
Our seed word selection by similarity clustering feature selection approach identifies
seed words that are representative of a set of similar words and uses the seed words to
represent the document. Similar words are those that have similar co-occurrence pat-
terns with words contained in the solution. Rather than instantiating the feature only if
the seed word itself is present it would appear sensible to instantiate the feature if either
the seed word or any of the words it represents are present in the document. Feature
extraction using similarity neighbourhoods does this. If the seed word is present the
feature is given the value 1 as with the feature selection approach. However, sparseness
is reduced by instantiating the feature if any related word contained in the seed word’s
coverage or reachability sets are present in the document. The feature value is set to
equal the similarity between the seed word and the related word. Where multiple re-
lated words are present in the document the similarities are combined using the MYCIN

approach discussed earlier.
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4 The CAM Prototype

Our CAM demonstrator uses a structured representation of the anomaly reports, cre-
ated by one or a combination of the feature selection/extraction processes described
in Section 3. The representation process provides a 5 part case representation for each
report. One of these contains the 13 features from the original structured report fields,
while the remaining four parts are representations of the text data in the observation, de-
scription, recommendation and resolution fields of the report. These are represented by
70, 103, 94, and 156 features respectively, and correspond to the number of seed words
extracted by the footprint-based feature selection. The similarity threshold controlling
this extraction was set to encourage balanced word clusters. We are currently working
with a sample of 960 reports, supplied by ESA.

The retrieval strategy implemented on CAM uses the k Nearest Neighbour algorithm
(k-NN) to identify the k most similar cases to the current problem. The relative impor-
tance of each section or form (1 structured + 4 text) can be established by setting a form
weight while at a more fine-grained level the importance of each feature within a form
can be set with feature weighting. Three alternative distance measures can be selected
in CAM to measure the relationship between anomaly reports: Manhattan, Euclidean,
and Cosine. Because the representations are sparse the Manhattan and Euclidean mea-
sures have been adapted to consider only instantiated features and ignore zero valued
features when calculating the distance between reports.

CAM provides an interface (Figure 5) that displays the current target report at the top
with a ranked list of similar, retrieved reports below along with their similarity scores.
Individual forms can be viewed by selecting the tab for the appropriate pane. Given the
sparse representation, instantiated fields are colour highlighted to allow relationships
between reports to be easily viewed. A gradient (darker for higher values) is applied to
the highlighting to identify the confidence in a words presence in a report. The selected
seed words are used in the structured representation to label the features.

The structured representation is the default report view, however, alternative views
display the original text as displayed on the bottom left of Figure 5. A two colour
word annotation is applied to the text. Seed words are annotated in yellow while any
terms forming the body of induced rules are annotated in pink. Feature extraction rules
induced from the text as part of the representation process, can be viewed as a list
(displayed on the bottom left of Figure 5) or as a graph as shown in Figure 3.

Two additional visualisations are available to assist the user compare similarities and
differences between retrieved reports [22]. A parallel co-ordinate plot shows the similar-
ity of the retrieved nearest neighbours to the current report while a second visualisation
uses the spring-embedder model to preserve the similarity relationship between cases
as on-screen distances.

5 Experimental Evaluation

It is generally accepted that evaluation is a challenge for TCBR systems. Standard
IR systems advocate precision and recall based evaluation on tagged corpuses. The
manual tagging involves not only class assignment but often assignment of relevance
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Fig. 5. Screen shot of CAM’s interface

judgements on retrieved sets. In practical situations it is clearly prohibitive to expect a
domain expert to tag substantial numbers of cases with relevance judgements.

Our initial evaluation approach was to acquire qualitative feedback on a few se-
lected test cases. A structured representation was created for each case using our pre-
processing techniques, seed word selection by word similarity clustering, and feature
extraction rules. Five probe reports were randomly selected and for each probe the 3
most similar reports were retrieved by CAM. A further 3 randomly selected reports
were then added to create a retrieval set size of 6. Each probe and corresponding re-
trieval set was presented to the domain expert to obtain our expert’s feedback. The
results of our initial study [22] show reasonable cases are being retrieved. However,
qualitative evaluations are expensive, in terms of domain expert time, and only consider
a small sample of available documents.

CAM requires choices to be made between major factors such as alternative feature
selection and extraction techniques in addition to fine tuning numerous other factors
that have an effect on retrieval performance e.g. between alternative distance measures
or neighbourhood sizes to develop appropriate similarity knowledge. It soon became
clear that manual evaluation of the iterative development cycle required to optimise our
design would require an excessive level of involvement by the domain expert to the
extent it was impractical. We require an empirical evaluation measure to allow us to
choose between alternative system designs.

5.1 Alignment Measure

“Similar problems have similar solutions” is one of the fundamental assumptions that
underpins CBR as a suitable problem-solving methodology for a particular problem
domain. This assumption is often taken for granted, whereas, in fact it is a measure not
only of the suitability of CBR for the domain but also of the competence of the system
design in terms of case representation and similarity knowledge. If we can measure the
alignment between the problem and solution space in terms of extent to which “similar
problems have similar solutions” holds true for different system design configurations
we have a measure of design competence.
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In previous work, on supervised problems, the alignment between problem and solu-
tion space has been measured by looking at the mix of solution classes present among
a case’s neighbours in the problem space [11]. In unsupervised tasks cases are not as-
signed class labels, however, it is still possible to measure the local mix in solutions
where the similarity between solutions can be measured e.g. where the solutions are in
textual form. Weber et al. [18] use similarity in the solution space to cluster the case base
and provide information on feature importance in the problem space. Case cohesion [9]
measures level of overlap in retrieval sets retrieved independently from the problem and
solution space, however, it is unclear on how to set suitable similarity thresholds that
control the retrieval set sizes. We measure the alignment between the problem and so-
lution space by considering the mix of similarities among solutions present in a set of
neighbours retrieved in the problem space.

In a good design cases identified as having the most similar problems to a target
case will also have the most similar solutions. This is exactly what our case alignment
measures. If a CBR system processes problems in a problem space P and solutions
for these problems belong to a solution space S. Let C be the set of cases in the case
base containing cases {c1, ..., cn}. Cases consist problem/solution pairs such that ci =
{pi, si} where pi ∈ P and si ∈ S. Using the case base to represent future problems that
will be faced, i.e. the representative assumption, each case becomes the target problem
t in turn and we measure the alignment between P and S in the local neighbourhood
of t. A distance function D(t, pi) or D(t, si) measures the distance between t and ci in
either the problem or solution space giving a value between 0 and 1.

In Figure 6, t is identified in both P and S. Using D(t, pi), t’s three nearest neigh-
bours (NN) in P are found, shown as p1, p2, &p3. If we initially consider only c1, con-
sisting {p1, s1}, we can calculate the alignment of t in relation to c1 (Align(t, c1)) by
comparing the distance in the solution space of t to s1 with the distance to the nearest
(Dsmin) and most distant solutions (Dsmax) in the case base, as shown below.

Align(t, c1) = 1 − (D(t, s1) − Dsmin)
(Dsmax − Dsmin)

The overall case alignment for t (CaseAlign(t)) is found by taking a weighted average
of the alignment with its individual NN retrieved in the problem space. The size of the
neighbourhood used would typically be the same as used for retrieval; a neighbourhood
size of 3 is shown in Figure 6.

CaseAlign(t) =
∑

i=1 (1 − D(t, pi)) ∗ Align(t, ci)∑
i=1(1 − D(t, pi))

In local areas where a case’s NN in the problem space are also its NN in the so-
lution space there is a strong alignment between problem and solution space and case
alignment values will be close to 1; conversely, in areas in which a case’s NN in the
problem space are not close in the solution space the alignment is poor and case align-
ment values will be low. Case alignment allows us to evaluate alternative system design
configuration and make informed maintenance decisions about individual cases.
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5.2 Representations

It is our contention that a good design will exhibit better alignment between the problem
and solution space. Thus, looking at the mix of case alignments present in the case base
provides an empirical evaluation technique and an alternative to the typical approach
in which a domain expert manually tags a small set of retrieved documents. Using
case alignments to evaluate alternative design configurations has several advantages:
the burden on domain experts can be reduced; a more comprehensive evaluation is
obtained rather being limited to a small sample; and fine-tuning of design variables
becomes possible by adopting an iterative development process.

Our new alignment measure can now be used to evaluate 5 alternative case represen-
tations, constructed using a combination of the techniques described in section 3. The
representations, all of which share the same pre-processing technique but differ in their
combination of feature selection and extraction techniques, are described below.

– CLUSTER: Created using word similarity clustering to identify seed words only
with no feature extraction rules.

– CONTRIB: Features are selected by the word contribution technique alone.
– CLUSTER+N: Case representation combines word similarity clustering with the

word neighbourhood extraction technique.
– CONTRIB+C: Features selected by word contribution with feature extraction rules.
– CLUSTER+C: Uses word similarity clustering with feature extraction rules.

One of the key problems that needs to be addressed in creating structured repre-
sentations of text is how to deal with the inherent data sparsity. Our five representa-
tions each take a different approach with the latter three representations, which include
feature extraction techniques, being developed specifically to address the sparsity prob-
lem. Figure 7 gives a measure of sparsity, showing the proportion of blank fields present
in the case base for each form and representation. The feature selection only repre-
sentations are very sparse (0.981 for CLUSTER and 0.974 for CONTRIB). Surprisingly,
the word similarity neighbourhood extraction technique used in CLUSTER+N does lit-
tle to reduce sparsity with an overall value about 1% lower at 0.963. However, both
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representations using word co-occurrence extraction show a substantial reduction in
sparsity with CONTRIB+C being least sparse at 0.720 compared to 0.825.

We create a profile of case alignments for each of the five representations. Case align-
ment is calculated for each case in the case base and the cases are ranked in ascending
order of alignment. The profile shows the mix of individual case alignments present in
the case base for a particular representation. Figure 8 plots the profile of the five repre-
sentations being considered. Each profile is created by plotting case alignment against
the normalised position of the case in the ranked list of case alignments. Thus each
curve is a profile of the case alignments for one representation and a point on a curve
gives the alignment value on the y-axis for a particular case whose relative position in
the ranked list is shown on the x-axis. Representations that give profiles with higher
case alignments are considered better designs. The alignment profiles fall into 2 groups
coinciding with representation sparsity.

– representations incorporating the word co-occurrence feature extraction technique
(CONTRIB+C and CLUSTER+C) give superior results showing a better alignment
between problem and solution space providing support for the use of this approach.
CLUSTER+C slightly outperforms CONTRIB+C with an average alignment of 0.836
compared to 0.810 even although its representation is more sparse. CLUSTER+C is
our chosen representation for the domain.

– there is little to choose between the three representations showing poorer align-
ment. The 2 feature selection only approaches(CLUSTER and CONTRIB) both have
an average alignment of 0.646 although CONTRIB gives a more even distribution
across the case base. CLUSTER+N gave disappointing results with only marginal
improvements in alignment as a result of the feature extraction stage with an aver-
age alignment of 0.662.

A similar evaluation approach was undertaken to evaluate and choose between al-
ternative distance measure used in identifying the relationship between cases and for
selecting a suitable neighbourhood size for the number of retrieved cases to return at
the retrieval stage. Manhattan distance was seen to exhibit slightly better alignment than
the Euclidean or Cosine measures while a neighbourhood size of 5 was found to give
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a good compromise between good alignment, found in smaller neighbourhoods, and
minimising the impact of noise with larger neighbourhoods.

6 Related Work

A common problem for TCBR system development is the demand on knowledge acqui-
sition. For instance in the EXPERIENCEBOOK project (aimed at supporting computer
system administrators) all knowledge was acquired manually. This is not an exception,
because current practice in TCBR system development show that the indexing vocabu-
lary and similarity knowledge containers are typically acquired manually [17]. Conse-
quently maintenance remains a problem since these systems are not able to evolve with
newer experiences. These difficulties have created the need for fully or semi automated
extraction tools for TCBR.

Tools such as stemming, stop word removal and domain specific dictionary acquisi-
tion are frequently used to pre-process text and are mostly automated. Acquiring knowl-
edge about semantic relationships between words or phrases is important but is harder
to automate. Although NLP tools can be applied they are often too brittle partly be-
cause they tend to analyse text from a purely linguistic point of view. Furthermore the
reliance on deep syntactic parsing and knowledge in the form of generative lexicons
still warrants significant manual intervention [6].

Research in text classification and information retrieval typically adopts statistical
approaches to feature selection and extraction. The main pre-requisite is access to a
significant number of cases. With the anomaly reporting problem domain case base
size is not a constraint. Consequently, word co-occurrence based analysis becomes
particularly attractive for automated indexed vocabulary acquisition. A common ap-
proach to determining representative features involve the use of distributional cluster-
ing approaches [13], and has since been adopted for feature extraction with supervised
tasks [15,2]. Of particular importance for word clustering are distributional distance
measures. These measures ascertain distance by comparison of word distributions con-
ditioned over a disjoint target set. Typically, class labels are the set of targets and so
cannot be applied to unsupervised tasks. However, in the SOPHIA retrieval system re-
liance on class labels was dropped by comparing word distributions conditioned on
other co-occurring words (instead of class labels) [12]. Unlike with anomaly reports,
SOPHIA operates on IR like documents, hence there is no requirement to learn from the
differences between solution and problem space vocabulary. Our approach to calculat-
ing distributional distances is novel in that words from the problem space are compared
conditioned on the solution space. This creates a distance measure that is guided by
both the similarity and differences between problem and solution vocabularies.

Formation of newer and improved dimensions for case representation fall under fea-
ture extraction research. LSI is a popular dimensionality reduction technique particu-
larly for text. Extracted features are linear combinations of the original features which
unfortunately lack in expressive power [5]. Modelling keyword relationships as rules is
a more successful strategy that is both effective and remains expressive. A good exam-
ple is RIPPER [3], which adopts complex optimisation heuristics to learn propositional
clauses for classification. Unlike RIPPER rules, association rules do not rely on class
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information and incorporates data structures that are able to generate rules efficiently
making them ideal for large scale applications [24,7]. The seed generalisation approach
discussed in this paper is similar to that employed by the PSI tool introduced in [20],
but unlike PSI here generalisation does not rely on class knowledge.

7 Conclusions and Future Work

The paper presents an approach to case retrieval applied to anomaly reports and is im-
plemented in the CAM prototype. It is a first step towards developing a CBR system to
support the ESA’s anomaly report processing task. Like most text applications, anomaly
processing is unsupervised and requires automated knowledge acquisition tools that are
not reliant on class knowledge.

The paper introduces a novel unsupervised index vocabulary acquisition mechanism
to map unstructured parts of text data to a structured case representation. For this pur-
pose word pair-wise distances are calculated according to similarity in co-occurrence
patterns over the solution space. This facilitates problem space words to be considered
similar with specific reference to the solution space vocabulary.

Seed words are identified using word clusters and forms the features vector for the
case representation. The idea of using a footprint-based feature selection strategy is
novel. It facilitates selection of representative and diverse words but importantly does
not require that the number of seed words be pre-specified. It does however require a
similarity threshold to be in place which directly controls the feature vector size.

A novel case alignment technique measures the extent to which similar problems
have similar solutions. Alignment to some extent depends on the underlying charac-
teristic of the problem domain, however, it is also a measure of the effectiveness of the
particular system design configuration being evaluated. The problem and solution space
was shown to be most aligned with CLUSTER+C, which combined word similarity clus-
tering with feature extraction using co-occurrence rules. In addition to a global profile
of the case base, individual case alignments also provide local information about the
relationship between the problem and solution space. It is planned to utilise this local
knowledge to develop maintenance approaches for unsupervised domains.

A common approach for setting retrieval weights in supervised problems is to learn
feature importance from the available cases. Our alignment measure gives the oppor-
tunity to apply similar techniques to learn weights that improve alignment and will be
investigated in future work. In a similar vein we have yet to establish a principled ap-
proach to setting Apriori’s parameters and the similarity threshold for the feature vector
size. Case alignment can assist in the optimisation of these design parameters. Future
work will also extend CAM for the reuse and revision stages of the CBR cycle.
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