
Analyzing Network-Aware Active Wardens in IPv6

Grzegorz Lewandowski, Norka B. Lucena, and Steve J. Chapin

Systems Assurance Institute
Syracuse University

Syracuse, NY 13244, USA
grlewand@syr.edu, {norka,chapin}@ecs.syr.edu

Abstract. A crucial security practice is the elimination of network covert chan-
nels. Recent research in IPv6 discovered that there exist, at least, 22 different
covert channels, suggesting the use of advanced active wardens as an appropri-
ate countermeasure. The described covert channels are particularly harmful not
only because of their potential to facilitate deployment of other attacks but also
because of the increasing adoption of the protocol without a parallel deployment
of corrective technology. We present a pioneer implementation of network-aware
active wardens that eliminates the covert channels exploiting the Routing Header
and the hop limit field as well as the well-known Short TTL Attack. Network-
aware active wardens take advantage of network-topology information to detect
and defeat covert protocol behavior. We show, by analyzing their performance
over a controlled network environment, that the wardens eliminate a significant
percentage of the covert channels and exploits with minimal impact over the
end-to-end communications (approximately 3% increase in the packet roundtrip
time).

Keywords: covert channels, evasion attacks, active wardens, stateless, stateful,
network-aware, traffic analysis, traffic normalizers, active mappers.

1 Introduction

Although as of today publicly-accessible Internet addresses are primarily IPv4, the
adoption of the Internet Protocol version 6 (IPv6)1 is becoming imminent. For exam-
ple, news from the IPv6 Task Force [1] report significant progress in both deployment
and policy regarding networks using IPv6 technology in various continents [2,3]. IPv6
summits and other events present applications and services that will drive commercial
implementations of IPv6 [4,5,6,7]. The U.S. government established that all federal
agencies must deploy IPv6 by June 2008 [8], without disregarding the challenge of the
Department of Defense (DoD) of monitoring operational IPv6 networks for unautho-
rized IPv6 traffic [9]. That global embracement of IPv6 calls for closer examination of
its security risks, especially of those which are not so obvious nor possibly overcome
by IPv4 security technologies.

Lucena, et al. [10] presents a comprehensive examination of covert channels in IPv6.
It analyses 22 different network storage channels at the IP level, classifying them by

1 IPv6 is also referred as the Next Generation Internet Protocol or IPng.
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type of header. To defeat the identified channels, it defines three types of active war-
dens: stateless, stateful, and network-aware, which differ in complexity and ability to
block some types of covert channels. A stateless active warden normalizes IPv6 traffic
according to a protocol specification, without remembering anything about the packet
that have already passed by. A stateful active warden records and recalls previous packet
behaviors to discover a conceivably larger spectrum of hidden channels. A network-
aware active warden is a stateful active warden with knowledge of network topology.
The description of those active wardens is only conceptual. Until now, there has not
been discussion of how one can implement network-aware wardens.

The IPv6 covert channels appear to be subtle types of aggression, when comparing
to well-known buffer overflow attacks, for example. However, they are as harmful, es-
pecially under the presence of sophisticated adversaries2. It is feasible for an attacker
to secretly transmit information into or out of a compromised machine residing on a
secure network through the use of covert channels. For example, hacker Alice, after
installing a key stroke logger and obtaining users’ credentials, retrieves stolen infor-
mation employing a covert channel. Alternatively, after installing a backdoor program,
cracker Bob sends commands via a covert channel. Understanding that the use of IPv6
covert channels might be particularly damaging when an attacker utilizes them with the
purpose of maintaining long-term control over a compromised machine, we present and
evaluate an implementation of network-aware active wardens.

In this study, we consider two of the channels described in [10] and a well-known
aggression in IPv4 [11,12,13,14]: the Routing Header covert channel, the Hop Limit
channel, and the Short TTL Attack, respectively. The first two covert channels exem-
plify secret communication mechanisms of high and low bandwidth, respectively. The
last one defines a relevant crossover point between the two versions of the IP protocol.
The Routing Header covert channel takes advantage of the IPv6 source routing func-
tionality to transfer data in a way that violates system security policies. The Hop Limit
channel achieves a similar goal by manipulating the hop limit field of the IPv6
header. The Short TTL Attack allows an attacker to mask malicious communications or
another attack from a Network Intrusion Detection System (NIDS). For a more detailed
description of these attacks, please see Appendix A.

To prove that network-aware active wardens constitute an appropriate countermea-
sure against the selected IPv6 covert channels, we measure their effectiveness within a
controlled network environment, by estimating a percentage of extermination per case
and by measuring the increase over the roundtrip time of end-to-end traffic flows. We
aim to defeat the selected channels, while causing roundtrip times increments no higher
than 5%.

The remainder of this document is organized as follows. Section 2 compiles previous
work on network covert channels in both IPv4 and IPv6, summarizing existing coun-
termeasures. Section 3 specifies the design and implementation of the network-aware
active wardens, presents results of performance tests set up on a controlled network,
and discusses the implication of the obtained outcomes. Finally, Section 4 draws con-
clusions and suggests future directions of research related with the topic.

2 The more secure nature of IPv6 in relation to IPv4 demands even more knowledgeable foes.
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2 Related Work

Research in network covert channels [15] comprises the study of both network- and
transport-layer protocols, such as IP, TCP, ICMP, and application-layer protocols, such
as HTTP. It is not surprising to observe that the majority of the literature relates to
network storage channels [10,16,17,18,19,20,21,22,23,24] rather than network timing
channels [15,25,26,27,28]. Timing channels are presumably less attractive because of
their synchronization issues and their low bandwidth in comparison to storage channels.
However, it is somewhat peculiar that given the increasing use of IPv6, most of the
research still concerns IPv4.

The most effective defensive mechanisms against network storage channels for IPv4
are protocol scrubbers [13], traffic normalizers [11], and active wardens [29,30,31,32].
Protocol scrubbers and traffic normalizers focus on eliminating ambiguities found in
the traffic stream, carefully crafted with the purpose of evading network intrusion de-
tection systems. Ambiguous network packets are those that could have different inter-
pretations at endpoints depending on the implementation of the protocol stack. Covert
channels are certainly a form of ambiguous traffic. Handley and Paxson [11] describes
IP, UDP, TCP, and ICMP normalizations based on protocol semantics, highlighting the
importance of preserving the end-to-end protocol semantics. In the same order of ideas,
active wardens, as presented by Fisk et al. [32], are network services resembling a fire-
wall that modify all traffic under the assumption that it is carrying steganographic con-
tent. Active wardens defeat steganography by making semantics-preserving alterations
to packet headers (e.g. zeroing the padding bits in a TCP packet). These techniques,
although effective for most IPv4 covert channels, do not record any state or gather net-
work topology information.

Among the approaches and technologies that gather topology information with the
purpose of detecting undesired traffic on the network are active mappers [14], NetFlow
[33], network monitors such as Ntop [34], and certain implementations of the Sim-
ple Network Management Protocol (SNMP) [35], such as IBM Tivoli NetView [36],
HP OpenView Network Node Manager [37], Marconi ForeView, and Sun Solstice Site
Manager [38]. Shankar and Paxson [14] proposes an alternative approach to traffic nor-
malizers [11] called active mappers that minimizes the performance penalties caused by
packet reassembling. Active mapping involves building profiles of the network topol-
ogy and the TCP/IP policies of hosts to help NIDSs disambiguate the interpretation of
network traffic. The mappers gather topology information actively, sending specially
crafted probing messages to each host on the network. Ntop, from www.ntop.org, is
a traffic measurement and monitoring system with an embedded NIDS that gathers cer-
tain information about network topology and host relationships [34]. Ntop learns about
topology based on network flows, so it actually depends on the existence of those flows:
there is no knowledge without flow. Therefore, the view of the topology drawn by Ntop
might be incomplete in certain situations (for example, when flows traveling to adja-
cent subnets do not pass by the system). NetFlow version 9, supporting IPv6, provides
several services being the most important flow recording. It also provides information
about traffic routing. The commercial SNMP products provide an understanding of the
physical network topology through different information gathering mechanisms.
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Network-aware active wardens are not exactly traffic normalizers nor active map-
pers, but an innovative technology that comprises some of the best features of both.
Active mapping is meant to work in conjunction with NIDSs, assisting them in resolv-
ing network ambiguity. In consequence, they do not eliminate the ambiguities. They
aid NIDSs to alert network administrators of unwanted protocol behavior with more
precision (than without the mappers). Active wardens, with knowledge of the network
topology, defeat covert channels based on network ambiguities without significant over-
head, actually alleviating the workload of a NIDS positioned after the warden.

3 Network-Aware Active Wardens

As originally defined in Lucena, et al. [10], network-aware active wardens are the most
sophisticated type of wardens. A network-aware active warden can not only reinforce
protocol syntax and semantics preservation (both passively or actively), but also per-
form address verification using topology information about the surrounding networks.
The following subsections explain the design of our implementation of a network-aware
active warden, list assumptions made, and analyze performance measurements. To sim-
plify the discussion, from this point on, a network-aware active warden will be referred
simply as warden, active warden, or just Wendy.

3.1 Overview and Rationale

Objectives. The main purpose of an active warden is to the break covert channel com-
munication or to remove the cover traffic masking an attack from a NIDS, as in the
Short TTL scenario. In the former case, the goal is to disable the covert channel without
affecting the legitimate usage of the exploited header. That is, only packets carrying
covert data in their headers should be modified, preserving the protocol semantics3. In
the latter case, the purpose is to remove the “mask” so the ulterior attack becomes vis-
ible to a NIDS. The warden itself does not perform the detection, but eliminates the
evasion.

Assumption 1. The warden always attempts not to break the overt communication tak-
ing place through a suspicious flow.

A secondary, but no less important, goal of a network-aware active warden is to take
advantage of network topology information to properly defeat the covert channels. As
detailed in Section 2, there exist multiple ways for a warden to gather such informa-
tion: scanning network administrators’ topology tables, sending probing messages to
individual hosts on the network [14], and using network-monitoring tools [33,34] or
particular applications implementing SNMP [36,37,38].

Assumption 2. The warden already possesses the topology information of the guarded
network, previously acquired through complementary technologies.

3 When preserving header functionality is not a concern, the covert channels can be defeated by
simply disabling specific header support on a given network.
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Location. The Internet comprises a collection of autonomous systems. An autonomous
system4 (AS) is a subset of routers that make up an internetwork and exchange infor-
mation through a common routing protocol [39]. An autonomous system border router
(ASBR) exchanges information between two ASs, maintaining separate topological
databases for each. The location of the warden within the network topology, formed
by those ASs, significantly affects her ability to detect covert communication.

There are two prevailing locations where to place the warden, depending on the
network architecture Wendy wants to protect. A warden who sits on or near an ASBR
(see Figure 1) is a border warden. A warden who sits on or near an internal router is a
link warden. Border wardens aim to block covert communication channels established
between an interior host and a point outside the local autonomous system (regardless
of which participant originates the inter-AS channel). Link wardens disable intra-AS
channels.

Warden

Autonomous System

Inbound / Outbound
Traffic

Autonomous System B

Border Router

Autonomous System B

Fig. 1. Border Warden

Consequently, the location within the network topology determines the type of in-
formation the warden has available as well as the actions she can take. If Wendy is a
link-level warden, she has information about all the nodes of the subnet. However, all
that information is useful only to local or internal traffic verification. On the other hand,
if Wendy is a border warden, she can observe inbound and outbound AS traffic, which
is presumably more susceptible to attack.

Assumption 3. Wendy is a border warden.

4 In the Internet protocol context, autonomous systems are called routing domains.
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3.2 Attack Model

The implemented active warden relies on several assumptions about the adversary’s
capabilities. Those assumptions agree with the ones presented in [10], and generally
are not stronger.

The opponents behave actively [30]. They have both the resources and skills to alter
packets in transit, by either modifying values of protocol fields or by injecting an entire
field, a header, or a crafted packet.

Assumption 4. Adversaries can modify network packets traveling between nodes.

As it is for the wardens, the location within the protected AS is relevant for the attackers.

Assumption 5. Adversary Alice is located within the protected AS. Adversary Bob is
located outside of Alice’s network.

Following Shannon’s maxim ”the enemy knows the system” [40], it is possible that
Alice knows about both the existence and the location of the warden. In addition, if
Alice learns about Wendy, she can also learn about the topology of the network under
her attack.

Assumption 6. Adversaries may or may not have knowledge of the existence of the
warden and her location.

Adversaries who do not know about the wardens are said to be blind.

3.3 Covert Channel Defense

This subsection describes the countermeasures taken by the implemented warden to
eliminate the Routing Header covert channel, the Hop Limit channel, and the Short TTL
Attack. Relevant details about the operation of these channels appear in Appendix A.

Eliminating the Routing Header Covert Channels. To defeat the covert channels
in the Routing Header, an active warden has to perform several checks on the protocol
semantics and behavior. We identify for different ones. The first check is somewhat sim-
pler than the remainder four being based exclusively on the IPv6 specifications [41,42]
and the address space allocation document [43].

• Hop Address Check. This check relies on the fact that only aggregatable global
unicast addresses are meaningful within a packet’s Routing Header [41]. Multicast
addresses are explicitly forbidden, plus local addresses (both unique-local and link-
local) are not supposed to cross site the boundary of the protected AS. Hence, the
border warden should not observe any of the last two address types.

In addition, “a routing header is not examined or processed until it reaches the
node identified in the destination address field” [41], giving Alice and Bob
enough opportunities through intermediate hosts of interpreting the covert message.
Our implementation of active warden performs a more aggressive check, verifying
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at the border router that all addresses contained in the Routing Header are, in fact,
aggregatable global unicast addresses.

Aggregatable global unicast addresses begin with the bit pattern 001. Assuming
that the covert messages follow a uniform random distribution, there is one in eight
chance of beginning with the bits 001. Therefore, a blind attacker will have, at least,
87.5% chance of being caught when injecting messages crafted as addresses in a
Routing Header (see Appendix B for details).

For the following checks, it is important to distinguish between incoming and outgo-
ing traffic. Incoming traffic refers to packets whose source address is outside the AS and
whose destination address belongs to the AS. Outgoing traffic, contrarily, has a source
address within the AS and a destination address outside the AS. The direction in which
the traffic flows determines what types of checks are needed. Table 1 summarizes the
corresponding required checks. Because the analysis of both directions is symmetric,
we discuss only the case of outgoing traffic.

Table 1. Topology Checks Required Depending on the Segments Left Field Value (Visited or Not
Visited) for Both Incoming and Outgoing Traffic

Router Address Check IP Range Check

Addresses Marked as Visited outgoing incoming
Addresses Not Visited incoming outgoing

• Router Address Check. For outgoing packets whose Routing Header addresses are
marked as visited, Wendy verifies whether or not they are valid inside the protected
AS. In addition, because only routers perform packet forwarding, those addresses
must correspond to routers. Therefore, if already-visited addresses in the Routing
Header of an outgoing packet do not belong to addresses of internal AS routers, she
concludes that a covert channel exists.

• IP Range Check. Alternatively, if the addresses in the Routing Header of an outgo-
ing packet are marked as not visited, the warden inspects if they fall within the range
of addresses assigned to the AS. If so, it means that the packet will eventually come
back to the system. Appropriately, Wendy will also suspect that a covert communi-
cation is taking place. This check is a more elaborate version of the address-based
ingress/egress filtering performed by some firewalls.

• Tandem Check. It is possible to circumvent the last two checks by crafting an out-
going packet whose Routing Header addresses are marked as not visited and do
not match the IP range of the AS. The converse deception also holds for incom-
ing packets. However, if there are active wardens positioned near both the origin
and the destination of the covert communication, an attacker cannot easily gener-
ate covert packets without being detected. For example, an attacker Alice wants to
transmit a covert message from A to B in the scenario of Figure 2. To be able to
deceive the active warden sitting on A’s border router, she will have to mark all the
fake addresses as not visited while making them different from any address within
A’s IP address range. However, when a packet formatted in such manner arrives to
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Autonomous System A
Autonomous System B

Fig. 2. Example of Tandem Wardens Performing Topology Checks

B, the active warden residing in B’s border router will perform the usual verifica-
tion. The only way then for the attacker be able to bypass that second warden is
to have knowledge about B’s router addresses. While not impossible that particu-
lar situation requires additional effort from the adversary. That is, even when Alice
possesses knowledge of B’s topology, she can only conceal messages that mimic
actual router addresses within B’s routing domain, not just any arbitrary data. The
only option left for the adversary then is to manipulate the order of legitimate router
addresses in the header to convey a message. That channel however has low band-
width in comparison to the original channel, specifically, 128/log2(r) times lower,
where r stands for the number of router within the AS (refer to Appendix B for
bandwidth calculations).

Once Wendy identifies the presence of a covert channel, she proceeds to eliminate it.
The trivial way of eliminating any channel is to simply drop the suspicious packet. That
action might, in most cases, break the overt communication. As stated in assumption 1,
Wendy will always prefer less disruptive methods. A more appropriate solution is to
strip the covert message from a packet and allow it to proceed normally. Whether the
warden can actually modify the Routing Header or not depends on whether the packet
is IPSec protected or not5. For the purposes of this study, the IPv6 traffic is not IPSec
protected.

Eliminating the Hop Limit Covert Channels. The Hop Limit covert channel makes
use of a hop limit field in IPv6 packet headers to transmit covert messages. The
detection of this channel is troublesome because the value of the hop count can vary
naturally as an effect of packets traveling different routes. A trivial attempt to break
the channel is for the warden to reset the hop limit value in all packets in transit to
an arbitrary value. That however can be potentially damaging as it prevents the hop
limit field from its intended purpose, to avoid packets traveling indefinitely and

5 Under IPSec, the modification of a packet header might result in failure of the integrity check,
causing the packet to be discarded. It is important to note that if an attacker intercepts and
modifies a legitimate packet without having access to the IPSec security context, that packet
will be analogously dropped. If the adversary does know the security context and protects
the covert message under the IPSec integrity check, the overt communication may not be
legitimate third-party traffic and may be discarded anyway.
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hence saturating the network in the case of a routing cycle. If a warden chooses to reset
the field to a small value, it lowers the risk of encountering a cycle, but increases the
probability that legitimate packets will expire on their way to the destination without
reaching it.

On the other hand, a network-aware active warden applies her knowledge to ma-
nipulate the hop limit field in a safer manner. For incoming packets, Wendy can
infer the minimum hop limit value which is sufficient to prevent the packets from
expiring before their intended destination. If the initial hop limit value is enough
to reach the destination, the warden resets it to the inferred value. If it is not large
enough, the warden takes similar actions to the ones stated in the Short TTL Attack.
In both cases, Wendy defeats the channel 100% of the times, when occurring on in-
bound traffic. For outgoing packets, the warden is not always able to make similar
premises about the minimum hop limit value. However, when the covert communica-
tion involves two ASs (e.g., Alice resides in AS A and Bob in AS B), each of them
protected by a warden as in Figure 2, it is plausible to disable the covert commu-
nication. Symmetrically, the traffic seen by one of the wardens as outgoing will, in
fact, be incoming from the standpoint of the other warden. To completely, eliminate
the channel when happening in outbound traffic, Wendy might reset the hop limit
value as done by IPv4 traffic normalizers [11] for the TTL value, but at the risk of
incurring the same drawbacks.

Eliminating the Short TTL Attack. The Short TTL Attack utilizes packets with a
small hop limit value to mask another attack from being detected by a network intru-
sion detection system. The active warden is not concerned with detecting the covert
attack, but with removing the cover traffic so that an existing network intrusion detec-
tion system is able to detect the attack.

Handley and Paxson [11] proposes to prevent the exploit through the use of a traf-
fic normalizer that either drops packets with a short TTL or restores the TTL value to
a number that would guarantee packet delivery. The first solution is not actually im-
plemented by the normalizer because of the lack of a topology gathering mechanism.
Nevertheless, Shankar and Paxson [14] did carry out the suggested approach with a
successful outcome. As discussed in the previous case, resetting the TTL value in IPv4
or the hop limit value in IPv6 without any knowledge of the network topology compro-
mises the interconnected system. Our implementation of Wendy overcomes those dif-
ficulties with her network topology knowledge, defeating the Short TTL evasion 100%
of the times.

To illustrate the concept, Figure 3 shows an example of how the warden helps defeat
a Short TTL attack. An adversary targeting host X might conceal the attack by masking
the traffic with a hop limit value expiring at router C. If the only defense is a NIDS
located before C, the malicious traffic might circumvent it. However, if active warden
Wendy works in combination with a NIDS, she is able to detect that the packets will
not reach the final destination X and drop them before they pass by the NIDS. In the
presented scenario, Wendy should discard all packets addressed to D if their hop limit
value is smaller than 2.
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Router A NIDS

Autonomous System

Warden Router B

Router C

Router D

Host X

Host Y

Fig. 3. Active Warden and NIDS Positioning

3.4 Prototype Implementation

We implemented our prototype of a network-aware active warden as a kernel module
in a Linux router, running Fedora Core 4, kernel version 2.6.14. The prototype uses
the netfilter hooks library to intercept and examine network traffic. The same machine
also runs a firewall in permissive mode. Because the firewall operates in that mode
without enforcing any complex rules, the impact of the active warden on the network
performance tends to be more visible. Our Wendy acts as a border warden, as shown in
Figure 4.

Autonomous System

Traffic

(Intranet)

Warden

Border RouterNIDS

Firewall

Inbound / Outbound

Fig. 4. Location of the Active Warden with respect to the guarded AS. Wendy renders useless the
possible covert channels and evasions contained in the traffic that already bypassed the firewall
before it is checked by the NIDS.

In addition, the prototype runs within a controlled network environment, which al-
lows Wendy to have a preconfigured knowledge about the network topology. To ensure
constant access times, the topology knowledge is stored in a hashtable that maps node
addresses to hop distances.
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The controlled network environment consists of a router connected to two subnets.
One simulates the protected AS (Intranet) through a number of IPv6 addresses, varying
from 10 to 1000. The second one mimics the outside world (Internet).

3.5 Results

We evaluated the effectiveness of the implemented warden computing the average
roundtrip times for different packet sizes, different lengths of Routing Header, and dif-
ferent Intranet sizes, performing 10 measurements each time.

Figure 5 exhibits average roundtrip times for packets of 64-byte length and of 4096-
byte length traveling between end points, with and without the warden siting on the
border router. The obtained values for 64-byte packet were 0.3029ms ± 0.0004ms
(without warden) and 0.3136ms ± 0.0002ms (with the warden). The difference found
between the averages represents a 3.3% increase of the roundtrip time. Similarly, for
4096-byte packets the average times were 1.8939ms±0.0006ms (without the warden)
and 1.9037ms ± 0.0003ms (with the warden). There was only a 0.5% increase in the
average times of the larger packets.

Fig. 5. Average Roundtrip Times of Packets of Sizes 64 and 4096 Bytes

Figure 6 shows average roundtrip times of packets carrying no Routing Header or
Routing Header with 1 and 16 addresses. When the packets did not have a Rout-
ing Header the average roundtrip times were 0.250ms ± 0.001ms (without the war-
den) and 0.257ms ± 0.002ms (with the warden), exhibiting a total increase of 2.8%.
Analogously, with a 1-hop Routing Header the average roundtrip times varied from
0.268ms ± 0.002ms (without the warden) to 0.277ms ± 0.002ms (with the warden),
where the increment is 3.3%. For a 16-hope Routing Header, the achieved values were
0.382ms± 0.002ms (without the warden) and 0.389ms± 0.003ms (with the warden),
being the case with minimum increase: 1.8%.
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Fig. 6. Average Roundtrip Times of Packets with No Routing Header and Routing Headers con-
taining 1 and 16 addresses

Figure 7 displays the differences in average roundtrip times when the packets traverse
networks composed of 10 and 1000 hosts. As observed graphically, there was no differ-
ence at all in the average times obtained for the two network sizes. Precisely, the average
times recorded were 0.303ms±0.001ms (without the warden) and 0.313ms±0.001ms
(with the warden).

Fig. 7. Average Roundtrip Times of Packets Traversing Networks of 10 and 1000 Hosts

3.6 Discussion

Analyzing the test results presented in Subsection 3.5, we observe the following:
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1. The relative delay introduced by our active warden decreases as the packet size
grows. This is presumably caused by the fact that the border router works harder
when distributing larger packets, while the warden’s load of scanning the Routing
Header stays the same. Hence, the absolute overhead remains constant, causing the
relative overhead to shrink.

2. Both the presence and the size of the Routing Header affects the warden’s perfor-
mance. This is trivially explained by the Routing Header normalizations performed
by the warden, which require scanning each of the contained addresses.

3. The size of simulated network topology does not influence the warden’s perfor-
mance. This is not a surprising outcome because the data structures used by the
warden to store topology information exhibit constant lookup times.

We initially envisioned to produce a network-aware active warden that completely
defeated the selected covert channels, without increasing packet roundtrip times in more
than 5%. As detailed in Subsection 3.3, we found that it is virtually impossible to elim-
inate some of them under our attacker model. However, the percentages of elimination
estimated for each case are significant, especially considering that several of them are
close to 100% and that, even when the attacker can circumvent our warden, the band-
width of the secret communication drops dramatically. On the other hand, regarding
the overhead caused by the warden in the packet roundtrip time, the results indicate
that we reached our goal. All tests showed increases in the average roundtrip times of
approximately 3%, being 3.3% the highest.

When comparing our implementation of network-aware active wardens to IPv4 tech-
nologies that deal with network ambiguities [11,14], the prototyped warden presents
both differences and similarities. Wendy behaves as a traffic normalizer because she also
performs active protocol semantics reinforcement. Moreover, she resembles an active
mapper when using network topology information to disambiguate traffic. However,
our active warden differs in the way she obtains the knowledge about the topology. In
addition, the prototype implementation does not compromise significantly the perfor-
mance of packets traveling end-to-end. That occurs, presumably, for two reasons: a) the
use of more precise methods of handling network ambiguities (when comparing to the
ones in traditional normalizer), and b) the fact that the warden does not perform packet
reassembling.

Finally, considering future directions of research as well as possible improvements
in the warden evaluation, we identify the following factors:

• While a controlled network environment was useful for gathering initial results,
this environment obviously did not provide large volume of traffic. It is necessary
to repeat the tests over a real-world network and compare the results.

• Our warden defeated only two of the 22 covert channels described in [10]. It is
critical to extend the warden implementation in such way that can block the rest of
the channels.

• Our covert channel countermeasures may be compromised by attacker who knows
the system by, for example, taking control of the warden or by launching a denial-
of-service attack. It is critical to examine the robustness of the warden in future
implementations.
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4 Conclusions

In this study we designed and implemented a version of network-aware active wardens
[10] to defeat the Routing Header covert channel, the Hop Limit covert channel, and
the Short TTL attack. The warden not only normalized the protocol semantics, but also
utilized network topology information to effectively defeat the covert channels and ex-
ploits. It proved to render useless instances of covert communication occurring within
a controlled network environment, while causing a penalty in the packet roundtrips of
only approximately 3%.

Based on our initial results, we believe that network-aware active wardens are a
promising technology that represents a step forward in the elimination of new security
threats in IPv6 such as recently discovered covert channels. We also hope that our work
generate discussion regarding other adequate countermeasures and feasible fixes to the
protocol.
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A Covert Channels of Communication and Exploits

The description as well as the associated adversary model summarized in Subsections
A.1 and A.2 correspond to the one presented in [10]. The hop limit exploit character-
ized in Subsection A.3 reassembles the Short TTL Attack for IPv4 reported by several
authors [11,12,13,14].

A.1 Routing Header Covert Channels

The Routing Extension Header contains a list of intermediate routers a packet in transit
should visit on the way to its destination. As the packet moves through the network,
routers mark their addresses as “visited” and send the packet on to the next address in
the list. The IPv6 Parameters document [44] enumerates three different types of routing,
but only one of them, Type 0, is fully described in the specification [41]. Figure 8 shows
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(1 byte)

Routing
Type=0
(1 byte)

Segments
Left

(1 byte)

Reserved
(4 bytes)

Addresses
(16 bytes each)

Next
Header
(1 byte)

Extension
Header

Length

Fig. 8. Format of the Routing Header

Table 2. Identified Covert Storage Channels in the Routing Header

ID Field Covert Channel Bandwidth

α Routing Type: 0 - Reserved Hide data in unused bits 4 bytes/packet
β Routing Type: 0 Set one or more false addresses6 Up to 2048 bytes/packet

the format of the routing header when routing type is 0. Table 2 summarizes plausible
covert channels exploiting such format.

α There exists a reserved field in the routing header structure when the routing type
is 0. Alice can hide 4 bytes of covert data per packet using this channel.

β When the routing type is 0, Alice can fabricate “addresses” out of arbitrary data
meaningful to Bob7. She appends the covert data and sets the segments left
field accordingly. In most cases, she would like to prevent any node from attempt-
ing to process the fake addresses. Setting the segments left value to 0 will make
the addresses to appear visited. Contrarily, a non zero value will indicate that such
addresses need to be visited. Figures 9 and 10 display two different types of em-
bedding in the routing header when the routing is 0:

• one where Alice chooses to create a completely new header to send Bob 48
bytes of covert information, and

• another one where she uses an already existing header to embed a covert mes-
sage of 32 bytes.

Based on the maximum extension header payload length, Alice can potentially in-
sert up 2048 bytes. Therefore, she will be extending the entire IPv6 packet by the
same amount of bytes.

A.2 Hop Limit Covert Channel

The hop limit of the IPv6 header shown in Figure 11 indicates the number of hops
a packet can still traverse before being destroyed. It is analogous to the TTL field in

6 This covert channel, when authentication is used, requires recalculating or circumventing the
ICV.

7 In this situation, Bob does not need to be at the final destination of the packet. He only needs
to observe the packet somewhere along the communication path.
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Routing

Header
Extension

Length
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Next

10111001 10010011 ...00110111 01010011 ...

Fig. 9. β Covert Channel in the Routing Extension Header, when Alice creates fake addresses
in a packet that did not originally a routing extension header

10000001 10011011 ...10111001 10010011 ...
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Next
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(a)

10111001 10010011 ...10110001 00000110 ...

Fake Address 2

10101111 00011010 ...
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20
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Extension
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Next

10000001 10011011 ...

Real Address 2Real Address 1
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Fig. 10. β Covert Channel in the Routing Extension Header, when Alice inserts fake addresses
in a packet already containing a routing extension header. (a) Original routing extension header,
(b) Routing header after Alice inserts the covert data.

IPv4, however the TTL refers to the number of seconds remaining not the number
of hops.

The hop limit channel8 involves a crafted manipulation of its value. Alice send an
initial hop limit value, h, and modifies the hop limit value of subsequent packets. Bob
interprets the covert message by checking the variations in the hop limit values of pack-
ets traversing his location. One scheme has Alice signaling a 0 by decreasing the hop
count from the prior packet, and a 1 by increasing the hop count relative to the prior
packet. A drawback of this channel is that packets do not necessarily travel the same
route, so the number of intermediate hops may vary, introducing noise. To overcome
this, Alice can choose a δ that is greater than the expected noise, and use hop counts
less than h − δ signal a 0, and hop counts greater than h + δ to signal a 1. Bob then
compares the received hop count to h to deduce the bit. The bandwidth of this channel
is limited. Alice needs to modify n packets to send n − 1 bits of information.

A.3 Short TTL Exploit

In the IPv4 context, an attacker can manipulate the packet’s TTL field to mask another at-
tack from a network intrusion detection system (NIDS) [11,12,13,14]. An appropriately

8 This channel is called channel ε in [10].
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Version
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Traffic Class Flow Label
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Payload Length

Fig. 11. IPv6 Header Format

set TTL value causes a packet to expire before it reaches its destination but after it has
passed by any NIDS along the way. In consequence, the NIDS will see a different traffic
pattern than the destination host will and might be unable to detect an ongoing attack. A
similar mechanism can be applied to IPv6 traffic by exploiting the hop limit field in
the IPv6 header (recall Figure 11).

B Rationale of the Percentages of Covert Channel Elimination

B.1 Routing Header Covert Channel

Case: Blind Adversary. Because aggregatable global unicast addresses must use the
prefix 001, there is one in eight chance (1/8) that a blind adversary will select a fake
address that follows such pattern. Let PInterception be the probability of the active
warden interception the adversary’s covert communication,

PInterception = 1 − 1
8

(1)

In addition, every fake address the blind attacker wishes to inject to convey cover
messages have to begin with the same pattern. Therefore, the odds of blocking a bogus
address are higher with the next one inserted. That is,

PInterception = 1 − 1
8n

(2)

where n is the number of injected addresses.

Case: Warden-Aware Adversary. A warden-aware adversary that attempt to circum-
vent the actions taken by an active warden has a unique alternative to manipulate the
order of legitimate router addresses in the Routing Header.
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Let CBandwidth be the channel bandwidth measured in bits per packet, n be the
number of addresses present in a Routing Header. The bandwidth of a Routing Header
covert channel based on the order of the contained addresses is given by the equation,

CBandwidth = 128 ∗ n (3)

considering that each address has a length of 16 octets (128 bits).
However, if the attacker is forced to use only real router addresses, such bandwidth

also depends on the number of routers, r, within the protected AS. That is,

CBandwidth = log2(rn) = n ∗ log2(r) (4)

The ratio between 3 and 4,

128
log2(r)

(5)

represents bandwidth loss the adversary will suffer when her actions are limited by the
active warden.
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