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Abstract. This paper describes the participation of the Information Re-
trieval and Interaction group of Robert Gordon University in the INEX
2006 ad hoc track. We focused on two questions: “What potential evi-
dence do human assessors use to identify relevant XML elements?” and
“How can this evidence be used by computers for the same task?”. Our
main strategy was to investigate evidence taken not only from the con-
tent, but also from the shallow features of how texts were displayed.
We employed the vector space model and the language model combining
estimates based on element full-text and the compact representation of
the element. We analyzed a range of non-content priors to boost retrieval
effectiveness.

1 Introduction

In this paper, we describe our participation in the INEX 2006 ad hoc track.
We conducted experiments to retrieve XML elements that have similar features
judged to be relevant by human assessors. The criteria used by a human assessor
for judging relevance involve a complex variety of individual factors. However,
it is evident that not every word of a given document catches the reader’s eye.
In most cases, people judge a document’s relevance by skimming over the titles,
section titles, figures, tables, and words emphasized in bold or larger fonts. We
proposed, in this paper, to extract and put together all those most representa-
tive words to build a compact form of a document (or an XML element). We
employed retrieval models that emphasized the importance of the compact form
in identifying the relevance of an XML element. We also conducted preliminary
experiments to investigate the potential features of human-retrieved elements re-
gardless of their content, and introduced a range of priors to the language model
to enhance retrieval effectiveness.

The remainder of this paper is organized as follows: Section 2 outlines our ideas
for building a compact representation of an XML element. Section 3 describes
the vector space model we used. The mixture language model is presented in
section 4. Section 5 offers a detailed description and discussion of our INEX
experiments and results. The final part, section 6, concludes with a discussion
and possible directions for future work.
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2 Compact Representation of an XML Element

Even a brief look at the procedure adopted by a human assessor when judging
a document’s relevance to a query, shows quite clearly that not all the details
of the document are taken fully into consideration. Some words attract more
or less of the reader’s attention. It is our contention that words appearing in
titles, figure captions, or printed in bold, italics, larger fonts, and different col-
ors are frequently more representative of the document’s relevance. Figure 1
shows a sample text taken from a document named “Hercule Poirot” from the
Wikipedia collection. Extracting words from the figure caption, and words that
are underlined, or displayed in bold or larger size, we get a list of words con-
taining “Hercule Poirot fiction character Belgium England World War I Private
detective Arthur Hastings”. This list of words provides a clue to the meaning
and content of the original text. We therefore believe it can be used to enhance
retrieval effectiveness. Furthermore, the XML structure of the INEX collection
allows automatic locating of these words displayed in certain formats as they are
marked-up in specific tags. Based on this consideration, we proposed to extract

Fig. 1. A sample text

these representative words from the original text to build a compact form of a
text and emphasize its importance in identifying the relevance of the text. In
our experiments, retrieval units were XML elements. Consequently, the method
was adapted to XML element-based (the whole document can be considered as
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an XML element as well), i.e., for each XML element, we built a compact rep-
resentation of it by extracting words from titles, subtitles, figure captions, and
words printed in bold, italics or larger fonts from the text nested by the element.
The compact form was then used in our retrieval experiments based on vector
space model and mixture language models.

3 Vector Space Model

We used the vector space model based on the default similarity measure in
Lucene[4]. For a collection C, the similarity between a document d and the
query q is measured by:

sim(q, d) =
∑

t∈q

tft,q · idft

normq
· tft,d · idft

normd
· coordq,d · weightt (1)

where
tft,x =

√
freq(t, X) (2)

idft = 1 + log
|C|

freq(t, C)
(3)

normq =
√∑

t∈q

tft,q.idf2
t (4)

normd =
√

|d| (5)

coordq,d =
|q ∩ d|

|q| (6)

weightt = 1 for all term t. In our experiment, retrieval units were XML elements.
An element’s relevance was measured based on the element’s full-text and the
compact representation of the element, i.e.,

sim(q, e) =
sim(q, efull) + sim(q, ecompact)

2
(7)

where e is an XML element, efull is the full text nested in element e, and ecompact

is the compact form of element e.

4 Language Model

We present here a retrieval model based on the language model, i.e., an element’s
relevance to a query is estimated by

P (e|q) ∝ P (e) · P (q|e) (8)

where e is an XML element; q is a query consisting of the terms t1,...,tk; the
prior, P (e), defines the probability of element e being relevant in absence of a
query; P (q|e) is the probability of the query q, given element e.
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4.1 Probability of the Query

Assuming query terms to be independent, P (q|e) can be calculated according to
a mixture language model:

P (q|e) =
k∏

i=1

(λ · P (ti|C) + (1 − λ) · P (ti|e)) (9)

where λ is the so-called smoothing parameter; C represents the whole collection.
P (ti|C) is the estimate based on the collection used to avoid sparse data problem.

P (ti|C) =
doc−freq(ti, e)∑

t′∈C doc−freq(t′ , C)
(10)

The element language model, P (ti|e), defines where our method differs from
other language models. In our language model, P (ti|e) is estimated by a linear
combination of two parts:

P (ti|e) = λ1 · P (ti|efull) + (1 − λ − λ1) · P (ti|ecompact) (11)

where λ1 is a mixture parameter; P (ti|efull) is a language model for the full-text
of element e; P (ti|ecompact) is the estimate based on the compact representation
of element e. Parameter λ and λ1 play important roles in our model. Previ-
ous experiments[1,8] suggested that there was a correlation between the value
of the smoothing parameter and the size of the retrieval elements. Smaller av-
erage sizes of retrieved elements require more smoothing than larger ones. In
our experiments, the retrieval units, which are XML elements, are relatively
small. Consequently, we set a large smoothing parameter λ = 0.3 and used equal
weights for the full text and the compact representation, i.e., λ1 = 0.35.

4.2 Element Priors

The Prior P (e) defines the probability that the user selects an element e without
a query. Elements are not equally important even though their contents are
ignored. Several previous studies[1,6] reported that a successful element retrieval
approach should be biased toward retrieving large elements. Furthermore, we
believe relevant elements are more likely to appear in certain parts of a document,
e.g., the title, the first paragraph, the first section, etc.

We conducted a preliminary experiment to investigate potential non-content
features that might be used to boost retrieval effectiveness. The features consid-
ered included size, type, location, and the path length of an element. Location
was defined as the local order of an element ignoring its path. The path length
of an element equals to the number of elements which nest it. For example, for
an element /article[1]/p[1] (the first paragraph in the document), type of this
element is ‘paragraph’, location is represented as ‘1’ ( the first paragraph), and
the path length is 1. The main objective of our experiment was to find out the
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distribution of the above features among the relevant elements. Two human as-
sessors were asked to search the Wikipedia collection, retrieve relevant XML
elements, and analyze retrieved results. Details of the procedure were: i) query
creation: we created 216 queries. A query was a list of keywords or a one-sentence
description of the information need which was written in natural language and
without regard to retrieval system capabilities or document collection peculiari-
ties. ii) element retrieval: in this step, each query created in the previous stage
was used to explore the Wikipedia collection. The TopX[7] XML search engine,
which is provided through the INEX website, was used for this task. Human as-
sessors judged the top 100 results retrieved by TopX for each query, assessed the
relevance of each of the retrieved elements, and recorded the path for each of the
relevant elements. iii) feature distribution analysis: paths for relevant elements
were analyzed automatically by a computer program. Results are shown in Table
1. Part (a) of the table shows that the total number of relevant elements is 9142.
Among these elements, most of them are articles, sections, and paragraphs. The
total number of elements of these three types is 8522, which accounts for 93.2%
of the total amount. Part (b) shows the relevant elements tend to appear in the
beginning parts of the text. The whole documents are excluded in this analysis,
as the location feature is not applicable for the whole documents. The total num-
ber of the elements excluding whole documents is 3316. Elements with location
value of ‘1’, ‘2’, ‘3’ account for 88.1%(2920 out of 3316) of the total amount.
Part (c) shows relevant elements are not likely to be nested in depth. Again,
whole documents are excluded. Elements that only nested by the whole article
(path-length=1, e.g., /article/section, /article/p, etc.) constitute the majority
(2089 out of 3316, i.e., 63.0%). Only 8.4% (280 out of 3316) of relevant elements
are of path length longer than 3.Our preliminary experiments indicated that

Table 1. Distribution of element shallow features

(a) (b) (c)

type number

article 5826
section 2098
paragraph 598
others 620
total 9142

location-value number

1 1588
2 789
3 543
≥ 4 396
total 3316

path-length number

1 2089
2 835
3 112
≥ 4 280
total 3316

relevant elements had some non-content features which could be used to boost
retrieval effectiveness. We did not analyze the size of the elements in our experi-
ment, because some studies[1,6] have already concluded that a successful element
retrieval approach should be biased toward retrieving large elements.

Based on the above observation, consider non-content feature set F={|e|,
|epath|, elocation}, where |e| is the size of element e measured in characters; |epath|
is the path length of e; and elocation is the location value of e. Assuming features
are independent, we calculated the prior P (e) by the following equation:
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P (e) =
3∏

i=1

P (e|Fi) (12)

where Fi is ith feature in set F. In the experiments, we chose a uniform length
filter to ensure the retrieval of larger sized XML elements. The threshold used
to filter out short elements was set to 120 characters, i.e.,

P (e| |e|) =
{

1 |e| ≥ 120
0 otherwise

(13)

The decision to measure in characters instead of words was based on the con-
sideration that smaller segments such as “I like it.” contains little information,
while a sentence with three longer words tends to be more informative.

P (e||epath|), the prior based on epath in our experiments was calculated by:

P (e| |epath|) =
1

1 + |epath| (14)

P (e|elocation), the prior based on the location value was calculated by:

P (e|elocation) =
1

elocation
(15)

5 INEX Experiments

In this section, we present our INEX experiments in participating the Thorough
task.

5.1 Index

We created inverted indexes of the collection using Lucene[4]. Indexes were word-
based. All texts were lower-cased, stop-words removed using a stop-word list, but
no stemming. For each XML element, all text nested inside it was indexed. In
addition to this, we added an extra field which corresponded to the compact
representation of the element. The indexing units could be any types of XML
elements. However, due to the time restrictions placed on our experiments, we
only indexed three types of elements: article, section, and paragraph.

5.2 Query Processing

Our queries were created using terms only in the <title> or <description> parts
of topics. Like the index, queries were word-based. The text was lower-cased and
stop-words were removed, but no stemming was applied. ‘+’, ‘-’ and quoters in
queries were simply removed. We processed the <description> part of topics by
identifying and extracting noun phrases[5] to form queries.
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5.3 Runs and Results

We submitted a total of six runs to the Thorough task.

1. VSM and nl-VSM: runs using vector space model based on full-text and
compact representation of elements. For VSM, queries were created using
terms in the <title> field. And queries for nl-VSM were created from the
<description> parts.

2. LM-2 and nl-LM-2: runs created using mixture language model based on
full-text and compact representation of elements. Queries for the runs were
created from <title> and <description> fields, respectively.

3. LM-1 and nl-LM-1: runs created using language model based on compact
representation of elements only, i.e., equation (11) in section 4 is replaced by

P (ti|e) = (1 − λ) · P (ti|ecompact) (16)

where λ = 0.3. Queries for the runs were created from <title> and <de-
scription> fields, respectively.

Table 2 lists our results in the INEX official evaluation: the system-oriented
MAep measure and the ranks among all submitted runs. Details of the evaluation
metrics can be found in[3]. We were ranked at 39, 42, 66, 67, 68, and 69 out
of 106 submissions. The vector space model based on combination of full-text
and compact representation outperformed the language models. For runs using
language models, estimates based on compact representation only(i.e., LM-1 and
nl-LM-1) achieved comparable (and slightly better) performances with estimates
based on the combination of full-text and compact representation (i.e., LM-2
and nl-LM-2). This confirmed our hypothesis that the compact representation
generated by extracting words from the original text is effective for element
retrieval. Due to the pressure of time, we did not submit baseline runs for the
retrieval models based on full-text solely for comparison.

Results of each pair of runs using the same retrieval method (e.g., VSM and
nl-VSM) show no significant difference. This prompts us that natural language
queries work quite well after some shallow pre-processing.

Table 2. Thorough results using filtered assessments

RunID MAep Rank

VSM 0.0294 39/106
nl-VSM 0.0290 42/106
LM-1 0.0180 66/106
nl-LM-1 0.0174 68/106
LM-2 0.0178 67/106
nl-LM-2 0.0172 69/106
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6 Conclusions and Future Work

We have presented, in this paper, our experiments for the INEX 2006 evalua-
tion campaign. We assumed important words could be identified according to
the ways they were displayed in the text. We proposed to generate a compact
representation of an XML element by extracting words appearing in titles, sec-
tion titles, figure captions, tables, and words underlined or emphasized in bold,
italics or larger fonts from the text the element nesting. Our retrieval methods
emphasized the importance of these words in identifying relevance. Results of
the Thorough task showed that estimates based solely on compact representa-
tion performed comparably with estimates using combinations of full-text and
compact representation. This indicated that compact representation provided
clues to content of the original element, as we had assumed.

We also investigated a range of non-content priors. Our preliminary experi-
ment indicated that relevant elements tended to be larger elements, such as whole
articles, sections, paragraphs. Furthermore, relevant elements were more likely
to appear in certain locations, such as the first element (e.g. first paragraph) of
a document. And they were not likely to be deeply nested in the structure. We
implemented priors in our language models, but the limited time at our disposal
meant that we could not submit baseline runs for comparisons of how these
priors work.

Our future work will focus on refining the retrieval models. Currently, the
compact representation of an element is generated by words from certain parts
of the text. However, the effectiveness of this method depends on the type of the
documents. For example, in scientific articles, section titles (such as introduction,
conclusion, etc) are not very useful for relevance judgement, whereas section titles
in news reports are very informative. In the future, we will explore different
patterns for generating compact representations depending on types of texts.
This might involve genre identification techniques. We will investigate different
priors’ effectiveness and how different types of evidence can be combined to boost
retrieval effectiveness.
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