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Abstract. Soft computing is considered as a good candidate to deal with impre-
cise and uncertain problems in data mining. In the last decades research on hy-
brid soft computing systems concentrates on the combination of fuzzy logic, 
neural networks and genetic algorithms. In this paper a survey of hybrid soft 
computing systems based on rough sets is provided in the field of data mining. 
These hybrid systems are summarized according to three different functions of 
rough sets: preprocessing data, measuring uncertainty and mining knowledge. 
General observations about rough sets based hybrid systems are presented. 
Some challenges of existing hybrid systems and directions for future research 
are also indicated. 

1   Introduction 

Data mining is a process of nontrivial extraction of implicit, previously unknown and 
potentially useful information (such as knowledge rules, constraints, regularities) 
from data in databases [1]. Soft computing [2], a consortium of methodologies in 
which fuzzy sets, neural networks, genetic algorithms and rough sets are principle 
members, has been widely applied to deal with various problems that contain uncer-
tainty or imprecision in many fields, especially in data mining [3].  

Each soft computing methodology has its own powerful properties and offer dif-
ferent advantages. For example, Fuzzy sets are famous at modeling human reasoning 
and provide a natural mechanism for dealing with uncertainty. Neural networks are 
robust to noise and have a good ability to model highly non-linear relationships. Ge-
netic algorithm is particularly useful for optimal search. Rough sets are very efficient 
in attribute reduction and rule extraction.  

On the other hand, these soft computing techniques also have some restrictions that 
do not allow their individual application in some cases. Fuzzy sets are dependent on 
expert knowledge. The training times of neural networks are excessive and tedious 
when the input data are large and most neural network systems lack explanation fa-
cilities. The theoretical basis of genetic algorithm is weak, especially on algorithm 
convergence. Rough sets are sensitive to noise and have the NP problems on the 
choice of optimal attribute reduct and optimal rules. 

In order to cope with the drawbacks of individual approaches and leverage per-
formance of data mining system, it is natural to develop hybrid systems by integrating 
two or more soft computing technologies. In the last decades research on hybrid soft 
computing systems concentrates on the combination of neural networks, fuzzy sets 
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and genetic algorithms [4], and the most notable achievement is neuro-fuzzy compu-
tation [5]. Comparatively, hybrid systems based on rough sets, which has been cate-
gorized as a soft computing technology only in the recent years, is scarce. 

The rest of this paper is organized as follows: In section 2 rough sets and soft com-
puting are briefly introduced. In section 3 hybrid soft computing systems based on 
rough sets are summarized according to three different functions of rough sets in these 
systems: preprocessing data, measuring uncertainty and mining knowledge. Some 
generalized observations are provided in section 4. Finally challenges of existing hy-
brid systems based on rough sets and directions for future research are indicated in 
section 5.  

2   Rough Sets and Soft Computing 

Rough set theory, which was introduced by Pawlak [6] in the early 1980s, is a 
mathematical approach that can be employed to handle imprecision, vagueness and 
uncertainty.  

Rough sets have many important advantages for data mining [7], such as providing 
efficient algorithms for finding hidden patterns in data, finding minimal sets of data, 
generating sets of decision rules from data, and offering straightforward interpretation 
of obtained results. 

In the last two decades, rough sets have widely been applied to data mining and 
rapidly established themselves in many real-life applications such as medical diagno-
sis, control algorithm acquisition and process control and structural engineering. 

Soft computing, a term coined by Zadeh [2], is a consortium of methodologies that 
works synergetically and provides in one form or another flexible information proc-
essing capability for handling real life ambiguous situations. Its aim is to exploit the 
tolerance for imprecision, uncertainty, approximate reasoning, and partial truth in or-
der to achieve tractability, robustness, and low-cost solutions. The guiding principle is 
to devise methods of computation that lead to an acceptable solution at low cost by 
seeking for an approximate solution to a problem, possibly formulated in an impre-
cisely way. 

Fuzzy logic, neural networks and Probabilistic reasoning are the initial components 
of soft computing. Later other methodologies like genetic algorithm, chaotic system, 
and rough sets became members of soft computing one by one. Traditional research 
of soft computing concentrates on the combination of neural networks, fuzzy sets and 
genetic algorithm [4], among them neuro-fuzzy computation is the most notable 
achievement [5]. 

It is only in recent years that rough sets are studies as a soft computing technology 
along with other soft computing technologies. As Pawlak said, “…the theory (rough 
set theory) is not competitive but complementary to other methods and can also be of-
ten used jointly with other approaches (e.g. fuzzy sets, genetic algorithms, statistical 
methods, neural networks etc.)” [8]. The combination of rough sets and other soft 
computing technologies such as fuzzy sets, genetic algorithms and neural networks 
has attracted much attention [9], [10] and is growing into an important issue of soft 
computing. 
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3   Hybrid Soft Computing Systems Based on Rough Sets 

A data mining process can be viewed as consisting of three phases, shown in Fig. 1. 
Data preprocessing converts raw data into input data of mining algorithm. Many 
tasks, such as attribute reduction and data discretization, can be included in this phase. 
An efficient data preprocessing phase not only provides data that can be handled by 
mining algorithm, but improves efficiency and performance of data mining system by 
removing redundant or irrelevant data. Mining algorithm is the most important part in 
the whole process, which extracting patterns from preprocessed data. Pattern is com-
prehensible for experts of the data mining system, but not for common users. So the 
phase of interpretation and visualization are needed. By this phase pattern is trans-
formed into knowledge that can be easily understood and applied by users. 

 

 

Fig. 1. Overview of a data mining process 

Based on the available literatures on rough sets based hybrid soft computing sys-
tems, the functions of rough sets in a data mining process can be classified into three 
categories: preprocessing data, measuring uncertainty, mining knowledge. Each cate-
gory is described below along with a survey of the existing hybrid systems belong to 
the category. 

3.1   Attribute Reduction by Rough Sets 

In this type of hybridization, rough sets are usually used to reduce the size of a dataset 
by removing some redundant or irrelevant attributes while preserving the classifica-
tion performance of dataset.  

Attribute reduction plays an important role in data mining. Irrelevant and redun-
dant attributes generally affect the performance of mining algorithms. A good choice 



38 R. Li et al. 

of a useful attribute subset helps in devising a compact and efficient learning algo-
rithm as well as results in better understanding and interpretation of data in data  
mining. 

Rough sets can be a useful tool for pre-processing data for neural network by at-
tribute reduction to reduce the network’s input vector. In [11], a hybrid model inte-
grating rough sets and an artificial neural network is presented to forecast an  
air-conditioning load. Rough sets are applied to find relevant factors to the load, 
which are used as inputs of an artificial neural-network to predict the cooling load. 
Experimental results from a real air-conditioning system show that the hybrid fore-
casting model is better than comparable models and its relative error is within 4%. 

Similarly, in this context rough sets can be integrated with genetic algorithm [12], 
[13], [14]. In [12], a hybrid approach is proposed to bankruptcy prediction. It firstly 
uses a rough sets model to identify subsets of potentially important explanatory vari-
ables, and then a genetic programming algorithm is applied to construct a bankruptcy 
prediction model based on these variables. The experimental results show that this 
hybrid system is more efficient and more effective than an original rough sets model. 

Sometimes the process of attribute reduction was accomplished by two steps for 
addressing noisy data [15], [16]. In the first step rough sets are used to delete irrele-
vant and redundant attributes, and in the second step neural networks are used to de-
lete noisy attributes. 

Two constraints should be considered in a rough set approach for attribute reduc-
tion [10]. First, finding a minimal reduct is NP-hard. Second, real-valued attributes 
can have a very large set of possible values. For the first constraints, Li et al. [17] 
used genetic algorithm to get the minimal reduct of attributes and Slezak et al. [18] 
also provided a method of order based genetic algorithm to find optimal approximate 
entropy reduct. The second constraint was solved in [19] through reducing attribute 
value field by a rough set based algorithm. 

Rough sets can only deal with discrete values. However, real-world data are  
usually continuous values. Thus it needs a step to transform the continuous valued at-
tributes to discrete ones, namely it should partition the domains of every continuous 
valued attribute into intervals. In [9] Dependency factor of rough sets is used as the 
fitness function of GA to get the optimal cutpoints of intervals in order to ensure the 
maximum consistency of the discrete data. 

3.2   Measuring Uncertainty in Data by Rough Sets 

In this context rough sets are not the main technique to directly extract knowledge 
from data, but are used as an assistant tool to estimate some system parameters by its 
analysis capability for uncertainty in data. 

The choice of architecture is a difficult task for neural networks. Rules generated 
from data by rough sets can be used to determine the architecture of a neural network, 
including the number of hidden layers, the number of hidden layer nodes and the ini-
tial weights of networks [20], [21], [22], [23]. This hybridization helps neural net-
works possess the characteristics of short learning time, good understandability and 
strong generalization ability [24], [25].  
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Qin and Mao [20] proposed an algorithm based on rough sets for fixing the optimal 
number of hidden layer units. The results on Chinese medicine practical projects show 
that this algorithm is of wide applicability for the study of neural network architecture. 

Yasdi [21] used rough sets for the design of knowledge–based networks in the 
rough-neuro framework. This methodology consists of generating rules from training 
examples by using rough sets concepts and mapping them into a single layer of con-
nection weights of a four-layered neural network. In this rough-neuro framework, 
rough sets were used to speed up or simplify the process of using neural networks. Pal 
et al. [22] designed a rough-fuzzy MLP for voice recognition. The rules obtained by 
rough sets are encoded into a neural network, while the confidences of the rules are 
used to initial the weights of the neural network. The results show that the perform-
ance of rough-fuzzy MLP is superior to that of fuzzy MLP and that of MLP without 
prior knowledge.  

On the other hand, rough sets also can be used to adjust the structure of a trained 
neural network [26], [27]. In [26], the structure of a trained neural network is opti-
mized by rough sets. Dependency of rough set rule is used in an iterative algorithm 
until a minimal number of rules of the model are selected. Hassan and Tazaki [27] 
present a hybrid decision support system for medical diagnosis in which rough sets 
are used to delete the nodes of a neural network. 

Fuzzy sets are dependent on expert knowledge, while rough sets can deal with data 
without any preliminary or additional information. So introduction of rough sets can 
enlarge the application area of fuzzy sets. Base on rough sets [28] proposes a parame-
ter-free roughness measure for fuzzy sets, which does not depend on parameters that 
are designed as thresholds of definiteness and possibility in membership of the objects 
to a fuzzy set. 

3.3   Mining Knowledge by Rough Sets 

Rule is the most common form of knowledge generated by rough sets based method. 
Many rule generation algorithms based on rough sets have been proposed to obtain 
the final knowledge in hybrid soft computing systems [16]. 

When rough sets is used as the main technique of mining rules from data, other soft 
computing technologies is also used as the assistant tools to deal with some problems 
that rough sets can not accomplish. 

Some rule extraction algorithms based on rough sets may produce large amounts of 
rules that are not all useful according to some measures such as accuracy and cover-
age, and the work picking out the interesting ones from these rules is time consuming. 
In order to address this problem, Huang and Dai [29] presented a hybrid system based 
on rough sets and genetic algorithms, rough set is used to extract rules and genetic al-
gorithm is exploited to find the optimal probabilistic rules that have the highest accu-
racy and coverage, and shortest length. Experimental results show that it run more  
efficiently than those traditional methods. 

In [30], a hybrid scheme based on fuzzy sets and rough sets are proposed for breast 
cancer detection. Fuzzy sets are firstly used to pre-processing breast cancer images for 
enhancing the contrast of images. Rough sets-based approaches are applied for attrib-
ute reduction and rule extraction. Experimental results show that the hybrid scheme 
performs well reaching over 98% in overall accuracy. In [31] fuzzy sets are  
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introduced to a rough sets-based information measure for getting the reducts with a 
better performance. 

In order to generating from data with quantitative values which are common in 
real-world application, Hong et al. [32] proposed an algorithm to produce a set of 
maximally general fuzzy rules for an approximate coverage of training examples 
based on the variable rough set model form noisy quantitative training data. Each 
quantitative value is firstly transformed into a fuzzy set of linguistic terms using 
membership fuctions. Then fuzzy rules are generated by a rough set-based method. 

Rule generation from artificial neural networks has received a great deal of re-
search due to its capability of providing some insight to the user about the symbolic 
knowledge embedded within the network [33]. 

In order to improve the classification accuracy of rules, many schemas were pro-
posed. Ahn et al. [34] proposed a hybrid intelligent system by combining rough set 
approach with neural network for predicting the failure of firms based on the past fi-
nancial performance data. When a new object is predicted by rule set, it is fed into the 
neural network if it does not match any of the rules. Thus they use rough sets as a 
preprocessing tool for neural networks. Though this approach can get high classifica-
tion accuracy, some knowledge in neural networks is still hidden and not comprehen-
sible for user. 

It seems that using fuzzy rules instead of classical decision rules may improve 
classification results. In [35], a hybrid system combing rough sets and fuzzy sets is 
provided to improve classification process. Fuzzy sets support approximate reasoning 
and rough sets are responsible for data analyzing and process of automatic fuzzy rules 
generation. Drwal and Sikora [36] proposed a rough-fuzzy hybridization scheme for 
case generation. In this method, fuzzy sets are firstly used to represent a pattern in 
terms of its membership to linguistic variables. This gives rise to efficient fuzzy 
granulation of the feature space. Then rough sets are used to obtain fuzzy rules that 
contain informative and irreducible information both in terms of features and patterns. 
These fuzzy rules represent different clusters in the granular feature space, which can 
be mapped to different cases by fuzzy membership functions. Experimental results 
obtained on three UCI data sets show that this method is superior to traditional meth-
ods in terms of classification accuracy, case generation, and retrieval times. 

4   A General Observation 

Generally, in the two former hybridization types rough sets are used as an assistant 
tool for mining knowledge from data, and in the latter type as a major element of hy-
brid systems to directly extracting rule knowledge from data.  

Combination of rough sets and neural networks is popular for complementary fea-
tures of the two technologies. Attribute reduction of rough sets can shorten training 
time of neural networks, and rules extracted from a trained neural network by rough 
sets will greatly improve the interpretation of knowledge embedded in trained neural 
network. On the other hand, neural network is also a good candidate helps rough set 
deal with noise in the data. 

When integrated with rough sets, genetic algorithms are involved in various opti-
mization and search processes, especially for the NP problem of rough set-based  
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algorithms, like optimal reduct and optimal rule set. While Fuzzy sets are suitable for 
handling the problems related to fuzzy cases.  

It is no doubt that hybridization of soft computing technologies can improve per-
formance of a data mining system in such areas as tractablility, low cost, and robustness. 
According to the specific problems to be solved, hybrid systems can be summarized in 
Table 1 and Table 2. Table 1 shows typical problems of rough sets that are relievable by 
other soft computing technologies, while obvious problems of other soft computing 
technologies with corresponding solution of rough sets are listed in Table 2. 

Table 1. Problems of rough sets and  corresponding solutions provided by other soft computing 
techologies 

Problem Solution 
Sensitivity to noise Filtrating noise in data by neural networks 

[15, 16] 
NP-hard in attribute re-
duct and rule extraction 

GA-based optimation method [17-19, 29] 

Low generalization of 
rule prediction 

Predicted with neural networks classifier or 
integrated with fuzzy rules [34-36] 

Difficulty to deal with 
fuzzy features of data 

Fuzzy sets [30-32] 

 

Table 2. Problems of other soft computing tecnnologies and corresponding solutions provided 
by rough sets 

Problem Solution 
Time-consuming of neural network 
training 

Reducing data by rough set-based pre-
processing [11] 

Lack of explanation of trained neural 
networks 

Rule extraction by rough sets from data 
or from trained neural networks [33] 

Uncertainty on initial architecture and 
parameters of neural networks 

Measuring uncertainty by rough sets 
[20][21][22][23] 

Dependence for domain information of 
fuzzy sets 

Rough sets can analyze data without any 
preliminary or additional information 
about data [28] 

Time-consuming of convergence of ge-
netic algorithm search 

Reducing attributes by rough 
sets[12][13][14]  

5   Conclusions 

In this paper we presented an overview of hybrid soft computing systems from a 
rough set perspective. These systems are discussed and summarized from three  
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categories according to different functions of rough sets in a data mining process:  
preprocessing data, measuring uncertainty, and mining knowledge. From these sys-
tems it can be immediate concluded that rough sets are complementary with other soft 
computing technologies including neural networks, genetic algorithms and fuzzy sets. 
Hybridization of rough sets and other soft computing technologies is a promising ap-
proach for developing robust, high-efficient, and low-cost data mining systems. 

Although hybrid soft computing systems based on rough sets have been success-
fully applied in many areas, some of the challenges still exist. For example: 

 Lack of general theoretical framework and design principle for integration of 
rough sets and other technologies. 

 Efficient mechanism to handle complex data which is dynamic, incomplete, se-
quential, etc. 

 Integration of extensive rough set theory and other soft computing methodolo-
gies. 

 Quantitative evaluation of system performance 

Some aspects of hybrid soft computing systems based on rough sets are as follows: 

1) At present most systems are based on classical rough set theory. However, many 
limitations of classical rough set theory have been widely realized and corresponding 
extensive theory for rough sets have been proposed. How to integrate efficiently ex-
tensive rough set theory with neural networks and genetic algorithms needs to be de-
veloped in near future. Some attempts in this direction are described in [37]. 

2) Facing complex data, efficient hybridization mechanism including management 
for missing values and update of knowledge is a potential issue [38]. 

3) Interaction with user is of great significance for successful application of a data 
mining system. So the related researches such as utilization of expert knowledge and 
visualization of mined knowledge need to be studied more deeply. 

4) Novel combinations are still needed for better utilizing the advantages of rough 
sets and other technologies and developing high-performance, low-cost and robust 
data mining systems. 
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