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Abstract. Rough sets are applied to information tables containing im-
precise values that are expressed in a probability distribution. A family
of weighted equivalence classes is obtained where each equivalence class
is accompanied by the probability to which it is an actual one. By us-
ing the family of weighted equivalence classes, we derive lower and up-
per approximations. The lower and upper approximations coincide with
ones obtained from methods of possible worlds. Therefore, the method
of weighted equivalence classes is justified. In addition, this method is
applied to missing values interpreted probabilistically. Using weighted
equivalence classes correctly derives a lower approximation, even in the
case where the method of Kryszkiewicz does not derive any lower ap-
proximation.

Keywords: Rough sets, Imprecise information, Probabilistic value,
Weighted equivalence class, Lower and upper approximations.

1 Introduction

Rough sets play a significant role in the field of knowledge discovery and data min-
ing since the first paper published by Pawlak [19]. The framework of rough sets
is constructed under the premise that information tables consisting of precise in-
formation are obtained. However, there ubiquitously exists imprecise information
in the real world [I8]. Thus, it has been investigated to apply rough sets to infor-
mation tables containing imprecise information represented by a missing value,
an or-set, a possibility distribution, etc [2IAETOTTITITATHR02TI222325]. The
methods are broadly separated into three ways.

The first method is one based on possible worlds [I7I2002122]. In the method,
possible tables, which consist of precise values, are obtained from an information
table. Each possible table is dealt with by the traditional methods of applying rough
sets to information tables containing precise information, and then the results from
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the possible tables are aggregated. In other words, the methods that are already
established are applied to each possible table. Therefore, there is no doubt for cor-
rectness of the treatment. However, the method has difficulties for knowledge dis-
covery at the level of a set of possible values, although it is suitable for finding
knowledge at the level of possible values. This is because the number of possible ta-
bles exponentially increases as the number of imprecise attribute values increases.

The second method is to use assumptions on indiscernibility of missing values
[2BI8T0ITI25]. Under the assumptions, we can obtain a binary relation for in-
discernibility between objects. To the binary relation, rough sets are applied by
using a class of objects; for example, an indiscernible class. In the method, it is
not clarified why the assumptions are valid to real data sets.

The third method directly deals with imprecise values, without using any as-
sumptions for indiscernibility, under extending the traditional method of rough
sets [IBITATHITOI25]. In the method, imprecise values are dealt with probabilis-
tically or possibilistically and the traditional methods are probabilistically or
possibilistically extended[] A binary relation for indiscernibility is constructed
by calculating a degree for indiscernibility between objects. Indiscernible classes
for each object are obtained from the binary relation for indiscernibility. The
correctness criterion is that any extended method has to give the same results as
the method of possible worlds [I3]. This criterion is commonly used in the field
of databases handling imprecise information [IU728].

Stefanowski and Tsoukias used implication operators to calculate an inclusion
degree between indiscernible classes [25]. Nakata and Sakai have shown that the
results in terms of implication operators do not satisfy the correctness criterion
and has proposed the method that satisfies the correctness criterion [I3JI4IT5].
However, the proposed method has difficulties for definability, because rough
approximations are defined by constructing sets from singletons. Therefore, we
propose a method using equivalence classes, called a method of weighted equiva-
lence classes. In this paper, we show how weighted equivalence classes are applied
to information tables containing imprecise values expressed in a probability dis-
tribution, called probabilistic values

In Section 2, we briefly address the traditional methods of applying rough sets
to information tables containing precise information. In Section 3, methods of pos-
sible worlds are mentioned. In the methods, the extended set of possible tables is
obtained from an information table containing imprecise values. The traditional
methods of applying rough sets to precise information deal with each possible ta-
ble, and then the results from possible tables are aggregated. In Section 4, meth-
ods of applying rough sets to information tables containing probabilistic values
are described in terms of weighted equivalence classes. In Section 5, the method
of weighted equivalence classes is applied to information tables containing missing
values under probabilistic interpretation. Section 6 presents conclusions.

! Ziarko proposes methods of rough sets applying data tables where each data is
accompanied by a probability [2627].

% See the reference [16] for information tables containing possibilistic values expressed
in a possibility distribution.
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2 Rough Sets to Precise Information

A data set is represented as a table, called an information table, where each row
represents an object and each column represents an attribute. The information
table is pair A = (U, AT). U is a non-empty finite set of objects called the uni-
verse. Concretely speaking, U is the set of objects that comprise the information
table. AT is a non-empty finite set of attributes such that Va € AT : U — V.
Set V, is called the domain of attribute a. In information table T" whose frame-
work is set AT of attributes, binary relation IND(¥4) for indiscernibility of
objects in subset ¥ C U on subset A C AT of attributes is,

INDWa) ={(0,0) €W xW¥ |VYae A alo) =a(d)}, (1)

where a(o0) and a(0’) denote values of attribute a for objects o and o', respec-
tively. This relation is called an indiscernibility relation. Obviously, IND(¥4)
is an equivalence relation. From the indiscernibility relation, equivalence class
EWa)o(={0"| (0,0') € IND(W4)}) containing object o is obtained. This is also
the set of objects that is indiscernible with object o, called the indiscernible class
for object o. Finally, family U/IND(W4) (= {E(Wa), | 0 € ¥}) of equivalence
classes is derived from the indiscernibility relation. All equivalence classes ob-
tained from the indiscernibility relation do not intersect with each other. This
means that the objects are uniquely partitioned.

Using equivalence classes, lower approximation Apr(®p,¥4) and upper ap-

proximation Apr(@g,¥a) of /IND(Pg) by W/IND(¥,) are,

Apr(@p,¥a) = {E(Wa) | 3E(®p) E(¥a) C E(®p)}, 2)
Apr(Pp,¥a) = {E(Va) | 3E(®p) E(Wa) N E(®p) # 0}. 3)

where E(W4) € W/IND(W4) and E(Pp) € §/IND(Pp) are equivalence classes
for sets ¥ and @ of objects on sets A and B of attributes, respectively. These
formulas are expressed in terms of a family of equivalence classes. When we
express the approximations in terms of a set of objects, the following expressions
are used:

apr(Pp,¥a) ={o| o€ E(Wa) N\IE(Pg) E(W4) C E(Pp)}, (4)
apr(Pp,¥a) ={o| o€ E(Wa) NIE(Pp) E(Wa)N E(Pp) # 0}. (5)

3 Methods of Possible Worlds

In methods of possible worlds, the traditional ways addressed in the previous
section are applied to each possible table, and then the results from possible
tables are aggregated.

When probabilistic values expressed in a probability distribution is contained
in information table T, we obtain extended set rep(T') of possible tables,

rep(T) = {(pt1, u(pt1)), . -, (Ptn, p(ptn))}, (6)
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where u(pt;) denotes the probability to which possible table pt; is the actual one
and n is equal to I1;—1 ,,l;, where the number of probabilistic values is m and each
of them is expressed in a probability distribution having l;(i = 1,m)) elements.
When possible table pt; is the table where probabilistic values in information
table T are replaced by v;1, Vi2, - - ., Vim,

pts) = [ wwa), (7)

k=1m

where [] denotes product and probability m(v;;) of element v;; comes from
probability distribution 7 expressing the probabilistic value to which the element
belongs.

Each possible table consists of precise values. Family U/IN D (¥4 )¢, of equiv-
alence classes on set A of attributes is obtained from each possible table pt;.
Possible table pt; is accompanied by probability u(pt;) to which it is the actual
information table. Thus, the family of possible equivalence classes accompa-
nied by a probability is obtained for each possible table, which is expressed by
(U/IND(Wa)pt,, (pt;)). When we express (U/IND(Wa)pt,, i(pt;)) in terms of
equivalence classes,

(U/IND@a)pt;, 1(pti)) = {(E(Wa), p(pti)) | E(Wa) € U/IND@a)p; }, (8)

where equivalence class E(¥4) is a possible equivalence class on set A of at-
tributes and has probability u(pt;) to which it is one of actual equivalence classes.
U/IND(W,) is the union of (U/IND(WA)p,, 1(pti)),

U/IND(¥a) = Ui(U/IND(@a)pt,, 1(pti))- 9)

Note that the summation of probabilities is taken in the union if there are the
same elements accompanied by a probability. When we express family U/IN D
(Z4) in terms of equivalence classes,

U/IND(Va) = {(E(Wa),s(E(Wa) € U/IND(V4))) |
k(E(W4) € U/IND(W,)) > 0},(10)

where probability x(E(W4) € U/IND(¥4)) to which equivalence class E(W4) is
contained in U/IND(¥,) is,

K(E(Wa) € U/INDWa)) = > (pti). (11)
E(Wa)EU/IND(¥4)pe,

To obtain lower and upper approximations, the traditional methods addressed
in the previous section are applied to possible tables. Let Apr(@p,¥a)p, and
Apr(®p,¥a)pt, denote the lower and upper approximations of U/IND(Pg)pt,
by U/IND(¥ 4)p, in possible table pt; having probability u(pt;). Apr(P5,¥a)pt,
and Apr(@p,¥a)p, are accompanied by probability p(pt;), which is expressed
by (Apr(@s,¥a)pt,, u(pti)) and (Apr(Pp, ¥a)pt,, n(pti)). Apr(Pp,¥a) and Apr
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(@B, ¥a) are the union of (Apr(Pp,¥a)pt,, p1(pti)) and (Apr(Pr,¥a)pt,, 1(pti)),
respectively.

ApT(QsB’ !pA) =U; (Ap’l“(@B, WA)ptz‘ 3 ,U'(pti))7 (12)
ApT(QsB’ !pA) =U; (Ap’l“(@B, g/A)ptz‘ ) :U‘(pti))' (13)

When we express approximations in terms of equivalence classes,

Apr(®p,¥a) = {(E(¥a), s(E(Wa) € Apr(P5,¥a))) |

H(E(J/A) S ApT(@B,!pA)) > 0}, (14)
Apr(®@p,¥a) = {(E(Wa), i(E(¥a) € Apr(®p,¥a))) |
K(E(Wa) € Apr(®Pp,¥a)) > 0}, (15)

where probabilities k(E(Wa) € Apr(®p,Wa)) and k(E(Wa) € Apr(Pp,¥a4)) to
which equivalence class E(¥4) is contained in Apr(®p,¥4) and Apr(®p,¥a)
are,

K(E(Wa) € Apr(®p,¥a)) = > 1(pts), (16)
E(Wa)EApr(PB,¥a))pt,
K(E(Wa) € Apr(®p,¥a)) = > 1(pt;)- (17)

E(WA)EAPT(‘PB’Q’A))mi

These formulas show that the summation of the probabilities of possible tables
where equivalence class E(¥4) is contained in rough approximations is equal to
the probability for equivalence class E(W4).

Proposition 1

When (E(W4),k(E(W4) € Apr(Pp,¥4))) is an element of Apr(®p,¥4) in in-
formation table T', there exists set PT of possible tables where for all pt €
PT Apr(®p,¥a)pt contains E(Wa) and >, pp p(pt) is equal to r(E(Pa) €
ApT(SpB,g/A)).

Proposition 2

When (E(W4),k(E(W4) € Apr(Pp,¥4))) is an element of Apr(®p,¥4) in in-
formation table T, there exists set PT of possible tables where for all pt €
PT Apr(®p,¥a)p contains E(¥4) and >, prpu(pt) is equal to w(E(Wa) €

ApT(SpB,g/A)).

When the lower and upper approximations are expressed in terms of a set of
objects,

apr(@p,¥a) = {(o, k(0 € apr(Pp,¥a))) | k(o € apr(Pp,¥a)) > 0}, (18)
apr(@p,¥a) = {(0, k(0 € apr(Pp,¥a))) | k(o € apr(Pp,¥a)) > 0}, (19)



Applying Rough Sets to Information Tables Containing Probabilistic Values 287

and
k(o € apr(Pp,Wa)) = > K(E(Wa) € Apr(Pp,¥a)), (20)
E(Wa)30
k(o € apr(Pp,Wa)) = > K(EWa) € Apr(dp,Wa). (21)
E(Wa)30

We adopt results from methods of possible worlds as a correctness criterion
of extended methods of applying rough sets to imprecise information. This is
commonly used in the field of databases handling imprecise information [TI7I28§].

Correctness criterion

Results obtained from applying an extended method to an information table con-
taining imprecise values are the same as ones obtained from applying the corre-
sponding traditional method to every possible table derived from that information
table and aggregating the results created in the possible tables.

4 Rough Sets to Information Tables Containing
Probabilistic Values

When object o takes imprecise values for attributes, we calculate the degree to
which the attribute values are the same as another object o’. The degree is the
indiscernibility degree of object 0 and o’ on the attributes. In this case, a binary
relation for indiscernibility on set A of attributes is,

INDWa) = {((0,0'), k(A(0) = A(0"))) |
(k(A(0) = A(0')) # 0) A (0 # o))} U{((0,0),1)},(22)

where k(A(0) = A(0")) denotes the indiscernibility degree of objects 0 and o’ on
set A of attributes and is equal to x((0,0") € IND(¥4)),

r(A(0) = A(0)) = Q) lalo) = (o)), (23)

a€A

where operator Q) depends on properties of imprecise attribute values. When
the imprecise attribute values are expressed in a probability distribution, the
operator is product denoted by [].

From binary relation IND(¥4) for indiscernibility, family U/IND(¥4) of
weighted equivalence classes is obtained via indiscernible sets. Among the ele-
ments of IND(W,), set Sa(o) of objects that are paired with object o, called
the indiscernible set on set A of attributes for object o, is,

Sa(0) ={0" | k((0,0") € IND(W,)) > 0}. (24)

Sa (o) is the greatest possible equivalence class among possible equivalence classes
containing objects o, when objects o has a precise value on all attributes in set A
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of attributes. Let PS4(0) denote the power set of Sa(0). From PSa(o), fam-
ily Can(U/IND(¥4),) of candidates for possible equivalence classes containing
object o is obtained,

Can(U/IND(W4),) = {E(W4) | E(F4) € PSa(0) Ao € E(W4)}.  (25)

Whole family Can(U/IND(Wy4)) of candidates for possible equivalence classes
is,

Can(U/IND(W4)) = Uo,Can(U/IND(Wy),). (26)
Probability x(E(W4) € U/IND(¥4)) to which candidate E(W4) € Can(U/IND
(¥4)) is an actual one is,

K(E(Wa) € U/IND(Wa)) = K(AoeB@a) and o'eBw.)(Al0) = A(0))
/\OEE(II/A) and o' ZE( lI/A)( ( ) 7& A( ))) (27)

where 0 # 0, k(f) is the probability to which formula f is satisfied, and x(f) = 1
when there exists no f. When set ¥ of objects contains k objects and equivalence
class E(¥4) consists of [ objects,

K(EWa) € U/IND@a) = > ( J] mac(w) x

(u,01,0 1) 0EE(Wa)

T Facen @) Taws) (), - Tao, ) (vk—1)), (28)

0i¢E(¥a)
where
7-‘-A(o H Ta; (o) (29)
j=1lm
7-‘-A(m H Tra] (04) Ul] (30)
j=1lm
where two values v and v; are different and are expressed in (u1,- -+, uy,) and
(vit, -+, Vim) on set A(= {a1,az,...,an}) of attributes, respectively. Finally,

family U/IN D (¥ 4) of weighted equivalence classes is,

U/IND(Wa) = {(E(¥a), i(E(Wa) € U/IND(V4))) |
k(E(Wa) € U/IND(W4)) > 0}.(31)

Proposition 3

When (E(W4),k(E(Wa) € U/IND(W,))) is an element of U/IND(¥4) in in-
formation table T, there exists set PT of possible tables where for all pt €
PT UJ/INDWa)p contains E(Wa) and 3_ ,c pr pu(pt) is equal to £(E(¥a) €
U/IND(¥4)).
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Proposition 4

U/IND(¥,) in an information table is equal to the union of the families of
possible equivalence classes accompanied by a probability, where each family of
possible equivalence classes is obtained from a possible table created from the
information table.

Proposition 5
For any object o,

> K(EWa) € U/IND(W4)) = 1. (32)
E(W4)>0
Using families of weighted equivalence classes, we can obtain lower approxi-
mation Apr(®p,¥4) and upper approximation Apr(®p, W) of U/IND(Pg) by
U/IND(W,). For the lower approximation,

Apr(Pp,¥a) = {(EWa), i(E(¥a) € Apr(®5,¥4))) |
K(E(Wa) € Apr(®p,Wa)) > 0}, (33)
K(E(Wa) € Apr(Pp,Wa)) = Y (K(E(Wa) € E(®p)) x
E(®p)
K(E(Wa) € U/IND(Wa)) X 6(E(Pp) € U/IND(®p))),  (34)

where

1if E(Wa) C E(Pp),

0 otherwise. (35)

K(E(4) C E(@5)) = {

Proposition 6

If (E(Wa),k(E(Wa) € Apr(Pp,¥4))) in information table T is an element of
Apr(Pp,Wa), there exists set PT of possible tables where for all pt € PT
Apr(®p,¥a)pe contains E(Wa) and 3, pr p(pt) is equal to k(E(Va) € Apr
(@B, ¥a)).

For the upper approximation,

Apr(@p,%¥a) = {(E(Wa), k(o € Apr(®p,¥4))) |

K(E(Wa) € Apr(Pp,Wa)) > 0}, (36)
K(E(EPA) € ApT(@B,WA)) = H(E(J/A) Ndp 7& @) X
K(E(Wa) € U/INDWa)), (37)

where

1if E(WA) Ndp 7é @,

0 otherwise. (38)

K(E(Wa) NPy # ) = {

From this formula, the upper approximation is trivial when &g = Up; namely,
Apr(Ug,Wa) =U/IND(W,).
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Proposition 7

If (E(Wa),k(E(Wa) € Apr(Pp,¥4))) in information table T is an element of
Apr(Pp,Wa), there exists set PT of possible tables where for all pt € PT
Apr(®p,¥a)pe contains E(Wa) and 3, pr p(pt) is equal to k(E(Va) € Apr
(@, W1)).

For expressions in terms of a set of objects, the same expressions as in
Section 3 are used.

Proposition 8

The lower and upper approximations that are obtained by the method of
weighted equivalence classes coincide with ones obtained by the method of pos-
sible worlds.

5 Information Tables Containing Missing Values

We apply the method of weighted equivalence classes to information tables con-
taining missing values. We briefly compare the method where Kryszkiewicz uses
indiscernible classes with the method of weighted equivalence classes.

When missing values are contained in information table 7', Kryszkiewicz de-
fines binary relation IND(U4) for indiscernibility between objects on set A of
attributes as follows [SIT0]:

INDWUa4) ={(0,0") € U x U |Va € A,a(o) =a(d) Va(o) =*Va(d) =x},(39)

where * denotes a missing value and U is used in place of ¥ when V¥ is equal to
universe U. From this definition, an object having missing values for all attributes
on set A of attributes is indiscernible with any object. This corresponds to “do not
care” semantics of missing values addressed by Grzymala-Busse [45]. By using
indiscernible classes obtained from IND(Uy,), Kryszkiewicz expresses lower and
upper approximations of set & C U of objects:

apr(@,Uy) ={o€ U | Sa(o) C &}, (40)
apr(®,Ux) ={o€ U | Salo)N® #£ 0}, (41)

where Sa(0)(= {0 | (0,0') € IND(Ua)}) denotes the indiscernible class for
object o.

When we use the method of weighted equivalence classes, a missing value in
an attribute is probabilistically interpreted. In the missing value, every element
in the domain of the attribute has the same probability to which the element is
the actual value. In other words, a missing value in attribute a is equal to the
probabilistic value expressed in the uniform probability distribution where every
element over the domain has the same probability 1/|V,|. When attribute value
a(o0) of object o is a missing value,

m(a(o) = G‘(O/)) = Z (/i:('LL,’U) X ﬂ—a(o)(u) X Wa(o’)(v)) = 1/‘Va‘7

u,vEVy
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where 7o) (u) and 74,/ (u) denote probability distributions expressing attribute
values a(o) and a(o’ )ﬁ respectively, and,

je(u,0) = {1ifu:v,

- 0 otherwise.

This shows that the indiscernibility degree of an object taking a missing value
on attribute a with the other objects is equal to 1/|V,|; namely, the object is in-
discernible with all objects with probability 1/|V,|. We express lower and upper
approximations in terms of weighted equivalence classes, as is shown in the pre-
vious section. Differences between the method of Kryszkiewicz and the method
of weighted equivalence classes are clarified in the following simple example:

Example
We suppose that information table T is obtained:
T

0] a1 az ag
1z 1a
2 1 a
3 1 a
4 1 a
5 2 b

The mark O denotes the object identity. Domains V,,, V,,, and V,, of attributes
ai, az, and ag are {z,y}, {1,2}, and {a, b}, respectively.

First, we apply the method of Kryszkiewicz to information table T'. For indis-
cernible classes of each object on attribute a1,

Sal (01) = Sa1(02) = Sa1(03) = Sa1 (O4) = Sa1 (05) = {01702703704705}'

We suppose that & = {01, 02, 03, 04} for simplicity. For the lower approximation,
using formula (40), because of {01, 02,03,04,05}+ € {01, 02, 03,04},

apr(P,Uq, ) =0

* 8 8 R

This shows that we do not obtain any information for the lower approximationﬁ
This is true for different expressions [4J6II2] proposed by several authors. For
the upper approximation, using formula (41), because of {01, 02,03, 04,05} N
{o1,02,03,04} # 0,

apr(d% Ual) = {017 02, 03704705}~

Second, we use the method of weighted equivalence classes. Missing value * in
information table T is expressed in probability distribution {(z,1/2), (y,1/2)},.
Using formulas (24) — (31),

3 When a(0') is a precise value; for example, a(o’) = x, probability distribution Ta(o’)
is expressed in {(z,1)},, where subscript p denotes a probability distribution.

4 Stefanowski and Tsoukids points out that the method of Kryszkiewicz using ”do
not care” semantics creates quite poor results [24]. To handle the problem, other
assumptions for indiscernibility of missing values are proposed [2124].
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U/IND(UCH) = {<{017 02, 03, 04}7 1/2)7 ({017 02,03, 04, 05}7 1/2)}7
Applying formulas (33) — (38),
Apr(@, Ual) = {({01’ 02, 03, 04} 1/2)}
Apr(@7 U 1) {({017 02, 03, 04} 1/2) {({017 02, 03, 04, 05}7 1/2)}
Using formulas (18) — (21),
apr(@, Ual) = {(01’ 1/2)7 (OQ’ 1/2)7 (O37 1/2)’ (047 1/2)}’
GPT(Q Ual) = {(017 ]-)7 <027 1)7 (037 1)7 (047 ]-)7 (O57 1/2)}

Last, we show results by the method of possible worlds. Extended set rep(T') of
possible tables is,

rep(T) = {(pt1,1/2), (pt2,1/2)}p.

pty pta
Oa1 a2 a3 Oa1 a2 a3
121 a 121 a
221 a 2z 1 a
3z 1 a 3z 1 a
4z 1 a 4 1 a
52 20 5y 20

For families of equivalence classes of possible tables,
(U/IND(Ua,),1/2)pt, = {({01,02,03,04,05},1/2)},
(U/IND(Ua,),1/2)pt; = {({01,02,03,04},1/2), ({05}, 1/2)},

For lower and upper approximations of each possible table,

Apr(P,Uqy )pi, =0,
Apr(P,Uq, )pt, = {({01,02,03,04,05},1/2)},
Apr(P,Uqy )pt, = {({01,02,03,04},1/2)}.
Apr(P,Uq, )pt, = {({01,02,03,04},1/2)}.
Finally, using formulas (12) — (17) and (18) — (21),
Apr(®,Uq,,) = {({o1,02,03,04},1/2)},

Apr(®,U,,) = {({o1, 02,03,04},1/2), ({01, 02, 03,04,05},1/2)},
apr(@, Ual) = {(0 1/2) <0271/2) (0371/2)’(0471/2)}’
apr(@, Ual) = {(0 ) (OQ’ ) (0371)’(04’1)7<05’1/2)}'

Indeed, the results obtained from the method of weighted equivalence classes
coincide with ones from the method of possible worlds.

This simple example shows that we obtain correct results for the lower approxi-
mation when weighted equivalence classes are used. On the other hand, we cannot
obtain any information for the lower approximation by the existence of only the
missing value in the method of Kryszkiewicz where indiscernible classes are used.
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6 Conclusions

We have proposed a method, where weighted equivalence classes are used, to
deal with imprecise information expressed in a probability distribution. The
lower and upper approximations by the method of weighted equivalence classes
coincide with ones by the method of possible worlds. In other words, this method
satisfies the correctness criterion that is used in the field of incomplete databases.
This is justification of the method of weighted equivalence classes.

We have applied the method of weighted equivalence classes to information
tables containing missing values under probabilistic interpretation. We obtain
correct results for rough approximations when weighted equivalence classes are
used, even if we do not obtain any results for the lower approximation when the
method of Kryszkiewicz is used.
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