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9.1 Introduction

Without catalysis there would be no life. All catalysts, also the common cat-
alytic converter in a car, need an active surface where the substrate molecules
align specifically to enhance chemical interaction in order to react to product.
Catalysis is a multistep process. Binding of substrate, reaction, and dissoci-
ation of product are the elementary steps. In a more complex catalyst such
as an enzyme, these steps require substantial reorganization of the structure
of the catalyst itself on the atomic level. Each step may be accompanied by
a multiple of different configurations and conformations. It is of importance
for an understanding of catalysis in general that not only the structure of
the free catalyst but also the structures of all complexes that form and decay
along the reaction are determined on the atomic level. For this purpose, the
catalyzed reaction must be recorded with methods such as X-ray structure
determination, which are capable of imaging with atomic resolution. Proteins
are ideal to study catalysis. Only proteins form crystals with large connected
cavities filled by water. The macromolecules are still flexible in the crystals
and, hence, are catalytically active. Substrate molecules diffuse freely through
the channels in the crystals and provide supply for the catalytic reaction. In
almost all cases protein crystals stay stable and do not decompose during the
catalytic reaction. The reaction can, therefore, be followed repeatedly from
the beginning to the very end. There is no other solid body in the organic
or inorganic world from which we can learn so much about catalysis as from
proteins.

9.1.1 Structure and Function of Proteins

The living organisms synthesize, from small organic molecules, complex
macromolecules with numerous chemical and physical properties. On the one
side there are the nucleic acids (DNA and RNA), which store and transmit
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the information of life. On the other side are the proteins built from amino
acids, which perpetuate the functions necessary for life. In contrast to organic
polymers the biopolymers exhibit, on the atomic length scale, a well ordered
structure. For polymers, this is a unique property. The biopolymer structure
determination contributed substantially to the explosive growth of knowledge
in biology and biochemistry. In this context, X-ray crystallography played an
outstanding role.

X-Ray Structure Determination

X-ray structure determination was invented in the first decade of the twenti-
eth century in Munich [1] by researchers around Max von Laue who is com-
monly regarded as the founder of X-ray structure determination. In his famous
book “Röntgenstrahlinterferenzen” von Laue commented skeptically: “Es gibt
Eiweißstoffe vom Molekulargewicht etwa 35 000, die gut kristallisieren. Die
Elektronenverteilung in ihnen zu bestimmen, ist von vornherein aussichtslos.”
This means that he considered protein structure determination as a hopeless
venture in the first place. Already a short period of time later John Kendrew
and coworkers solved the first protein structure [2] that of sperm whale
myoglobin, a protein with a molecular mass of 17.8 kDa. A few years later,
Max Perutz presented the even fourfold larger structure of hemoglobin [3].
Today, roughly 30 000 structures of biomolecules are stored in the protein
database [4], 90% of which are determined by X-ray structure determination
and 10% by nuclear magnetic resonance (NMR). Seventy-five of the struc-
tures are of proteins. The remainder consists of the structures of nucleic acids,
macromolecular carbon hydrates, and protein–nucleic acid complexes.

To become familiar with the concepts of protein crystallography the reader
is referred to existing textbooks (e.g. ref. [5]). In short, because of the peri-
odicity of the crystalline lattice the scattering vectors, which describe the
scattering of radiation, become discrete with respect to length and direction.
These vectors form a lattice, the so-called reciprocal lattice, standing per-
pendicular on the real lattice of the crystal. If a reciprocal lattice point has
the correct orientation towards the incident X-ray beam, or in other words, if
the wavelength of the X-ray radiation matches, a reflection can be observed.
By Bragg’s law the scattering angle is connected to the distance between the
crystalline lattice planes. The larger the scattering angle at a given wave-
length, the smaller this distance and the higher the resolution. The intensity
scattered into a reflection is proportional to the square of the structure factor
amplitude of the molecules that occupy the unit cells of the crystal. To deter-
mine the structure, the intensities of as many reflections as possible have to
be collected. For proteins the number of observed reflections in a data set can
easily exceed 106. The structure factor is a complex number with amplitude
and phase. However, only intensities are measured and the phase is lost this
way. This is referred to as the phase problem of the X-ray structure analy-
sis. A number of methods exist to retrieve the phase [5]. From the structure
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factor amplitudes and the phases an electron density map can be calculated
by Fourier synthesis. This map is the experimental result. Atomic models can
be used to interpret these maps if the resolution is better than about the
diameter of the atoms, which is in the order of 3 Å.

Biocatalysts

Enzymes are proteins with specific catalytic activity. The activity is deter-
mined by the 3D structure of the enzyme. Small ligands, which may bind
to various sites of the enzyme and which may have a drastic influence on
its 3D-structure, decisively determine the catalytic properties of the enzyme,
such as the catalytic rate and substrate affinity. With X-ray crystallography it
is possible to determine the atomic structure of the enzyme–ligand complexes
and elucidate the molecular mechanism of the impact of various ligands on
the enzyme activity.

In enzymes the enzyme–ligand complexes exhibit different structures and
evolve into each other during the catalytic cycle. These complexes are also
refered to as reaction intermediates. A particularly descriptive example is the
catalytic cycle of cytochrome p450cam. p450 enzymes catalyze the insertion of
oxygen into atomic ring systems (here the camphor) and prepare these sub-
stances in this way for metabolism and degradation. Therefore, understanding
this class of enzymes is important to grasp the mechanism of poison reme-
diation and drug metabolism. As many of five (of probably seven) reaction
intermediates on the catalytic pathway of p450cam were structurally charac-
terized [6]. Over several steps, the generation of a mono-oxygen radical is
described in atomic detail. This radical attacks the camphor, which is even-
tually oxidized.

At this point, the question arises how one can determine the structures of
transiently occupied intermediates like those within the p450cam enzymatic
cycle. Such a cycle takes place within a few millisecond. It has been always
a dream to accelerate the structure analysis so much that fast and ultrafast
phenomena could be investigated. However, traditional X-ray structure deter-
mination is a tedious process and even nowadays synchrotron collection of a
conventional monochromatic data set is in the order of minutes. One obvious
loophole is to slow down the reaction so much that there is enough time to
collect a data set. The methods to perform this are called trapping methods.
Although this chapter mainly deals with the converse, which is very fast X-ray
data collection, the trapping methods are valuable tools due to their relative
simplicity and deserve to be presented, however shortly, here.

9.1.2 Structure Determination of Intermediate States
by Stabilization (Trapping) of their Occupation

At room temperature protein intermediates are populated on time scales,
which may span as much as 15 orders of magnitude. Some can be observed
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by using fast time-resolved spectroscopy already on the picosecond and faster
time-scales [7,8], but also life-times in the region of minutes [9,10] are found.
These shortly occupied states are therefore also denoted as metastable or
transient intermediates. Note: this denotation is meant in the sense that the
concentration of molecules in a particular intermediate state but not the inter-
mediate itself is short-lived. The intermediate states can be considered as
energy minima in the multidimensional conformational space of the protein
and are, therefore, time-independent. The collection of suitable X-ray data
may last from minutes at intense synchrotrons to hours in the home lab-
oratory. This is, in nearly all cases, much longer than an entire catalytic
cycle. Consequently, also the metastable intermediates cannot be observed
directly. However, if the occupation of the intermediates can be hold constant
or trapped over a longer period of times, a structure analysis becomes possible
also with conventional methods.

Different trapping methods are listed in the literature [11–14] and are
resumed in Table 9.1. Besides performing the trapping experiments with cat-
alytically nearly inactive mutants [20], the preferred way to slow down a reac-
tion is to lower the temperature. Typically, a reaction is initiated and the
intermediates are stabilized at the temperature of liquid nitrogen (−196◦C)
or lower using liquid helium. These approaches are usually called freeze-trap
experiments. One may also consider starting a reaction at elevated tempera-
tures and plunging the crystal into liquid nitrogen [15,23] after the reaction has
evolved for a period of time. This is referred to as trap-freeze in the literature.
Then, in contrast to the other trapping methods, the time-scale, on which the
reaction proceeds, stays intact. The time-resolution depends on how fast the
crystal can be entirely frozen [24]. Because of this, the trap-freeze methods
can be used only for processes that take place on the millisecond time-scale. If
freeze-trap is used the structural changes are usually restricted due to the low
temperatures [25]. This disadvantage can be overcome by slowly increasing
the temperature to values above or around 180K. At elevated temperatures
structural relaxation can take place. The structure of the newly occupied
state is determined after the crystal is again cooled down. This protocol can
be repeated iteratively to subsequently populate more states as successfully
demonstrated for CO-Myoglobin [26] and for p450cam [6]. With the trapping
methods the structures of a series of reaction intermediates could be observed
in the catalytic cycle of numerous proteins and enzymes (see also Table 9.1 for
an assortment). Experiments at cryogenic temperatures have the advantage
that the crystals are very stable during the X-ray measurements [27].

By using monochromatic X-ray radiation the scattering background can
be substantially reduced, and the reflection intensities are collected to high-
est resolution. The experimentally determined electron density maps are of
exquisite quality. Anyhow, the interpretation of the electron density can be
difficult as reported, for example, for the proton pump bacteriorhodopsin [28].
Once a reaction is started the molecules accumulate in multiple states whose
electron densities mix into each other. Freezing stabilizes the mixture, which
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complicates the structure determination. Moreover, it is not clear whether
the states trapped at low temperatures match those populated at ambient
temperatures.

If the crystallographic experiments are performed at ambient temperatures,
the reaction can evolve in an undisturbed way and authentic intermediates
may be observed. Then, rapid data collection is an essential requirement and
the experiments become time-resolved. In this case, new methods to extract
the intermediates from the time-resolved data had to be developed. Since the
molecular states relax into each other, admixtures of several intermediates
will be observable at any time during the reaction. These admixtures must be
separated into the pure contributions.

If the time is to be used as an additional variable, the amount of data,
which have to be analyzed simultaneously, grows linearly with the number
of time points. Although the well established but slow methods in crystal-
lography had to be given up in favor of rapid data collection, the benefit is
substantial: protein crystallography can finally be linked to chemical kinet-
ics. Roughly 50 years after the first protein structure was solved, this is now
possible.

9.2 Crystallography Meets Chemical Kinetics

Although crystallography is the main subject of this chapter, chemical kinetics
is introduced first. Chemical kinetics leads to the understanding how advan-
tageous it is to use time-resolved crystallographic methods.

9.2.1 Chemical Kinetics

During the course of a reaction catalyzed by an enzyme, the protein molecules
relax through their intermediate states [29]. In Fig. 9.1 a reaction is outlined, in
which four intermediate states are connected by uni-molecular steps. Different
reaction pathways as well as reversible and irreversible steps are possible. The
velocity or, in other words, the rate of each uni-molecular step is determined
by both the rate coefficients k and the concentrations of the particular inter-
mediate in front of the arrow, which determines the direction of the reaction.
The magnitude of a particular rate coefficient is determined among other fac-
tors by the height of the activation energy barrier between the corresponding
two states.

The time-dependent concentrations of molecules in the intermediate states
can be calculated by integrating the coupled differential equations that
describe the mechanism. Equation 9.1 shows the equations of mechanism III
in Fig. 9.1 as an example. The concentration in state D is determined by the
conservation of mass. The integration can be performed by using the approach
that the increase and decay of the concentrations of the intermediates can be
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Fig. 9.1. Four different kinetic mechanisms for a reaction with four states, A-D.
k1 . . . k4 are the rate coefficients that describe the mechanisms

described by exponential functions [30]. For more complicated cases, which
are not subject of this chapter, other approaches must be found [31–34].

d [A]
dt

= −k1 [A]

d [B]
dt

= k1 [A] − k+2 [B] − k4[B] + k−2 [C]

d [C]
dt

= k+2 [B] − k−2 [C]

[A] + [B] + [C] + [D] = const.

(9.1)

The exponential approach is valid if the thermal equilibration about all
degrees of freedom in a protein is much faster than the time needed to depop-
ulate an intermediate. At room temperature and on a time-scale longer than a
few nanosecond this is usually the case. Integration proceeds by determining
the eigenvalues λi and eigenvectors of the so-called coefficient matrix of the
reaction (see ref. [35] for illustrative examples). The eigenvalues are the relax-
ation rates, the (absolute) inverse of which are called the relaxation times.
The eigenvectors are also denoted eigenconcentrations [36] and determine (up
to a constant of integration) the preexponentials [Pij ] of the exponential func-
tions. Equation 9.2 shows the general solution: Anyone of the three exponential
terms is called a transient of the intermediate.

[A] = [P11] eλ1t + [P12] eλ2t + [P13] eλ3t

[B] = [P21] eλ1t + [P22] eλ2t + [P23] eλ3t

[C] = [P31] eλ1t + [P32] eλ2t + [P33] eλ3t.

(9.2)
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Fig. 9.2. Time-dependent normalized concentrations of the four states in mecha-
nism III shown in Fig. 9.1. Black solid line, intermediate A; red line, intermediate
B; green line, intermediate C; back dashed line, final state D. Data are on a loga-
rithmic time scale. Arrows show the two observable transients when intermediate B
depopulates. Rates: k+1, 800 s−1; k+2, 500 s−1; k−2, 300 s−1; k+3, 50 s−1

In Fig. 9.2 the coupled differential equations are integrated and the time
dependent concentrations are shown for mechanisms III in Fig. 9.1. Not
only one but several intermediate states are occupied at almost each time
point. This is the reason that admixtures are observed. However, if the time-
dependent concentrations are known or can be determined accurately enough
from the data, one has, in general, a chance to separate the admixtures. This
can be done only if the time-scale is preserved in the experiment.

A convenient way to determine the mechanism is to perform time-resolved
spectroscopic experiments. However, the assignment of spectroscopically
observable intermediates to atomic structures may be difficult [37, 38]. In
many cases it is unknown how far structural changes are connected to
changes observed, for example, in the optical absorption spectra. Vice-versa,
it is also possible that a structural change remains silent in the wavelength
range accessible to the particular experimenter. It is, therefore, desirable to
determine the kinetic mechanism based on structural evidence using time-
resolved X-ray data and use the results from spectroscopy as complementary
information.

9.2.2 Time-Resolved X-Ray Structure Analysis

Fast time-resolved X-ray structure analysis has been developed starting in
the mid eighties of the previous century (see ref. [39] for a short histor-
ical summary) with the first Laue images on protein crystals. Moffat [40]
was well aware of the possibilities inherent to this method: both, the chem-
ical, kinetic mechanism and the structures of the intermediates can be
determined.
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Time-Resolved Pump-Probe Experiments

To detect the shortly occupied intermediates, the X-ray data must be collected
as fast as possible. Intense and very short, in the order of 100 ps, polychromatic
X-ray pulses are generated at third generation synchrotrons such as the ESRF
in Grenoble/Fr or the APS in Argonne/USA. In these synchrotrons electrons
travel in bunches close to light velocity and typically circle around in about
3.5 μs. In the standard operation mode of the synchrotron several hundreds of
these bunches may be equally spaced in the storage ring. In special operation
modes one bunch is circling either alone – this mode is referred to as the
single bunch mode – or the bunch is traveling opposite to and well separated
from a super bunch – this mode is sometimes referred to as the hybrid mode
(Fig. 9.3).

In pump-probe experiments a reaction is first started, for example, by an
intense laser flash and the structure is probed by an X-ray pulse at a time
Δt after the laser flash (Fig. 9.3). The minimum Δt that can be resolved is
the time-resolution. It depends on the duration of the X-ray flash and that
of the laser, whichever is shorter. X-ray flashes are generated using so-called
insertion devices such as wigglers or undulators [41]. The radiation can be
optimized to the needs of the crystallographic experiment by the design of the
insertion device [42–44]. X-ray flashes from a single bunch at 3rd generation
synchrotrons last about 100ps and contain approximately 1010 photons at the
position of the protein crystal [45, 46]. This is sufficient to collect analyzable
scattering patterns. Single pulse experiments become feasible [47,48] and the
maximum available time-resolution can be exploited. Figures 9.3 and 9.4 show

laser:
Nd-YAG pumped dye

glass fiber

crystal

Laue reflection pattern
on CCD or imaging plate

fast shutter
2μs @ 907 Hz

ms shutter
1.1 ms

insertion device
undulator

synchrotron

laser

X-rays

X-ray

ΔT

Fig. 9.3. Experimental setup for a time-resolved crystallographic experiment
(schematically). Here the “hybride mode” at the Advanced Photon Source is
sketched. A single X-ray flash is extracted by a shutter train consisting of a slow
and a fast shutter. The crystal is irradiated by this short X-ray flash a time-interval
Δt after the reaction has been initiated by an intense laser flash
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ca 300 μs probe:
single X-ray flash
100 ps

radiation from
super bunch,
blocked

907 Hz: 1.1ms2 μs

slow shutter
1.1 ms

1.3 μs

flash lamp
pumps laser

Q-switch
activates laser

pump:
laser pulse ~ 4 ns

fast shutter

RF trigger

Fig. 9.4. Synchronization of the single X-ray pulse, the fast and slow shutters, and
the laser set up for a nanosecond time resolved experiment. Several time delays after
the radio frequency (RF) trigger are needed to synchronize the different components.
For automation, these time-delays are provided by programmable delay generators

how the various components of the experiment are synchronized. A shutter
train consisting of a fast shutter that opens every 1.1ms for roughly 2 μs and
a slow shutter with an opening time of 1.1ms extracts the 100 ps X-ray flash.
By reversing the phase of the fast shutter, the stronger radiation from the
super-bunch (c.a. 800 ns) can also be used on the cost of time-resolution.

Slower processes, however, can also be recorded in the normal operation
mode. In this case a range of possible time resolutions is available. By slowing
down the fast shutter time-resolutions from 2 μs to about 10 μs are usually
possible. If the processes are even slower, the fast shutter can be left open and
the time resolution can be selected by the opening time of the millisecond
shutter.

The integral intensity of the reflections must be collected during the time
of the X-ray flash. However, the mosaicity of the protein crystals determine
the reflection range with typical angles in the order of 0.1◦ [49]. An attempt
to collect the entire integral intensity of a reflection within a single flash of
monochromatic radiation would require that the whole mosaicity is rotated
through Ewald’s sphere within 100ps. Hence, the crystal would have to be
rotated by about 106 rounds per second, which is not possible. Consequently,
still exposures must be used.

Still exposures are used with great success in the field of crystallogra-
phy with quasi monochromatic neutrons pioneered by Niimura and coworkers
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[50,51]. In these experiments the Δλ/λ of the incident neutrons is in the order
of only a few percent and excellent data to highest resolution can be collected
and analyzed as if they were monochromatic. An analogous approach would
be conceivable also in time-resolved crystallography. Nevertheless, the volume
of the reciprocal lattice sampled within one exposure is quite small. Since the
reaction in the crystal has to be reinitiated for each exposure, it is advanta-
geous to collect as many reflections as possible simultaneously. This can be
done using polychromatic radiation. Then, the fairly simple and well estab-
lished monochromatic methods must be replaced by the Laue method [52].

The Laue Method

With the Laue method not only a large fraction of reciprocal space is sam-
pled at once (Fig. 9.5) but also the entire integral intensity of all the reflec-
tions in that volume is collected instantaneously without rotating the crystal.
Therefore, the Laue method has been established as the method of choice in
time-resolved crystallography. By using polychromatic radiation, the deter-
mination of accurate structure amplitudes is not quite trivial due to four
principal problems:

1. Since a substantial number of reflections is excited at once there is a
large probability that the reflections overlap substantially on the detector
[53–55]. This spatial overlap can be resolved by using analytical or numer-
ical reflection profiles, which are determined at numerous positions on the
detector with the help of nonoverlapping reflections [56, 57].

Fig. 9.5. Time-resolved Laue photograph on a crystal of a myoglobin mutant, 35 ns
after reaction-initiation. The photograph has been recorded on a Mar345 imaging
plate at Lauebeamline 14ID-B, BioCARS, APS, Argonne/USA by using radiation
from an undulator
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2. If reflections whose indices share a multiple of a basic index triple are
exited simultaneously, they scatter in exactly the same direction [58]. This
is the case, for example, for the 6 8 10 and the 9 12 15 reflections, which
share the basic index 3 4 5. This exact overlap is called the harmonic
overlap and earlier, reflections affected by this overlap were dismissed [55].
However, the number of harmonically overlapping reflections (harmonics)
is small compared to the number of singlets, which comprise about 80% of
the Laue reflections [54,58]. Since the harmonic overlap especially applies
to reflections at low resolution, the completeness at low resolution is par-
ticularly low if harmonics are disregarded. This effect is also referred to as
the “low resolution hole.” However, the harmonic overlap can be resolved
and the low resolution hole filled if a particular harmonic or its symme-
try mates are measured multiple times at different crystal settings [59].
If such multiple measurements are not available, data statistics such as
the resolution dependent distribution of reflection intensities and other
a-priori knowledge can be employed to estimate the contributing intensi-
ties [60, 61].

3. The intensity of the primary X-ray beam is varying within the bandwidth
as a function of the X-ray energy. Therefore, dependent on the orientation
of the crystal, the reflections are exited by different frequencies (energies)
and intensities of the primary beam. The reflection intensities, therefore,
must be brought to a common scale. This is called wavelength normaliza-
tion accounted by the so-called λ-curve. The λ-curve can be determined
directly from the data set of the unscaled reflection intensities and corrects
in addition for all wavelength dependent parameters such as the detector
sensitivity and the scattering power of the crystal [40]. Highly flexible
Chebychev polynomials are successfully used [47, 56, 59, 62] to align the
λ-curve. However, if the spectrum of the incident X-rays varies sharply,
the λ-curve is difficult to determine. This is the case especially at the crit-
ical wavelength of an undulator. Therefore, normalization of data from
undulator radiation has been reported only recently [43, 44].

4. A large fraction of the polychromatic X-rays is not reflected at all and
generates a scattering background due to, amongst other things, crystal
disorder, capillary scattering, scattering by air, and Compton scattering.
This background prevents the determination of very weak reflection inten-
sities, which are common at high resolution. The background is substan-
tially reduced using radiation with a smaller bandwidth, which is typically
generated by specially designed “narrow bandpath” undulators [43, 44].
With radiation from such a device the data can be collected to higher res-
olution, and the accuracy of the reflection intensities is greatly enhanced
due to the high peak intensity of the radiation. Therefore, the “narrow
bandpath” undulator is the preferred device. It balances the advantages of
a radiation, which is as much as possible monochromatic, with the needs
for a bandwidth, which allows the instantaneous collection of the integral
reflection intensities of a larger part of reciprocal space.
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9.3 From the Reaction Initiation
to Difference Electron Density Maps

9.3.1 Reaction Initiation

To determine the structures of the intermediates, the intermediate states
must be transiently occupied at a sufficiently high level. The X-ray struc-
ture analysis averages over a large number (typically 1014) of molecules in
the crystal. Therefore, it is indispensable, as many molecules as possible are
in the same state at the beginning of the reaction. This state must be pre-
pared by the reaction initiation [63]. Protein crystals suitable for experiments
with the time-resolved X-ray structure analysis have edge lengths of approx.
150 μm. For slow reactions it is sufficient to diffuse the substrate into the
crystal [64]. The crystals can be saturated with substrate within seconds to
minutes [13]. Indeed, the catalytic rate must be much slower to ensure a signif-
icant population of intermediates. The time-resolved X-ray structure analysis
is particularly qualified to analyze fast processes. Consequently, the reaction
initiation must be also performed very fast. Processes activated by light are
well suited for this purpose, since they can be triggered by short and ultra-
short Laser pulses (Figs. 9.3 and 9.4).

For enzymes, “caged” substrates that are inactive in the dark can be used.
After the crystal is saturated by theses substrates, the reaction is initiated
by an intense light flash and the substrate is enzymatically processed to the
product. The rate of activation of the “caged” substrates is usually in the
order of microsecond and intermediates that become populated on similar time
scales can be observed [65]. The fastest processes, however, can be observed
if the protein itself contains a photoactive functional group. After irradiation
with light, the earliest intermediates may be populated on very fast time scales
(ps and faster). Then, the observability of these intermediates depends on the
time-resolution of the method itself, which is determined here either by the
duration of the X-ray pulse or by the duration of the laser flash that initiates
the reaction, whichever is slower.

If the protein molecule contains a chromophore, the crystals are unusually
optically dense at or close to the absorption maximum of the chromophore.
Small crystals with edge lengths around 100 μm should be used and the wave-
length of the exciting light should be selected substantially off the peak absorp-
tion to ensure homogeneous illumination throughout the volume of the crystal
probed by the X-ray beam. Pulsed lasers are convenient to initiate reactions
in protein crystals with cross-sections of about 0.01 mm2. Shortest pulse dura-
tions and the precise adjustment of the wavelength are possible [66–69]. The
laser beam can be split to illuminate both the bottom and the top of the
crystal to maximize the volume which is homogenously illuminated.

In crystals of proteins with a moderate molecular mass of about 20 kDa,
the concentration of a chromophore is very often around 50mmol l−1. In a
crystal volume of 1 nl 50 pmol (3 × 1013) of molecules are present. In ideal
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cases, each chromophore absorbs one photon. 3 × 1013 blue photons have a
total energy of about 15 μJ. Common laser setups deliver in the order of 5 mJ
per pulse into a cross-section of about 1 mm2 after the light pulse is coupled
into and transported through a glass fiber. Even if 99% of the photons miss
the crystal enough photons are available.

The time point when the laser flash impinges the crystal can be controlled
exactly (Fig. 9.4). The experimentally determined jitter of light pulses from
a Q-switched Nd:YAG laser is in the sub-nanosecond regime (V. Srajer, Bio-
CARS, personal communication). However, the pulse duration of such a laser
setup is typically around 4 ns, which is more than one order of magnitude
larger than that of the X-ray flash. Recently, experiments with light pulses
from a femtosecond laser were performed on myoglobin mutants at the Euro-
pean Synchrotron Radiation Facility [45,46]. To avoid damage by the intense
laser intensity and to facilitate the penetration of the laser light in the crystal,
the femtosecond pulses were stretched to a few picosecond. With these pulses
the maximum possible time-resolution of 100ps, the duration of the X-ray
flash, became possible and early processes were observed.

Usually, the number of photons in one incident X-ray pulse is not large
enough to produce a sufficiently strong diffraction pattern. For each crystal
setting multiple X-ray exposures (of the order of 10–100) are necessary even
with the strongest X-ray sources [45]. Accordingly, the reaction must be reini-
tiated each time. To collect an entire data set multiple crystal settings with
an angular spacing in the order of 3◦ (depending on the bandwidth of the
radiation from the insertion device [39]) are necessary.

9.3.2 Detectors

In protein crystallography, area detectors are used to collect the reflection pat-
terns. These should posses an aperture as large as possible to collect reflections
at highest scattering angles, they should be highly sensitive to determine the
intensity of even the weakest reflections accurately and they should have a
very good pixel resolution to separate even closely spaced reflections. About
107 X-ray photons are scattered on the detector during the 100ps duration
of the X-ray pulse. This means that the detector must be able to handle 1017

events per second. Common gas detectors or multiwire detectors with typical
counting rates of 105–106 Hz cannot be considered. The X-ray photographic
film that has been used frequently to collect Laue-data is not sensitive enough.
However, area detectors like the image plate and the CCD detector fulfill the
above criteria and are therefore used throughout. Since these detectors must
be read out, which lasts some seconds, all experiments to date are therefore
of the “pump-probe” type. For each X-ray exposure the reaction in the crys-
tal must be restarted. New detectors will consist of a mosaic of individually
addressable pixels that can be read out extremely fast [70]. If these pixel
detectors can be “time gated,” a stroboscopic mode of data collection will
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become possible, where an entire time-course of diffraction patterns can be
recorded after the reaction is initiated only once.

9.3.3 Data Reduction

The results of a successful scattering experiment are digitized images of reflec-
tion patterns (see Fig. 9.5). From these accurate structure factor amplitudes
must be obtained, which is performed by the data reduction software. This
software has to cope with the special requirements associated with the Laue
method. Only a limited number of software packages should be mentioned here
(see ref. [39] for a larger assortment): (1) The Daresbury Laue Software Suite
Lauegen [71] is used for the initial indexing and geometric refinement. The
separation of spatial overlaps and integration is done by Prow [57]. Finally the
λ-curve is determined and the harmonics are deconvoluted by Lscale [62]. (2)
The Chicago LaueView suite [56, 59] integrates all necessary steps into one
program. Recently, a new, commercial program package, Precognition and
Epinorm, has been released (www.renzresearch.com) in which the experiences
gathered primarily from data reduction with LaueView have been condensed.
With automatic pattern recognition of nodals and ellipses observable in the
Laue reflection pattern, the data reduction becomes semi-automatic, robust,
and particularly easy to use also for novices.

9.3.4 Difference Maps

To follow the reaction in the crystal, data sets of Laue structure ampli-
tudes |Ft| at different time-points after the reaction initiation are collected.
The time points are ideally arranged equidistant on a logarithmic time-scale.
Because of this, fast and slow relaxations are equally considered. In addition,
the structure amplitudes of the dark state |FD| are collected as a reference.
By subtraction of the structure amplitudes of the dark state from the time-
dependent Laue amplitudes time-dependent difference structure amplitudes
ΔFt = |Ft| − |FD| are obtained. Using the phases φD from the ground state a
set of time-dependent difference electron density maps Δρt can be calculated
(9.3):

Δρt =
1
Ve

∑
hkl

wΔFt eiφDe−2πi(hX+kY +lZ), (9.3)

where hkl are the reflection indices, X, Y, Z are fractional coordinates, Ve is
the volume of the unit cell, and w is a weighting factor. Difference maps should
be preferentially weighted [72–75] to reduce the influence of outliers and inac-
curately determined reflection intensities. The maps are typically contoured
on a positive or negative multiple of their root mean square deviation (σ-
value, see Fig. 9.6). Negative difference density refers to locations from which
atoms migrated to other positions and positive values refer to newly occupied
positions. The time series of difference electron density maps contain both the
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Fig. 9.6. Time-dependent, weighted difference electron density map, 2ms after
reaction initiation Contour levels, negative, red/gray −3σ/−4σ; positive, blue/cyan
3σ/4σ. Atomic structure in yellow, ground state model; atomic structure in green,
guide to the eye, approximate explanation of the positive difference electron density
features

structure information, which eventually leads to the determination of struc-
tures of the intermediates, as well as the time information, which leads to the
determination of a chemical, kinetic mechanism.

9.4 Experiments

A substantial number of successful time-resolved experiments using the Laue
method have been performed so far on different biological systems [39]. How-
ever, in the context of this chapter, only myoglobin and the photoactive yellow
protein are considered, since the importance of both molecules was the driving
force for the development of the new, fast methods. Results from crystallo-
graphy are subsumed, however, shortly here.

9.4.1 Myoglobin

Myoglobin is a small heme-protein with a molecular weight of 17.8 kDa and
153 amino acids. Carbon monoxide binds as a sixth ligand to the iron(II) of the
heme. This coordinative bond can be ruptured by a photon absorbed by the
heme. Figure 9.7 subsumes most of the findings from photoflash experiments
at low temperatures and at room temperature in the wild-type Mb and in the
mutants L29F and L29W [17,19, 25, 26, 45, 46, 73,76–81].
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Fig. 9.7. Close view of the active site in Myoglobin. Site B, bound CO; sites L1–L4,
flash experiments at low temperatures; site D, distal docking site at room tempera-
ture, equivalent to site L3; site P, proximal docking sites; F2, F3, and F4, additional
sites observed in the 150 ps study on the L29F mutant

The first successful, fast time-resolved experiments with single bunch X-
ray exposures were performed by Srajer et al. [78] on wild-type CO-myoglobin
at room temperature. A series of six time-dependent difference maps between
4 ns and 1.9ms showed the position of the CO after the flash. The CO is in site
D, also called the distal docking site. Site D is equivalent to site L3 found at low
temperatures in combination with long illumination times. After photolysis,
subsequent rebinding of the CO was followed. However, a meaningful kinetic
analysis became possible as soon as difference electron density maps were
available at significantly more time points [73].

In addition to the distal docking site another binding place for the CO
was identified on the proximal side of the heme (Fig. 9.7, position P), which
could also be observed in the wild-type and in both the L29W and the L29F
mutants [26, 45, 46, 79–81].

For a quantitative analysis, the total electron count in the various sites
was identified by integrating the difference electron density. In the wild type,
about 40% of the CO molecules have been flashed away. The distal docking
site is fully occupied already 1 ns after the flash and is depopulated on a time
scale of 100 ns. Simultaneously, site P is occupied. The CO escapes in less
than 1 μs to other places and most likely also to the water space. However, it
seems that an equilibrium is established between the molecules in site P with
those outside the protein. At around 100 μs after the flash the CO rebinds to
the iron. It should be stressed here that the exact trajectory of CO molecules
between the binding sites cannot be determined due to principal reasons. A
sufficient occupation of states is only possible at those sites, which can be
thought of local but pronounced energy minima on the reaction coordinate.
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An approximate CO migration pathway can be identified by comparing
time-resolved X-ray data on the Wild-Type Myoglobin with those on the
L29W mutant [81]. The bulky tryptophane that replaces the leucine at posi-
tion 29 on the distal side of the heme pocket serves as a dynamic plug, which
keeps the CO particularly long in the proximal docking site P. It is interest-
ing, however, that the CO leaves site P about one order of magnitude faster
(1.5ms) than it rebinds to the iron (25ms). Obviously, the Trp29 keeps the
CO from migrating to the distal side and it has to escape to the solvent on
the proximal side. In the Wild-Type escape from site P as well as rebinding
happens roughly simultaneously on a time-scale of some 100 μs, much faster
than in the L29W mutant. The reason for this is that in the Wild-Type the
migration pathway to the distal side is not blocked, CO can easily migrate
to the distal side and escape to the solvent from there [82]. This shows that
the proximal pathway is insignificant for CO escape. Since the L29W mutant
rebinds CO so slowly, a particularly long-time window is opened to follow the
initial relaxations in the protein without interference from CO rebinding. The
initial relaxation phase appears to be nonexponential, which is evidence for a
more complicated reaction dynamics at fast time-scales.

9.4.2 The Photoactive Yellow Protein

The Photoactive Yellow Protein (PYP) is a 14 kDa protein with bright yel-
low color, which was initially isolated from the bacterium Ectothiorhodsopira
halophila [83]. PYP is proposed to be the primary acceptor for a light
induced signaling cascade in the cell. E. halophila is negatively phototac-
tic [84]; the absorption spectrum of PYP is similar to the action spectrum of
the bacterium. The mechanism how the signal is transduced from the PYP-
photoreceptor into the bacterium, however, is not fully understood.

In Fig. 9.8 the X-ray structure of PYP is shown [85]. The central chro-
mphore, para-coumaric acid (pCA, also called 4-hydroxicinnamic acid) is
embedded in the typical PAS domain fold [86], a five-stranded antiparallel
β–sheet flanked by 3 helical segments, which accounts for roughly 80% of the
PYP.

The pCA chromophore can be excited by a blue photon, upon which the
configuration of the pCA changes from trans to cis. This drives the PYP
molecule into a photocycle with four in the UV/vis range identifiable inter-
mediates I0, I0

#, pR, and pB [7,87] (see also Fig. 9.9). It is assumed that the
pB state is the signaling state and, therefore, is responsible for the negative
phototaxis. Further spectroscopic investigations suggest that both states, pR
and pB, are structurally heterogeneous [37, 38, 89–91].

Up to now the structures of two or probably three of the intermediates
associated with the photo-cycle were determined. An early intermediate has
been trapped and its structure was determined at cryogenic temperatures [18].
The structure most likely corresponds to that of an early intermediate I0 or
probably I0

#.
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Fig. 9.8. Crystal structure of the photoactive yellow protein. red, helices; green,
sheets; yellow, connecting loops. The position and the structure of the pCA-
chromophore is displayed in addition. The pCA chromophore is bound to Cys69
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Fig. 9.9. The PYP photocycle and the optical absorption spectra of the PYP inter-
mediates in solution [90]. Ground state pG (absorption maximum at 465 nm), exited
state pG∗, early occupied intermediates I0 and I0

# (absorption in the green), later
intermediates pR (red shifted absorption maximum), pB (blue shifted aborption
maximum). An additional intermediate I1’ between pR and pB is postulated [37]
and evidence for an inhomogeneous pR state is found [89], time scales from [7,37]
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The structures of the other two intermediates were determined from only
one electron density map each using the time-resolved X-ray structure anal-
ysis. The structure of one of the two, probably also I0

#, was determined
from a pump-probe experiment at 1 ns [74, 92]. That of the other, probably
pB [93] was determined from the photostationary state of PYP, which can be
generated by exposing the PYP crystal to a 200ms pulse of blue laser light.

From PYP well scattering, rod-shaped hexagonal crystals of space group
P63 can be grown, which are very well suited for the time-resolved X-ray
structure analysis. A number of studies that involve a series of time-dependent
difference maps on PYP and its mutants are presented so far [21,22,74,94–96].
For the first time a fit of exponential functions to time-dependent difference
electron density features found in the time-dependent difference maps became
possible [74]. Using these exponential function a movie with frames closely
spaced in time could be prepared by interpolation. The reader should not
fall to the intuitive idea that this movie shows the trajectory of the atoms
moving through the unit cell. In fact, this movie showed the appearance and
disappearance of positive and negative difference electron density features
at particular locations in space. These features indicate the population and
depopulation of intermediate states, whose electron densities and structures
must be extracted from the movie. For this purpose, Schmidt et al. [21] applied
for the first time a new method, which is based on the singular value decom-
position, to a time-series of 15 time-dependent difference maps collected on a
time-scale from 5 μs to 100ms. From this, the structures of the intermediates
as well as plausible kinetic mechanisms can be derived. This new method is
explained in the following.

9.5 A New Method for the Analysis
of Time-Resolved X-ray Data

Difference maps consist of numerous positive and negative density features.
It is not sufficient to determine the time-course of the integral density of
only a few features. The temporal variation of all features should rather be
considered and described simultaneously and in a global way. New methods
for the analysis of these maps are required.

9.5.1 The Singular Value Decomposition

As explained in Sect. 9.2.1 the velocity, or rate, of uni-molecular reactions is
proportional to the occupation of the intermediate states in the crystal and to
the rate coefficients k. If the concentration of molecules in one intermediate
state is declining, one or more subsequent intermediate states are occupied,
until finally, the ground or dark state is reached. As a result at each time-
point multiple intermediate contribute simultaneously to the time-dependent
difference electron density maps (see also Fig. 9.2).
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These maps are extremely difficult to interpret, unless the mixture can
be separated into the pure contributions. For this purpose the time infor-
mation can be exploited by a component analysis such as the singular value
decomposition (SVD). The SVD is widely employed in spectroscopy [97–103],
and it is also applied to analyze genome wide expressions of RNA [104] or to
trajectories from molecular dynamics simulations [105,106]. However, for the
analysis of time-resolved X-ray data, new tools had to be developed [75]. The
underlying principles of these new tools are described here.

The SVD is only successful if the data depend linearly on the components,
which are, here, the time-dependent occupations, or fractional concentrations,
of the intermediates. Reflection intensities, for example, are not linearly depen-
dent on the concentrations. Therefore, it is not clear what results if the SVD is
applied to them. In contrast, electron density is equivalent to concentration.
Because of the difference approximation [107] this holds also for difference
electron density values.

For an SVD analysis, the time-series of t = 1 . . . T difference maps must be
related one by one and in temporal order to corresponding column vectors of
a data matrix, called matrix A here. This can be done with relative ease since
the maps are represented in the computer on a grid with m = 1 . . .M grid
points. For a difference map at time point t, the difference electron density
found in the mth grid point can be written to the nth element of the tth
column vector of matrix A. The order, how the mth grid point is matched to
the nth element of the vector in A does not play a role, even if it is done in
a completely random fashion. Of course, a once constituted order, which has
been applied to the first map/vector pair, must stay the same throughout the
t = 1 . . . T maps and vectors.

There is no need to relate an entire difference map to a vector of matrix
A, only the asymmetric unit needs to be considered. Smaller volumes such as
the volume occupied by protein atoms can be used and the remaining water
space left out. Moreover, also those grid points that do not contain significant
difference electron densities throughout the time-course can be disregarded.

Once a protein mask is used to constrain the volume, typically M =
100 000 grid points have to be considered per map for a protein of 20 kDa
molecular mass. This number reduces to less than 20 000 if only those grid
points that contain difference electron density larger than 2σ or smaller than
−2σ are considered. A matrix, which consists of 20 difference maps with
100 000 grid points each, can be decomposed (9.4) in less than half a minute
on a personal computer into a T ×M dimensional Matrix U , which contains
the left singular vectors (lSV), the T × T square diagonal matrix S , diagonal
elements of which are called the singular vaules (SV), and the transpose of
the T × T square matrix V . The rows of V T are called the right singular
vectors (rSV).

A = USV T (9.4)



222 M. Schmidt

The lSV are the spatial main components and are difference density maps.
The rSV contain their temporal variation, whereas the SV are weighting fac-
tors. Later, the decomposition matrix A can be approximated or reconstructed
in a least squares sense using only the significant singular vectors and values.

9.5.2 The Noise Filter

The number of significant singular values and vectors is related to the (min-
imal) number of intermediates in the reaction. Consider a (hypothetical)
reaction, where molecules in the ground state (D) are excited to only one
intermediate state, IS1. The molecules simply relax back to the ground state:
IS1 → D. In this hypothetical experiment, T = 10 time-dependent difference
maps follow the relaxation. Because of the nature of this reaction, there is only
one kind of difference map present, the IS1-D (IS1 minus D) difference map,
which vanishes with time. Obviously, the mean or average difference map is
equivalent to the IS1-D difference map. Consequently, after the SVD there
is only one significant lSV and the corresponding rSV describes its temporal
variation. The lSV occupies the first column, the rSV the first row, respec-
tively, in the matrices U and V T , since the SVD algorithm orders the singular
vectors and values according to there significance. Additional nine lSV and
rSV are present, in which the density features vary fast in time. They do
not contribute to the true signal and contain only noise. One should realize
that all 10 difference maps in data matrix A can be approximated by another
matrix A′ simply by reversing (9.4) and taking into consideration only the
first vector of matrix U and V and the first singular value from matrix S .

Now consider a reaction, where the molecules relax through two interme-
diates. IS1 → IS2 → D. Then, the first significant lSV1 will be again the
average electron density of the relaxation processes and the rSV1 describes
its temporal variation. However, this time, the lSV1 will consist of a mixture
of the IS1-D and IS2-D difference maps. There will be a second significant
lSV2, which contains the average deviation from the average difference map,
and of course, there is also a second rSV2 describing its temporal variation.
However, the remaining eight insignificant vectors at position 3 to 10 in the
matrices U and V contain only noise. In the case of two intermediates, data
matrix A′ can be constructed using the first two significant singular vectors
and values only.

These examples can be expanded easily to more intermediates and demon-
strate that it is important to judge the number of significant singular values
and vectors. This can be done conveniently if the lSV, which are difference
maps, are displayed on a graphics screen. Figure 9.10 shows one significant and
one insignificant lSV from mock (simulated) difference maps at 21 time points.
It is of pivotal advantage that the structure of the ground state can be dis-
played in addition, because it guides the eye to positions where signal should
be present. This structural constraint exquisitely facilitates the discrimination
of significant from insignificant lSV. It should be mentioned that the sign of
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A B

Fig. 9.10. Significant and insignificant left singular vectors from a simulation
employing three intermediates plus the dark state. (a) First most significant lSV,
contour level: red/gray, −3.5σ/−4.5σ; blue/cyan, 3.5σ/4.5σ. (b) 5th (insignificant)
lSV, contour level: red/gray, −2.0σ/−3.0σ; blue/cyan, −2.0σ/−3.0σ. Yellow atomic
model: structure of the ground state. Green atomic model: guide to the eye

the difference electron density is irrelevant in the lSV. In the reconstruction of
data matrix A′, the correct sign is restored by the rSV. Therefore, signal can
be identified if spatially contiguous density of whatever sign is found on top of
the atoms of the ground state. Very often, signal with opposite sign is found
in the vicinity of the atoms. In contrast, noise is randomly sprinkled around,
and is not contiguous. The lSVs in Fig. 9.10 demonstrate this behavior. How-
ever, in the presence of noise, some of the signal may smear into insignificant
lSV. Indeed, there is some small signal found in the fourth lSV (not shown),
whereas the time course was generated using only three intermediates. The
additional, structural information introduced by the dark state model facil-
itates the detection of this small signal. Even in the presence of substantial
noise all the signal can be collected safely into the reconstructed matrix A′

and discriminated from noise this way [95]. This noise filter property is used
to enhance the signal to noise level in the time-dependent difference maps.
For a more thorough discussion of the multiple origins of noise in difference
maps see ref. [75].

At this point, the goal is still to determine the structures of the intermedi-
ates from the main components of the SVD. However, the noise filter property
is a very important feature of the decomposition, which should be described
first. We will come back to the structure determination later in this chapter.
Since the SVD exhibits a noise filter property it can be used to determine
better phases for the difference structure factor amplitudes.

After matrix A′ has been successfully reconstructed using only the sig-
nificant lSV, SV, and rSV, the vectors in this matrix contain noise-reduced
difference maps. The maps are Fourier-transformed from which difference
structure factors with amplitudes and, more important, with phases are
obtained. These difference structure factors can be used in a phase recombi-
nation scheme outlined in Fig. 9.11 to generate improved difference structure
factors ΔFsvd [21, 74, 75].

From these, new difference maps are calculated and the procedure iter-
ated. The phase improvements are of the order of 10◦–15◦ in the average [75]
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svd can be used to calculate phased difference maps

depending on the noise level. This procedure is called SVD-flattening in accor-
dance to solvent flattening [108]. In contrast to solvent flattening, which
utilizes a-priori chemical knowledge, SVD-flattening uses both chemical infor-
mation and time information in an objective way for the phase improvement.
The resulting maps can be contoured at higher sigma values, and the difference
electron density features become better analyzable.

9.5.3 Transient Kinetics and Kinetic Mechanisms from the SVD

The right singular vectors (rSV) of the SVD describe the temporal varia-
tion of the corresponding left singular vectors (lSV), hence the kinetics, if
any, is observed in the rSV. The time courses in the rSV are linear combina-
tions of the true time courses of the difference electron density values in the
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Fig. 9.12. The right singular vectors as determined from an SVD of 15 time-
dependent difference electron density maps from the photo cycle of PYP on a log-
arithmic time-scale. The ordinate shows the magnitude of the elements of the rSV
weighted with the square of the appropriate singular value. Filed circle, filled square,
filled trianlge, cross, first through fourth significant right singular vector. Solid lines:
global fit with three exponential funcitions. Vertical dashed dotted lines denote the
relaxation times τ1 . . . τ3 at 170 μs, 620 μs, and 8.5 ms

time-dependent difference maps. Likewise, the lSVs consist of linear combi-
nations of the true intermediate difference electron densities. Hence both the
mechanism and the intermediates cannot be observed directly.

However, the biggest advantage of the SVD is that one is able to observe
a set of relaxation steps or phases in the rSV (Fig. 9.12). These steps are
commonly referred to as relaxation times of the transient kinetics (see also
Fig. 9.2). If only a few difference electron density features are taken into
account, the relaxation times are usually difficult to find due to signal-to-
noise problems. However, if all difference electron density features are ana-
lyzed simultaneously or globally by SVD the relaxation times can be extracted
accurately.

The numerical values of the relaxation times are determined by globally
fitting exponential functions to the significant rSVs (Fig. 9.12). The number
of functions that have to be used to accomplish a satisfactory fit is equivalent
to the number of relaxation times. After the fit the relaxation times are found
at those times where the exponential functions, each, have decreased to 1/e of
their initial value. They provide the key access to the determination of mecha-
nism since they establish the (minimal) number of intermediates present. For
example, in Fig. 9.12, three relaxation times are observable. Therefore, N = 3
intermediates plus the dark state are present and the general mechanism has
therefore N + 1 states. If a fit with exponential functions, one per relaxation
step each, can be performed successfully, a simple mechanism [109] holds.
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The analysis proceeds by fitting a mechanism selected from the general
mechanism to the rSV. One difficulty is that the rSV correspond to a linear
combinations of the true time courses. Since this linear transformation is not
known, it is not trivial to restore a common scale. Consequently, usually, the
amplitudes of the rSV, which are the magnitudes of the vector elements in
each rSV, are not used in the fitting procedure and the mechanism is fitted
using only the relaxation times. It has been shown above that the relaxation
rates are the (absolute) eigenvalues of the coefficient matrix. Usually, the
number of rate coefficients is larger than the number of observed relaxation
rates and the system of linear equations is underdetermined and all candidate
mechanisms fit equally well. Structural and stoichiometric constraints can be
used to further exclude or retain certain mechanism (see “posterior analysis”
below).

Once the concentrations are successfully fitted to a particular rSV the rela-
tive contribution of the corresponding lSV to the time-independent difference
electron density of an intermediate is determined [21, 75], see also [97]. The
time-independent difference map of the intermediate state Ij (j = 1 . . .N) is
composed of the contribution of all significant lSVs (s = 1 . . . S) averaged over
all measured time points ti. In other words, the significant lSVs are projected
on the time independent difference electron density with the help of the fitted
concentrations. This projection, of course, is done for all the N intermedi-
ates and results in a set of N time-independent difference maps, ΔρIj , one for
each intermediate state ISj , from the time-course of time dependent difference
maps.

To be acceptable the ΔρIj must be interpretable by a valid atomic model.
If this cannot be done, the mechanism is not correct. An example is shown
by Schmidt et al. [75]: consider the case that among the intermediates of
the (unknown) true mechanism one intermediate employs two transients (see
Fig. 9.2 for an example). If the chosen candidate mechanism is such that each
intermediate has only one transient, mixtures, which cannot be explained by a
unique atomic structure, are likely to occur in the time-independent difference
maps and this particular mechanism must be discarded.

In addition, the number of suitable candidate mechanisms can be reduced
by re-evaluating the mechanisms on the absolute scale present in the crys-
tallographic data. Since this becomes possible only after the structures of
intermediates are determined, this method has been called posterior analy-
sis [21, 75] and is explained later in this chapter.

9.5.4 Determination of the Structures of the Intermediates

From the time-independent difference electron densities, ΔρIj , the structures
of the intermediates must be determined. It is not trivial to model a structure
into difference maps due to the following reason: if atom A1 is replaced by
another atom A2, atom A1 would leave a negative difference electron density.
However, the positive difference electron density of atom A2 replenishes this
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FD

ΔFIj

FIj
ext

Fig. 9.13. Argand-diagram for the construction of extrapolated structure factors
from phased difference structure factors. ΔFIj , difference structure factor obtained
by Fourier-inversion of the time-independent difference map of intermediate Ij. Fext

Ij ,
extrapolated structure factor of intermediate Ij

negative “hole.” The result is a flat difference electron density at this position
and the structure cannot be modeled.

Extrapolated, conventional electron density maps, ρext, however, show the
correct electron densities and are, therefore, suitable to model structures. The
extrapolated maps are constructed according to Fig. 9.13. The difference map,
ΔρIj , is Fourier-inverted and a multiple f of the resulting difference structure
factor ΔFIj is added to the structure factor of the dark state FD. Note, the
ΔFIj are phased due to the averaging properties of the SVD. The resulting
extrapolated structure factor Fext

Ij is used to calculate the extrapolated map
ρext

Ij . The factor f is determined in such a way that the extrapolated map
is free of electron density at positions where prominent negative difference
electron density features can be observed in the time-independent difference
map ΔρIj . Atomic models are aligned conveniently into the extrapolated map
and are refined conventionally against the extrapolated amplitudes

∣∣F ext
Ij

∣∣ or
with the difference refinement [110,111] against Fcalc

D + ΔFIj . Both methods
can be performed using, for example, the frequently used refinement program
CNS [112].

9.5.5 Posterior Analysis

Posterior analysis partially resolves the degeneracy of the chemical, kinetic
mechanisms by introducing at the same time both stoichiometric and struc-
tural constraints. It can be applied only after the structures of the inter-
mediates are determined. The basic idea is that the observed time-dependent
difference electron densities, which may or may not be SVD-flattened, are com-
pared on a common and preferentially absolute scale with calculated difference
electron densities.
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A common scale, on which the time-independent difference electron density
is represented, is lost after the SVD. Similar problems are described in the
field of time-resolved spectroscopy and they are circumvented by introducing
stoichometric constrains, which ultimately lead to the development of SVD
with self modeling (SVD-SM) [101,102,114]. In time-resolved crystallography,
the intermediate structures are used to restore a common, absolute scale.
Then, both the structural and stoichometric constraints are automatically
included.

On the absolute scale, the integrated electron density of an atom is directly
related to its concentration or occupation. With the structures of the inter-
mediates and the initial (dark) state, the concentrations determined from the
particular candidate mechanism can be used to calculate difference maps,
Δρ(k, t)calc, which then become dependent on the time, on the mechanism,
and the magnitude of the rate coefficients. For this purpose, structure factors
FIj (FI0,FI1..FIN ) are calculated from the structures of the dark state and
the j = 1 . . .N intermediates, respectively. Difference structure factors ΔFIj

are determined by subtraction of the dark state structure factors FI0 from
those of the intermediates. With the ΔFIj time independent difference maps,
Δρcalc

Ij , one for each intermediate, are calculated by Fourier-synthesis. Can-
didate mechanism with rate coefficients k are employed as previously fitted
to the rSV to determine the time-dependent concentrations, cj(k, t), of the
intermediates. Difference maps, which now depend on time and the rate coef-
ficients, are derived on the absolute scale from these concentrations according
to (9.5):

Δρ(k, t)calc =
N∑

j=1

cj(k, t)Δρcalc
Ij . (9.5)

These maps are fitted to the observed difference maps by varying the rate
coefficients using (9.6) as the kernel of a minimization problem:

T∑
t=1

M∑
m=1

1〈
|Δρ(t)|SVD

〉 (
Δρm(t)SVD − CPAΔρm(k, t)calc

)2
, (9.6)

where Δρm(k, t)calc is the calculated time- and mechanism-dependent differ-
ence electron density values and Δρm(t)SVD is the SVD-flattened difference
electron density values at grid point m of the difference maps [21]. If all grid
points were considered, the noise features would largely influence the fit, since
the signal is usually concentrated only at a small number of grid points [73].
Therefore, those M grid points can be taken into consideration where the sig-
nal exceeds 2σ or falls below −2σ. The calculation is done at all T time points.
The fit is weighted by the average of the absolute difference electron density
values in the observed difference maps 〈|Δρ(t)SVD|〉. This ensures that maps
at later time points, where the signal may have been already greatly reduced,
are equally considered.
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CPA is a linear fit parameter and corresponds to the concentration of
activated molecules at the beginning of the analysis. More formally, CPA is the
constant of integration in the solutions to the coupled differential integrations,
which describe the mechanism. CPA can be determined from the first one or
two pairs of observed and calculated maps.

9.5.6 Verification of the Functionality of the SVD-Driven Analysis
by Mock Data

Since it was unknown how an SVD driven analysis performs with time-resolved
X-ray data, mock data were used to determine the limits of such an analysis
[75]. Numerous realistic influences on the mock data were considered:

1. The signal to noise levels in the difference amplitudes, which were used to
calculate the difference electron densities, were varied from 0.5 times to
about 10 times the signal-to-noise values observed in experimental struc-
ture amplitudes.

2. Simple and more complex chemical, kinetic mechanisms were taken into
account. Typically 20% reaction initiation was assumed, which is a realis-
tic value for time-resolved experiments. As a result, for some mechanisms,
the peak concentrations of some intermediates were not higher than about
5%.

3. The number of time points was varied between five time points to only
one time point per logarithmic decade.

4. The extent of reaction initiation was also varied randomly from time point
to time point. In addition to the random noise in the structure amplitudes,
substantial systematic noise across the time axis was modeled. In some
mock time-courses the reaction initiation was allowed to vary even between
5 and 17%. Hence, the variation is much larger and the extent of reaction
initiation is much smaller than expected from the experiment.

The results can be subsumed as follows. First of all, the SVD is quite
insensitive to random noise in the difference amplitudes. Only in the case of
unrealistically large noise levels the SVD-driven analysis fails, whereas on the
experimentally observed noise levels the SVD analysis is stable. Intermediates
with only 5% peak occupation can be extracted. This result attenuates the
common belief that such low occupancy values are not suitable for a structural
characterization.

Three to five time points per logarithmic decade are usually sufficient for
a successful data analysis. The variation of reaction initiation from time point
to time point has a large influence. If it is (unrealistically) large, the analysis
might fail even if the noise in the structure amplitudes is moderate. However,
if an outlier is present, which means that the reaction initiation at single
time points is either too high or too low compared to the average, it can be
identified and corrected. Once the results with mock data showed how the
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SVD performs with X-ray data [75], the analysis was applied to experimental
time-resolved data [21].

9.6 The SVD Analysis of Experimental
Time-Resolved Data

In the next paragraphs the first application of the SVD based analysis [21]
to 15 difference maps collected on the late photocycle of PYP (from 5 μs
to 100ms) is described. All new methods listed in this chapter (from the
SVD-flattening to the posterior analysis) were used to find the structures of
the intermediates and identify a set of plausible mechanisms. Newest results
on almost the entire photocycles of the PYP Wild-type [22] and the E46Q
mutant [96] are also summarized shortly.

9.6.1 SVD-Flattening

Figure 9.14 shows on the left side selected observed (weighted) difference maps
near the chromophore of the PYP. Numerous features are present. Noticeable,
there are also some negative features (red difference electron density) distant
from the dark state model (in yellow). Since the negative features are expected
to be exclusively on top of the dark state atoms, it is evident that these features
must result from the noise in the maps. However, if the time-series of maps is
decomposed by SVD and the first four significant singular values and vectors
are used for a resynthesis, the maps on the right side of Fig. 9.14 are obtained.
Here, the number of negative features on incorrect positions is reduced. In
addition, the magnitude of the remaining features is greatly enhanced. As a
consequence the signal-to-noise ratio is substantially larger and the maps can
be contoured on a larger level and can be much better inspected and analyzed
further by a mechanistic analysis.

9.6.2 The Mechanistic Analysis of the PYP data

In Fig. 9.12 the right singular vectors (rSV) as derived from an SVD-analysis
of the 15 difference maps spanning the temporal range from 5 μs to 100ms
are shown. The fit with exponential functions reveals three relaxation rates
at 170 μs, 620 μs, and 8.5ms. Hence the general mechanism consists of three
intermediate states plus the ground state. As mentioned earlier, a common
or absolute scale is lost in the rSV. So, only the relaxation rates but not the
amplitudes of the rSV can initially be used to fit the mechanism. Since the
relaxation rates are the eigenvalues of the coefficient matrix, the exponen-
tial approach is unambiguous only if the number of reaction coefficients is
equal to the number of relaxation times. This is true only if an irreversible,
sequential mechanism holds (Fig. 9.1, mechanism I). For the present PYP
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Fig. 9.14. Effect of the SVD-flattening. (a, c, e, g) Experimental, weighted dif-
ference electron density at 5 μs, 250 μs, 2ms, and 15 ms; (b, d, f, h) same as left
panels after SVD-flattening. Contour levels left: red/white, −2σ/ − 3σ; blue/cyan,
2σ/3σ; right: red/white, −3σ/−4σ; blue/cyan, 3σ/4σ. Structure of the dark state
in yellow. Amino acid residues Tyr42, Glu46, Arg52 as well as the chromophor pCA
are marked in (a)

data the sequential mechanism employs three rate coefficients which have to
be related to three relaxation rates. It is shown later in this chapter that this
simple mechanism does not hold. More complicated mechanisms with more
rate coefficients must be employed.

It is useless to fit all rate coefficients that may occur in a general mech-
anism. Nevertheless, it makes sense to fit candidate mechanisms with four
rate coefficients (Fig. 9.1, mechanisms II to IV). Some of these mechanisms
should be able to reproduce the true but unknown concentrations so well that
they become indistinguishable from the true concentrations, given the noise
in the data. Since the fit is underdetermined, some user input is required. For
example, it should be possible to fix the ratio of some rate coefficients, or one
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Fig. 9.15. (a) Pure, authentic difference electron density extracted with the SVD-
driven analysis. Contour levels: red, −4σ; blue, +4σ. Structure of the dark state
in yellow. (b) Extrapolated, conventional electron density of one of the identified
intermediates, structure of the intermediate in red. Contour level 1.5 σ, chromophore,
and Arg52 depicted in blue

should think about reasonable start values for the rate coefficients and do not
allow them to vary too much. In any case, the extracted difference maps must
be homogeneous.

In the late photocycle of PYP, three time-independent difference maps
were found, from which map 2 and 3 where homogeneous and the first, earlier
map was not. Since the analysis was started in the middle of the photocycle,
an early intermediate most likely mix into the first map. This admixture can
then be separated only if data at earlier time points become available. In
Fig. 9.15 the second intermediate identified in this study is shown.

9.6.3 The Structures of the Intermediates in the Late Photocycle
Between 5 μs and 100ms

The structure of the PYP dark state is sketched in yellow as a reference in
Fig. 9.15a. The chromophore is in the trans configuration. The pCA head is
fixed by a hydrogen bond network between Tyr42 and Glu46. After 5 μs the
head is disrupted from this network in part of the molecules. Residual features
suggest that still another intermediate with intact head hydrogen bonds is
present (not shown). The next intermediate populates between 125 μs and
2ms. Here, the head has been flipped to the solvent (Fig. 9.15b). Arg52 is
pushed into the solvent space already on a 100 μs time scale. In the third
intermediate which is populated between 1 and 100ms Arg52 is still swung
out and the chromophore head points to the solvent. Although cis, the foot
of the chromophore in IS3 is closer to the dark state position than in IS2.

9.6.4 Plausible Kinetic Mechanisms

Posterior analysis (see Sect. 5.5) was applied to the PYP data to reduce the
number of possible kinetic mechanisms. Time-dependent difference maps were
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calculated (9.5) from IS1, the two homogenous structures IS2 and IS3, the
dark state structure, and the kinetic mechanisms listed in Fig. 9.1 as explained
earlier. Figure 9.16 shows the result of the fit of the calculated maps to the
SVD-flattened maps. The extent of reaction initiation was about 25%.

The irreversible, sequential mechanism could be discarded based on gross
residual electron density. However, the others were still indistinguishable.
Figure 9.17 compares the concentrations of the intermediates derived from
the incompatible mechanism I (Fig. 9.17a) with those calculated from one
of the compatible mechanisms (Fig. 9.17b). Obviously, the concentrations of
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Fig. 9.16. Mean squared residual density in the residual maps Δρsvd − Δρcalc

after the fit of the different candidate mechanisms from Fig. 9.1. Filled circle, can-
didate mechanism I; open square, candidate mechanism II; filled square, candidate
mechanism III; cross, candidate mechanism IV. The significance of the fit can be
estimated from the error bar, which was calculated from the variation (σsvd) of the
SVD-flattened difference maps around their mean values
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Fig. 9.17. Fractional concentrations (Cfrac) of the intermediates after posterior
analysis. Solid, dotted, dashed dotted lines: concentration of intermediates IS1 (a),
IS2 (b), IS3 (c), respectively. (a) Mechanism I; (b) mechanism III in Fig. 9.1
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intermediate C in mechanism I deviate grossly in magnitude from the other
compatible mechanism. With mechanism I, large residual density features were
observed in the residual maps ΔΔρt = Δρt

svd − Δρt
calc, whereas the resid-

ual maps obtained from the other candidate mechanisms were almost empty.
Based on this, the irreversible sequential mechanism I in Fig. 9.3 could be
disregarded in favor of the other, however, still degenerate, candidate mecha-
nisms.

9.6.5 The Entire Photocycles of the Wild-Type PYP
and its E46Q-Mutant

After the successful analysis of the slower part, the entire reaction cycles of the
Wild-Type PYP and of its E46Q mutant was investigated on time scales from
1ns to 2 s and 10 ns to 100ms, respectively [22, 95, 96]. In the Wild-Type five
intermediates were identified and their structures determined. The structure
of the shortest-lived one, Icp, most likely resembles that of I0

# (Fig. 9.18).
This intermediate decays on a time scale of 10 ns in favor of an admixture of
two distinct intermediates called pRCW and pRE46Q (Fig. 9.18). The structure
of the former is similar to Icp but has a distorted chromophore geometry, the
structure of the latter is also identified in the E46Q mutant. This admixture
has also been observed in the earlier study [21] on the microsecond time scale.
The admixture decays on the microsecond time scale to typical pB states,
structures of which are called pB1 and pB2. The dark state pG is reached
after 1 s.

In the E46Q-mutant intermediate Icp was not observed most likely because
it has already relaxed at the fastest time of 10 ns. An intermediate similar to
Icw was also not observed in this mutant. Two states with structures similar
to pRE46Q in Fig. 9.18 were identified on the nanosecond time range. Two pB
states are populated up to about 50ms. By focusing on the chromophore the
mutant apparently cycles about one order of magnitude faster than the Wild-
Type. In the Wild-Type as well as in the mutant, a step-wise dislocation of
the chromophore from its hydrogen bonding network is observed. The final,
putatively signaling state in the Wild-Type is pB2. In this state structural
changes at the N-terminus of PYP were identified. However, in the mutant

pG Icw pRE46QIcp pB1/pB2

Tyr42 Glu46

Cys69

pCA

Fig. 9.18. Structures of the chromophore and the nearest environment in the pho-
tocycle of the Wild-Type PYP)
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an additional, putatively optically silent, species with the chromophore in the
dark position but with signal on the protein exists, which relaxes on a similar
same time scale as pB2 in the Wild-Type.

9.7 Picosecond Time Resolution and Beyond

Picoseconds

With existing third generation synchrotrons, X-ray pulses in the range of
100ps can be exploited [45, 46] to observe short lived intermediates at the
beginning of a reaction cycle such as I0 of PYP (Fig. 9.8). At room temper-
ature and at times faster than some nanoseconds the relaxation kinetics of
proteins becomes complicated [81, 114]. This is because the time scale of the
time-resolved experiment and the time scale of the diffusive processes within
the biomolecules [115] match. The simple picture of chemical kinetics has to
be replaced by another type of relaxation kinetics, which explicitly considers
these specific motions [116]. In some respect, room temperature experiments
at ultrafast times have some similarities to experiments at low temperatures
and longer times [31]. Extending time-resolved protein crystallography to the
picosecond time-range will give new insights in the physical nature of this
very elementary behavior of biomolecules. Traveling of signal from the source,
or epicenter, of the excitation through the molecule [74] can be followed in
a larger time-range, giving direct evidence for the viscoelastic properties of
these molecules.

Femtoseconds

The femtosecond time scale is a challenge for the design of hard X-ray
sources. Two concepts exist in the moment, which will make these experiments
possible.

1. The plasma sources: X-rays are generated by focusing a powerful ultra-
short laser pulse on a thin band of metal such as copper. A plasma is
formed at the surface, electrons of which are accelerated deeper into the
material, hence generating intense, but quite divergent [117] X-ray radi-
ation during the pulse duration of the laser. These X-ray pulses can be
used for femtosecond time-resolved experiments.

2. The free-electron laser (FEL): In this machine electrons are accelerated
to several GeV either by a linear accelerator or by other means [118,119]
and channeled into an undulator system, which can be very long (in the
order of 100–200m). Here, in a self amplified spontaneous emission (SASE)
process [120], hard X-ray beams with enormous brilliance are produced.
About 1033 photons/(smm2 mrad2 0.1% bandwidth) of wavelength 1 Å
are expected for the European FEL at the “Deutschen Elektronen Syn-
chrotron” (DESY) in Hamburg [70]. This brilliance is at least 10 orders of
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magnitude higher compared to the strongest existing synchrotron X-ray
sources at that wavelength. Depending on the design, the expected pulse
duration is in the 10–100 fs range and the number of X-ray photons per
pulse is in the order of 1013. This opens the opportunity to collect a
diffraction image even from single molecules [121,122]. For time-resolved
experiments pump-probe sequences on tiny crystals are conceivable. This
would facilitate, for example, a homogenous reaction initiation. However,
the small bandwidth of this device and the complicated spectrum of the
XFEL radiation complicate the use of the Laue method and the experi-
ments probably must be conducted in a different way. In addition, issues
like radiation damage or the orientation of the sample at the intersection
of the laser and the X-ray beams have to be addressed. Then, however,
the gap between femtosecond and picosecond can be closed.

Protein crystals can be envisioned as containers that preserve a periodic
arrangement of small molecules around which they wrap. Because proteins
are highly flexible, the small molecules can react in them without risking the
integrity of the crystalline lattice. Hence, numerous chemical reactions most
likely become directly observable. By pushing the limits with respect to time
and spatial resolution, the direct four-dimensional observation of electronic
displacements in these small molecules will become possible not only but
also on the femtosecond time scale, which probably can even be expanded
to attoseconds in the future [123]. The technical challenges, however, can not
be foreseen by now.

9.8 More Applications

The time-resolved X-ray structure analysis has evolved to a true structure
determining method. It is generally applicable for the investigation of fast
and slow processes in protein crystals. Cyclic, light initiated processes in PYP
and bacteriorhodopsin [28,124,125] are paradigms for such types of reactions.
In bacteriorhodopsin mixed states have been reported to generate problems
with the determination and attribution of structure [28]. The application of
the time-resolved X-ray structure analysis restores the time-scale to separate
this admixture. This will lead to a cleaner and unambiguous determination
of the structures of the intermediates. In any case, the proton pump bacteri-
orhodpsin is a good example to point out future challenges, since the pumped
proton usually cannot be observed in X-ray structure determination and must
be derived spectroscopically [126] or calculated theoretically [127,128] from the
structure of the heavier atoms. Time-resolved neutron crystallography would
directly show its position. However, for this purpose extremely strong, pref-
erentially pulsed neutron sources, which do not exist at present, are required.

The new methods become indispensable if noncyclic reactions in (poten-
tially pharmacologically relevant) enzymes are to be depicted. Apart from the
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Michaelis complex numerous other intermediates along the reaction pathway
are likely to be identified and structurally characterized. Activation of an ini-
tially inactive (caged) substrate will usually be necessary to initiate the reac-
tion [9, 14, 129]. However, after activation and consumption of the substrate
the product must be washed away and the caged compound reloaded. Multi-
ple X-ray exposures, which to date are still necessary to collect one reflection
pattern, must be avoided. Any attempt to enhance the primary beam flux den-
sity is therefore highly desirable. New devices such as the mentioned plasma
sources, the free electron lasers for hard X-rays, advanced optics for shaping
and focusing the incident X-ray beam, and new detector systems [70] will pave
the way to a general and fast application of time-resolved crystallography to
numerous reactions in proteins.
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