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Abstract. In (k, n) threshold secret sharing scheme, Tompa and Woll
consider a problem of cheaters who try to make another participant re-
construct invalid secret. Later, the model of such cheating is formalized
in some researches. Some schemes secure against cheating of these mod-
els are proposed. However, in these models, the number of colluding
participants is restricted to k − 1 or less. In this paper, we consider k
or more colluding participants. Of course, secrecy is not maintained to
such participants. However, if considering detecting the fact of cheating,
we need to consider a cheating from k or more colluding participants.
In this paper, we propose a (k, n) threshold secret sharing scheme that
is capable of detecting the fact of cheating from n − 1 or less colluding
participants. A scheme proposed by Tompa and Woll can be proven to
be a (k, n) threshold secret sharing scheme that is capable of detecting
the fact of cheating from n − 1 or less colluding participants. However,
our proposed scheme is much more efficient with respect to the size of
shares.

1 Introduction

Background. A (k, n) threshold secret sharing scheme [1,10] is a cryptographic
primitive used to distribute a secret s to n participants in such a way that a
set of k or more participants can recover the secret s and a set of k − 1 or less
participants cannot obtain any information about s. A piece of information held
by participant is called a share.

Various problems in (k, n) threshold secret sharing schemes are considered.
Above all, the problem of cheaters in threshold schemes is considered in various
researches.

Tompa and Woll [11] considered the following cheating scenario. Suppose that
colluding participants want to cheat another participant by submitting forged
shares in the reconstruction. They succeed if the reconstructed value is different
from the original secret. Later, a model of such cheating is formalized in [3,8].
Some schemes secure against cheating of these models are proposed [2,7,8,11].

Our Contribution. In the models of [3,8], the number of colluding participants
is restricted to k − 1 or less. However, we can consider k or more colluding
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participants. Of course, secrecy is not maintained to such participants. However,
if considering detecting the fact of cheating, we need to consider a cheating from
k or more colluding participants. In this paper, we construct a (k, n) threshold
secret sharing scheme that is capable of detecting the fact of cheating from n−1
or less colluding participants.

Schemes in [2,7,8] are not capable of detecting the fact of cheating from k
or more colluding participants. Scheme in [11] is capable of detecting the fact
of cheating from n − 1 colluding participants. However our proposed scheme is
much more efficient with respect to the size of shares. Particularly, the size of
the share in the proposed scheme is a few bit longer than lower bound of [7]
when parameter k,n are small and |S|1 is smaller than 1/ε , where ε denotes the
successful probability of cheating and S denotes the set of secrets.

Organization. The rest of the paper is organized as follows. In Section 2, we
briefly review the models of secret sharing schemes capable of detecting cheating,
and we discuss previous works done on them. In Section 3, we introduce a new
model of cheating from n−1 or less colluding cheaters. In Section 4, we present an
efficient scheme secure in the new model. In Section 5, we consider the problem
of forged reconstruction result. In Section 6, we summarize our work.

2 Preliminaries

2.1 (k, n) Threshold Scheme

In secret sharing schemes, there are n participants P = {P1, . . . , Pn} and a dealer
D.

A model consists of two algorithms: ShareGen and Reconst. Share genera-
tion algorithm ShareGen takes a secret s ∈ S as input and outputs a list
(v1, v2, . . . , vn). Each vi is called a share and is given to a participant Pi. Or-
dinarily, ShareGen is invoked by the D. Secret reconstruction algorithm Reconst
takes a list of shares and outputs a secret s ∈ S. In a (k, n) threshold scheme
[1,10], any k or more participants can recover s but no subset of less than k
participants can determine any partial information about s.

2.2 Secret Sharing Schemes Secure Against Cheating

A secret sharing scheme capable of detecting cheating was first presented by
Tompa and Woll [11]. They considered the scenario that k − 1 or less cheaters
submit forged shares in the secret reconstruction phase. Such cheaters will suc-
ceed if another participant in the reconstruction accepts an incorrect secret2.

There are two different models for secret sharing schemes capable of detecting
such cheating. Carpentieri, De Santis, and Vaccaro [4] first considered a model

1 Throughout the paper, the cardinality of the set X is denoted by |X |.
2 Please note that here we focus on the problem of detecting the fact of cheating with

unconditional security. Neither secret sharing schemes which identify cheaters [3,6]
nor verifiable secret sharing schemes [9,5] are within the scope of this paper.
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in which cheaters who know the secret try to make another participant recon-
struct an invalid secret. We call this model the “CDV model.” Recently, Ogata,
Kurosawa, and Stinson [8] introduced a model with weaker cheaters who do not
know the secret in forging their shares. We call this model the “OKS model.”

As in ordinary secret sharing schemes, each of these models consists of two
algorithms. A share generation algorithm ShareGen is the same as that in the
ordinary secret sharing schemes. A secret reconstruction algorithm Reconst is
slightly changed: it takes a list of shares as input and outputs either a secret or
the special symbol ⊥ (⊥ �∈ S.) Reconst outputs ⊥ if and only if cheating has
been detected. To formalize the models, we define the following simple game for
any (k, n) threshold secret sharing scheme SS = (ShareGen, Reconst) and for any
(not necessarily polynomially bounded) Turing machine A = (A1, A2), where A
represents cheaters Pi1 , . . . , Pik−1 who try to cheat Pik

.

Game(SS, A)
s ← S; // according to the probability distribution over S.
(v1, . . . , vn) ← ShareGen(s);
(i1, . . . , ik−1) ← A1(X);
// set X = s for the CDV model, X = ∅ for the OKS model.
(v′i1 , . . . , v

′
ik−1

, ik) ← A2(vi1 , . . . , vik−1 , X);

The advantage of cheaters is expressed as Adv(SS, A) = Pr[s′ ∈ S ∧ s′ �= s] ,
where s′ is a secret reconstructed from v′i1 , v

′
i2

, . . . , v′ik−1
, vik

and the probability
is taken over the distribution of S and over the random tapes of ShareGen and A.

Definition 1. A (k, n) threshold secret sharing scheme SS is called a (k, n, ε)-
secure secret sharing scheme if Adv(SS, A) ≤ ε for any adversary A.

2.3 Previous Work

In this subsection, we briefly review the known bounds and constructions of
(k, n, ε)-secure secret sharing schemes.

Tompa and Woll have proposed a scheme [11] that can be proven to be a
(k, n, εCDV)-secure secret sharing scheme in the CDV model. Where Vi denotes
the set of shares, the size of share |Vi| is as large as ( (|S|−1)(k−1)

εCDV
+ k)2.

A lower bound for the size of shares in the CDV model is described as follows:

Proposition 1. [4] In the CDV model, the size of shares for (k, n, εCDV)-secure
secret sharing schemes is lower bounded by |Vi| ≥ |S|

εCDV
.

Ogata et al. improved this bound when the secret is uniformly distributed:

Proposition 2. [8] In the CDV model, if the secret is uniformly distributed,
then the size of shares |Vi| for (k, n, εCDV)-secure secret sharing schemes is lower
bounded by |Vi| ≥ |S|−1

ε2CDV
+ 1 .
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Ogata et al. also presented the lower bound for the size of shares for (k, n, εOKS)-
secure secret sharing scheme in the OKS model as follows.

Proposition 3. [8] In the OKS model, the size of shares for (k, n, εOKS)-secure
secret sharing schemes is lower bounded by |Vi| ≥ |S|−1

εOKS
+ 1 .

Within the OKS model, Ogata et al. have proposed a (k, n, εOKS)-secure secret
sharing schemes that satisfies the bound of Proposition 3 with equality [8]. How-
ever, this scheme is proven to be secure only if the secret is uniformly distributed.
Within the CDV model, Cabello et al. have proposed a (k, n, εCDV)-secure secret
sharing scheme [2]. The size of share is a little longer than the lower bound of
Proposition 2. Further, the scheme is secure for arbitrary secret distribution, but
, in this scheme, the successful cheating probability is uniquely determined from
the size of the secret. Obana et al. have generalized this result in [7]. In this
scheme, the successful cheating probability can be chosen without regard to the
size of secret.

3 New Model of Secret Sharing Schemes Secure Against
Cheating

Some kinds of cheating are not covered by the OKS(CDV) model. For example,
cheaters who know k or more shares are not considered. Schemes in [2,7,8] are
proven to be secure in the CDV model or OKS model. However, if cheaters
know k or more shares, these schemes are not secure. The successful cheating
probability is one.

Actually, cheating from k or more colluding participants exists. Of course,
secrecy is not maintained to such participants. However, if considering detecting
the fact of cheating, we need to consider a cheating from k or more colluding
participants. Therefore, it is highly desired to construct secret sharing schemes
capable of detecting cheating from k or more colluding participants with un-
limited computational power. To this end, we define new models : the OKSn−1

model and the CDVn−1 model which are slight modifications of the OKS model
and the CDV model, respectively. Cheaters in the new models are allowed to
know n − 1 shares. To characterize such cheaters, a game is defined as follows.

Game(SS, B)
s ← S; // according to the probability distribution over S.
(v1, . . . , vn) ← ShareGen(s);
(i1, . . . , in−1) ← B1(X);
// set X = s for the CDVn−1 model, X = ∅ for the OKSn−1 model.
(v′i1 , . . . , v

′
ik−1

, in) ← B2(vi1 , . . . , vin−1 , X).;

The advantage of cheaters is redefined by Adv(SS, B) = Pr[s′ ∈ S ∧ s′ �= s] ,
where s′ is a secret reconstructed from v′i1 , v

′
i2

, . . . , v′ik−1
, vin and the probability

is taken over the distribution of S and over the random tapes of ShareGen and
B. In CDVn−1 model, s seems to be non-valuable information for B2 , because k
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or more colluding cheaters can reconstruct secret . However, in the case of (n, n)
threshold structure, s is valuable for B2 .

Please note that the CDVn−1 model is the most powerful model of cheating.
Because, now, target participant’s share is the only information that cheaters
don’t know. Besides, please note that all the bounds for the OKS (CDV) model
(e.g. Propositions 1-3) are also valid for OKSn−1 (CDVn−1) since a scheme secure
in the OKSn−1 (CDVn−1) model is also secure in the OKS (CDV) model.

However, the schemes secure in the OKS(CDV) model are not necessarily
secure in the OKSn−1(CDVn−1) model. For example, the schemes presented in
[2,7,8] are not secure in the OKSn−1(CDVn−1) model. In these schemes, k or
more cheaters can know any other participant’s share vin . So, they can adjust
v′i1 , v

′
i2

, . . . , v′ik−1
such that reconstructed result from v′i1 , v

′
i2

, . . . , v′ik−1
, vin is the

value which they want.
However, the schemes presented in [11] can be proven to be secure in the

CDVn−1 model.
Next, we briefly review the scheme presented in [11].

3.1 The Tompa and Woll Scheme[11]

The share generation algorithm ShareGen and the share reconstruction algorithm
Reconst is described as follows3.

Share Generation. On input a secret s ∈ {0, . . . , |S| − 1}, the share generation
algorithm ShareGen outputs a list of shares (v1, . . . , vn) as follows. Here, q is a
prime such that q > (|S| − 1)(k − 1)/ε + n:

1. Generate random polynomial f(x) of degree k−1 over Zq such that f(0) = s.
2. Choose n distinct elements r1, . . . , rn uniformly and randomly from {1, . . . ,

q − 1}.
3. Compute vi = (f(ri), ri) and output (v1, . . . , vn).

Secret Reconstruction and Validity Check. On input a list of k shares (vi1 , . . . ,
vik

), the secret reconstruction algorithm Reconst outputs a secret s or ⊥ as
follows:

1. Reconstruct ˆf(0) from vi1 , . . . , vik
using Lagrange interpolation.

2. Output ˆf(0) if ˆf(0) < |S| holds. Otherwise Reconst outputs ⊥.

In this scheme, k or more cheaters can’t know any other participant’s share rin .
This scheme can be proven to be a (k, n, ε)-secure secret sharing scheme in the
CDVn−1 model, and the size of share |Vi| is q2 = ( (|S|−1)(k−1)

ε + n)2. Further,
the scheme is secure for arbitrary secret distribution.

3 We made slight modification to the parameter of [11]. Because, the parameters in
[11] are the parameters considering at most k−1 cheaters. We change the parameters
to the parameters considering at most n − 1 cheaters.
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4 Proposed Scheme

Tompa and Woll scheme’s Validity Check algorithm check whether reconstructed
secret is in range. This is the reason why their scheme needs very large field for
polynomial which distributes secret. In proposed scheme, we use one more poly-
nomial for distributing secret. Comparing two reconstructed secret, proposed
scheme’s Validity Check algorithm can check whether reconstructed secret is a
particular value. Then, the size of the field for polynomial can be made small.
Consequently, though proposed scheme uses two polynomials, the size of the
share is smaller than Tompa and Woll scheme.

In this section, we propose an efficient (k, n, ε)-secure secret sharing scheme
in the CDVn−1 model that is proven to be secure for any secret distribution.

The share generation algorithm ShareGen and the share reconstruction algo-
rithm Reconst are described as follows where p is a prime power and q is a prime
power such that q > max ((k − 1)/ε + n, p).

Share Generation. On input a secret s ∈ {0, . . . , p − 1}, the share generation
algorithm ShareGen outputs a list of shares (v1, . . . , vn) as follows:

1. Generate random polynomial f(x) of degree k − 1 over GF(q) such that
f(0) = s, and g(x) of degree k − 1 over GF(p) such that g(0) = s.

2. Choose n distinct elements r1, . . . , rn uniformly and randomly from {1, . . . r},
r ≤ q − 1.

3. Compute vi = (f(ri), g(i), ri) and output (v1, . . . , vn).

Secret Reconstruction and Validity Check. On input a list of k shares (vi1 , . . . ,
vik

), the secret reconstruction algorithm Reconst outputs a secret s or ⊥ as
follows:

1. Reconstruct ˆf(0) and ˆg(0) from vi1 , . . . , vik
using Lagrange interpolation.

2. Output ˆf(0) if ˆf(0) = ˆg(0) holds. Otherwise Reconst outputs ⊥.

the properties of this scheme is summarized by the following theorem.

Theorem 1. The scheme of §4 is a (k, n, ε)-secure secret sharing scheme in the
CDVn−1 model with parameters |S| = p, ε = (k − 1)/(r − n + 1) and |Vi| =
p ·q ·r 
max (|S|2(k−1

ε +n+1), |S|(k−1
ε +n+1)2). Further, the scheme is secure

for arbitrary secret distribution.

Proof. Without loss of generality, we can assume P1, . . . , Pn−1 are cheaters and
they try to cheat Pn who has vn = (fn, gn, rn) by forging their shares vi =
(fi, gi, ri) (for 1 ≤ i ≤ k − 1.)

Now, suppose that cheaters try to cheat Pn by forging their shares to vi =
(f ′

i , g
′
i, r

′
i)(for 1 ≤ i ≤ k − 1.), (r′1, f

′
1), . . . , (r

′
k−1, f

′
k−1), (rn, fn) define a polyno-

mial f̂ and (1, g′1), . . . , (k − 1, g′k−1), (n, gn) define a polynomial ĝ. They succeed
in cheating Pn if ˆf(0) = ˆg(0). In the other words, they succeed in cheating
if (r′1, f

′
1), . . . , (r

′
k−1, f

′
k−1), (rn, fn), (0, ˆg(0)) are passing through the same poly-

nomial f ′ of degree k − 1 such that f ′(0) = ˆg(0)(�= s). The cheaters can ob-
tain polynomial g from (0, s), (1, g1), . . . , (k − 1, gk−1). We can rewrite ˆg(0) by
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ˆg(0) = Lng(n) +
∑k−1

j=1 Ljg
′
j (Lj is a Lagrange coefficient), so cheaters can con-

trol the value ˆg(0) as they want by adjusting their shares. Now suppose a poly-
nomial f ′ that is passed by the points (r′1, f

′
1), . . . , (r

′
k−1, f

′
k−1), (0, ˆg(0)(�= s)).

The cheaters succeed in cheating if f ′(rn) = f(rn). The f ′ is different polyno-
mial from f , because f ′(0) = ˆg(0) �= s = f(0) . So, f ′ can intersect f in at
most k − 1 points. Here, rn is a random element of {1, . . . , r} − {r1, . . . , rn−1}.
Thus, the probability that f ′(rn) = f(rn) is at most (k − 1)/(r − n + 1). So
ε = (k − 1)/(r − n + 1). ��

5 Validity Check of Reconstruction Result

In previous work, participants can identify the fact of cheating only when they
participate in the reconstruction.

In some situation, participants want to verify whether there was cheating from
only reconstruction result. In this section, we consider the scenario that cheaters
forge the reconstruction result. Such cheaters will succeed if another participants
accepts an incorrect secret.

We define new models for secret sharing schemes capable if detecting such
cheating. These model consist of three algorithms: ShareGen, Reconst, and a
validity checking algorithm Check. The share generation algorithm ShareGen is
the same as that in the ordinary secret sharing schemes. A secret reconstruction
algorithm Reconst is slightly changed: it takes a list of shares as input and
outputs either a pair of secret s and “check data“ c or the special symbol ⊥
(⊥ �∈ S.) Reconst outputs ⊥ if and only if cheating has been detected. “check
data“ c is a value for checking the validity of the reconstructed secret. Check
takes a secret s, check data c, and one share vi and outputs either a secret s
or the special symbol ⊥ (⊥ �∈ S.) Check outputs ⊥ if and only if cheating has
been detected. To formalize the models, we define the following simple game for
threshold secret sharing scheme SS = (ShareGen, Reconst, Check) and for any
(not necessarily polynomially bounded) Turing machine C = (C1, C2), where C
represents cheaters Pi1 , . . . , Pin−1 who try to cheat Pin .

Game(SS, C)
s ← S; // according to the probability distribution over S.
(v1, . . . , vn) ← ShareGen(s);
(i1, . . . , in−1) ← C1(X);
// set X = s for the CDVn−1 model, X = ∅ for the OKSn−1 model.
(s′, c′) ← C2(vi1 , . . . , vin−1 , X);

The advantage of cheaters is expressed as Adv(SS, C) = Pr[s′ ∈ S ∧ s′ �= s] ,
where s′ = Check(s′, c′, vin) and the probability is taken over the distribution of
S and over the random tapes of ShareGen and C.

Definition 2. A (k, n) threshold secret sharing scheme SS is called a (k, n,
ε1, ε2) -secure secret sharing scheme with Validity check of reconstruction result
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if Adv(SS, B) ≤ ε1 for any adversary B and Adv(SS, C) ≤ ε2 for any adversary
C.

Easily, we can construct a (k, n, ε1, ε2)-secure secret sharing scheme with Validity
check of reconstruction result from the scheme of Section 4.

Using reconstruction algorithm which outputs all inputs as check data, all
participants can check the validity of a reconstruction result by inputing k −
1 shares from check data and a share which they have to the reconstruction
algorithm.

But, in this scheme, the size of check data is very large. However, by slight
modification to the scheme of Section 4, we can construct more efficient scheme.

5.1 Modified Proposed Scheme

In this section, we propose a (k, n, ε1, ε2)-secure secret sharing scheme with Va-
lidity check of reconstruction result. This scheme is a slightly modified scheme of
the scheme of Section 4 and the check data is much smaller than trivial scheme.

The share generation algorithm ShareGen, the share reconstruction algorithm
Reconst, and the validity checking algorithm Check are described as follows where
p is a prime power and q is a prime power such that q > max ((k − 1)/εl + n, p)
(for l = 1, 2).

Share Generation. On input a secret s ∈ {0, . . . , p − 1}, the share generation
algorithm ShareGen outputs a list of shares (v1, . . . , vn) as follows:

1. Generate random polynomial f(x) of degree k − 1 over GF(q) such that
f(0) = s, and g(x) of degree k − 1 over GF(p) such that g(0) = s.

2. Choose n distinct elements r1, . . . , rn uniformly and randomly from {1, . . . r}
r ≤ q − 1.

3. Compute vi = (f(ri), g(i), ri) and output (v1, . . . , vn)

Secret Reconstruction and Validity Check. On input a list of k shares (vi1 , . . .
, vik

), the secret reconstruction algorithm Reconst outputs a secret s or ⊥ as
follows:

1. Reconstruct f̂ and ˆg(0) from vi1 , . . . , vik
using Lagrange interpolation.

2. Output ˆf(0) as secret and f̂ as check data if ˆf(0) = ˆg(0) holds. Otherwise
Reconst outputs ⊥.

Validity check of Reconstruction result. On input a polynomial f(x) of degree
k − 1 over GF(q) and a share vi = (fi, gi, ri), the validity checking algorithm
Check outputs a secret s or ⊥ as follows:

– Output f(0) if f(ri) = fi holds. Otherwise Reconst outputs ⊥.

In this validity check algorithm, f can be regarded not only as secret but also
as check data.

The properties of this scheme is summarized by the following theorem.
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Theorem 2. The scheme of §5.1 is (k, n, ε1, ε2)-secure secret sharing scheme in
the CDVn−1 model with parameters |S| = p,ε1 = ε2 = (k − 1)/(r − n + 1), and
|Vi| = p · q · r 
max (|S|2(k−1

εl
+ n + 1), |S|(k−1

ε1
+ n + 1)2) . Further, the scheme

is secure for arbitrary secret distribution.

Proof. Firstly, ε1 is proven to be (k − 1)/(r − n + 1) by similar discussion to the
proof of Theorem 1. Next, we will show that ε2 = (k−1)/(r−n+1). Without loss
of generality, we can assume P1, . . . , Pn−1 are cheaters and they try to cheat Pn

who has vn = (fn, gn, rn) by forging their check data to f ′ such that f ′(0) �= s.
They succeed in cheating Pn if f ′(rn) = fn. In other words, they succeed in

cheating Pn if f ′(rn) = f(rn). The f ′ is different polynomial from f , because
f ′(0) �= s. Here, rn is a random element of {1, . . . , r} − {r1, . . . , rn−1}. Thus,
the probability that f ′(rn) = f(rn) is at most (k − 1)/(r − n + 1). So ε2 =
(k − 1)/(r − n + 1). ��

In proposed scheme, the size of check data is only one polynomial represen-
tation of degree k − 1 over GF(q). This is much smaller than the check data of
trivial scheme.

6 Conclusion

In this paper, we proposed an efficient (k, n) threshold secret sharing scheme
capable of detecting cheating from n − 1 or less colluding participants.

Table 1 and Table 2 below compares the bit length of shares for the various
security parameters where the access structure considered is 3-out-of-5 threshold
access structure.

Compared to the scheme of [11] the size of the share in the proposed scheme
is smaller for all the security parameters. When |S| < 1/ε and k,n are small,

Table 1. Comparison of the bit length of the shares (for ε = 2−128)

|S| Known Bound Proposed Scheme Tompa and Woll
264 321 324 388
2128 385 388 516
2256 503 642 772
2512 769 1154 1284

Table 2. Comparison of the bit length of the shares (for ε = 2−256)

|S| Known Bound Proposed Scheme Tompa and Woll
264 577 580 644
2128 641 644 772
2256 769 772 1026
2512 1025 1282 1540
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the size of the share in the proposed scheme is a few bits longer than the lower
bound of [7].

Finding more efficient (k, n, ε)-secure secret sharing schemes in the CDVn−1

model will be future work.
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