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Abstract. In the continuing goal of codifying the classification of mu-
sical sounds and extracting rules for data mining, we present the fol-
lowing methodology of categorization, based on numerical parameters.
The motivation for this paper is based upon the fallibility of Hornbostel
and Sachs generic classification scheme, used in Music Information Re-
trieval for instruments. In eliminating the redundancy and discrepancies
of Hornbostel and Sachs’ classification of musical sounds we present a
procedure that draws categorization from numerical attributes, describ-
ing both time domain and spectrum of sound. Rather than using classi-
fication based directly on Hornbostel and Sachs scheme, we rely on the
empirical data describing the log attack, sustainability and harmonicity.
We propose a categorization system based upon the empirical musical
parameters and then incorporating the resultant structure for classifica-
tion rules.

1 Instrument Classification

Information retrieval of musical instruments and their sounds has invoked a need
to constructive cataloguing conventions with specialized vocabularies and other
encoding schemes. For example the Library of Congress subject headings [1] and
the German Schlagwortnormdatei Decimal Classification both use the Dewey
classification system [3,11] In 1914 Hornbostel-Sachs devised a classification sys-
tem, based on the Dewey decimal classification which essentially classified all
instruments into strings, wind and percussion. Later it went further and broke
instruments into four categories:

1.1 Idiophones, where sound is produced by vibration of the body of the
instrument
2.2 Membranophones, where sound produced by the vibration of a membrane
3.3 Chordophones, where sound is produced by the vibration of strings
4.4 Aerophones, where sound is produced by vibrating air.

For purposes of music information retrieval, the Hornbostel-Sachs catalogu-
ing convention is problematic, since it contains exceptions, i.e. instruments that
could fall into a few categories. This convention is based on what element vi-
brates to produce sound (air, string, membrane, or elastic solid body), and play-
ing method, shape, relationship of parts of the instrument and so on. Since
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this classification follows a humanistic conventions, it makes it incompatible for
a knowledge discovery discourse. For example, a piano emits sound when the
hammer strikes strings. For many musicians, especially playing jazz, the piano is
considered percussive, yet its the string that emits the sound vibrations, so it is
classifies as a chordophone, according to Sachs and Hornbostel scheme. Also, the
tamborine comprises a membrane and bells making it both an membranophone
and an idiophone. Considering this, our paper presents a basis for an empirical
music instrument classification system conducive for music information retrieval,
specifically for automatic indexing of music instruments.

2 A Three-Level Empirical Tree

We focus on three properties of sound waves that can be calculated for any
sound and can differentiate. They are: log-attack, harmonicity and sustainability.
The first two properties are part of the set of descriptors for audio content
description provided in the MPEG-7 standard and have aided us in musical
instrument timbre description, audio signature and sound description [16]. The
third one is based on observations of sound envelopes for singular sound of various
instruments and for various playing method, i.e. articulation.

2.1 LogAttackTime (LAT)

The motivation for using the MPEG-7 temporal descriptor, LogAttackTime
(LAT ), is because segments containing short LAT periods cut generic percus-
sive (and also sounds of plucked or hammered string) and harmonic (sustained)
signals into two separate groups [6,7]. The attack of a sound is the first part of
a sound, before a real note develops where the LAT is the logarithm of the time
duration between the point where the signal starts to the point it reaches its
stable part.[12] The range of the LAT is defined as log10( 1

samplingrate ) and is de-
termined by the length of the signal. Struck instruments, such a most percussive
instruments have a short LAT whereas blown or vibrated instruments contain
LATs of a longer duration.

LAT = log10(T 1 − T 0), (1)

where T 0 is the time the signal starts; and T 1 is reaches its sustained part
(harmonic space) or maximum part (percussive space).

2.2 AudioHarmonicityType (HRM)

The motivation for using the MPEG-7 descriptor, AudioHarmonicityType is that
it describes the degree of harmonicity of an audio signal.[7] Most ”percussive” in-
struments contain a latent indefinite pitch that confuses and causes exceptions to
parameters set forth in Hornbostel-Sachs. Furthermore, some percussive instru-
ments such as a cuica or guido contain a weak LogAttackTime and therefore fall
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Fig. 1. Illustration of log-attack time. T0 can be estimated as the time the signal
envelope exceeds .02 of its maximum value. T1 can be estimated, simply, as the time
the signal envelope reaches its maximum value.

into non-percussive cluster while still maintaining an indefinite pitch (although,
we can perceive differences in contents of low and high frequencies in percussive
sounds as well). The use of the descriptor AudioHarmonicityType theoretically
should solve this issue. It includes the weighted confidence measure, SeriesOfS-
calarType that handles portions of signal that lack clear periodicity. AudioHar-
monicity combines the ratio of harmonic power to total power: HarmonicRatio,
and the frequency of the inharmonic spectrum: UpperLimitOfHarmonicity.

First: We make the Harmonic Ratio H(i) the maximum r(i,k) in each frame, i
where a definitive periodic signal for H(i) =1 and conversely white noise = 0.

H(i) = max r(i, k) (2)

where r(i,k) is the normalised cross correlation of frame i with lag k :

r(i, k) =
m+n−1∑

j=m

s(j) s(j − k)

/ ⎛
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(3)

where s is the audio signal, m=i*n, where i=0, M − 1=frame index and M =
the number of frames, n=t*sr, where t = window size (10ms) and sr = sampling
rate, k=1, K=lag, where K=ω*sr, ω = maximum fundamental period expected
(40ms)

Second: Upon obtaining the i) DFTs of s(j) and comb-filtered signals c(j) in
the AudioSpectrumEnvelope and ii) the power spectra p(f) and p′(f) in the
AudioSpectrumCentroid we take the ratio flim and calculate the sum of power
beyond the frequency for both s(j) and c(j):

a(flim) =
fmax∑

f=flim

p′(f)

/
fmax∑

f=flim

p(f) (4)
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where fmax is the maximum frequency of the DFT.

Third: Starting where flim = fmax we move down in frequency and stop where
the greatest frequency, fulim’s ratio is smaller than 0.5 and convert it to an
octave scale based on 1 kHz:

UpperLimitOfHarmonicity = log2(fulim/1000) (5)

2.3 Sustainability (S)

We define sustainability into 5 categories based on the degree of dampening or
sustainability the instrument can maintain over a maximum period of 7 seconds.
For example, a flutist, horn player and violinist can maintain a singular note
for more than 7 seconds therefore they receive a 1. Conversely a plucked guitar
or single drum note typically cannot sustain that one sound for more than 7
seconds. It is true that a piano with pedal could maintain a sound after ten
seconds but the sustainability factor would be present.

1 2

3
4

5

Fig. 2. Five levels of sustainability to severe dampening

3 Experiments

The sound data consists of a sample set of 156 signals extracted from our online
database at http://www.mir.uncc.edu which contains 6,300 segmented sounds
mostly from MUMS audio CD’s that contain samples of broad range of musical
instruments, including orchestral ones, piano, jazz instruments, organ, etc. [10]
These CD’s are widely used in musical instrument sound research [2,9,15,5,8,4],
so they can be considered as a standard. The database consists of 188 samples
each representing just one sample from group that make up the 6,300 files in the
database. Mums divides the database into the following 18 classes: violin vibrato,
violin pizzicato, viola vibrato, viola pizzicato, cello vibrato, cello pizzicato, double
bass vibrato, double bass vibrato, double bass pizzicato, flute, oboe, b-flat clar-
inet, trumpet, trumpet muted, trombone, trombone muted, French horn, French
horn muted, and tuba. Preprocessing these groups is not a part of rough set theory
because rough sets require that input data process the rough sets. Rough set are
objective with respect to its data. Here we discretize, using MPEG-7 classifiers as
the experts. This is the point of the paper, we show a novel, empirical methodology
of dividing sounds conducive to automatic retrieval of music.
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4 Testing

The principle objective of our testing is to prove how parameter-based classifi-
cation differs, and when used on Sachs-Hornbostel - improves Sachs-Hornbostel.
Our parameters are machine-based, based on MPEG-7 and the temporal signal
dampening. It is not based upon humanistic intuitiveness. We first prove that our
attributes divide instruments into groups. Next we prove that our objects, which
are in leaves for a given class, actually represent another class. This will show
how parameter-based classification differs from and improves Sachs-Hornbostel.
To induce the classification rules in the form of decision trees from a set of given
examples we used Quinlan’s C4.5 algorithm. [13] The algorithm constructs a de-
cision tree to form production rules from an unpruned tree. Next a decision tree
interpreter classifies items which produces the rules. We used Bratko’s Orange
software [14] and implement C4.5 with scripting in Python.

4.1 HRM, LAT, S, with HS01

The first test comprised the testing of the decision attribute Sachs-Hornbostel-
level-1 against our two MPEG-7 descriptors, Harmonicity (HRM), Log Attack
(LAT) and our temporal feature Sustainability (S). The Sachs-Hornbostel-level-
1 attribute consists of four classes based upon human intuitiveness: aerophones,
idiophones, chordophones and membranophones. See Appendix Figure 3

4.2 HRM, LAT, S, with HS02

The second test comprised the testing of the decision attribute Sachs-Hornbostel-
level-2 against the HRM, LAT and S descriptors. The Sachs-Hornbostel-level-
2 attribute consists of four classes: aerophones, idiophones, chordophones and
membranophones. See Appendix Figure 4

4.3 HRM, LAT, S, with Instruments

The third test comprised the testing of the decision attribute instruments against
the HRM, LAT and S descriptors. The Instrument attribute consists of four
classes that describe instruments in the manner machines look at their signals:
percussion, blown, string and struck Harmonics. See Appendix Figure 5

4.4 Resulting Tree

The resulting tree shows how the sound objects are grouped, and we can compare
how this classification differs from Sachs-Hornbostel system. The misclassified
objects show discrepancies between the Sachs-Hornbostel system, and sound
properties described by physical attributes. The novelty of this methodology is
that adding the temporal feature and grouping the instruments from the ma-
chines point of view have lead to 83% correctness. We have 26 more MPEG-7
descriptors to use with this methodology to breakdown the 17% misclassified
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5 Summary and Conclusion

The idea and experiments presented in this paper show how musical instrument
sounds can be classified according to physical properties of sounds, described
by numerical parameters. The differences between obtained classification and
Sachs-Hornbostel classification system show how ambiguous sounds, representing
instruments played with various articulation, can be unambiguously classified.

We plan to continue our experiments, using more of our MPEG-7 features
and applying clustering algorithms in order to find probably better classification
scheme for musical instrument sounds.
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Appendix

Fig. 3. C4.5 results testing the decision attribute Sachs-Hornbostel-level-1 against our
two MPEG-7 descriptors, Harmonicity (HRM), Log Attack (LAT) and our temporal
feature Sustainability (S). S is divided at the ¡2.000 and ¿=2.000 node, Harmonicity is
divided at ¡820889 and ¿=820889 for S ¡2.000 whereas, at ¿=2.000 LAT cuts the tree
at LAT ¡-1182790 and ¿=1182790.

http://www.ailab.si/orange
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Fig. 4. C4.5 results testing the decision attribute Sachs-Hornbostel-level-2 against our
two MPEG-7 descriptors, Harmonicity (HRM), Log Attack (LAT) and our temporal
feature Sustainability (S)
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Fig. 5. C4.5 results testing of the decision attribute instruments against the HRM,
LAT and S descriptors. The Class files indicate whether the instruments are percussive,
blown, string or struck harmonics.


	Instrument Classification
	A Three-Level Empirical Tree
	LogAttackTime (LAT)
	AudioHarmonicityType (HRM)
	Sustainability (S)

	Experiments
	Testing
	HRM, LAT, S, with HS01
	HRM, LAT, S, with HS02
	HRM, LAT, S, with Instruments
	Resulting Tree

	Summary and Conclusion


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




