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Abstract. This paper focuses on the clustering of leaf-labelled trees on
free leafset. It extends the previously proposed algorithms, designed for
trees on the same leafset. The term z-equality is proposed and all the
necessary consensus and distance notions are redefined with respect to z-
equality. The clustering algorithms that focus on maximizing the quality
measure for two representative trees are described, together with the
measure itself. Finally, the promising results of experiments on tandem
duplication trees are presented.

1 Introduction

This paper is a part of a larger work on applying data mining techniques to tree
data - tree mining. Tree mining techniques have large applications in bioinfor-
matics, image processing, text mining and others. This paper concentrates on
clustering techniques for leaf-labelled trees, which have their main applications
in the bioinformatics field. Previously in [1], we have presented techniques for
clustering leaf-labelled trees, where all the trees where built on the same leafset.
In this paper we enhance these methods so that they can be used for trees which
do not contain exactly the same leafsets. We call them trees on a free leafset. In
the first part of the paper we enhance the basic notions considering a tree repre-
sentation, distance measure and consensus methods so that they are applicable
to trees with free leafset. We introduce z-distance and z-consensus methods.
The next section concentrates on the clustering of leaf-labelled trees with a free
leafset. We show how to construct the algorithms for strict and majority rule
consensus tree as a representative tree. We also discuss the quality measure used
for assessing the clustering. Finally, we describe the results of clustering of tan-
dem duplication trees, which are the leaf-labelled trees on a free leafset taken
from bioinformatics field.

2 Basic Notions

2.1 Splits

One of the most popular leaf-labelled tree representations is the set of splits,
which highlights the leaf-labelled trees interpretation as a space partition.
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Definition 1 (Split). Split A|B (of a tree T with leafset L), corresponding to
an edge e is a pair of leafsets A and B, which originated by splitting tree T into
two disconnected trees whilst removing an edge e from a tree T , A ∪ B = L.

If |A| or |B| is equal to 1, the split is trivial. Split A|B is a valid split if both sets A
and B are non-empty. The splits of tree T1 from Fig. 1 are: a|bcde, b|acde, c|abde,
d|abce, e|abcd, abe|cd, be|acd; among them abe|cd, be|acd are non-trivial splits.

Definition 2 (Split Equality). Two splits A|B and C|D are considered equal
iff (A = C and B = D) or (A = D and B = C).

The trees with free leafset cannot be compared easily if they are not built on the
same leafset. In particular, the conventional distance or consensus techniques
cannot be used, because splits, built on a different leafset cannot be equal. On
the other hand, there is a need to compare such trees to determine whether they
share common information or not. We present therefore, the restricted equality
as an efficient and well-interpretable method of comparing two trees on free
leafset.

Definition 3 (Restricted Split). Split s1 is a restricted version of split s2 on
the leafset z if it is built with removing leafs not in z from s2: sz

2 = s1.

Split restriction is a complementary term to the term restricted tree described
in [2]. It can be shown that the restricted tree of a tree T is built of restricted
splits of a tree T on the same set z.

Definition 4 (Restricted Split Equality(z-equality)). Splits s1 and s2 are
restrictedly equal on the leafset z, if their restricted versions on the leafset z are
equal: s1 =z s2 ⇐⇒ sz

1 = sz
2.

For example: abc|def and fabc|deg are restrictedly equal on the leafset abcde,
because their corresponding restricted splits: abc|de and abc|de are equal, how-
ever they are not equal on a leafset abcdef because their corresponding restricted
splits: abc|def and fabc|de are not equal.

Definition 5 (Split Coherence). Splits s1 and s2 are coherent if they are
z-equal on the leafset z that is an intersection of their leafsets

s1 ∼ s2 ⇐⇒ s1 =z s2 ∧ z = L(s1) ∩ L(s2).

Z-equality/coherence relations as opposed to normal split equality relations do
not determine whether two splits carry the same information but whether two
splits do not contain contradictory information with respect to given leafset. For
example abc|def and fabc|deg are not equal but they are restrictedly equal on
the leafset abcde, which means that set of leaves abcde in both splits is divided
identically. Both the z-equality and the coherence are the equivalence relations.
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2.2 Distance Between Leaf-Labelled Trees

One of the most popular distances for leaf labelled trees is a Robinson-Foulds
distance. R-F distance between two trees T1 and T2 with set of splits S1 and S2
respectively is defined as follows:

dR−F (T1, T2) = |S1 ∪ S2| − |S1 ∩ S2|. (1)

For the reasons described earlier, classic R-F distance will not work if even
one leaf is not present in both of the compared trees. Therefore, we extend the
R-F distance with respect to leaf-labelled trees on free leafset.

Definition 6 (z-distance). The z-distance for a given z is number of splits
that are not z-equal on some leafset z.

dz(T1, T2) = |S1 ÷z S2| = |S1 ∪z S2| − |S1 ∩z S2|,
, where

S1 ∪z S2 = {s : (r ∈ S1 ∨ r ∈ S2) ∧ (s = rz)},
S1 ∩z S2 = {s : (r ∈ S1 ∧ r ∈ S2) ∧ (s = rz)}.

(2)

Let us consider trees form Fig. 1 as an example. They are built on the following
splits:
T1 : a|bcde, b|acde, c|abde, d|abce, e|abcd, abe|cd, be|acd.
T2 : a|bcdef , b|acdef , c|abdef , d|abcef , e|abcdf , f |abcde, ab|cdef , ef |abcd,
def |abcd.
The z-distance, where z = abcd, is counted as follows:
The restricted splits are the following:
T1 : a|bcd, b|acd, c|abd, d|abc, ab|cd. T2 : a|bcd, b|acd, c|abd, d|abc, ab|cd.
Therefore the z-distance on set abcd equals 0.
Z-distance on set abcde is equal to 4 the same as for set abcdexy.
It may seem more natural to count the distance for two trees where z contains
common leaves of compared trees i.e. with respect to coherence relation rather
than z-equality. However, the distance defined in this way could not meet triangle
inequality, therefore it is not a metrics. There are more possible ways to define
the distance between leaf labelled trees on free leafset. However the z-distance is
both efficient and has a good interpretation. The value of z-distance for two trees
indicates the amount of contradictory information in those trees, with respect
to a given leafset. For an interpretation in phylogenetic analysis we may imagine
that we have two species trees that share common taxa a, b, c, d among others,
that are not shared. Counting z-distance on abcd, we want to check how much
the information about relations of these particular taxa differ in given trees. Z-
distance is a natural extension of R-F distance, because for trees with the same
leafset it will give the same result.

2.3 Consensus Methods Extensions for Free Leafset

Consensus methods in phylogenetic analysis are used to extract common infor-
mation from set of trees and represent it as a single tree. The most popular are a
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Fig. 1. Two leaf-labelled trees on free leafset and their z-restricted on a leafset abcd
and common-restricted strict consensus trees

strict consensus tree and a majority rule consensus tree. Strict consensus tree is
built of splits that occur in all of the input trees. Majority-rule consensus tree is
built of splits that occur in the majority of the input trees. Consensus methods
used for trees with free leafset will result in empty consensus tree split-set (al-
ways for strict and often for a majority-rule). Therefore we extend these terms
with respect to restricted splits.

Definition 7 (z-restricted Strict Consensus Tree). For a profile of trees
T1, . . . , Tn z-restricted strict consensus tree is built of valid splits s such that s
is restrictedly equal on z to at least one split in each tree, in other words, split s
is a restricted version of at least one split in each tree on leafset z.

Tzc(T1, . . . , Tm) : Szc =

(
m⋂

i=1

)z

Si. (3)

Definition 8 (Common-restricted Strict Consensus Tree). Common-
restricted consensus tree is a z-restricted consensus tree where z is an inter-
section of all corresponding leafsets L1, . . . , Ln.

In order to construct z-restricted or common-restricted tree, we restrict all splits
to a leafset z, and count classic consensus tree. For trees from the Fig. 1, the z-
restricted strict consensus tree on a leafset abcd contains a|bcd, b|acd, c|abd, d|abc,
ab|cd (see Fig. 1 - TCZ) and the common-restricted strict consensus tree consists
of: a|bcde, b|acde, c|abd, d|abceande|abcd (see Fig. 1 - TCC)

Property 1. For any given set of trees T1, . . . , Tm and a set z.

Tzc(T1, . . . , Tm) = Tzc(T1, Tzc(T2, . . . , Tm)), (4)

where Tzc is z-restricted strict consensus tree on leafset z.
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Proof.

Tzc(T1, . . . , Tm) : Szc = (
⋂m

i=1)
zSi =

⋂m
i=1 Sz

i ,
Tzc(T1, Tzc(T2, . . . , Tm)) : Szc = (

⋂m
i=2 Sz

i ) ∩ Sz
1 =

⋂m
i=1 Sz

i .
(5)

Definition 9 (z-restricted Majority-rule Consensus Tree). For a profile
of trees T1, . . . , Tn, z-restricted majority-rule consensus tree is built of valid splits
s such that s is restrictedly equal on z to some split, from the majority of trees.

Definition 10 (Common-restricted Majority-rule Consensus Tree).
Common-restricted majority-rule consensus tree is a z-restricted consensus tree,
where z is an intersection of all corresponding leafsets L1 . . . Ln of the whole
profile.

In the Fig. 2 and Fig. 3 there are examples on z-restricted on abcdef and common-
restricted majority rule consensus trees.

Fig. 2. Profile of trees together with their z-restricted on abcdef and common-
restricted majority- rule consensus trees

The examples from Fig. 2 and Fig. 3 show that choosing a set z is not obvious.
If an intersection of leaves is used, sometimes the tree may lose some interesting
information, like in example from Fig. 2, however taking a larger leafset may
bring totally uninformative tree like in example from Fig. 3. Finding most infor-
mative z-restricted majority-rule consensus tree is another interesting task for
future considerations.

Property 2. For any given set of trees z-restricted majority-rule consensus tree is
a middle tree with respect to z-distance i.e. it minimizes the sum of z-distances
between itself and all the trees. (Theorem 1 is a proof of this property)

Lemma 1. For any set of trees T1, . . . , Tm on the same leafset if TM is a
majority-rule consensus tree then

TM : min
m∑

i=1

d(Ti, TM ) (6)

(this was proved by [3] ).
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Fig. 3. Profile of trees together with their z-restricted on abcdef and common-restricted
majority- rule consensus trees

Theorem 1.

TMz : min
m∑

i=1

dz(Ti, TMz). (7)

Proof.

TM : min
∑m

i=1 d(Ti, TM ) ⇒ T z
Mz : min

∑m
i=1 d(T z

i , T z
Mz)

⇒ T z
Mz : min

∑m
i=1 dz(Ti, TMz),

because dz(Ti, TMz) = d(T z
i , T z

Mz)
⇒ TMz : min

∑m
i=1 dz(Ti, TMz),

because TMz = T z
Mz.

(8)

Consensus methods presented above are suitable for representing common infor-
mation in leaf-labelled trees on free leafset.

3 Clustering of Leaf-Labelled Trees on Free Leaf-Set

The aim of our clustering techniques is to divide trees into k groups in such a
way the clustering is possibly the best towards our quality measure.

3.1 Quality Measure

The quality measure is based on the informativity of the representative trees of
each cluster. The representative may be any predefined tree that shares common
knowledge of all the trees, it can possibly be strict consensus tree, majority-rule
consensus tree or other. The representative tree shall only contain the knowledge
present in input trees but nothing more. We can state that SR ⊆

⋃
i∈C Sz

i , which
is again the free-leafset extension of what was proposed in [1]. Here we focus on
z-restricted (also common-restricted as a special case) strict consensus tree and
majority-rule consensus tree, because these trees can be efficiently counted with
simple algorithms. The quality is counted as follows:
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1. select the k representative trees, one for each cluster
2. count how much information is lost when replacing the whole dataset of trees

with k representative trees - this is information loss
3. count how much information is lost when replacing the whole dataset with

a single representative tree - this is one-cluster information loss
4. count information gain as follows:

IG =
ΔIC0 − ΔI

ΔIC0

, (9)

which shows how much our clustering is better from no clustering.

The informativity of a tree is simply the amount of non-trivial splits contained
by tree [4], therefore information loss for a cluster is counted with formula:

ΔICx =
l∑

i=1

|Si ÷z SR|. (10)

For further information on informativity and information gain please refer
to [1].

3.2 Clustering of Leaf-Labelled Trees with Free Leafset with a
z-Restricted Strict Consensus Tree as a Representative Tree

The aim of this clustering is to divide trees into k groups in such a way that
information gain towards the z-restricted strict consensus tree is maximal. For
this purpose we choose an agglomerative clustering algorithm, but we replace
common merging strategies min, max and complete linkage with our own: min-
imum information loss linkage (agg-inf). We choose such two clusters to merge
that merging minimizes the information loss of the clustering after the merging.

arg min
Cx,Cy

ΔI ′ − ΔI. (11)

This way it automatically maximizes the information gain in each step. Fortu-
nately, while selecting the clusters to merge, we do not need to count complete
information loss for all possible mergings. It is enough to count the components
of the two candidate clusters (x, y) and one resulting cluster (z). So the merging
condition:

arg min
Cx,Cy

ΔIz − (ΔIx + ΔIy). (12)

Due to this property and Property 1 we can construct the algorithm that is
very efficient. In such an algorithm, the clusters in each step are represented
only with their consensus trees and the amount of trees assigned. Moreover, the
information loss in each step is not completely counted, because the minimum
loss linkage in each step can be determined on the basis of consensus trees
informativity in the previous step. It can be shown, (which we omit due to lack
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of space), that for a agg-inf clustering for a given z used for z-distance and
z-restricted strict consensus tree

ΔI ′ − ΔI = lx ∗ (|SCx | − |SCx ∩z SCy |) + ly ∗ (|SCy | − |SCx ∩z SCy |), (13)

where lx and ly are the amount of trees in clusters candidate for merge and |Sc|
is the amount of splits in corresponding consensus trees.

3.3 Clustering of Leaf-Labelled Trees with Free Leafset with
z-Restricted Majority Rule Consensus Tree as a Representative
Tree

The aim of this clustering is to divide the trees into k groups in such a way
that the information gain towards the z-restricted majority-rule consensus tree
is maximal. For this purpose we choose k-mean clustering algorithm. Because of
Property 2, which states that majority-rule consensus tree is a middle tree, we
can use it as a centroid in k-mean algorithm whose objective function will be
automatically identical to ours because its objective function is as follows:

min
C,{TMk

}K
k=1

K∑
k=1

∑
C(i)=k

d(Ti, TMk
). (14)

3.4 Z Parameter Selection

The main problem of this approach is the selection of set z. We may think of an
application, for example from phylogenetic analysis, where particular taxa let’s
say a, b, c, d are of a special interest. In this case, the quite obvious thing is to
choose a set z as abcd. On the other hand, we may also think of such a clustering
where no particular taxa is preferred. For a phylogenetic or duplication trees,
where all the clustered trees share most but not all leaves, we may choose z
as an intersection of leaves. However, when the input data contains a weakly
connected set of leaves such an approach will not bring any reasonable results.
There is a need to provide a distance measure that does not require arbitrary
z selection, for example based on coherence relation. Construction of a middle
tree for such distance is required as well. We intend to do it in future studies.

4 Results

Below we describe the results of clustering tandem duplication trees, which are
the leaf-labelled trees on free leafset taken from a bioinformatics field. Tandem
duplication is a DNA sequence built of the adjacent copies of a pattern. The ad-
jacent copies are not exactly the same as they diverged over time, due to point
mutations. Tandem duplications are thought to be a result of events based on the
duplication of one or more already existent copies. Tandem duplication process
can be illustrated as a leaf-labelled tree where the labels on leaves correspond to
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Table 1. Quality of clustering with various algorithms

k Agg-inf Agg-min Agg-max Agg-compl K-mean
10 0.83 0.49 0.73 0.73 0.85
9 0.76 0.41 0.73 0.73 0.65
8 0.68 0.32 0.62 0.62 0.68
7 0.61 0.25 0.54 0.54 0.60
6 0.51 0.19 0.50 0.50 0.53
5 0.45 0.11 0.29 0.37 0.49

Table 2. Sample clustering results

k Agg-inf Agg-min Agg-max K-mean
5-12 48(1.0):81(2.0): 423(0.0): 39(2.0): 69(1.0): 189(1.0): 202(0.0): 15(2.0):

80(2.0):78(1.0): 46(2.0): 8(2.0): 134(1.0): 11(2.0): 61(1.0): 23(2.0):
93(1.0): 77(1.0): 34(2.0): 42(2.0): 42(2.0): 77(1.0): 6(6.0): 17(3.0):
98(1.0):69(2.0) 21(2.0): 11(2.0) 46(2.0): 56(2.0) 11(6.0): 16(2.0)

9-12 40(1.0):170(0.0): 343(0.0):1(6.0): 277(0.0):17(1.0): 158(0.0):54(1.0):
41(1.0):32(1.0): 1(6.0):1(6.0): 15(2.0):12(2.0): 37(1.0):18(2.0):
15(2.0):7(4.0): 1(6.0):1(6.0): 8(1.0):7(1.0): 15(2.0):4(6.0):
14(2.0): 32(1.0) 2(4.0): 1(6.0) 5(2.0): 10(1.0) 21(3.0): 44(1.0)

the position of a given copy in a sequence. There are techniques that are able to
reconstruct such a tree, basing on a sequence, especially the differences between
the copies [5]. In general cases such trees are unrooted due to problems with
estimating time on the basis of those differences. Here we have performed ex-
periments on tandem duplication trees which were reconstructed with DTScore
algorithm [5]. The sequences were retrieved from Tandem Repeats Database [6].
We have examined trees that contained from 5 up to 12 copies due to efficiency
barriers considering trees reconstruction. The selection of z was natural as an
intersection of leafsets of examined trees. So when examining for example trees
consisting of 9-12 copies at a time, a leafset containing 1, 2, 3, 4, 5, 6, 7, 8, 9 is
chosen. As a sample of results we present the agg-inf algorithm as opposed to
standard min, max and complete linkage clustering for strict consensus and k-
mean algorithm for majority-rule consensus. The input trees were pre-processed
by removing duplicating trees for more reliable results. In the Table 1 we show
the results of clustering the trees with 5-12 copies, for a different number of clus-
ters (k). Because of the large possible number of different trees the clustering
results is only reliable for at least 5 groups. In the Table 2 the sample clustering
results for 8 groups are presented, where trees with 5-12 and 9-12 leaves were
tested. The results are presented in format: 203(0.0):179(1.0): 69(2.0): 80(2.0):
93(1.0) which indicates how many trees were assigned to the following groups:
203,179,69,93 and what was the informativity (numer of non-trivial splits) of a
representative tree -(value in brackets). In all cases, the agg-inf strategy was bet-
ter then others, even up to 75%. For experiments with smaller range of copies,
the informativity of representative trees was significantly higher.
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5 Discussion

In this paper we have presented the methodology aimed at the clustering leaf-
labelled trees on a free leafset. Although we perform experiments for tandem
duplication data, our approach is described in general terms. In the future there
will be a need to construct a better distance measure that does not require
arbitrary z selection and allows more accurate clustering. A middle tree for such
a distance is also required. There is also a need to test the proposed methods
for trees from other disciplines.
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