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Abstract. The idea of divide and conquer method is used in developing
algorithms of rough set theory. In this paper, according to the partitions
of equivalence relations on attributes of decision tables, two novel algo-
rithms for computing attribute core based on divide and conquer method
are proposed. Firstly, a new algorithm for computing the positive region
of a decision table is proposed, and its time complexity is O(|U | × |C|),
where, |U | is the size of the set of objects and C is the size of the set of
attributes. Secondly, a new algorithm for computing the attribute core
of a decision table is developed, and its time complexity is O(|U |× |C|2).
Both these two algorithms are linear with |U |. Simulation experiment
results show that the algorithm of computing attribute core is not only
efficient, but also adapt to huge data sets.

Keywords: Rough set, divide and conquer, positive region, attribute
core.

1 Introduction

Rough set (RS) is a valid mathematical theory to deal with imprecise, uncertain,
and vague information [1]. It has been applied in many fields such as machine
learning, data mining, intelligent data analyzing and control algorithm acquiring
successfully since it was proposed by Pawlak in 1982 [2].

In divide and conquer method, a problem which is hard to be solved directly
is divided into many sub-problems and conquered respectively. The structures
of the sub-problems are similar to the one of the original problem except their
sizes are smaller. The divide and conquer method divide a problem into simpler
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sub-problems iteratively in this way and the sizes of the sub-problems will be
reduced to be easy enough to be processed directly [3,4].

In the study of rough set theory, the computation of positive region and
attribute core are two basic operations, and their efficiencies will affect the ef-
ficiencies of further attribute reduction and value reduction. Many attribute
reduction algorithms have already been proposed [5-16]. However, few of them
can deal with huge data sets well. Combining the idea of divide and conquer
method and partition of equivalence relation in a decision table, a huge data set
can be divided into many small ones that can be processed directly easily. In
addition, the complexity of the original problem could be reduced. According
to the above analysis, a new algorithm for computing positive region based on
divide and conquer method is proposed, and its time complexity is O(|U |× |C|).
Furthermore, a new algorithm for computing attribute core based on divide and
conquer is also proposed, and its time complexity is O(|U | × |C|2).

The rest of this paper is organized as follows. In section 2, some basic notions
about rough set theory are introduced. A new algorithm for computing positive
region is proposed in section 3. In section 4, a novel algorithm for computing
attribute core based on divide and conquer is proposed. In section 5, some ex-
periment results are discussed. We draw some conclusions in section 6.

2 Basic Notions of Rough Set Theory

For the convenience of illustration, some basic notions of rough set theory are
introduced here at first.

Def. 1 (decision table [2]) A decision table is defined as S =< U, A, V, f >,
where U is a non-empty finite set of objects, called universe, R is a non-empty
finite set of attributes, A = C ∪D, where C is the set of condition attributes and
D is the set of decision attributes, D �= Ø. V =

⋃

p∈R

Vp , and Vp is the domain

of the attribute p. f : U × A → V is a total function such that f(xi, A) ∈ Vp for
every p ∈ A, xi ∈ U .

Def. 2 (indiscernibility relation [2]) Given a decision table S =< U, A = C ∪
D, V, f >, each subset B ⊆ C of attribute determines an indiscernibility relation
IND(B) as follows: IND(B) = {(x, y)|(x, y) ∈ U × U, ∀b ∈ B(b(x) = b(y))}.

Def. 3 (lower-approximation, upper-approximation and border region [2])
Given a decision table S =< U, C∪D, V, f >, for any subset X ⊆ Uand the indis-
cernibility relation IND(B), the B lower-approximation, upper-approximation
and border region of X are defined as: B (X) =

⋃

Yi∈U/IND(B)∧Yi⊆X

Yi, B−(X) =
⋃

Yi∈U/IND(B)∧Yi∩X �=Φ

Yi, BN(X) = B−(X) − B−(X).

Def. 4 (positive region [2]) Given a decision table S =< U, A, V, f >. P ⊆ A
and Q ⊆ A, the P positive region of Q is defined as: PosP (Q) =

⋃

X∈U/Q

P (X).

Def. 5 (relative core [2]) Given a decision table S =< U, A, V, f >, P ⊆ A,
Q ⊆ A, and r ∈ P . r is unnecessary in P with reference to Q if and only if
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PosP (Q) = PosP−{r}(Q), otherwise r is unnecessary in P with reference to Q.
The core of P with reference to Q is defined as: COREQ(P ) = {r|r ∈ P , r is
necessary in P with reference to Q}. Attribute r is necessary in P with reference
to Q can be written as r is relative necessary, too.

Def. 6 [2] Given a decision table S =< U, A, V, f >, P ⊆ A, Q ⊆ A. ∀r ∈ P ,
if r is necessary in P with reference to Q, we call P is independent with reference
to Q.

Def. 7 (relative reduction [2]) Given a decision table S =< U, A, V, f >,
P ⊆ A, Q ⊆ A. Red ⊂ P , if Red is independent with reference to Q and
PosRed(Q) = PosP (Q), we call Red is a reduction of P with reference to Q.

In this paper, f(x, c)(x ∈ U ∧ c ∈ C) is noted as c(x), and f(x, d)(x ∈ U ∧ D =
{d}) is noted as d(x).

3 Algorithm for Computing Positive Region Based on
Divide and Conquer Method

In [17], a method for computing positive region is proposed by partitioning the
universe of a decision table. In this paper, by reducing condition attributes and
partitioning the universe of a decision table, the original decision table could
be divided into many new decision tables with different attribute spaces. The
method is as follows.

Theorem 1. Given a decision table S =< U, A = C ∪ D, V, f >. ∀c(c ∈ C),
U/{c} is a partition of S, that is, S is divided into k(k = |IND(U/{c})|) sub-
decision tables S1, S2,..., Sk, where, Sk =< Uk, (C−{c})∪D, Vk, fk >, satisfying
∀x∈Ui∀y∈Uic(x) = c(y)(1 ≤ i ≤ k) and ∀x∈Ui∀z∈Uj c(x) �= c(z)(1 ≤ i < j ≤ k).
Let R = C − {c}, Posi

R(D)(1 ≤ i ≤ k) be the positive region of a sub decision
table Si, PosC(D) be the positive region of the original decision table S. Then,
PosC(D)=

⋃

1≤i≤k

Posi
R(D).

Proof: firstly, prove PosC(D)⊆
⋃

1≤i≤k

Posi
R(D).

∀x ∈ PosC(D), suppose x is assigned to sub-decision table Sk, that is, x ∈ Uk.
Now, we need to prove x ∈ Posi

R(D). Prove to the reverse.
Suppose x /∈ Posi

R(D), then ∃y ∈ Uj(∀a∈C−{c}(a(x) = a(y))∧(d(x) �= d(y))).
Since c(x) = c(y), so (∀a∈C(a(x) = a(y))∧(d(x) �= d(y))), that is, x /∈ PosC(D),
which is conflict with the premise x ∈ PosC(D). Therefore, x ∈ Posi

R(D), then
PosC(D)⊆

⋃

1≤i≤k

Posi
R(D). That’s to say, PosC(D)⊆

⋃

1≤i≤k

Posi
R(D).

Then, prove
⋃

1≤i≤k

Posi
R(D) ⊆ PosC(D).

∀x ∈ Posi
C−{c}(D)(1 ≤ i ≤ k), ∀y ∈ U , if y /∈ Ui, there is c(x) �= c(y). So,

x ∈ PosC(D). That’s to say,
⋃

1≤i≤k

Posi
R(D) ⊆ PosC(D).

Therefore, PosC(D)=
⋃

1≤i≤k

Posi
R(D). Theorem 1 holds.
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With Theorem 1, we could develop an algorithm for computing positive region
based on divide and conquer.

Algorithm 1. Computing Positive Region Based on Divide and Conquer Method
Input: A decision table S =< U, C ∪ D, V, f >
Output: Positive region PosC(D)
Step1: (Initiative) PosC(D) = φ;
Step2: (Compute positive region by invoking recursive function)

Get Positive(U, 1);
Step3: (Return) return PosC(D)
Recursive Function Get Positive(Set OSet, int k)

if (k < 1) or (|OSet| < 1) then return; end if
if (|OSet| = 1) then

PosC(D) = PosC(D) ∪ OSet; return;
end if
if (k > |C|) then

if ∀x∈OSet∀y∈OSetd(x) = d(y) then PosC(D) = PosC(D) ∪ OSet; end if
return;

end if
Let c = ck, V c = φ;
for i = 1 to |OSet| do

V c = V c ∪ f(xi, c);
end for
for i = 1 to |V c| do

OSetcj = φ;
end for
construct a mapping function f

′
: V c → N(N = 1, 2, ..., |V c|), satisfying:

∀x∈V c∀y∈V c (f
′
(x) = f

′
(y)) ⇔ (x = y).

for i = 1 to |OSet| do
let j = f

′
(f(xi, c)); OSetcj = OSetcj ∪ {xi};

end for
for j = 1 to |V c| do

recursive invoking: Get Positive(OSetcj, k + 1)
end for

End Function

Let’s analyze the time complexity and space complexity of Algorithm 1 now.
Suppose n = |U |, m = |C|, p = max(|Vi|)(1 ≤ i ≤ |C|). Because calculating

all values of k-th attribute in the set of objects OSet can be performed in the
time O(n), the time complexity of Algorithm 1 could be approximated by the
following recursive equation:

T (n, m)=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1. (n = 1)
n. (m = 0)
2n + p1 + T (n1, m − 1) + T (n2, m − 1) + ... + T (nk, m − 1).

(n1 + n2 + ... + nk = n, n > 1, m > 0, p1 ≤ min(p, n))
0. (else)

(1)
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According to the iterative method and solution of recursive equation [3], we
can find:

T (n, m) ≤ (2n + n) + T (n1, m − 1) + T (n2, m − 1) + ... + T (nk, m − 1)
≤ 3n + T (n1, m − 1) + T (n2, m − 1) + ... + T (nk, m − 1)
≤ 3n+ (3n1 + T (n1

1, m − 2) + T (12, m − 2) + ... + T (1t1 , m − 2))
+(3n2 + T (n2

1, m − 2) + T (22, m − 2) + ... + T (2t2 , m − 2))
+...
+(3nk + T (nk

1 , m − 2) + T (k
2 , m − 2) + ... + T (k

tk
, m − 2))

≤ 3n+3n1+3n2+...+3nk+ (T (n1
1, m−2)+T (12, m−2)+...+T (1t1, m−2))

+(T (n2
1, m − 2) + T (22, m − 2) + ... + T (2t2 , m − 2))

+...
+(T (nk

1 , m − 2) + T (k
2 , m − 2) + ... + T (k

tk
, m − 2))

≤ 3n + 3n+ (T (n1
1, m − 2) + T (12, m − 2) + ... + T (1t1 , m − 2))

+(T (n2
1, m − 2) + T (22, m − 2) + ... + T (2t2 , m − 2))

+...
+(T (nk

1 , m − 2) + T (k
2 , m − 2) + ... + T (k

tk
, m − 2))

≤ 3n + 3n + ... + 3n + n
≤ 3 × m × n + n

That is, T (n, m) = O(n × m).

Suppose n = |U |, m = |C|, p = max(|Vi|)(1 ≤ i ≤ |C|). Then, the space
complexity of Algorithm 1 is: O(n + p × m).

4 Algorithm for Computing Attribute Core Based on
Divide and Conquer Method

Lemma 1. Given a decision table S =< U, A = C ∪ D, V, f >. ∀c(c ∈ C),
U/{c} is a partition of S, that is, S is divided into k(k = |IND(U/{c})|) sub-
decision tables S1, S2,..., Sk. Where, Sk =< Uk, (C−{c})∪D, Vk, fk >, satisfying
∀x∈Ui∀y∈Uic(x) = c(y)(1 ≤ i ≤ k) and ∀x∈Ui∀z∈Uj c(x) �= c(z)(1 ≤ i < j ≤ k).
Suppose Corei(1 ≤ i ≤ k) be the attribute core of the sub-decision table Si, and
Core be the attribute core of the decision table S. Then, ∀a∈Corei a ∈ Core.

Lemma 2. Given a decision table S =< U, A = C ∪D, V, f >. ∀c(c ∈ C), which
is unnecessary in C with reference to D, that is, PosC−{c}(D) = PosC(D).
U/{c} is a partition of S, that is, S is divided into k(k = |IND(U/{c})|) sub-
decision tables S1, S2,..., Sk. Where, Sk =< Uk, (C−{c})∪D, Vk, fk >, satisfying
∀x∈Ui∀y∈Uic(x) = c(y)(1 ≤ i ≤ k) and ∀x∈Ui∀z∈Uj c(x) �= c(z)(1 ≤ i < j ≤ k).
Suppose Corei(1 ≤ i ≤ k) be the attribute core of the sub-decision table Si, and
Core be the attribute core of the decision table S. Suppose redi(1 ≤ i ≤ k) be
an attribute reduction of the sub-decision table Si. Let R =

⋃

1≤i≤k

redi. Then,

there are two conclusions:

(1) Core =
⋃

1≤i≤k

Corei. (2)In the decision table S, PosR(D) = PosC(D).
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Lemma 3. Given a decision table S =< U, A = C∪D, V, f >. Let Core(Core �=
φ) be the attribute core of S. ∀c(c ∈ Core), which is a core attribute (necessary
attribute) of S, that is, PosC−{c}(D) �= PosC(D). U/{c} is a partition of S,
that is, S is divided into k(k = |IND(U/{c})|) sub decision tables S1, S2,..., Sk.
Where, Sk =< Uk, (C − {c})∪ D, Vk, fk >, satisfying ∀x∈Ui∀y∈Uic(x) = c(y)(1 ≤
i ≤ k) and ∀x∈Ui∀z∈Uj c(x) �= c(z)(1 ≤ i < j ≤ k). Suppose Corei(1 ≤ i ≤ k)
be the attribute core of the sub-decision table Si, and redi(1 ≤ i ≤ k) be an
attribute reduction of the sub-decision table Si. Let R = {c}∪

⋃

1≤i≤k

redi. Then,

there are two conclusions:

(1) Core = {c} ∪
⋃

1≤i≤k

Corei. (2)In the decision table S, PosR(D) = PosC(D).

Theorem 2. Given a decision table S =< U, A = C ∪ D, V, f >. ∀c(c ∈
C), according to U/{c}, S is divided into k(k = |IND(U/{c})|) sub-decision
tables S1, S2,..., Sk. Where, Sk =< Uk, (C − {c}) ∪ D, Vk, fk >, satisfying
∀x∈Ui∀y∈Uic(x) = c(y)(1 ≤ i ≤ k) and ∀x∈Ui∀z∈Uj c(x) �= c(z)(1 ≤ i < j ≤ k).
Suppose Corei(1 ≤ i ≤ k) be the attribute core of the sub decision table Si, and
Core be the attribute core of the decision table S. Then,

⋃

1≤i≤k

Corei ⊆ Core ⊆

{c} ∪
⋃

1≤i≤k

Corei.

Proof: Obviously, Lemma 1, Lemma 2, Lemma 3 and Theorem 2 could be proved
using basic concerts of rough set theory. We omit their proofs here due to page
limits.

According to Theorem 2, an algorithm for computing attribute core based on
divide and conquer could be developed.

Algorithm 2. Computing Attribute Core Based on Divide and Conquer Method
Input: A decision table S =< U, C ∪ D, V, f >
Output: Attribute Core (Core) of S
Step1: (Initiative) Core = φ;
Step2: (Compute Attribute Core using recursive function)

Get Core(U, 1);
Step3: (Return) return Core
Recursive Function Get Core(Set OSet, int k)

if (k < 1) or (|OSet| < 1) then return; end if
if (ck ∈ Core) then return;
else

Suppose Ck = ck ∪ ck+1 ∪ ... ∪ c|C|;
For decision table S′ =< OSet, Ck∪ D, V k, fk >, compute positive
region PosCk−{ck}(D) using Algorithm 1;
PosCk(D) = φ;

end if
Let c = ck, V c = φ;
for i = 1 to |OSet| do
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V c = V c ∪ f(xi, c);
end for
for i = 1 to |V c| do

OSetcj = φ;
end for
construct a mapping function f

′
: V c → N(N = 1, 2, ..., |V c|), satisfying:

∀x∈V c∀y∈V c (f
′
(x) = f

′
(y)) ⇔ (x = y).

for i = 1 to |OSet| do
let j = f

′
(f(xi, c)); OSetcj = OSetcj ∪ {xi};

end for
for j = 1 to |V c| do

PosCk(D) = PosCk(D)∪ Get Positive(OSetcj, k + 1);
Get Core(OSetcj , k + 1);

end for
if (PosCk−{c}(D) < PosCk(D)) then Core = Core ∪ {c}; end if

End Function
Now, let’s analyze the time complexity and space complexity of Algorithm 2.
Suppose n = |U |, m = |C|. Then, the time complexity of Algorithm 2 could

be approximated by the following recursive equation:

T (n, m) =

⎧
⎨

⎩

O(n × m) + T (n1, m − 1) + T (n2, m − 1) + ... + T (nk, m − 1).
(n1 + n2 + ... + nk = n, n > 1, m > 0)

0. (else)
(2)

According to the iterative method and solution of recursive equation [3], we
can have: T (n, m) = O(n × m) × m = O(n × m2).

Suppose n = |U |, m = |C|, p = max(|Vi|)(1 ≤ i ≤ |C|). Then, the space
complexity of Algorithm 2 is: O(n + p × m).

5 Experiment Results

Firstly, some data sets from UCI database are used to test Algorithms 2. Sec-
ondly, data sets KDDCUP99 are used to test the efficiency of Algorithm 2(Data
sets KDDCUP99 can be downloaded at http://kdd.ics.uci.edu/databases/
kddcup99/kddcup99.html).

5.1 Experiment Results in UCI Database

Data sets Heart c ls, P ima India, rx bq ls, Liver disorder and Abalone from
UCI database (These data sets can be downloaded at http://www.ics.uci.edu)
are used as test data sets. In order to compare our algorithms with existed
algorithms, the algorithm in [5,7,18] and the algorithm in [19] are chosen, called
Algorithm a and Algorithm b respectively. The experiment results are shown
in Table 1. Where, T is running time(in second) of algorithms, and N is the
cardinality of core attribute. The configuration of the PC here is P4 2.60G CPU,
256M RAM, Windows XP.

We can find from Table 1 that results of Algorithm a, Algorithm b and Algo-
rithm 2 are valid. However, the Algorithm 2 could save some time.
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Table 1. Experiment results on UCI database

Number Number Algorithm a Algorithm b Algorithm 2
Data Sets of Attribute of Records T N T N T N

Glass 9 214 0.016 9 0.003 9 0.001 9
Heart c ls 13 303 0.047 9 0.006 9 0.003 9

Australian Credit 14 660 0.141 8 0.023 8 0.005 8
Pima India 8 738 0.156 5 0.025 5 0.003 5

Liver disorder 6 1260 0.063 5 0.009 5 0.005 5
Abalone 8 4177 8.031 6 1.147 6 0.041 6

5.2 Experiment Results on Data Sets KDDCUP99

In order to test the efficiency of Algorithm 2 on really huge data sets, 20 KD-
DCUP99 data sets are downloaded. The number of records of these data sets
are 1 × 105, 2 × 105, 3 × 105,..., 20 × 105 respectively. The number of condition
attributes is 41. The experiment results are shown in Fig.1. The configuration
of the PC here is also P4 2.60G CPU, 256M RAM, windows XP.

We can find from Fig.1 that the efficiency of Algorithm 2 is very high on
huge data sets. Besides, the time cost of our algorithm is almost linear with the
number of objects. In the meantime, we test the minimum data set of Fig.1 with
Algorithm a and Algorithm b, their running time are both more than 1 hour.

Fig. 1. Experiment results on KDD data sets

6 Conclusion

Though rough set theory is becoming more and more mature, its application
in industry is still limited. An important reason is that the efficiency of many
algorithms of rough set theory is too low to meet to the need of industry in huge
data set environments. In this paper, the idea of divide and conquer method is
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used in the rough set theory, and an algorithm for computing positive region and
an algorithm for computing attribute core are proposed. Experiment results show
that the proposed algorithms are not only efficient, but also can deal with huge
data sets. Studying on algorithms of attribute reduction and value reduction
based on divide and conquer method will be our further work.
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