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Abstract. In this paper we introduce a new lattice problem, the sub-
space avoiding problem (Sap). We describe a probabilistic single expo-
nential time algorithm for Sap for arbitrary �p norms. We also describe
polynomial time reductions for four classical problems from the geom-
etry of numbers, the shortest vector problem (Svp), the closest vector
problem (Cvp), the successive minima problem (Smp), and the short-
est independent vectors problem (Sivp) to Sap, establishing probabilistic
single exponential time algorithms for them. The result generalize and
extend previous results of Ajtai, Kumar and Sivakumar. The results on
Smp and Sivp are new for all norms. The results on Svp and Cvp gen-
eralize previous results of Ajtai et al. for the �2 norm to arbitrary �p

norms.

1 Introduction

In this paper we study four problems from the geometry of numbers, the shortest
vector problem (Svp), the closest vector problem (Cvp), the successive minima
problem (Smp) and the shortest linearly independent vectors problem (Sivp).

In the shortest vector problem, we are given a lattice L and are asked to find a
(almost) shortest non-zero vector v in the lattice L. In the closest vector problem,
we are given a lattice L and some vector t in the�-vector space span(L) spanned
by the vectors in L. We are asked to find a vector u ∈ L, whose distance to t is
as small as possible. The problems Smp and Sivp extend Svp and deal with the
successive minima λk(L) of a lattice. Let k be an integer less than or equal to the
dimension of span(L) (called the rank of L). The k-th successive minimum λk(L)
of L is the smallest real number r such that L contains k linearly independent
vectors of length at most r. In the successive minima problem Smp we are given
a lattice L with rank n. We are asked to find n linearly independent vectors
v1, . . . , vn such that the length of vk, k = 1, . . . , n, is at most λk(L). In Sivp we
are asked to find n linearly independent vectors v1, . . . , vn such that the length
of vk is at most λn(L). Clearly, Sivp is polynomial time reducible to Smp. Since
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they can be defined for any norm on �n, we stated these problems without
referring to a specific norm.

Algorithms for lattice problems. In the last 25 years the complexity of the lattice
problems Svp,Cvp,Smp, and Sivp has been studied intensively. For the history
of this problems we refer to [MG02]. It is known that all problems are NP-
hard and even hard to approximate (see for example [Ajt98], [Mic00], [Kho05],
[DKRS03], [BS99]). Let us briefly review the best algorithms for lattice prob-
lems that predate the results by Ajtai et al. The best algorithm to solve Svp

optimally was due to Kannan [Kan87b]. Kannan’s algorithm has a running time
of nn/2bO(1), where n is the rank of the lattice L and b is its representation size,
i.e., the number of bits used to describe the basis defining L. For Cvp the best
algorithm that optimally solves the problem was due to [Blö00]. It has a running
time of n!bO(1). Finally, the best deterministic algorithms for Smp and Sivp were
also due to [Blö00]. Their running time is 3bn!bO(1).

Of course, the best deterministic polynomial time algorithms for approxi-
mating all four lattice problems are based on the LLL-algorithm (see [LLL82])
and achieve single exponential approximation factors (see for example [Sch94],
[Bab86], [Sch87] and [Kan87a]).

The AKS results for Svp and Cvp. In a breakthrough paper [AKS01] Ajtai, Ku-
mar, and Sivakumar describe a probabilistic algorithm that solves Svp optimally
with probability exponentially close to 1. More precisely, the running time of
their algorithm is

(
2nb

)O(1), i.e., single exponential only in the rank of the lattice.
The AKS-algorithm is based on a novel sampling technique that generates short
vectors from the input lattice L. Later, Ajtai, Kumar, and Sivakumar [AKS02]
extended their sampling technique to solve Cvp with approximation factor (1+ε)
for any ε > 0. The running time of their algorithm is

(
2(1+1/ε)nb

)O(1).

Our contributions. In this paper, we consider a variant of the AKS-sampling
procedure (according to [AKS01] proposed by M. Sudan, described in lecture
notes by O. Regev [Reg04]).

– We describe a general sampling procedure to compute short lattice vectors
outside some given subspace. We call this the subspace avoiding problem
(Sap).

– We show polynomial time reductions from exact and approximate versions
of Sap to exact and approximate versions of Svp, Cvp, Smp and Sivp.

– In consequence, we obtain single exponential time (1 + ε) approximation
algorithms for Svp, Cvp, Smp and Sivp for all �p norms. The running time
is ((2 + 1/ε)nb)O(1).

– By slightly modifying the sampling procedure and its analysis we are able to
solve Sap provided there do not exist too many short lattice vectors outside
the given subspace. As a consequence, we obtain single exponential time
algorithms for Svp and for restricted versions of Cvp and Sivp.
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Organization. The paper is organized as follows. In Section 2 we state the most
important facts used in this paper. In Section 3 we formally define the lattice
problem Sap and prove polynomial time reductions from Svp,Cvp,Smp, and
Sivp to Sap. In Section 4, we show that the problem Sap can be approximated
with factor 1+ ε, ε > 0 arbitrary, by a sampling procedure. Finally, the modified
sampling procedure solving restricted versions of Sap optimally is presented in
Section 5.

2 Basic Definitions and Facts

For m > 0 is �m a m-dimensional vector space over �. The �p norm of a
vector x ∈ �m is defined by ||x||p = (

∑m
i=1 xp

i )
1/p for 1 ≤ p < ∞ and ||x||∞ =

max{|xi|, i = 1, . . . , m} for p = ∞. In the sequel we consider the �p norm for an
arbitrary p with 1 ≤ p ≤ ∞. We set B(p)(x, r) := {y ∈ �m| ||y − x||p < r}. The
volume vol(B(p)(x, r)) satisfies:

For all c > 0 vol(B(p)(x, c · r)) = cm · vol(B(p)(x, r)). (1)

A lattice L is a discrete additive subgroup of �m. Each lattice L has a basis,
i. e. a sequence b1, . . . , bn of n elements of L that generate L as an abelian
group. We denote this by L = L(b1, . . . , bn). We call n the rank of L. If m = n,
the lattice is full dimensional. In the rest of the paper we only consider full
dimensional lattices. However, our results can easily be generalized to arbitrary
lattices. For a basis B = {b1, . . . , bn} we define the half open parallelepiped
P(B) := {

∑n
j=1 αjbj |0 ≤ αj < 1, j = 1, . . . , n}. For every vector v ∈ �n there is

a unique representation v = u + w with u ∈ L and w ∈ P(B). We write v ≡ w
mod L.

We always assume that L ⊆ �n. The representation size b of a lattice L ⊆ �n

with respect to the basis {b1, . . . , bn} is the maximum of n and the binary lengths
of the numerators and denominators of the coordinates of the basis vectors bj .
The representation size of a subspace M and the representation size of a vector
u =

∑n
i=1 uibi with ui ∈ � with respect to {b1, . . . , bn} are defined in the

same way. In the sequel, if we speak of the representation size of a lattice L, a
subspace M or of a vector u ∈ span(L) without referring to some specific basis,
we implicitly assume that some basis is given.

3 The Subspace Avoiding Problem Sap, Main Result,
and Reductions for Svp, Smp, Sivp and Cvp

Definition 1. Given a lattice L and some subspace M ⊂ span(L), we call the
problem to compute a vector v ∈ L\M , that is as short as possible, the subspace
avoiding problem (Sap). We set

λ
(p)
M (L) := min{r ∈ �|∃v ∈ L\M, ||v||p ≤ r}.

It is not hard to show that for an LLL-reduced basis {b1, . . . , bn} we have
||bk||2 ≤ 2n−1λ

(2)
M (L), where k = min{1 ≤ j ≤ n|bj ∈ L\M}. Therefore, we get
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Theorem 1. The LLL-algorithm can be used to approximate in polynomial time
Sap for the �2 norm with factor 2n−1.

In Section 4 we will show that in single exponential time we can approximate
Sap with any factor 1 + ε, 0 < ε ≤ 2. More precisely

Theorem 2. For all �p norms, 1 ≤ p ≤ ∞, there exists a randomized algorithm,
that approximates Sap with probability exponentially close to 1. The approxima-
tion factor is 1 + ε for any 0 < ε ≤ 2 and the running time of the algorithm is
((2 + 1/ε)n · b)O(1), where b is the size of the lattice and the subspace.

In the remainder of this section we show that there are polynomial time reduc-
tions from Svp, Cvp, Smp and Sivp to Sap. Together with Theorem 2 this
implies single exponential time approximation algorithms for Svp, Cvp, Smp

and Sivp. The core of the reductions is a suitable definition of the subspace.
For the reduction of Svp to Sap we choose M := {0} ⊆ span(L). If we

compute a (almost) shortest non-zero lattice vector u ∈ L\M , we compute a
(almost) shortest non-zero lattice vector u ∈ L.

Theorem 3. For all �p norms, 1 ≤ p ≤ ∞, Svp with approximation factor
1+ ε, ε ≥ 0, is polynomial time reducible to Sap with approximation factor 1+ ε.

Theorem 4. For all �p norms, 1 ≤ p ≤ ∞, Smp and Sivp with approximation
factor 1 + ε, ε ≥ 0, are polynomial time reducible to Sap with approximation
factor 1 + ε.

Proof. We are given access to an oracle A, that solves Sap with an approxima-
tion factor 1 + ε for some arbitrary ε ≥ 0. Using this oracle we get a (1 + ε)-
approximation of the first successive minimum as in Theorem 3. For i > 1
define M := span(v1, . . . , vi−1) with v1, . . . , vi−1 ∈ L linearly independent. Since
dim(M) < i, there exists a vector w ∈ L with ||w||p ≤ λ

(p)
i (L) and w 
∈ M .

Therefore, λ
(p)
M (L) ≤ λ

(p)
i (L) and using the oracle A with input L and M we get

a (1 + ε)-approximation for the i-th successive minimum.

The reduction of Cvp to Sap relies on a lifting technique introduced by Kannan
[Kan87b] and refined by Goldwasser and Micciancio [MG02] and Ajtai, Kumar
and Sivakumar [AKS02]. A proof for it will be contained in the full version of
this paper.

Theorem 5. For all �p norms, 1 ≤ p ≤ ∞, the exact version of Cvp is
polynomial time reducible to the exact version of Sap. Also, for all �p norms,
1 ≤ p ≤ ∞, Cvp with approximation factor (1 + ε)(1 + α) for 0 < ε ≤ 1/2 and
α ≥ 0 is reducible to Sap with approximation factor 1 + ε/6. The reduction is
polynomial time in the input size of the Cvp instance and in 1/α.

Combining this result with the inapproximability results for Cvp due to Dinur
et al. [DKRS03] we get the following inapproximability result for Sap.

Theorem 6. For all �p norms, 1 ≤ p < ∞, there is some constant c > 0, such
that Sap is NP-hard to approximate to within factor nc/ log log n, where n is the
dimension of the input lattice.
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4 The Sieving Procedure and the Sampling Procedure

In this section we present a sampling procedure, that solves the subspace avoiding
problem with approximation factor 1 + ε, 0 < ε ≤ 2. We closely follow Regev’s
lecture notes on the AKS single exponential algorithm for Svp [Reg04]. First,
we show that we can restrict ourselves to instances of Sap with 2 ≤ λ

(p)
M (L) < 3.

A proof for it will be contained in the full version of this paper.

Lemma 1. For all �p norms, if there is an algorithm A that for all lattices L

for which 2 ≤ λ
(p)
M (L) < 3 and all subspaces M solves Sap with approximation

factor 1 + ε and in time T = T (n, b, ε), then there is an algorithm A′ that solves
Sap for all lattices and subspaces M with approximation factor 1+ ε and in time
O(nT + n4b). Here n is the rank of L and b is the representation size of L, M .

4.1 The Sieving Procedure

The main part of the sampling procedure is a sieving procedure (see Algorithm
2). Its main properties are described in the following lemma. The parameter a
is rational and a > 1.

Algorithm 2 The sieving procedure
Input: x1, . . . , xN ∈ B(p)(0, R)

J ← ∅
For j = 1, . . . , N do

If there exists i ∈ J with ||xi − xj ||p ≤ R/a, then η(i) ← j.
Else J ← J ∪ {i} and η(i) ← i.

Lemma 2. Let R ∈ �, R > 0, a ∈ � with a > 1. For any set of points
x1, . . . , xN ∈ B(p)(0, R) the sieving procedure 2 finds a subset J ⊆ {1, 2, . . . , N}
of size at most (2a + 1)n and a mapping η : {1, 2, . . . , N} → J such that for
any i ∈ {1, . . . , N} , ||xi − xη(i)||p ≤ R/a. The running time of the procedure is
O(N2 · poly(m)), if x1, . . . , xN are rationals of representation size m.

Proof. Obviously, for all i ∈ {1, . . . , N}, ||xi − xη(i)||p ≤ R/a. The distance
between any two points in J is larger than R/a. If we take balls of radius R/(2a)
around each point xi, i ∈ J , then these balls are disjoint and their union is
contained in B(p)(0, (1 + 1/(2a))R). Therefore, the number of balls, and hence
|J |, is bounded by vol

(
B(p)

(
0, (1 + 1

2a )R
))

/ vol
(
B(p)

(
0, 1

2aR
))

= (2a + 1)n

(Equation (1)).

4.2 The Sampling Procedure

Now we present a sampling procedure (see Algorithm 3) that for all �p norms
approximates Sap with the factor 1 + ε, 0 ≤ ε ≤ 2 arbitrary. The algorithm
chooses N points uniformly at random in a ball B(p)(0, r) with radius r. Using
the general algorithm of Dyer, Frieze and Kannan (see [DFK91]) we are able to
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sample the N points in B(p)(0, r) with the required accuracy. For the sake of
simplicity, we will neglect this aspect in the following. The parameter N will be
defined later. For each point xi with i ∈ {1, . . . , N} we compute the point yi ∈
P(B) such that yi−xi is a lattice point. Using the mapping η : {1, . . . , N} −→ J ,
for each vector yi we get a representative yη(i) with ||yi − yη(i)||p < R/a. We
replace yi with yi − (yη(i) − xη(i)). This procedure is repeated until the distance
between the lattice vectors and their representatives is small enough. We use
parameters δ, r and a satisfying 0 < δ ≤ 1/2, r ≥ 1/2 and a = 1 + 2/δ.

Algorithm 3 The sampling procedure
Input: A lattice L = L(B), B = {b1, . . . , bn}, and a subspace M ⊆ span(B).
1. (a) R0 ← n · maxi ||bi||p

(b) Choose N points x1, . . . , xN uniformly in B(p)(0, r).
(c) Compute yi ∈ P(B) with yi ≡ xi mod L(B) for i = 1, . . . , N .
(d) Set Z ← {(x1, y1), . . . , (xN , yN )} and R ← R0.

2. While R > (1 + δ)r do
(a) Apply the sieving procedure to {yi|(xi, yi) ∈ Z} with the parameters a and

R. The result is a set J and a mapping η.
(b) Remove from Z all pairs (xi, yi) with i ∈ J.
(c) Replace each remaining pair (xi, yi) ∈ Z with (xi, yi − (yη(i) − xη(i))).
(d) R ← R/a + r

Output: A shortest vector v ∈ {yi − xi|(xi, yi) ∈ Z} with v 	∈ M , if such a vector
exists.

Lemma 3. Let δ and r be chosen as above. Given a lattice L = L(B), if the
sampling procedure 3 returns the vector v, then v ∈ L ∩ B(p)(0, (2 + δ)r).

The proof follows from the fact that during the sampling procedure the following
two properties are satisfied: 1) For all (xi, yi) ∈ Z we have yi − xi ∈ L(B) and
2) for all i ∈ {1, . . . , N} the length of yi is bounded by the parameter R. For
details see [Reg04].

The number of iterations of the while-loop dominates the running time of the
sampling procedure.

Lemma 4. If the sampling procedure 3 is executed with the parameters δ, a and
r chosen as above, then the number of iterations of the while-loop is at most
2 log2(1 + 2/δ) · (log2 R0 + log2(1 + 2/δ)).

Proof. After i iterations the parameter R is R0/ai + r
∑i−1

j=0 a−j. The loop
terminates if R < (1 + δ)r. Using the geometric series the loop terminates if
R0/ai + r · a/(a − 1) ≤ (1 + δ)r. Since a = 1 + 2/δ and r ≥ 1/2, the lemma
follows.

Using this bound for the number of iterations we can analyze the running time
of the sampling procedure.
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Lemma 5. Given a lattice basis B and a subspace M ⊂ span(L(B)), with the
parameters r, a and δ chosen as above, the running time of the sampling proce-
dure 3 is bounded by ((1 + 2/δ) · b · N)O(1). Here b is the size of L(B) and M .
Furthermore, N is the number of points chosen in the sampling procedure.

Proof. The number of iterations in the while-loop is at most 2 log2(1 + 2/δ) ·
(log2(1+2/δ)+ log2 R0) ≤ (1+2/δ)bO(1). In each iteration we apply the sieving
procedure. Since the input size is at most b the running time of the sampling
procedure is at most (1 + 2/δ)N2bO(1) = ((1 + 2/δ) · b · N)O(1).

Summarizing the previous results about the sampling procedure 3, we get

Theorem 7. For every 0 < ε ≤ 2 there exists a δ > 0 such that the follow-
ing holds: Given a lattice L = L(B), a subspace M , and r satisfying 1/2 ≤
r ≤ (1/2) · (1 + δ)2λ(p)

M (L), the sampling procedure 3 computes a set of vectors
from L ∩ B(p)(0, (1 + ε)λ(p)

M (L)). The running time of the sampling procedure is
((2 + 1/ε)n · b)O(1), where b is the size of L and M .

The proof is obviously if we choose δ = (1/4)ε and combine this with the results
of Lemma 3 and Lemma 5.

Also, using Lemma 2 and Lemma 4 we get

Lemma 6. If we apply the sampling procedure 3 with the parameters δ, a and
r chosen as above, we remove at most

z(R0, δ) := (log2 R0 + log2(1 + 2/δ))(2(1 + 2/δ) + 1)n+1 (2)
pairs from the set Z.

4.3 Modification of the Sampling Procedure

We need to show that the sampling procedure 3 computes vectors in L\M . For
this we use the randomization in the algorithm. We change our point of view and
consider a modified sampling procedure that behaves exactly like the sampling
procedure 3. We are able to show that the modified sampling procedure computes
with probability exponentially close to 1 a vector v ∈ L\M . Hence, the same is
true for the sampling procedure 3.

Let u ∈ L\M a lattice vector with ||u||p = λ
(p)
M (L). Define

C1 := B(p)(0, r) ∩ B(p)(u, r) and C2 := B(p)(0, r) ∩ B(p)(−u, r).
If the parameter r satisfies

1
2
(1 + δ)λ(p)

M (L) ≤ r ≤ 1
2
(1 + δ)2λ(p)

M (L) (3)

for a δ > 0, the sets C1 and C2 are non-empty and disjoint. We define a bijective
mapping τu : B(p)(0, r) → B(p)(0, r) depending on the lattice vector u.

τu(x) =

⎧
⎨

⎩

x + u , x ∈ C2
x − u , x ∈ C1

x , otherwise
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Using the mapping τu we define the modified sampling procedure (see Algorithm
4). Since the modified sampling procedure is only used for the analysis, we do
not worry about its running time and the fact that it uses the unknown u. The
sampling procedure 3 and the modified sampling procedure 4 return vectors
in L ∩ B(p)(0, (1 + ε)λ(p)

M (L)) distributed according to certain distributions. We
call these the output distributions generated by the sampling procedure and the
modified sampling procedure, respectively. Next, we show

Algorithm 4 The modified sampling procedure
Input: A lattice L = L(B), B = {b1, . . . , bn}, and a subspace M ⊆ span(B)
1. (a) R0 ← n · maxi ||bi||p.

(b) Choose N points x1, . . . , xN uniformly in B(p)(0, r).
(c) Compute yi ∈ P(B) with yi ≡ xi mod L(B) for i = 1, . . . , N .
(d) Set Z ← {(x1, y1), . . . , (xN , yN )} and R ← R0.

2. While R > (1 + δ)r do
(a) Apply the sieving procedure 2 to {yi|(xi, yi) ∈ Z} with the parameters a

and R. The result is a set J and a mapping η.
(b) Remove from Z all pairs (xi, yi) with i ∈ J.
(c) For each pair (xi, yi), i ∈ J, replace xi with τu(xi) with probability 1/2.
(d) Replace each remaining pair (xi, yi) ∈ Z with (xi, yi − (yη(i) − xη(i))).
(e) R ← R

a
+ r

3. For each pair (xi, yi) ∈ Z replace xi with τu(xi) with probability 1/2.

Output: A shortest vector v ∈ {yi − xi|(xi, yi) ∈ Z} with v 	∈ M , if such a vector
exists.

Theorem 8. The sampling procedure 3 and the modified sampling procedure 4
generate the same output distribution.

Proof. We consider a series of modifications to the sampling procedure 3 leading
to the modified sampling procedure 4. In the first modification, after choosing
in step 1b the points xi we decide for each xi uniformly at random whether to
keep xi or to replace it with τu(xi). Since τu is bijective, this does not change
the distribution on the points xi. Hence, this modification does not change the
output distribution of the sampling procedure. Next, observe that u ∈ L implies
yi ≡ xi ≡ τu(xi) mod L, i = 1, . . . , N. Hence, if we decide for each xi whether
to replace it with τu(xi) at the end of step 1 rather than in step 1b, then this
does not change the output distribution.

But if, without changing the output distribution, we can choose for each xi

whether to keep it or to replace it with τu(xi) at the end of step 1, then making
that decision for each xi prior to the first time it is used in step 2 will also not
change the output distribution. Furthermore, for each point xi not used at all in
step 2 we can choose whether to keep it or replace it with τu(xi) at the end of
step 2. But this is exactly the modification leading from the sampling procedure
3 to the modified sampling procedure 4.
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For the further analysis only pairs (xi, yi) with xi ∈ C1 ∪ C2 are of interest
because only for them the mapping τu is not the identity. In the following, three
lemmata we will show that with high probability at the end of the sampling
procedure 3 or the modified sampling procedure 4 the set Z contains at least
2n pairs with this property. All lemmata are stated without proof. First, we
need the probability, that a point x, which is chosen uniformly in B(p)(0, r), is
contained in C1 ∪ C2.

Lemma 7. Let u ∈ �n be a vector with ||u||p = ρ and ζ > 0. Define C =
B(p) (0, (1/2)(1 + ζ)ρ) ∩ B(p) (u, (1/2)(1 + ζ)ρ). Then

vol(C)
vol

(
B(p)

(
0, 1

2 (1 + ζ)ρ
)) ≥ 2−n

(
ζ

1 + ζ

)n

.

Next, we are interested in the number of points xi, which are contained in
C1 ∪ C2, if we choose N points uniformly at random in B(p)(0, r).

Lemma 8. Let N ∈ �. By q denote the probability that a random point in
B(p)(0, r) is contained in C1 ∪ C2. If N points x1, . . . , xN are chosen uniformly
at random in B(p)(0, r), then with probability larger than 1− 4/(N · q), there are
at least (q · N)/2 points xi ∈ {x1, . . . , xN} with the property xi ∈ C1 ∪ C2.

From the Lemmata 7 and 8 combined with Lemma 6 we obtain

Lemma 9. Let L be a lattice and M ⊂ span(L) be a subspace. Furthermore, as-
sume that in the first step of the sampling procedure 3 or of the modified sampling
procedure 4 the number of points chosen is N = ((1+δ)/δ)n2n+1 (2n + z(R0, δ)),
where z(R0, δ) is defined as in (2). Then at the end of step 2 of the sampling pro-
cedure 3 or the modified sampling procedure 4 the set Z contains with probability
exponentially close to 1 at least 2n pairs (x, y) with the property x ∈ C1 ∪ C2.

Theorem 9. For every 0 < ε ≤ 2 there exists a δ > 0 such that the following
holds: Given a lattice L = L(B), a subspace M of span(L), for which 2 ≤ λ

(p)
M (L)

and r satisfying (3), the modified sampling procedure 4 computes with probability
exponentially close to 1 a vector v ∈ L\M .

Proof. We apply the modified sampling procedure with the same parameter as in
Theorem 7, i. e. δ = (1/4)ε. Since 2 ≤ λ

(p)
M (L), we have r ≥ 1/2. By assumption

u ∈ L\M . If y−x ∈ M , then y−τu(x) = y−x±u ∈ L\M . The modified sampling
procedure returns a vector v ∈ L\M , if at the end of step 2 there exists a pair
(x, y) ∈ Z with x ∈ C1 ∪C2 and one of the following conditions holds: y−x ∈ M
and in step 3 we replace x with τu(x) or y − x ∈ L\M and in step 3 we do not
replace x with τu(x). In step 3 of the modified sampling procedure we decide for
each pair (x, y) ∈ Z uniformly if we replace it or not. Using Lemma 9 the set
Z contains with probability exponentially close to 1 at least 2n pairs (x, y) with
the property x ∈ C1 ∪C2. Therefore the probability, that the modified sampling
procedure does not return a vector v ∈ L\M , is bounded by 2−2n

.
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By Theorem 8 the sampling procedure and the modified sampling procedure
generate the same output distribution. Also, we have shown that we can restrict
ourselves to instances of Sap with 2 ≤ λ

(p)
M (L) < 3 (Lemma 1). Hence, we get

Theorem 10. There exists a randomized algorithm that for all �p norms, 1 ≤
p ≤ ∞, solves Sap with approximation factor 1 + ε, 0 < ε ≤ 2 arbitrary,
with probability exponentially close to 1. The running time of the algorithm is
((2 + 1/ε)n · b)O(1), where b is the size of the input lattice and the subspace.

Proof. Let δ = (1/4)ε. Using Lemma 1 we can assume: 2/3 < 2/λ
(p)
M (L) ≤ 1. Let

κ0 = log1+δ(2/3) and κ1 = 0. Set l := �log1+δ 2/λ
(p)
M (L)�, then κ0 ≤ l ≤ κ1 and

r := (1+δ)2−l satisfies the Equation (3), i.e., (1/2)(1+δ)λ(p)
M (L) ≤ r ≤ (1/2)(1+

δ)2λ(p)
M (L). We apply the sampling procedure for each value r = (1+ δ)2−l′ with

κ0 ≤ l′ ≤ κ1. Let vl′ ∈ L\M be the lattice point discovered by the sampling
procedure started with r = (1 + δ)2−l′ , if any lattice point is discovered. The
output will be the smallest vl′ ∈ L\M . As we have seen, for the unique l′ = l
such that r = (1 + δ)2−l′ satisfies the Equation (3) the sampling procedure will
find a (1 + ε)-approximation for Sap with probability exponentially close to 1.

We apply the sampling procedure
∣
∣log1+δ(2/3)

∣
∣ times. By our choose of δ =

(1/4)ε the running time is
∣
∣log1+ε 2/3

∣
∣ ((2 + 1/ε) · b)O(1) = ((2 + 1/ε)n · b)O(1).

Combining this with the results from Section 3 we obtain:

Theorem 11. There exist randomized algorithms that for all �p norms, 1 ≤ p ≤
∞, approximate Svp, Smp, Sivp, and Cvp with probability exponentially close
to 1. In case of Svp, Smp, and Sivp the approximation factor is 1 + ε for any
0 < ε ≤ 2. For Cvp the approximation factor is 1 + ε for any 0 < ε < 1/2. The
running time of the algorithms is ((2 + 1/ε)n · b)O(1), where b is the size of the
input lattice and the subspace.

5 Using the Sampling Procedure for Optimal Solutions

Theorem 12. Let L = L(B) be a lattice and M be a subspace of span(L), both
of size b. Assume that there exist absolute constants c, ε such that the number of
v ∈ L\M satisfying ||v||p ≤ (1+ε)λ(p)

M (L) is bounded by 2cn. Then there exists an
algorithm that solves Sap with probability exponentially close to 1. The running
time is (2n · b)O(1).

Proof. To turn the (1 + ε)-sampling procedure into an exact algorithm, we use
the sampling procedure 3 with the parameters δ = (1/4)ε and N = ((1 +
δ)/δ)n2n+1

(
5 · 2(c+1)n + z(R0, δ)

)
, where z(R0, δ) is defined in (2). We only

modify the output: We consider the two sets

O1 := {(yi−xi)−(yj −xj)|(xi, yi), (xj , yj) ∈ Z} and O2 := {yi−xi|(xi, yi) ∈ Z}.

The output is a shortest lattice vector v ∈ O1∪O2 with v ∈ L\M . The analysis
and the running time of this sampling procedure are the same as in Section 4.
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Obviously, we can modify the sampling procedure in the same way as in Theorem
8 by using the mapping τu with respect to a shortest vector u ∈ L\M . We obtain
a modified sampling procedure similar to procedure 4 which generates the same
output distribution as the original sampling procedure. Hence, we only need to
analyze the success probability of the modified sampling procedure. We show
that the modified sampling procedure computes with probability exponentially
close to 1 the lattice vector u. In the following, consider the set Z after step 2 and
before step 3 of the modified sampling procedure. We define the multiset F :=
{(xi, yi) ∈ Z|xi ∈ C1} ⊆ Z and for v ∈ L we set Fv := {(xi, yi) ∈ F |yi−xi = v}.
As in Lemma 9, we can show, that F contains with probability exponentially
close to 1 at least 5 · 2(c+1)n pairs. Next, we consider two cases: 1) There exists
an v ∈ L with |Fv| ≥ 2n and 2) |Fv| < 2n for all v ∈ L.

In the first case, in step 3 we decide for each pair (x, y) ∈ Fv uniformly
whether we replace x with τu(x) or not. If there exist (xi, yi), (xj , yj) ∈ Fv such
that in step 3 the mapping τ is applied to xi but not to xj then u ∈ O1. This
event happens with probability 1 − 2 · 2−2n

.
In the second case, we show that with probability exponentially close to 1

the vector u is contained in the set O2. We do this by showing that after step
3 of the modified sampling procedure all vectors v ∈ L\M satisfying ||v||p ≤
(1 + ε)λ(p)

M (L) are contained in O2. In the following, we consider F := {v ∈
L|∃(x, y) ∈ F with v = y − x}. Since |F | > 5 · 2(c+1)n and |Fv| < 2n for all
v ∈ L, we obtain |F| ≥ 5 · 2cn. Let F1 := F ∩ M . By assumption |F\F1| ≤ 2cn

and therefore |F1| = |F| − |F\F1| ≥ 2cn+2. For all v = y − x ∈ F1 we have
y − τu(x) ∈ L\M . Analogously to Lemma 8, we can show that with probability
exponentially close to 1, for at least 2cn elements v = y − x in F1 we replace in
step 3 the element x by τu(x). Hence, with probability exponentially close to 1
we get 2cn elements y − x − u ∈ L\M . All these elements have length at most
(1 + ε)λ(p)

M (L). Combining this with |(L\M) ∩ B(p)(0, (1 + ε)λ(p)
M (L))| < 2cn we

see that in this case the set O2 contains all vectors v ∈ L\M of length at most
(1 + ε)λ(p)

M (L).

To use the exact sampling procedure to solve Svp,Cvp,Smp and Sivp we need
the following lemma, whose proof is almost identical to the proof of Lemma 2.

Lemma 10. Let L be a lattice and R > 0. Then

|B(p)(0, R) ∩ L| <
((

2R + λ
(p)
1 (L)

)
/λ

(p)
1 (L)

)n

.

In case of Svp we use Lemma 10 with R = (1 + ε)λ(p)
1 (L) and get |B(p)(0, (1 +

ε)λ(p)
1 (L)) ∩ L| ≤ (3 + 2ε)n = 2cn for a c ∈ �. Therefore, the assumptions of

Theorem 12 are satisfied in case of Svp and we obtain the following.

Theorem 13. Let L ⊂ �n be a lattice of size b. A shortest non-zero vector in
L can be computed with probability exponentially close to 1. The running time is
(2n · b)O(1).
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Using Lemma 10, for Smp and Cvp we can only show that the number of almost
optimal solutions to Smp or Cvp is single exponential in the rank of L if the
n-th successive minimum λ

(p)
n (L) or the distance Dt of target vector t to lattice

L are bounded by cλ
(p)
1 (L) for some constant c. Hence, we get

Theorem 14. Let L ⊂ �n be a lattice of size b. Assume that the n-th successive
minimum λ

(p)
n is bounded by cλ

(p)
1 for some constant c ∈ �. Then the successive

minima of L can be computed with probability exponentially close to 1. The
running time is (2n · b)O(1).

Theorem 15. Let c > 0 be some constant. Assume lattice L ∈ �n and target
vector t ∈ span(L) are of size b. Assume furthermore, that Dt ≤ cλ

(p)
1 (L).

Then a vector v ∈ L satisfying ||t − v||p = Dt can be computed with probability
exponentially close to 1. The running time is (2n · b)O(1).
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