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Preface

You hold in your hands the proceedings of ESAS 2007, the Fourth European
Workshop on Security and Privacy in Ad hoc and Sensor Networks. The work-
shop took place in Cambridge, UK, on the 2nd and 3rd of July 2007.

The workshop was European in name and location but it was definitely
transatlantic in scope. We had a program chair from Europe and one from the
USA, and membership of our program committee was almost evenly split be-
tween those two regions. When looking at participation, the workshop was even
more global than that: the submitted papers came from 25 countries in 6 conti-
nents.

We received 87 submissions. After quick-rejecting 5 papers deemed to be
out of scope, the remaining 82 papers were each reviewed by at least three
PC members. The two program chairs, who did not submit any works, had sole
authority to decide which papers to accept and reject, based only on the directive
that quality had to be the primary criterion, in order to form a proceedings
volume of high international relevance. The number of papers to be accepted
was not set in advance: it was selected a posteriori so as to include only solid,
innovative and insightful papers. The resulting acceptance rate of about 20%,
very strict for a workshop, is a testimonial of how selective we chose to be in
accepting only high quality papers. Congratulations to the authors published in
this volume!

We arranged the accepted papers in the following sessions:

– Device Pairing
– Key Management
– Location Verification and Location Privacy
– Secure Routing and Forwarding
– Physical Security
– Detection of Compromise, and Revocation

As well as the 17 talks corresponding to the peer-reviewed papers, the work-
shop program also comprised a keynote talk by Paul Wilson and closed with
a rump session in which attendees reported on late-breaking results. Since we
went to press well ahead of the event, none of these additional talks are written
up in this volume of workshop proceedings.

We are extremely grateful to many people and institutions who helped us
make ESAS 2007 a reality. First and foremost, thank you to all the authors who
submitted papers to the workshop and to everyone who attended, whether as
a presenter or just a member of the audience. Special thanks to our keynote
speaker Paul Wilson for giving us a wider perspective on the topics discussed at
the workshop. Thanks to our sponsors, Microsoft Research, whose contribution
allowed us among other things to endow some student bursaries. Thanks to
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the program committee members and to the additional reviewers for providing
insightful comments about all the submitted papers. On the organizational side,
thanks to publicity chair João Girão for attracting so many submissions and for
managing the workshop Web site, to Kasper Bonne Rasmussen for managing
the submission server and to Carol Speed at Cambridge for helping with the
back-end of the payment system.

In closing, we note that this fourth one in Cambridge was the last ESAS
workshop under this name. If you share our feelings, you will have noticed that
there are really too many security workshops and conferences nowadays: it’s
impossible to follow them all and it gets harder and harder to put together
a quality program. So we encourage our community to take part in a global
spring cleaning effort to reduce the number of events; from our side, we (or more
precisely our steering committee) have merged ESAS with ACM SASN (Work-
shop on Security of Ad Hoc and Sensor Networks) and ACM WiSe (Workshop
on Wireless Security) to become WiSec, the ACM Wireless Security Confer-
ence. Joining forces and avoiding duplication makes sense: having fewer but
higher-profile events will raise the quality of the submitted papers by avoiding
dilution and will make us all more likely to meet the key people in our com-
munity whenever we attend. WiSec will alternate between the US and Europe,
starting in the US in 2008. See you there!

April 2007 Frank Stajano
Cathy Meadows
Srdjan Capkun

Tyler Moore
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The Candidate Key Protocol for Generating
Secret Shared Keys from Similar Sensor Data

Streams

Rene Mayrhofer

Lancaster University, Computing Department, South Drive, Lancaster LA1 4WA, UK
rene@comp.lancs.ac.uk

http://www.comp.lancs.ac.uk/

Abstract. Secure communication over wireless channels necessitates
authentication of communication partners to prevent man-in-the-middle
attacks. For spontaneous interaction between independent, mobile de-
vices, no a priori information is available for authentication purposes.
However, traditional approaches based on manual password input or veri-
fication of key fingerprints do not scale to tens to hundreds of interactions
a day, as envisioned by future ubiquitous computing environments. One
possibility to solve this problem is authentication based on similar sensor
data: when two (or multiple) devices are in the same situation, and thus
experience the same sensor readings, this constitutes shared, (weakly)
secret information. This paper introduces the Candidate Key Protocol
(CKP) to interactively generate secret shared keys from similar sensor
data streams. It is suitable for two-party and multi-party authentication,
and supports opportunistic authentication.

Keywords: context authentication, sensor data, cryptographic hash.

1 Introduction

Secure communication over a wireless channel is a difficult problem, especially for
spontaneous interaction. Spontaneous interaction in the sense of ad-hoc commu-
nication between devices is often aimed for in ubiquitous computing [1], following
its vision of seamlessly interacting with whatever services are currently available
and useful. Moreover, many of these proposed devices are small, need to cope
with limited resources such as memory, computational power and battery life,
and do not have any conventional user interfaces such as key pads or displays.
Communication is assumed to happen over shared wireless channels that are
open to any device, which is necessary to enable transparent interoperability.

It is difficult to secure such interactions because we can not assume the in-
volved devices to have any a priori information about each other. Creating a
secure channel depends on an authentication step. If Alice (A) wants to interact
with Bob (B)1 and does not know anything about Bob a priori, then she will
1 In the context of this paper, we use A, B, and E for describing the devices that

interact with each other interchangeably with the established names Alice, Bob,

F. Stajano et al. (Eds.): ESAS 2007, LNCS 4572, pp. 1–15, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 R. Mayrhofer

be unable to distinguish a legitimate interaction with Bob from malicious be-
havior by Eve (E ) — Eve can simply perform a valid protocol run with Alice.
Currently, there is no globally trusted public key infrastructure (PKI), and it is
doubtful if there will be any. Even if there was one that would be able to sign
trusted devices, it would not solve the problem of authenticating spontaneous
interaction: Eve could just set up a trusted device E of her own and intercept the
communication by getting A to communicate with her device instead of B. We
therefore need to individually authenticate the interaction between each com-
municating pair of devices. Such authentication essentially aims at secret key
agreement between A and B.

This problem is amplified as ubiquitous computing is expected to generate
far more frequent spontaneous interactions. When using hundreds of different
devices each day, conventional authentication methods like passwords or PINs
fail to scale. Examples of devices that communicate wirelessly with each other
are mobile phones, Bluetooth headsets, networked cameras, printers, in the near
future goggles with integrated displays, and many more. We use the practical
example of establishing a secure channel between a mobile phone and a Bluetooth
headset without loss of generality.

Our approach is to authenticate devices based on shared context, which is
manifested by similar sensor readings. Whenever two devices are in the same
situation, e.g. being worn by the same person, capturing the same audio environ-
ment, or just being close to the same object, their sensors will experience similar
time series. These time series can be used to implicitly authenticate a secure
channel between the devices. There are multiple possibilities for authentication
based on similar time series. The more conventional approach is to perform an
unauthenticated (anonymous) key agreement like Diffie-Hellman [2], exchange
the time series using the secret shared key via some commitment scheme, and
compare if they are similar enough with an appropriate metric to prevent man-
in-the-middle (MITM) attacks. However, this approach is computationally ex-
pensive and consists of two phases, which introduces an additional delay. We
present an authentication protocol, the Candidate Key Protocol (CKP), which
derives cryptographic key material directly from sensor data streams and utilizes
only hash functions as cryptographic primitives.

In Section 2, we discuss related work and motivate the need for an authenti-
cation protocol based on conventional primitives in spite of more recent research
on information theoretic security. After defining the threat scenarios that CKP is
designed to deal with in section 3, we explain the approach and detailed specifi-
cation of CKP in section 4. A first practical implementation using UDP multicast
and initial experimental results are described in sections 5 and 6, respectively.
We finish with discussing the security properties and possibilities for extending
the protocol in section 7.

and Eve of the respective users. The reason is that one of the devices might be an
infrastructure device, such as a printer or a display, that does not belong to any
single user.
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2 Related Work

Results from two research areas are relevant to the present paper: information
theoretical work in cryptography with influences from quantum cryptography,
and authentication protocols inspired by practical issues, mostly from ubiquitous
computing research.

Generating keys from noisy channels, or more generally, from (random) corre-
lated information, received some attention in theoretical cryptography research,
e.g. [3][4][5][6]. For a good introduction into the topic and for results for public,
non-authenticated channels, we refer to [7,8,9]. These publications give interest-
ing information theoretical results on key agreement, which no longer assume the
intractability of some computational problem like the discrete logarithm prob-
lem, but provide what is often called “unconditional security”. The basic concept
is that, when two legitimate communication partners either have a noisy com-
munication channel or when they have access to correlated information, then it
is possible for them to agree to a secret key even when an adversary has access
to their noisy channel or partial knowledge of their shared information. There
are two classes of such authentication protocols: interactive, e.g. [7,8,9], and non-
interactive, e.g. [6]. Non-interactive protocols have the obvious advantage that
they can be used to establish a shared secret when only one-way communica-
tion is available. This has additional practical consequences. Even when two-way
communication is possible, issues like time delays, packet loss, etc. can be han-
dled more easily with non-interactive protocols. On the other hand, interactive
protocols are necessary under the assumption of active adversaries (see e.g. [7,
section III.D]). Our proposed protocol is interactive.

Other results [10] seem particularly promising because they describe an au-
thentication protocol based on a weak secret key, which closely matches our real
world problem of using sensor time series as a weak secret key.

However, these theoretical results do not yet seem to have been implemented,
and practical applicability is therefore still limited. Another problem is that,
although the shared secrets may be weak, large secrets are required to guarantee
the security properties of these protocols. For small and embedded devices, it
is difficult to process large strings of secret data, and it is difficult to find good
sources of large secret strings in the first place.

In contrast, we use conventional, i.e. computational, cryptographic primitives
based on intractability assumptions which are still assumed to hold. With possi-
ble future availability of quantum computers, these assumption may need to be
revised. In this paper, we use the terminology of information theoretical cryptog-
raphy as far as appropriate because of the similar aims and assumptions. When
adding the assumption of non-reversibility of cryptographic hash functions, then
our proposed Candidate Key Protocol can be seen as an instance of a secret key
agreement based on correlated random variables.

It is not obvious how the calculus introduced in [8] for noisy channels could
be applied to the case of similar sensor time series that A and B have access
to and which E can get some knowledge about. Future work may use this or a
similar calculus to analyze the security of CKP more analytically.
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A large number of interactive protocols based on authenticated Diffie-Hellman
(DH ) key exchange [11] have recently been suggested, mostly inspired by practi-
cal problems of authentication in real world applications. This is assumed to be
computationally, instead of unconditionally secure. The classical interlock pro-
tocol [12] can be seen as a predecessor of these, but it already used the notion of
committing to values before revealing them. Newer protocols are mostly based
on commitment schemes, e.g. the MANA family of protocols for manual string
input or verification [13], optimized in [14].

While the “resurrecting duckling protocol” [15] aims at long-lived pairings,
Hoepman introduced pairing protocols for short-lived interactions based on man-
ual exchange of secrets [16][17], which scales poorly from a user point of view.
The protocol proposed in [16] is very similar to MANA III [13] and seems to have
been developed independently. Vaudenay claims [18] that Hoepman’s protocol
can not be implemented securely due to the lack of known hash functions with
properties required by the protocol, and presents a protocol called SAS, which
provides the same level of security with shorter shared secrets.

Creese et al. introduce a formal model for verifying authentication protocols
that work with empirical verification [19]. They present the analysis of three
related pairing protocols and show proofs of their security under their model.

Čagalj et al. describe three other pairing protocols with similar aims, based
on short string comparison, distance bounding, and integrity codes [20]. Their
second protocol is based on distance measurement, but we suggest that their
scheme might be applicable to an interactive challenge-response scheme based
on sensor data.

CKP is related to all these protocols because it shares similar aims, but differs
in the approach. Instead of authenticating ephemeral session keys or long-term
pairings created with DH, CKP creates shared keys by using sensor streams as
input.

3 Threat Scenarios

In this section, we briefly outline the threat scenarios that are relevant to a
device authentication protocol and to CKP in particular. Typical threats for a
communication channel are eavesdropping, replaying of messages, and deletion,
insertion and modification of messages. All of these threats are subsumed in
the so-called man-in-the-middle (MITM ) attack, where E is assumed to be “in
between” A and B and have complete control over their communication channel.
When an unauthenticated key agreement like Diffie-Hellman is used between
A and B, E can delete all messages between A and B and instead perform
two independent key agreements, one with A and one with B. In this paper,
we explicitly assume an active adversary, and CKP is designed to detect when a
MITM attack is being performed and fail to authenticate in this case. However, in
the general case, it is not possible to distinguish between a benign authentication
failure when the sensor values experienced by A and B are not similar enough
and a malign authentication failure caused by an attack.
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Another typical threat is denial of service (DoS). This refers to E making
communication, and in the scope of this paper, authentication impossible be-
tween A and B. When assuming an active adversary, DoS is easily possible and
will therefore not be discussed further. However, the protocol should provide
indication to the user when it can not complete, either due to benign communi-
cation error or due to a DoS attack. Distinguishing between these two cases is,
again, not possible in the general case and we therefore treat them equally.

We also point out that attacks on the involved devices themselves are out of
the scope of this paper and assume that the two devices A and B are trusted
for the purpose of the interaction. If A trusts B with some document, but B
(intentionally or due to an attack) forwards it to E, then authentication between
A and B can not prevent this.

To summarize, our main threat scenario is an active attack on the (wireless)
channel including full MITM capabilities. We assume that there is some sen-
sor data which both A and B can get with better accuracy than E. Here we
use the same argument as applied in [7, Theorem 5]: if Alice and Bob do not
share any correlated information, then “from Bob’s point of view, Alice has no
advantage compared to Eve. If Eve performs the same protocol as Alice would,
pretending to be Alice, Bob accepts with the same probability as he would ac-
cept a protocol execution with Alice”. Assuming an experiment where Alice,
Bob, and Eve can receive the same bit string over independent noisy chan-
nels, [7] concludes that “secret-key agreement against active adversaries is only
possible if Alice’s and Bob’s channels are both less noisy than Eve’s channel”.
This is to be intuitively expected, but in contrast to the results for passive
adversaries [3].

We argue that this assumption is justified because, when A and B are in a
similar context, their sensor time series should be more similar to each other
than to the sensor time series perceived by E, even if only slightly. This can be
achieved by measuring local physical phenomena which an adversary can not
reasonably influence to obtain measurements with higher accuracy than A and
B. Examples for appropriate phenomena are acceleration, sound, light, or radio
frequency signal strength.

4 The Candidate Key Protocol

The candidate key protocol interactively generates secret shared keys from sensor
streams between two (or multiple) devices. Figure 1 shows the relations between
A, B and E. All devices are assumed to have full access to a wireless communi-
cation channel, and we explicitly assume E to be capable of deleting, inserting,
and modifying messages between A and B without them being able to notice at
this level. Additionally, A and B are assumed to share aspects of their context
and have sensors that can capture these aspects. E is assumed not to share the
same context, but be able to access it with (similar or different) sensors with
inferior accuracy.
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A B

E

wireless channel

shared context

Fig. 1. Assumptions of CKP: A, B, and E share complete access to a wireless channel,
and restricted access to the context in which interaction is taking place

4.1 Approach

Our approach to generating secret shared keys from similar, but not equal, sen-
sor time series is based on the concept of candidates. When sampling sensor
time series, raw samples are typically not used directly, but more meaningful
features are extracted based on domain specific knowledge. We note that this
step is critical for any use of sensor data, although the respective requirements
depend on the application. For authentication, i.e. generating cryptographic key
material, it is important for the extracted features to have high entropy from
an adversary’s point of view. In the terms typically used for feature extraction
and context-aware systems, high entropy implies that the chosen features must
clearly distinguish devices being in the same context from devices being in differ-
ent contexts. The reverse, however, does not necessarily hold. Good separation
in this sense does not imply high entropy, because an adversary is free to choose
different features. Therefore, features should be chosen such that an adversary
can learn the least amount of information about their specific values. We can
not give generally valid recommendations because features are highly application
specific. For the scope of this paper, we assume feature vectors to be available
as input for authentication.

Even with features that perform well for a given application, there is still
room for errors. To generate key material from feature vectors, we need to con-
vert to integer values at some point; simple quantization errors can then lead to
different keys even when the feature vectors are very similar. That is, quantiza-
tion can increase noise. Generally, extracting and comparing feature vectors is
a classification problem with the usual trade-off between separation and recall.
Making features more distinctive to generate higher entropy will generate more
errors in comparing feature vectors from devices in the same context, i.e. false
negatives. Tuning the features for more robustness will make it easier for an
adversary to estimate their values, i.e. generate false positives. For the purpose
of authentication, false positives must be strictly avoided, but when the false
negatives rate is too high, the authentication method may become unusable in
practice. Therefore, our approach is to allow the feature extraction step to yield
multiple (parallel) feature vectors in each time step. We then use these multiple
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t t

AFF47E... F5A32C... 0D296F... C540F1... AFF47E... E93CD7...

n/a n/a

A B

9190CD12A524475C77...

1. features extracted

from sensor streams

2a. multiple candidate key 

parts for each window

2b. exchanging hashes 

of candidate key parts

3a. candidate keys created

from matching key parts

3b. exchanging hashes

of candidate keys 9190CD12A524475C77...

DAB086C7480188B02E... DAB086C7480188B02E...4. deriving secret shared key 

from matching candidates

Fig. 2. Approach to generating a secret shared key: candidate key parts are time windows
over extracted features from sensor time series and are concatenated to candidate keys

different candidates in a way that does not leak additional information to an
adversary, and thereby provide a partial solution to this trade-off.

In Fig. 2 we show an overview of CKP, starting with the extracted features.
The generation of multiple candidates for each feature vector is again application
specific, but there exist general methods. One example is that different offsets
for quantization can be used to alleviate the problem of quantization errors and
thus solve a large class of false negatives. This method is depicted in Fig. 2.
Every feature vector becomes a candidate key part. That is, it is a candidate
for inclusion in the shared secret, subject to matching with the remote device.
We then compute hashes of all candidate key parts for the current time step,
which we abstract to a strictly monotonically increasing round number. These
hashes are exchanged between A and B to verify which of the candidate key
parts, if any, match. Note that transmitting their cryptographic hash values does
not reveal any useful information about the candidate key parts themselves,
because secure hash functions are assumed to be one-way functions. After a
sufficient number of matching key parts, i.e. after accumulating enough entropy,
the matching key parts are concatenated to a candidate key. With the possibility
of multiple matches in each round, there are different ways to concatenate this
key. Therefore, hashes of the candidate keys are again exchanged between A and
B. When they match, A and B have successfully agreed to a shared secret.

4.2 Specification

After introducing the concepts of candidate key parts and candidate keys, we
now present the detailed specification of CKP. Figure 3 defines the steps of the
protocol.
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For the formal description, we use the following notation: H(m) describes the
hashing of message m with some secure hash algorithm, and m|n describes the
concatenation of strings m and n. The symbol ⊕ describes bit-wise XOR and |S|
the number of elements in a set S. When a message M is transmitted over an inse-
cure channel, we denote the received message ˜M to point out that it may have been

Alice Message Bob

I.1. New local feature vectors for rounds ra, rb

For each vector vi
a: For each vector v

j
b
:

s
ra
a ∈ 0, . . . , 2128 − 1 s

rb
b

∈ 0, . . . , 2128 − 1

hi
a := H(sa|vi

a) h
j
b

:= H(sb|vj
b
)

add < ra, vi
a > to LHa add < rb, v

j
b

> to LHb

I.2. Exchange candidates

CAND C
ra
a :=< ra, sa, h1

a, h2
a, . . . >

�
CAND C

rb
b

:=< rb, sb, h1
b

, h2
b

, . . . >

�
ra := ra + 1 rb := rb + 1

I.3. New remote candidates

For each hash �hj
b
: For each hash �hi

a:
if ∃

<�ra,�vi
a>∈LHa

∃
<�rb,�v

j
b

>∈LHb

s.t. �hj
b

= H(�sb|�vi
a) s.t. �hi

a = H(�sa|�vj
b
)

then add j to ML
�rb
a then add i to ML

�ra
b

and add < �ra,�vi
a > to MCa,b and add < �rb,�v

j
b

> to MCb,a

I.4. (optional) Exchange matches

MATCH M
ra
a :=< �rb, ML

�rb
a >
�

MATCH M
rb
b

:=< �ra, ML
�ra
b

>

�
add numbers �ML

ra
b

of add numbers �ML
rb
a of

round �ra from LHa to MCa,b round �rb from LHb to MCb,a

II.1.Generate candidate key

if |MCa,b| >= Na if |MCb,a| >= Nb
then kha := then khb :=

H(sra
a |lastNa

(MCa,b)) H(s
rb
b

|lastNb
(MCb,a))

and ka := and kb :=
H(sra

a |lastNa
(MCa,b)|C) H(s

rb
b

|lastNb
(MCb,a)|C)

II.2.Exchange candidate keys

KEY Ka :=< Na, s
ra
a , kha >

�
KEY Kb :=< Nb, s

rb
b

, khb >

�
II.3.Search for candidate key

if ∃
�ca⊆MCa,b

if ∃
�cb⊆MCb,a

s.t. H(�s
rb
b

|ca) =�khb s.t. H(�sra
a |cb) =�kha

then k′
b

:= H(�s
rb
b

|ca|C) then k′
a := H(�sra

a |cb|C)

II.4.Acknowledge key

ACK�khb �
ACK�kha�

II.5.Set key

if ka is not set k := k′
b

if kb is not set k := k′
a

if k′
b

is not set k := ka if k′
a is not set k := kb

if kha =�khb if khb =�kha
then k := ka then k := kb
else k := ka ⊕ k′

b
k := kb ⊕ k′

a

Fig. 3. Specification of CKP
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modified in transit, by noise or attack. Subscripts denote the different sides (a or b
for an authentication between A and B), while superscripts denote specific vectors
in a set of vectors. The syntax x̂ denotes the (open) result of a search for matches in
a set. When a hash is computed from a set of vectors, we mean the concatenation
of all vectors in some pre-defined order, typically by their round number.

v denotes raw feature vectors without cryptographic key properties, i.e. they do
not need to be distributed uniformly. h denotes cryptographic hashes of feature
vectors and r denotes round numbers. Each host keeps a set LH as a history of
recently added local feature vectors and one set MC for each remote host to store
the matching candidates as reported by this host. Any of the SHA family of hashes
seems appropriate to implementH , and we currently use SHA-256as a secure hash.

CKP consists of two phases:

I Collecting entropy from feature vectors and determining matching candidate
key parts : In step I.1, locally generated feature vectors are stored in a local his-
tory for future reference. This history LH may be implemented as a circular
buffer, overwriting oldest feature vectors. By computing the secure hash, can-
didate key parts are created from these feature vectors and sent to the remote
device in step I.2. Note that each round r uses a unique salt value sr that is
prepended before hashing to make attacks with lookup tables more expensive.

In step I.3, received candidate key parts are compared with feature vectors
in the local history LH . All matching vectors are advanced to the status of
matching key parts by adding them to the set of matching candidates MC,
which is specific to each remote host that CKP is run with.

Step I.4 is optional, and should only be used in asymmetrical settings. In
an asymmetrical setting, only one host broadcasts candidate key parts. Any
host receiving the candidate key parts and recognizing matching key parts
acknowledges these matches, which enables the broadcasting host to keep
track of matching key parts.

II Generating the secret shared key: Each host can check locally if enough
matching key parts have been collected, and/or if the associated feature
vectors accumulate enough entropy for a secret shared key. When the lo-
cal criteria are fulfilled, a candidate key k and an associated candidate key
identifier kh are generated in step II.1 by concatenating the feature vectors
that belong to the last N matching key parts and, again, computing secure
hashes over the concatenated string with prepended salt values. To decouple
the actual key and its identifier, a public padding string C is appended before
hashing for the generation of k. The candidate key identifiers are exchanged
in step II.2.

In step II.3, the hosts then try to locally generate a key that matches a
received candidate key identifier. This may be computationally expensive,
depending on the number of matching key parts in MC, the number of
matching key parts N used for the generation of kh, and the number of
duplicate matches in each round. The reason is that, for example, host B
has no knowledge about the exact set of matching key parts chosen by host
A to generate its kha. Because hosts A and B may be out of sync with
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their round counters, it is unknown which rounds contributed matching key
parts. And because A and B most probably generate candidate key parts
in different order even within the same round, it is unknown which of the
matches in a specific round was chosen when there were multiple. B therefore
needs to try all possible combinations of Na elements of MCb,a, which has
potentially a run time complexity of O(AH) where A is the maximum number
of different candidate feature vectors generated in each round, and H > N
is the maximum size of the history MC. However, in practice we expect only
few duplicates, and the search can be further optimized by starting with the
most likely, i.e. the most recent, round numbers recorded in MC. Another
possible optimization is to transmit the round and vector numbers with
candidate key messages to uniquely identify the set of parts. This trade-off
between message size and computational cost depends on application-specific
cost models, but does not influence the security level of the protocol.

If a matching key could be generated, it is acknowledged in step II.4. After
receipt of a key acknowledge, the hosts can start to use the generated key k
that matches the acknowledged key identifier kh.

Note that at this stage, there is the possibility that the generated keys at
hosts A and B are different. This can happen when hosts A and B indepen-
dently generate and exchange candidate keys in steps II.1 and II.2 and the
respective KEY messages overlap during transmission. Then, in steps II.3
and II.4, both hosts may find and acknowledge the respective remote host’s
key, again with overlapping ACK messages. That is, when host A generated
a key k1 and B a key k2 in step II.1, then after step II.4, host A may have
found and acknowledged k2 while B may have found and acknowledged k1.
By concurrently reacting to overlapping messages, A and B have effectively
swapped their keys, but are still left with different k1 and k2. To solve this
synchronization problem locally, the hosts remember the originally generated
keys and check if the received key acknowledge is different. If yes, they can
simply compute the final secret shared key as the XOR of the two different
keys.

In this form, CKP does not assume the communication channel to have any
specific properties, because our basic assumption is a MITM with full control
over this channel.

5 Implementing CKP with Lossy Channels

In a practical implementation, the communication channel may be lossy. That
is, packet delivery is not guaranteed even when no MITM attack is taking place.
This is the case for most broadcast radio frequency (RF) channels such as IEEE
802.11 WLAN or IEEE 802.15.4 ZigBee.

Our first implementation of CKP uses UDP as a lossy communication proto-
col. This has three advantages: a) UDP can be used directly between any hosts
connected via an IP based network. b) UDP allows to broad- or multicast packets
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and can therefore be used for group authentication or spontaneous authentica-
tion as described in more detail below. c) UDP offers guarantees comparable to
many low-level broadcast RF channels, thus porting our implementation e.g. to
TinyOS [21], should be straightforward.

The protocol specification presented in section 4 lends itself to implementation
on lossy channels, because it is robust against packet loss. When candidate key
parts get lost, there will simply be no matches for the respective round. When
candidate keys get lost, they can not be used to generate secret shared keys,
but new candidate keys will be generated in subsequent rounds. However, issues
arising from asynchronism and overlapping messages need to be dealt with at
the implementation level.

There are various possibilities for asynchronism in CKP. Here we concentrate
on the case where a remote message arrives for a round before the respective
local action has been processed. This includes many special cases like a dispar-
ity between the system clocks or delayed processing due to multi-tasking. To
cope with such asynchronism, we introduce message buffers to keep a history
of recently received messages. Then, when local operations such as adding new
feature vectors are processed, this history is replayed to simulate a new arrival
of messages using the updated local state. This method allows to cope with
asynchronism while considering limited resources in terms of memory and CPU
capabilities.

Note that, among others, [7, Theorem 8] states that “perfect synchronization
is impossible”, i.e. that there are always some cases in which the decisions of
Alice and Bob about generating a common key are different. Our implementa-
tion of CKP using UDP can only safeguard against Alice and Bob agreeing to
a different shared key (i.e. a MITM attack). But, under the assumption of a
completely insecure communication channel without any guarantees, it will al-
ways be possible for one host to finish the protocol with success, while the other
finishes with failure. In this case, further secure communication is not possible,
and the hosts can use time-outs to detect it.

6 First Experimental Results

CKP has already been applied to one specific device pairing method: implicit
authentication by shaking devices together for a few seconds [22]. This method
uses 3D accelerometers as input to two alternative authentication protocols, one
of them being CKP. When shaking two devices with integrated accelerometers
together, their sensor time series are similar enough to create a secret shared
key, but an adversary can not obtain these time series with sufficient accuracy.
The lower bound of the entropy rate has been estimated at about 7 bits per sec-
ond [22], which means that around 20 s of shaking are sufficient to generate over
128 bits of entropy. Experiments on “human man-in-the-middle” attacks, where
adversaries try to duplicate the shaking patterns of victims to produce similar
sensor time series, show that people are unable to reproduce these patterns even
when we allow for cooperation between adversary and victim (which would not
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be possible during a real attack). It remains to be shown if high-speed cam-
eras could be used to estimate the local acceleration values and thus lower the
candidate key parts entropy from an adversary’s point of view.

7 Security Analysis and Discussion

When generating cryptographic key material, the most important point is to
achieve high entropy with regards to a possible adversary’s knowledge. A key
can only remain secret if Eve is sufficiently uncertain about it. It is important to
note that, principally, CKP can not increase the entropy of a secret key compared
to the total entropy of all feature vectors it has been created from. Instead, any
public communication between Alice and Bob must reveal something about the
key — CKP can only try to make this additional information useless to Eve.
Note that feature extraction and estimation of entropy are entirely application
specific. We can only assume the locally added feature vectors to carry sufficient
entropy, and leave it to the specific implementation to guarantee this.

Hashing the sensor time series to generate candidate key parts and candidate
keys serves to reduce an adversary’s usable information about them. This is
often termed “privacy amplification”. When we assume the SHA family of hash
functions to be universal as defined in [23] and reproduced in [24], then an upper
bound for the information that Eve can obtain about the secret key has been
shown in [24, Corollary 5]: if Eve has access to t bits of the (weak) secret W with
n bits, then her expected knowledge about a key K = H (W ) with a length of
r = n− t−s bits for some safety parameter s < n− t is restricted to a maximum
of 2−s/ ln 2. This assumes that W is uniformly distributed. For our application
to sensor time series, W is not uniformly distributed, and a significant part of
its distribution function may be known to Eve. We can only conjecture that the
above corollary may be applicable to those components of the sensor time series
that are completely unknown to Eve and thus uniformly distributed from her
point of view, but can not currently provide a proof. This conjecture suggests
that, if we intend to extract a secret shared key with a size of r = 128 bits,
then the difference between the length of the sensor time series W and Eve’s
information about it, i.e. n − t bits, must be larger then 128. Intuitively, this
requirement is trivial. But the theoretical analysis indicates that by hashing the
input, all the entropy of the weakly secret sensor time series should be retained
in K. This means that transmitting the candidate key parts, which are hashes
over the sensor time series, should not reveal more about them than an adversary
already knew. It is currently unclear if more information about the final secret
key is revealed when MATCH messages are transmitted to acknowledge matching
candidate key parts, but we do not expect this to be the case. Nonetheless, the
normal mutual authentication mode seems more conservative, because only the
candidate key part hashes and the candidate key hashes are transmitted, but
no more information about which of the candidate key parts have been used to
construct the secret key.
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It is important to note that there is a possibility for brute-force attack. The
problem arises when parts that are extracted from sensor time series only have
a small entropy from Eve’s point of view. In this situation, even when reversing
the hash function is impossible, she could just generate lookup tables of all possi-
ble time series parts and compare their hashes with the CAND messages. This is
slightly mitigated by our use of salting, but only makes the attack more compu-
tationally expensive, and not less likely to be successful. Eve only needs to keep
a small amount of possibly matching key parts in a history to try and create keys
that match the transmitted KEY messages, in much the same way that is also
used in the legitimate protocol run. For this reason, it is better to use less candi-
date key parts to construct a key. When the sensor time series parts that can be
extracted naturally using domain specific knowledge only have a small entropy,
then multiple such parts should be buffered and bundled into one candidate key
part. Guessing a candidate key part and verifying that it matches its received
hash value has an average complexity of O

(

2e−1
)

when the feature vector has e
bits of entropy from Eve’s point of view. Thus, two concatenated feature vectors
would need O

(

22e−1
)

steps to guess. This entropy level directly defines the secu-
rity level of the whole CKP run. It has been shown in [24] that adding random
material can in principle increase the length of K that can be extracted from the
weak secret W , but we currently do not see a method to apply this to CKP.

Finally, there are two additional advantages of CKP over more traditional au-
thentication protocols, e.g. ones based on public key infrastructures. First, the
continuous broadcasting of candidate key parts and, after detecting matches, of
candidate keys, allows remote hosts to “tune in to” another host’s authentication
stream. This allows to easily construct applications with opportunistic authentica-
tion, where hosts automatically authenticate with each other as soon as they enter
a shared context: when a host picks up broadcasts from another and is able to gen-
erate matching key parts, they are guaranteed to record similar sensor readings.

Second, CKP can be trivially generalized to group authentication. In the
specification in Fig. 3, only steps II.4 and II.5 need to be adapted. All hosts
can continue to generate candidate key parts and candidate keys, and to search
for candidate keys as for two-host authentication. However, keys can only be
acknowledged and used in steps II.4 and II.5, respectively, after all hosts that
should be members of the authenticated group were able to generate matching
keys. A possible solution is to split step II.4 into a tentative acknowledge and
a group acknowledge message, where the latter is only sent after the tentative
acknowledge has been received from all group members.

8 Conclusions

Our proposed Candidate Key Protocol (CKP) is one approach to solving the prob-
lem of device-to-device authentication for spontaneous interactions. Replacing ex-
plicit means of authentication like manual password input or string verification
with an implicit authentication based on similar sensor data streams offers signif-
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icant advantages from a user point of view: wireless communication can be made
secure by default instead of relying on a separate authentication step.

Context-based authentication is in fact a classification problem, with the
known problems of false positives, which need to be strictly avoided for security
reasons, and false negatives, which hinder seamless and unobtrusive user inter-
action. One main novelty of CKP is that multiple candidate key parts in each
step can be used to address the problem of false negatives. Its advantages over
other proposed approaches to the same problem and based on Diffie-Hellman key
agreement authenticated by short, or weak, shared secrets are threefold: it is less
computationally expensive and thus well suited for implementation with limited
resources, it provides opportunistic authentication, and it is trivially extensible
to group authentication. The major disadvantage is that the generated secret
shared key is only as secure as the entropy of the candidate key parts and that
it does not provide forward secrecy. Newer results on information theoretically
secure key agreement are very promising for authentication based on sensor data
streams, but have not yet been implemented in practice. Relying on conventional
secure hashes allows us to implement and test CKP in real-world settings like
the authentication method based on shaking devices together.

Complete source code of our current Java implementation is available at
http://www.openuat.org, as part of the open source ubiquitous authentica-
tion toolkit.
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The Martini Synch: Joint Fuzzy Hashing

Via Error Correction

Darko Kirovski, Michael Sinclair, and David Wilson

Microsoft Research

Abstract. Device pairing is a significant problem for a large class
of increasingly popular resource-constrained wireless protocols such as
Bluetooth. The objective of pairing is to establish a secure wireless
communication channel between two specific devices without a public-
key infrastructure, a secure near-field communication channel, or electri-
cal contact. We use a surprising user-device interaction as a solution to
this problem. By adding an accelerometer, a device can sense its motion
in a Cartesian space relative to the inertial space. The idea is to have
two devices in a fixed, relative position to each other. Then, the joint
object is moved randomly in 3D for several seconds. The unique motion
generates approximately the same distinct signal at the accelerometers.
The difference between the signals in the two inertially conjoined sensors
should be relatively small under normal motion induced manually. The
objective is to derive a deterministic key at both sides with maximized
entropy that will be used as a private key for symmetric encryption. Cur-
rently, our prototype produces between 10–15 bits of entropy per second
of usual manual motion using off-the-shelf components.

Keywords: device pairing, key exchange, secret generation, fuzzy hash-
ing, error correction.

1 Introduction

Establishing a secure session is one of the least efficiently resolved problems with
modern low-cost wireless protocols such as Bluetooth [1]. The key challenge is
that such protocols do not assume the existence of a trusted authority that can
certify public-keys; hence one cannot build a standard public-key infrastructure
(PKI) [2]. In a PKI, the public key of the trusted authority would be hardwired
into all devices. Each device or user would have a single public-private key-pair
along with a certificate that vouches the authenticity of the public key. Key
exchange using an underlying public-key cryptosystem such as RSA [5], would
involve authentication followed by generation of a common secret, i.e., session key
[6]. Using a system of certificates, the central authority could manage the trust in
the world-wide network [7]. Unfortunately, this class of solutions is prohibitively
expensive for most applications of mobile ad-hoc wireless protocols.

We introduce the first protocol that derives a common secret between two
devices based on kinetic user-device interaction. The idea is simple: two devices

F. Stajano et al. (Eds.): ESAS 2007, LNCS 4572, pp. 16–30, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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equipped with 3-axis accelerometers and moved along the same trajectory, should
produce approximately similar output from each of the sensors. While similar
ideas have been proposed earlier for device notification (e.g., [3,4]), our protocol is
the first to derive a common secret from two fuzzy replicas of a common source.
We show that in our scenario the difficulty of the traditional fuzzy hashing
problem can be successfully overcome as the participants in the protocol can
communicate while deriving the common secret. Although the replicas are only
probabilistically equivalent to the source, our algorithm uses error correcting
codes to produce two equivalent keys on both devices with a certain probability
of failure. In the protocol, Alice computes a syndrome based upon a mutually
agreed error correcting code and sends it to Bob. Based upon the syndrome, Bob
can correct the errors in his sensor readings, i.e., adjust them to equal Alice’s
sensor readings. The error corrected sensor readings are then used on both sides
to set up a private mutually-agreed session key. As high entropy of the session
key stems only from the random motion of the two devices, much like shaking a
drink of Martini, we have named our protocol The Martini Synch.

Fig. 1. (top) Sensor output for two devices compared to the acceleration for the refer-
ence motion. (bottom) Basic steps of The Martini Synch protocol.

The Martini Synch is power-efficient; the amount of data exchanged between
devices is lower compared to traditional key exchange protocols specified in stan-
dards such as the IEEE P1363 [8]. Cost-wise 3D accelerometers should not in-
crease the device price by more than US$1 per axis [9], however, we stress that
there exist design proposals that could lower this price at least one order of
magnitude. As we impose only relative measurement consistency across differ-
ent sensors, not their absolute accuracy, we believe that such sensors can be built
at low cost. To evaluate the platform, we built two prototype devices based upon
off-the-shelf accelerometers and Bluetooth transceivers. The devices resulted in
key generation rates of 10–15 bits per second under normal manual motion.
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2 Related Work

2.1 Bluetooth Security

Bluetooth uses the SAFER+ algorithm for authentication and key generation
[10] and the E0 stream cipher is used for encrypting packets [11,12,13]. Frequency
hopping makes eavesdropping on Bluetooth-enabled devices more difficult [1].
Still, there are a number of security concerns reported for Bluetooth. Some
of the first concerns were raised with respect to certain poor implementations
[14] – the security flaw would lead to disclosure of certain personal data. First
reverse engineering of the security PIN used for device pairing was revealed in
[15]. Since then both passive [16] and active attacks [17] have been realized.
The essence of the problem is in the fact that wireless communication occurs
over a public channel, therefore key exchange is prone to the man-in-the-middle
attack [18]. Typically, inexpensive protocols do not assume a trusted authority,
therefore it is difficult to build a PKI in the system. According to our research,
the work proposed in this paper is the first that relies on device motion, not
traditional cryptography, to establish a shared secret between two devices.

2.2 Gesture-Based Device Notification

Several gesture-based techniques have been proposed to date for device notifi-
cation. In this context, two devices use a gesture to signal demand for mutual
communication. Bumping devices as a gesture has been proposed by Hinckley
for aligning multiple-screen images [3]. Holmquist et al. have proposed shak-
ing conjoined devices as means of establishing communication. Their system,
“Smart-Its Friends,” does not incorporate a communication protocol to derive
a shared secret [4]. In “Smart-Its Friends” two devices exchange their sensed
motion patterns in plain-text as a request for communication. Lester et al. used
motion sensors to identify that in a cloud of mobile devices, two or more are worn
by the same person by analyzing the stress patterns due to walking and other
activities [19]. Patel et al. proposed a gesture-based communication initiation
between a mobile device augmented with accelerometers and a public terminal
[20]. Castelluccia and Mutaf proposed shaking devices together in order to filter
out the radio frequency noise stemming from the environment while the relative
signal energy between the two devices would stay the same [21]. With the ex-
ception of the last technique, none of the previous efforts aimed at generating
a shared secret key between the communicating parties: the essential ingredient
of private communication. To that extent, our proposal is the first to establish
such a secret in accelerometer-equipped devices using a fuzzy hashing protocol.

2.3 Fuzzy Hashing

Hashing of fuzzy data has been addressed for several different types of sources:
images [22,23,24], audio [25,26],biometrics [27], and graphics and protein match-
ing [28]. In most of the related work, hashing diverse similar structures is efficient
if the resulting hashes are within a certain minimal distance. In our application
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we have an additional relaxation that the encoder and decoder can communicate
while agreeing on a mutually equivalent secret. This relaxation greatly simplifies
this otherwise difficult task. For that reason we do not review in detail the fuzzy
hashing techniques deployed in the referenced previous work.

3 The Martini Synch Protocol

The steps of the proposed protocol are illustrated in Figure 1. The hardware
requirements include a 3-axis accelerometer in the participating devices and a
reliable wireless communication stack such as Bluetooth. Hardware platforms
that contain a hard-drive are typically equipped with accelerometers to detect
shock or free fall for data protection – hence, a large class of existing devices
already satisfies the hardware requirements. We review the protocol steps:

– Notification. In order to launch the protocol, the two participating devices
are initially notified by their users that they should establish a session key.
This can be done in several ways including: a physical push-button (unless
it already exists, an action-specific push-button can be prohibitively expen-
sive), a proximity test performed by measuring the energy of a received
radio beacon or by detecting a source of near-field communication such as
an RFID, or by bumping the devices and detecting the bumps in the ac-
celerometers’ output [3].

– Synchronization. Upon initial discovery, the devices synchronize their in-
ternal clocks. Since sensor output is typically sampled at rates lower than
1kHz, millisecond accuracy is both sufficient and inexpensive to establish.

– The Martini shake. Next, the devices are mechanically confined to a single
object (i.e., held together) and then randomly moved in free-space. The
motion is induced manually. While moving, the devices internally estimate
the resulting entropy of the collected sensor measurements. When one or
both of the devices reaches a desired minimal entropy, they signal to each
other the end of the data collection process.

– Joint fuzzy hashing. If the entropy of the collected signals is sufficient on
both sides, the devices finalize the key generation phase by exchanging a set
of messages whose purpose is to perform the joint fuzzy hashing of the sensor
outputs while securing the integrity of the derived deterministic secret. The
protocol for joint fuzzy hashing is detailed in the subsequent section.

– Secret verification. Finally, the devices verify that they have derived the
same key by exchanging the ciphertext of a known plaintext. If the cipher-
texts match, the devices proceed with the secure session.

The key characteristic of the protocol is that it establishes a common secret on
two devices based upon an activity in the physical world. Thus, private keys
are established on both sides without the assistance from public-key cryptog-
raphy. Assuming a secure symmetric encryption scheme,1 the only remaining
1 Unfortunately this is not the case with Bluetooth currently [11,12,13].
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tool for the adversary is video-taping the motion using high-speed cameras and
then deploying 3D computer vision techniques to estimate the motion [29]. Sus-
pecting that, users can take certain straightforward precautions in case they are
concerned about this type of attack.

4 Joint Fuzzy Hashing

In this section we propose a solution to the joint fuzzy hashing problem. First
Alice and Bob convert their sensor measurements into a sequence of 0’s and 1’s
which they will largely agree upon, with possibly some errors. This sequence
of 0’s and 1’s is the “preliminary secret”. Then Alice and Bob communicate a
small number of bits of information about this preliminary secret, enough bits to
figure out where the discrepancies are, but without leaking too many bits about
their preliminary secret to an eavesdropper. This is the error correction phase.
When Alice and Bob estimate that they have enough entropy in their secrets
which was not leaked during the error correction phase, they then hash their
corrected preliminary secrets down to a common secret key. The Martini Synch
protocol is illustrated in Figure 2.

Alice sensor 

measurements

Time - 16000 samples @ 220Hz sampling rate

Low-pass 

filter
Quantization Parity

Preliminary 

secret

to Bob

Bob’s parity bits

Compute 

syndrome
Bob corrects errors

Bob needs more 

syndromes

Hash
Agreed 

key

BOB

?

ALICE

YES

NO

Alice

Bob

Fig. 2. Block diagram of the Martini Synch protocol. An example of sensor measure-
ments taken from two devices during a 72.7 second Martini Synch at a sampling rate
of 220Hz.

4.1 Preliminary Secret

After the signals are passed through a low-pass filter to reduce noise, Alice and
Bob quantize their respective signals by dividing by a quantization step size Q
and rounding the result to the nearest integer. Next Alice and Bob tell each
other the parities of each of these quantized values. If the quantization step size
Q is large enough, and Alice and Bob agree on the parity of the quantized value,
then it is likely that they agree upon the quantized value itself.

Figure 3 shows one possible stream of quantized values that Alice and Bob might
measure, and the corresponding parity bits that they would then communicate to
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Alice measures:   5 5 5 5 4 4 3 2 2 5 4 5 6 6 7 8 5 5 5 3 2

Bob measures:   5 4 4 5 4 4 2 2 2 3 5 5 5 6 7 8 6 5 5 3 2

Alice transmits:   1 1 1 1 0 0 1 0 0 1 0 1 0 0 1 0 1 1 1 1 0

Bob transmits:   1 0 0 1 0 0 0 0 0 1 1 1 1 0 1 0 0 1 1 1 0

Alice records:   

Bob records:   

    D     U    U U U  D   D

    D     D    U U U  D   D

Fig. 3. An example sequence of quantized measurements that Alice and Bob might
make, with the parity bits that they would communicate to each other. Shown in gray
are those times for which Alice and Bob agree on the parity, and for which the parity
is different than for the previous time that Alice and Bob agreed on the parity. At
each time shown in gray, Alice and Bob record an “up vs. down” bit which indicates
whether their quantized signals went up or down since the last time shown in gray.
Since an eavesdropper learns essentially nothing about the “up vs. down” bits from
the parity bits, and most of the time Alice and Bob agree on the “up vs. down” bits,
we use they bits to form the preliminary secret.

each other. An eavesdropper can of course listen to these parity bits. Since the sam-
pling rate is relatively high (220 Hz) and the signals have gone through a low-pass
filter, an eavesdropper might reasonably infer that if the parity bits of either Alice
orBobhavenot changed, then it is likely that thequantizedvalueshavenot changed
either (see e.g. the first 4 measurements in Figure 3). If a secret is made out of all
the quantized values, then the parity bits leak some partial information about this
secret. Therefore we extract a preliminary from the agreed-upon quantized values
in a different manner, as described in the caption of Figure 3.

Devices with three accelerometers will produce three data streams, while it
is only necessary to produce one secret key, so we splice these three streams of
“up vs. down” bits into one preliminary secret.

There are two issues with Alice and Bob’s preliminary secret. Due to inertia,
the bits within the secret are correlated with one another, so there are fewer bits
of entropy than the length of the preliminary secret would indicate. We will need
to estimate the entropy. A second issue is that unless Q is rather large, Alice and
Bob will disagree on some fraction of the bits in their “common” preliminary
secret — these bits are errors. For practical purposes, if any bits are in error,
then the mutual secret has no value. But if Q is taken to be so large as to ensure
that there are likely no errors, then this significantly reduces the entropy of the
mutual secret that Alice and Bob can obtain from their measurements. We deal
with this second issue first.

4.2 Error Correction

In the interest of increasing the bits of entropy per second of the Martini Synch,
one would like to sample the signals more frequently, and make the quantization
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intervals correspondingly smaller. Reducing the quantization intervals will nec-
essarily increase the likelihood that the two devices measure a different value.
We now describe how Alice and Bob may correct the resulting discrepancies in
their preliminary secrets.

The idea is for Alice and Bob to use a parity-check error-correcting code to
correct the errors in their measurements. This use of an error-correcting code is
somewhat unusual in that the encoding procedure is skipped, the participants
only perform the decoding part. To explain, we introduce some notation. Let a
be a column vector of size n containing Alice’s preliminary secret, and let b be
a column vector containing Bob’s preliminary secret. Let e denote the column
vector of errors — e = a ⊕ b. Let H denote the k × n parity-check matrix of a
binary error-correcting code.

In the normal use of an error-correcting code, a message of m = n − k bits is
expanded into a vector v of n bits satisfying the property that Hv = 0. Upon
transmitting v over a noisy channel, some of the bits are corrupted, so that the
received message is r = v + e, where e denotes the errors. The receiver then
computes Hr = H(v ⊕e) = He, and from this infers where the errors were, and
corrects them. Most decoders correct the errors using only He, but sometimes
the receiving device outputs not just r but also a vector of reliability estimates
that the decoder may make use of when correcting errors [30].

In our application, Alice computes Ha and sends the resulting k bits to
Bob. Bob computes Hb and takes the exclusive-or of the result with what Alice
sent — Hb ⊕ Ha = H(b ⊕ a) = He. At this point Bob is in the same position
as the receiver of an encoded message that was corrupted by a noisy channel,
and can determine which bits of his measurements b he needs to flip for them
to agree with Alice’s measurements a.

4.3 Progressive Error Correction

Rather than use an error correcting code with a fixed number of checksum bits,
Alice and Bob are at liberty to transmit checksum bits until they decide that
they have corrected all the errors. In the event that there is a small number of
errors, they may stop communicating checksum bits early so as to avoid leaking
data to an eavesdropper. In the event that there are many errors, Alice and Bob
many continue to communicate checksum bits until they are satisfied that all
the errors have been corrected.

To illustrate this “progressive error correction”, where the number of check-
sum bits depends on the errors that occur, it is instructive to consider a concrete
example, such as the scheme that we adopted. For our application we use BCH
codes on blocks of length 63 bits [30,31]. The preliminary secret is partitioned
into blocks of length 63 which are corrected separately. In a BCH code, the bit
positions are indexed by the non-zero elements of a finite field, in our case the
field is F64, represented as binary polynomials in F2[x] modulo x6 + x + 1. The
element x generates the multiplicative subgroup of F64. So for integers p, Alice



The Martini Synch: Joint Fuzzy Hashing 23

can transmit SA
p :=

∑63
i=1 aix

pi mod x6 + x + 1 in six bits, whereupon Bob can
compute SB

p :=
∑63

i=1 bix
pi mod x6 + x + 1 and determine

Sp := SA
p ⊕ SB

p =
63
∑

i=1

eiα
pi mod x6 + x + 1.

In the event that there are t errors, knowing Sp for the first t odd positive
integers p (S1, S3, . . . , S2t−1) is enough to determine the locations of the t errors
using the Berlekamp-Massey algorithm [30], which would allow Bob to change
his copy of the preliminary secret to agree with Alice’s. Of course Alice and Bob
do not know beforehand how many errors there will be. But if the first t odd
power-sums S1, S3, . . . , S2t−1 are consistent with there being significantly fewer
than t errors, then Bob can infer that there are in fact fewer than t errors, and
that it is not necessary for Alice to transmit additional checksum bits. When t
is large, in the event that there are more than t errors, it becomes increasingly
likely that the decoding procedure will detect this. Thus for large t there is
less need for Alice to send Bob extra checksum bits for Bob to be confident
that there are not extra errors. To better take advantage of the fact that the
decoding procedure can often detect the presence of too many (random) errors,
and to offset the fact that errors are frequently clumped together (not randomly
located), we picked and fixed a random permutation on 63 items, and permuted
the input bits according to this permutation before doing the error correction.
To run the protocol we need to specify a function f(t) ≤ t such that, when
S1, . . . , S2t−1 are consistent with ≤ f(t) errors, Bob is satisfied that he knows
Alice’s preliminary secret. We used the function:

f(t) =

⎧

⎨

⎩

t − 2, t ≤ 4
t − 1, 5 ≤ t ≤ 10

t, t ≥ 11
(1)

An eavesdropper listening to Bob’s communications will learn about the num-
ber of discrepancies between the two preliminary secrets, but Bob’s communi-
cations do not reveal anything about Alice’s version of the preliminary secret,
which is the one that will be hashed to form a secret key. Each time that Alice
sends a SA

p she reveals at most six bits about her preliminary secret. It turns out
that sending SA

1 , SA
3 , . . . , SA

2t−1 will in general reveal fewer than 6t bits about the
preliminary secret, since there are some linear relations between the transmitted
bits. The number of bits revealed is the rank of the associated checksum matrix,
and is fairly well understood [31, Chapt. 9, sec. 3 & 4]. For the BCH code over
F64 we summarize the number of leaked bits in Table 1.

4.4 Dealing with Information Leakage

When Alice transmits the k bits of Ha to Bob, an outside observer gains some
information about Alice’s measurements a, so Alice and Bob would not want
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Table 1. Number of bits leaked when t syndrome packets are sent from Alice to Bob

t: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16–31 32–63

# leaked bits: 6 12 18 24 27 33 39 45 45 45 47 53 53 56 56 62 63

to simply use a itself as their common secret. This problem is easy enough to
deal with when all 2n possible values of a are equally likely. In this case Alice
and Bob can simply agree beforehand upon a maximal rank submatrix A of H ,
and discard the bits of a whose positions correspond to the columns of A. Let
us assume that H has rank k, since otherwise the bits of Ha corresponding to
dependent rows of H give no extra information to either Bob or the outside
observer. Regardless of the values of the remaining n−k bits that Alice and Bob
keep, since the k discarded bits are uniformly random, and since their positions
correspond to a full-rank submatrix of H , the message Ha is uniformly random,
and thus contains no information about the n − k bits that Alice and Bob keep.

When the measured values a are not completely independent of one another,
more care is needed to ensure that Ha does not leak much information about the
secret that Alice and Bob derive from a. We shall assume that for some r < 1,
no set of measurements a occurs with probability greater than rn. Under these
circumstances we might hope to extract n log2 r−1 − k − O(1) nearly uniformly
random bits from a which are nearly independent of Ha, since conditional on the
transmitted syndrome, no measurement occurs with probability more than 2krn.
Alice and Bob can do this making use of a random hash function which may be
public and known to the outside observer. Let M be a s × n uniformly random
matrix of 0’s and 1’s which may be public, where s = n log2 r−1 − k −O(1). The
common secret of Alice and Bob is Ma.

The probability that two different measured values a1 and a2 get hashed to to
the same secret Ma1 = Ma2 is precisely 2−s. Conditional upon the values of Ha,
no value of a occurs with probability greater than 2krn. It can be shown using
the second-moment method, that even after an observer has learned Ha, the
expected total variation distance between the secret Ma and uniformly random
set of s bits, is no more than 2k+srn (e.g., see [32] for further explanation).
When s is chosen to be n log r − k −O(1), the outside observer learns essentially
nothing about Alice and Bob’s common secret Ma.

4.5 Entropy Estimate

Empirically estimating the entropy of a process is generally difficult, but we
need estimates of the entropy to judge the strength of the common secret that
Alice and Bob distill from their measurements. As mentioned above, the length
of the preliminary secret consisting of “up vs. down” bits is a poor estimate
of the entropy, since there tend to be alternating strings of 1’s and 0’s whose
length is longer than what one would find in a uniformly random string. To
better estimate the entropy, for each of the three data streams from the three
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coordinate axes, we let ri denote the number of runs of 0’s and 1’s there are of
length ri, and estimate the entropy for a given data stream to be:

∑

i

ri log2

∑

i ri

ri
.

When the sum of the three entropy estimates, minus the number of leaked bits,
exceeds a specific security requirement, e.g., 60 bits, Alice and Bob determine
that they have enough entropy in the corrected preliminary secret to hash down
to form a common secret key.

4.6 Additional Remarks

Since a crucial part of the Martini Synch protocol occurs in the physical world,
it is important to stress the constraints related to this process. The difference in
x and y is influenced by two components:

i noise in the sensors stemming from calibration and other physical influences,
and

ii the actual difference in the motion vectors for the two fixed points in the
relative Cartesian space where device accelerometers are positioned.

In order to reduce the latter noise, the devices must be designed so that
the accelerometers are positioned as closely as possible during the protocol. In
our experiments, motion induced using typical manual kinetics caused negligible
additional noise compared to the noise collected when both devices are still (e.g.,
noise type i). In the tests, the accelerometers were positioned at a distance of
approximately one inch.

4.7 Parameters

We have found the following parameters to generally work well for the Martini
Synch. For the noise filtering, we removed the DC component of the signal (to
reduce the need for calibration) and convolved the signal with a binomial distri-
bution of order 256 (whose characteristic width is around 16–32). The sensors we
used generated 10-bit measurements, and for the quantization parameter Q we
found Q = 40 to work satisfactory. The performance of the protocol depends in
part on how vigorously the user accelerates the devices, but with these param-
eters 16000 measurements (corresponding to 72.7 seconds) generally produces a
preliminary secret of about n =800-1400 bits (per coordinate axis), containing
about n/3 blocks of 0’s and 1’s, and about n/10 errors. After correcting the
errors one can expect to have about 400 bits of entropy for each of the three
coordinate axes.

5 Empirical Evaluation

The prototypes produced for this research consist of two handheld battery op-
erated devices, each equipped with a 3-axis accelerometer and a Bluetooth ra-
dio. The testbed is illustrated in Figure 4. For the prototype, the information
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Fig. 4. (left) Encased prototype devices used in the experiments. (right) Block diagram
showing two portable devices and an intermediate PC for processing.

exchanged was mediated by an intermediate Bluetooth-enabled PC. In a real-
world scenario, the two devices would process the information locally as well
as communicate with each other via their radios. The WiTilt 3-axis accelerom-
eter with Bluetooth radio was purchased from Sparkfun [33]. The accelerom-
eters are model 7260 from Freescale Semiconductors [34]. They are MEMS
(micro-electromechanical systems) 3-axis accelerometers with a 1.5-6g accelera-
tion range, 0.5mA operating current with a detection range greater than 1kHz.

5.1 Evaluation of The Martini Synch

In this subsection we quantify the key performance features of the Martini Synch
protocol. We collected data for thirteen 3-axis sensor vectors of length 16K sam-
ples from a group of 5 users. The sensor vectors were sampled at 220Hz. We
did not specifically calibrate the sensors prior to the experiments. The usage of
the platform is sufficiently simple so that no other guidelines were issued to the
users except that they should randomly move the joined objects.
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Fig. 5. Distribution of timings required to obtain a shared secret of estimated minimal
60 bits
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We show the first set of results in Figure 5. We illustrate the distribution of
timings required to obtain a shared secret of estimated minimal 60 bits. The
subjects followed usual manual motion for 11 and severe shaking for 2 out of
the 13 benchmarks. As a result, the mean and the median results are 5.9 and
4.7 seconds respectively over the acquired set of sensor measurements. Here we
report results for Q = 60 and a binomial(128,0.5) filter. Overly energetic shaking
of the devices resulted in acceleration that could not be captured accurately with
our sensors – hence, in these cases users required longer times (> 10 seconds) to
generate a strong secret.
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Fig. 6. (left) Color-coded plot of the probability of a false negative εF N . (right) Color-
coded plot of the entropy per second for correctly resolved shared secrets.

In the second set of experiments we evaluate the probability of a false neg-
ative and false positive (i.e., produced entropy per second). The left diagram
shows a color-coded plot of the probability of a false negative εFN for various
quantization step values and binomial(x, 0.5) filters. One can observe that in a
large part of the region of interest we have εFN < 0.02. For example, this type of
performance corresponds to the false negatives produced while typing a textual
password. Similarly on the right side we present in a color-coded diagram the
achieved entropy per second for correctly resolved shared secrets. We computed
the entropy according to the algorithm presented in Subsection 4.5. One can
observe that a relatively large area in the tested parameter set, corresponded to
bit-rates in excess of 12 bits per second. Thus, we point to a particular parame-
ter selection Q = 50 and a binomial(128,0.5) filter as a good design solution for
the experimental platform we developed. For the selected design parameters, in-
dividual five second Martini Synch’s produced entropies commonly in the range
between 10 to 15 bits per second.

6 A User-Study

The simplicity of the proposed user-device interface points to a few unknowns
with respect to user acceptance of the Martini Synch. During a demonstration
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fair we asked 47 persons, most of them with technical background, about the
convenience of using the Martini Synch. We conducted the following survey:

1 Is shaking a pair of devices convenient for generating a shared secret?
2 For a given device, no other mechanism is available for generating a shared

secret. Would you perform the Martini Synch to accomplish this task or you
would deem the device unusable?

3 In your opinion, how many seconds of shaking devices results in a good
balance between usability and security?

4 Are you likely to hide the device motion for fear of computer vision attacks?
5 Do you prefer bumping devices vs. software initiation of the key generation

protocol?
6 Which mechanical feature is the most effective to lock two devices in place?
7 Is usage of the Martini Synch self-explanatory?
8 In your opinion, is the user-device interface appealing to the following indi-

vidual age groups?

Table 2. Results of a small user study. In total, 47 persons were surveyed.

Question Answers

1 (yes) 39 (no) 8

2 (yes) 45 (no) 2

3 < 2s 2-3s 3-4s 4-5s > 5s
3 3 18 17 3

4 (yes) 2 (no) 45

5 (yes) 36 (no) 11

6 magnet velcro joints hi-friction surf.
25 2 1 19

7 (yes) 45 (no) 2

8 10-20 21-40 41-60 61+
(yes) 43 35 20 45

Responses to the survey are tabulated in Table 2. In summary, the technol-
ogy was well accepted. All but two participants acknowledged that they would
use the technology if available on a low-cost device. A majority recognized the
need for shaking the device over a longer period – most of them targeting the
3-5 second period as convenient. Similarly most participants preferred bump-
ing devices to initiate a key generation session as opposed to a software-only
user interface. Almost all users found the protocol easy to comprehend. The
participants estimated that the 40-60 age group is least likely to accept the new
user-device interface while its appeal is the strongest to the youngest and elderly.
We conclude the report on this informal user study with a disclaimer that the
sample of users was not statistically large as well as broad in terms of technical
background and acceptance of modern technology. To that extent, we point to
a likely discrepancy of the presented results with respect to ground truth.
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7 Summary

The Martini Synch protocol establishes a secure wireless communication channel
between two specific devices without a PKI, a secure near-field communication
channel, or electrical contact. It relies on a surprising user-device interaction to
achieve its objective. Using an accelerometer, a device can sense its motion in a
Cartesian space relative to inertial space. The idea is to have two devices in a
fixed, relative position to each other. The joint object is moved randomly in 3D
for several seconds. The unique motion generates approximately the same dis-
tinct signal at corresponding devices’ accelerometers. The protocol uses a novel
distributed fuzzy hashing algorithm based upon exchanging error correction syn-
dromes that derives probabilistically the same secret key in both devices based
upon the observed joint motion. We developed a prototype platform using off-
the-shelf components to show that even in a simple implementation, our protocol
generates between 10 and 15 bits of entropy per second of manual motion.
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Abstract. Private handshaking allows pairs of users to determine which
(secret) groups they are both a member of. Group membership is kept
secret to everybody else. Private handshaking is a more private form of
secret handshaking [BRS+03], because it does not allow the group ad-
ministrator to trace users. We extend the original definition of a hand-
shaking protocol to allow and test for membership of multiple groups
simultaneously. We present simple and efficient protocols for both the
single group and multiple group membership case.

Private handshaking is a useful tool for mutual authentication, de-
manded by many pervasive applications (including RFID) for privacy.
Our implementations are efficient enough to support such usually re-
source constrained scenarios.

Keywords: secret handshakes, group membership, authentication, per-
vasive security.

1 Introduction

A secret handshake allows members of a (secret) group to identify each other,
without revealing their membership to potential eavesdroppers or malicious im-
postors. As an informal example taken from the real world, it would allow FBI
agents attending a hacker convention to recognise each other without giving
away their presence to the rest of the audience1.

Several years ago,Balfanz et al. [BRS+03] revived interest (e.g., [CJT05]) in the
development of secure (cryptographic) protocols to implement such secret hand-
shakes. According to them, secret handshakes are fundamentally different from
one-way accumulators [BF01] and private matchmaking [BG85, Mea86, ZN] (not

� Id: secret-handshakes.tex,v 1.5 2007/04/03 21:53:25 jhh Exp.
1 This, of course, is not withstanding the use of any other distinctive features to ’spot’
a typical FBI agent. Moreover, in this scenario, where all people present belong
essentially to just two groups, non-membership of one group ‘proves’ membership of
the other. . .
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to be confused with distributed match making [MV88]). We show that this dis-
tinction is only superficial (depending on a particular notion of traitor tracing),
and that much simpler protocols,derived from the literature on matchmaking (and
prettymuch equivalent to one-wayaccumulators) serve equallywell as secret hand-
shake protocols. We call these protocols private handshaking protocols.

Such private handshaking protocols (that, unlike secret handshaking, do not
implement traceability) are quite suitable to resource constrained environments,
like low-end smart card, RFID or NFC-based2 systems [RE03, Fin03]. Moreover,
they implement a form of mutual authentication that is sorely needed in many
pervasive systems [WSRE03, HHJ+06]. For instance, the privacy of a holder of an
RFID tag is better protected if the reader must authenticate to the tag before the
tag releases any information. A private handshaking protocol could ensure that the
tag would only grant access if the reader and the tag belong to the same group.

1.1 State of the Art

Private matchmaking protocols, originally studied by Baldwin and Gramlich
[BG85] (and followed up upon by Zhang and Needham [ZN]), allow users that
share the same ‘wish’ to locate and identify each other securely and privately. The
canonical example used in both papers is that of matching job openings at big
corporations with high-ranked managers looking for their next job opportunity.
In this example a corporation will not want to publicly announce availability of
a position, and similarly, a high-ranked manager will not want to reveal his or
her job aspirations to everybody. The protocol of Baldwin and Gramlich [BG85]
requires the presence of an on-line trusted third party. Zhang and Needham [ZN]
improve on this by not using a trusted third party at all, and not using public-key
cryptography either (making their protocol very light-weight).

Secret handshaking protocols, as studied by Balfanz et al. [BRS+03] consider
membership of a secret group instead, and allow members of such groups to reli-
ably identify fellow group members without giving away their group membership
to non-members and eavesdroppers. An example of this problem was given in the
introduction. Balfanz et al. also pose the additional requirement that a group
member can choose to authenticate to other group members that have a certain
role within that group. Furthermore, they require that group membership is re-
vocable, and that the protocols are forward repudiable, traceable and collusion
resistant (see section 2.2 for details). Their protocols are secure under the Bi-
linear Diffie-Hellman assumption [BF01] and the random oracle model [BR93b].
They require that each user periodically obtains fresh pseudonyms from the
group administrator, for use in a handshake protocol run.

Their results were later improved by Castelluccia et al. [CJT05] with proto-
cols based on CA-Oblivious encryption secure under the random oracle model
and either the Computational Diffie Hellman assumption or the RSA assump-
tion [MOV96]. Like Balfanz et al. , unlinkability in their protocols is achieved at

2 RFID stands for Radio Frequency IDentification. NFC stands for Near Field Com-
munication. See the references for more information.
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the cost of an ample supply of fresh pseudonyms used one by one in every proto-
col run. Also, both protocols assume the existence of a group administrator that
distributes group secrets to group members, and that can discover any traitors.
Unfortunately, this also implies that the administrator can discover all instances
of a protocol run in which a particular user participated3. This is clearly a strong
breach of privacy.

Tsudik and Xu [TX05] extend the secret handshaking problem to more than
2 participants (but still determining shared membership of a single group), and
present protocols solving this generalisation with reusable credentials. This re-
moves the main drawback found in previous protocols. Xu and Yung [XY04]
previously achieved a similar reusability of credentials.

Meadows [Mea86] built a matchmaking protocol without relying on an on-line
trusted third party (but using public key cryptography, cf. [ZN]). Interestingly,
she studied the matchmaking problem in the secret handshake setting: i.e., she
considered secret group membership instead of communicating wishes. The dif-
ference between both is subtle, but important (see [BRS+03]): if the wish can be
guessed, then (by definition of the matchmaking problem that any pair of users
sharing the same wish can identify each other) the owner of that wish can be
identified. Similarly, if ‘secret’ group names are used as input to matchmaking
protocols, then anybody able to guess the group name can locate the other, real,
group members, and moreover can impersonate a group member.

In a similar vain, set intersection protocols [FNP04, KS05] are subtly different
from private handshaking protocols as well. Typically, the domains of the sets
over which the intersection has to be computed is much smaller, and in any
case, any element in the domain is a possible member. For private handshaking
protocols, however, group membership is encoded by a secret value from a much
larger, sparsely occupied, domain. Moreover, not all set intersection protocols
require the outcome of the computation to be secret. A more thorough discussion
of the relationship between secret handshaking, oblivious encryption/signatures
and hidden credentials can be found in [Hol05].

1.2 Our Results

We define the private handshaking problem as a more private form of secret
handshaking [BRS+03], that does not allow a group administrator (or anyone
else) to trace users running the protocol. This makes private handshaking a more
private form of secret handshaking. Our model and definitions are described
in Sect. 2. The main contribution of this paper is the conclusion that, when
dropping traceability, much more efficient implementations of handshaking are
possible. This makes such protocols viable for resource constrained environments,
like RFID or NFC-based systems.
3 In the current implementations of these protocols, this is trivial because the parties
exchange pseudonyms initially distributed by the group administrator. More fun-
damentally, this could be achieved in full generality by running the traitor tracing
protocol on a normal protocol run. By definition, this this would reveal the parties
involved (provided they were members of the group).
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We extend the definition of handshake protocols to handle the (much more
common) case where people are members of several groups. Using existing,
single-group, handshaking protocols Alice and Bob (member of a and b groups
respectively) can do no better than running a×b handshake protocols in parallel
to determine all the groups that they share membership of. We show that, in
fact, O(a + b) type protocols exist.

We then present two protocols for private handshaking, one for the case where
Alice and Bob are members of a single group (Sect. 3), and another where
Alice and Bob are a member of any number of groups each (Sect. 4). Both
use a single Diffie-Hellman key exchange [DH76] and exchange as many hashes
as the largest number of allowed group membership per user4. Security of the
protocols relies on the Diffie-Hellman assumption [MOV96] and the random
oracle assumption [BM93].

2 Model and Notation

2.1 System and Adversary Model

We assume a distributed system of n nodes, connected by asynchronous message
passing. Nodes can be members of zero, one or more groups G ∈ G. There are
m different groups. We write i ∈ G if node i belongs to group G, and Gi for the
set of all groups to which node i belongs. We assume group membership is fixed
and part of the initialisation of the system. We will discuss the ramifications of
this assumption later on in Sect. 5.

The system is controlled by a Dolev and Yao [DY81] style adversary A that
may block, delay, relay, delete, insert or modify messages. This allows him to
force nodes to participate in a protocol run together with other nodes specified
by the adversary5. The adversary may also corrupt any number of nodes in
the system, read all data stored by such nodes, and participate in protocol runs
“being within” such nodes. Nodes and the adversary are modelled as probabilistic
polynomial-time Turing machines. We write A ∈ G if the adversary corrupted
a member of group G, and GA for the set of all groups for which the adversary
corrupted a node. If a node i is corrupted we write i ∈ A. In this case Gi is
assumed to be equal to GA.

Uncorrupted nodes are honest.
In other words, the adversary induces a sequence of message exchanges and

protocol steps called a run. At the start of each run, all nodes are initialised.
In this phase, nodes may be given long term secret data needed to securely run
the protocol. However, the adversary may subvert any number of nodes and
retrieve this secret information stored by them. Finally, the adversary may force
4 Balfanz et al. [BRS+03] argue that a Diffie-Hellman key exchange cannot be used to
implement secret handshaking. Their argument however depends on the requirement
that individual members of a group need to be traceable, and hence does not apply
to private handshaking protocols.

5 Bellare et al. [BR93b, BR93a] model the same adversarial power by allowing the
adversary to query an infinite supply of protocol oracles.
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any node to reveal any secret information resulting from a particular protocol
exchange. Typically, this involves a session key established by the protocol.

2.2 The Private Handshake Problem

We have the following set of requirements (cf. [BRS+03, TX05]) for a private
handshake protocol run between two nodes i and j, belonging to groups Gi and
Gj that returns output Oi to i and Oj to j. All statements below hold with
overwhelming probability, for arbitrary adversary A, for an arbitrary group G
and nodes i, j.

correctness/safety. Oi, Oj ⊆ Gi ∩ Gj .
progress. If i and j are honest and all messages exchanged between them during

the run are delivered unaltered, Oi = Oj = Gi ∩ Gj .
resistance to detection. Let j ∈ A but A /∈ G. Then the adversary A cannot

distinguish a protocol run in which it interacts with a node i ∈ G from a run
involving a simulator6.

indistinguishability to eavesdroppers. Let i, j /∈ A. Then the adversary A
cannot determine whether i ∈ G or i /∈ G. This holds even if A ∈ G. Note
that both participants in the run need to be uncorrupted, and that the
adversary does not modify7. messages exchanged between i and j.

unlinkability. Adversary A is unable to distinguish a protocol run involving
node i from a protocol run involving a node j �= i with Gj = Gi, even when
GA = Gi and A participates in the protocol runs8.

forward repudiability. After the run, node i cannot convince another node k
whether j ∈ G or not. In other words, a run between i and j is indistinguish-
able from a run between i and i, for anyone except i.

Traditionally, the following two requirements are listed as well.

resistance to impersonation. Let j ∈ A but A /∈ G. Then the adversary is
not able to convince a node i ∈ G that A ∈ G.

non traceability. The group administrator of group G is unable to link two
different protocol runs involving the same node i ∈ G.

However, resistance to impersonation is actually implied by correctness and the
definition of Gi when i is corrupted. And non-traceability is equivalent to un-
linkability if the group administrator is missing (or considered to be a normal,
corruptible, node). We therefore omit these requirements from the list.
6 Note how this requirement subtly circumvents the problem that the adversary does
learn non-membership of i of the groups it is itself a member of (by corruption or
otherwise).

7 The powers of the adversary are limited to eavesdropping in this case. Clearly, an
active adversary belonging to the same group as i can stage a man-in-the-middle
attack and determine membership of G for i just like a legitimate node j could.

8 The statement of this requirement is a bit involved because technically, an adversary
can distinguish different nodes from the groups they are a member of, if the adversary
itself is a member of those groups and if it participates in the runs. Intuitively, the
requirement simply says that protocol runs do not carry node identifiers or similar.
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We refrain from imposing a fairness requirement (cf. [BRS+03]) which would
require Oi = Oj always. Fairness can be guaranteed, but at the expense of
running a complex fair exchange type protocol.

Similarly, we do not require the protocol participants to set up a shared session
key to be used whenever mutual authentication was successful. The protocols
we present, however, do establish such a shared key.

Finally, we note that Meadows [Mea86] stipulates that an adversary that
has stolen a secret from a group member cannot find out membership of the
someone else without at least revealing group membership. This is similar to the
resistance to impersonation requirement, when fairness is guaranteed. Otherwise,
it will only hold when the adversary initiates the handshake.

3 Single Membership Protocols

We first present a protocol to determine shared membership of a single group.
This protocol is basically a Diffie Hellman key exchange using a secret generator
s as the group secret, and using the key validation phase as group member-
ship test. The validated key can be discarded or used for secure communica-
tion between the authenticated parties. In fact, the protocol is very similar to
SPEKE [Jab96], and Meadows [Mea86] basic protocol idea (but without exchang-
ing the secret session key in the clear, instead using a key verification round as
in [BR93a]).

Alice Bob
group Ga group Gb

group secret sa group secret sb

(or random if none) (or random if none)

Exchange

pick random x pick random y
(sa)x

−−−−−−−→ receive v

receive u
(sb)y

←−−−−−−−

Key validation
h4(ux)−−−−−−−−→ receive m

if m = h4(v
y)

then Ob = {Gb}
else Ob = ∅

receive m′ h5(vy)←−−−−−−−−
if m′ = h5(u

x)
then Oa = {Ga}

else Oa = ∅
k := h3(u

x) k := h3(v
y)

Fig. 1. Message flow of the single membership private handshaking protocol
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3.1 Security Proof

The following lemmas prove that protocol 1 implements private handshaking.
We only sketch the proofs. Consider an arbitrary run between two nodes i and
j, belonging to groups Gi = {Ga} and Gj = {Gb} where i returns output Oi

and j returns output Oj . Let A be an arbitrary adversary, and let G be an
arbitrary group. A property holds with overwhelming probability if it holds with
probability larger than 1−1/2σ, where σ is the security parameter. It holds with
negligible probability if the probability is less than 1/2σ.

Lemma 3.1 (correctness/safety). Oi, Oj ⊆ Gi ∩ Gj with overwhelming prob-
ability.

Proof. Clearly the protocol ensures Oi ⊆ Gi. We have Ga ∈ Oi when h5(ux) =
h5(vy). This happens only, with overwhelming probability, when ux = vy, in
other words (sy

b )x = (sx
a)y . This holds only with overwhelming probability when

sa = sb. 	


Lemma 3.2 (progress). If i and j are honest and all messages exchanged
between them during the run are delivered unaltered, then Oi = Oj = Gi ∩ Gj.

Proof. This is easily verified by case analysis. 	


Lemma 3.3 (resistance to detection). Let j ∈ A but A /∈ G. Then the
adversary A cannot distinguish a protocol run in which it interacts with a node
i ∈ G from a run involving a simulator with non-negligible probability.

Proof. The adversary has to distinguish sx
a from gz given fx for f known to the

adversary, where x is fresh, random and unknown to the adversary. Moreover, sa

is unknown to the adversary (but it may know many sy
a, for fresh and unknown

y, from previous protocol runs). Distinguishing this would violate the Diffie-
Hellman assumption. 	


Lemma 3.4 (indistinguishability to eavesdroppers). Let i, j /∈ A. Then
the adversary A cannot determine whether i ∈ G or i /∈ G with non-negligible
probability. This holds even if A ∈ G.

Proof. Similar to the proof of the previous lemma. 	


Lemma 3.5 (unlinkability). Adversary A is unable to distinguish a protocol
run involving node i from a protocol run involving a node j �= i with Gj = Gi,
even when GA = Gi and A participates in the protocol runs.

Proof. Nodes i and j share the same state. Hence all messages sent by i could
have been sent by j as well. 	


Lemma 3.6 (forward repudiability). After the run, node i cannot convince
another node k whether j ∈ G or not.

Proof. Because i is a member of G, it can construct a valid protocol run between
i and j all by himself, without j participating at all. 	
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Alice Bob
generator g generator g

group secrets sa[1, . . . , n] group secrets sb[1, . . . , n]
(randomly permuted) (randomly permuted)

Exchange

pick random x pick random y
gx

−−−−−→ receive v

receive u
gy

←−−−−−
k := h(ux) k := h(vy)

Group membership
hk(sa[0]),...,hk(sa[n])−−−−−−−−−−−−−−−−−−→ receive into Ha

receive into Hb

h′
k(sb[0]),...,h′

k(sb[n])
←−−−−−−−−−−−−−−−−−

Oa = {sa[i] | h′
k(sa[i]) ∈ Hb} Ob = {sb[i] | hk(sb[i]) ∈ Ha}

Fig. 2. Message flow of the generalised private handshaking protocol

4 Arbitrary Membership Protocols

It is possible to use the single membership protocol to determine all groups of
which both Alice and Bob are a member, by running the previous protocol for
all candidate pairs separately. However, if Alice is a member of a groups and
Bob is a member of b groups, this requires a× b message exchanges (and more if
the number of groups one is a member of should not be revealed). In this section
we describe a more efficient protocol (see Protocol 2), which does not provide
traitor tracing.

Suppose each user can be a member of at most n groups. Each group is
identified by a group secret (which, essentially, is a random value). Each user
A that is a member of a group stores its group secret in an array sA[]. Any
remaining cells in the array are filled with random values (not corresponding to
groups). The array is randomly permuted after initialisation9. After establishing
a shared secret session key k using a Diffie-Hellman key exchange, Alice and Bob
exchange keyed hashes hk and h′

k of each group secret. Real implementations
should use HMAC [BCK96]. Alice stores the hashes it receives in a set HB, looks
for entries in sA[] whose hash occurs in HB, and adds those as common group
members to GA.

Note that Alice needs to use a hash function different from the one used by
Bob, in order to avoid detection of shared membership by eavesdroppers. If Alice
wishes not to reveal membership of certain groups, she can replace the correspond-
ing group secret with a random value. However, Bob cannot avoid revealing his
membership of those groups (unless he decides to do so independently from Alice).

9 If not, Bob might be able to infer the number of groups of which Alice is a member
from the fact that the x-th token happens to coincide with a group he himself is a
member of.
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4.1 Security Proof

The following lemmas prove that protocol 2 implements private handshaking
for multiple group. We sketch the proofs of the lemmas. Consider an arbitrary
run between two nodes i and j, belonging to groups Gi and Gj where i returns
output Oi and j returns output Oj (where we treat the group secrets si[x] to
represent their respective groups). Let A be an arbitrary adversary, and let G be
an arbitrary group. A property holds with overwhelming probability if it holds
with probability larger than 1−1/2σ, where σ is the security parameter. It holds
with negligible probability if the probability is less than 1/2σ.

Lemma 4.1 (correctness/safety). Oi, Oj ⊆ Gi ∩ Gj with overwhelming prob-
ability.

Proof. Clearly Oi ⊆ Gi. If x ∈ Oi then also h′
k[x] ∈ Hj . Hence h′

k(x) = z for
some z received in the second phase of the protocol. If z is not sent by j, then
k is unknown to the adversary. Hence the chances that h′

k(x) = z are negligible.
If z is sent by j then z = h′

k(sj [y]) for some y. This happens with overwhelming
probability if x = sj [y] and hence x ∈ Gj . 	


Lemma 4.2 (progress). If i and j are honest and all messages exchanged
between them during the run are delivered unaltered, then Oi = Oj = Gi ∩ Gj.

Proof. This is easily verified by case analysis. 	


Lemma 4.3 (resistance to detection). Let j ∈ A but A /∈ G. Then the
adversary A cannot distinguish a protocol run in which it interacts with a node
i ∈ G from a run involving a simulator with non-negligible probability.

Proof. Since j ∈ A, the adversary does know the shared session key k derived
using the Diffie-Hellman key exchange. However, since A /∈ G, it does not know
the secret si[x] for group G. Hence it cannot tell whether hk(si[x]) and hk′(si[x])
are hashes for the same group exchanged during different sessions, or if these
hashes correspond to different groups. This holds even if the adversary knows k′

for the other session as well. 	


Lemma 4.4 (indistinguishability to eavesdroppers). Let i, j /∈ A. Then
the adversary A cannot determine whether i ∈ G or i /∈ G with non-negligible
probability. This holds even if A ∈ G.

Proof. If i, j /∈ A, then the adversary does not know the shared session key k
derived using the Diffie-Hellman key exchange. With a fresh, unknown, random
key k, the keyed hash value hk(si[x]) corresponding to the secret for group G is
indistinguishable from a random value, even if the adversary knows si[x]. 	


Lemma 4.5 (unlinkability). Adversary A is unable to distinguish a protocol
run involving node i from a protocol run involving a node j �= i with Gj = Gi,
even when GA = Gi and A participates in the protocol runs.
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Proof. Nodes i and j share the same state. Hence all messages sent by i could
have been sent by j as well. 	


Lemma 4.6 (forward repudiability). After the run, node i cannot convince
another node k whether j ∈ G or not.

Proof. Because i is a member of G, it can construct a valid protocol run between
i and j all by himself, without j participating at all. 	


5 Conclusions

We have presented two efficient protocols for secret handshaking. The second
protocol efficiently supports membership of more than one group. The focus in
this work is the efficiency of the protocols. They use only a few, quite simple,
operations. This may allow the implementation of these protocols on resource
constrained devices, like perhaps higher-end RFID tags. It is especially in these
kinds of environments that a form of mutual authentication is required to provide
a certain level of security and/or privacy.

Our protocols do not allow for easy revocation of group membership: all re-
maining members need to be given a new, fresh, group secret. More efficient ways
to support group membership revocation are an interesting topic for further re-
search, especially given the requirement that the resulting protocols should still
be efficient and should not allow a group adminstrator to trace users. We also
wish to develop more formal proofs for the security of our protocols.

Two other possible extensions of the basic pairwise private handshake are
left for further investigation. First of all, one could consider a private group
handshake where a subgroup of a secret group can recognise membership of
the same group simultaneously (e.g., when setting up a meeting). Secondly, one
could create password based private handshakes by using the original idea of
Jablon [Jab96] based on a passkey shared by the members of the group.

We thank Flavio D. Garcia, David Galindo and Berry Schoenmakers for fruit-
ful discussions on this topic, and the anonymous referees for their very insightful
comments and suggestions.
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[MV88] Mullender, S.J., Vitányi, P.M.B.: Distributed match-making. Algorithmica
Algorithmica 3, 367–391 (1988)

http://eprint.iacr.org/
www.integritysciences.com
http://www.std.com/~dpj


42 J.-H. Hoepman

[RE03] Rankl, W., Effing, W.: Smart Card Handbook, 3rd edn. Wiley & Sons,
Chichester (2003)

[TX05] Tsudik, G., Xu, S.: Flexible framework for secret handshakes (multi-party
anonymous and un-observable authentication). Cryptology ePrint Archive,
Report 2005/034 (2005) http://eprint.iacr.org/

[WSRE03] Weis, S.A., Sarma, S.E., Rivest, R.L., Engels, D.W.: Security and privacy
aspects of low-cost radio frequency identification systems. In: Hutter, D.,
Müller, G., Stephan, W., Ullmann, M. (eds.) Security in Pervasive Com-
puting. LNCS, vol. 2802, pp. 201–212. Springer, Heidelberg (2004)

[XY04] Xu, S., Yung, M.: k-anonymous secret handshakes with reusable creden-
tials. In: Atluri, V., Pfitzmann, B., McDaniel, P.D. (eds.) 11th CCS Int.
Conf. on Computer and Communications Security, Washington DC, Octo-
ber 25–29, 2004, pp. 158–167. ACM, New York (2004)

[ZN] Zhang, K., Needham, R.: A private matchmaking protocol.
http://citeseer.nj.nec.com/71955.html

http://eprint.iacr.org/
http://citeseer.nj.nec.com/71955.html


Security Associations in Personal Networks:

A Comparative Analysis�

Jani Suomalainen1, Jukka Valkonen2,3, and N. Asokan2,3

1 VTT Technical Research Centre of Finland
Jani.Suomalainen@vtt.fi

2 Helsinki University of Technology
Jukka.Valkonen@tkk.fi
3 Nokia Research Center
N.Asokan@nokia.com

Abstract. Introducing a new device to a network or to another device is
one of the most security critical phases of communication in personal net-
works. There have been several different proposals to make this process
of associating devices both easy-to-use and secure. Some of them have
been adapted by emerging standard specifications. In this paper, we first
present a taxonomy of protocols for creating security associations in per-
sonal networks. We then make use of this taxonomy in surveying and
comparing association models proposed in several emerging standards.
We also identify new potential attack scenarios.

Keywords: Personal networks, security association, survey.

1 Introduction

Short-range communication standards have brought a large number of new ser-
vices to the reach of common users. For instance, standards for personal net-
working technologies such as Bluetooth, Wi-Fi, Wireless Universal Serial Bus
(WUSB), and HomePlugAV enable users to easily introduce, access, and control
services and devices both in home and mobile environments.

The initial process of introducing a new device to another device or to a
network is called an association. Association consists of the participating devices
finding each other, and possibly setting up a security association, such as a shared
secret key, between them. The part of the association procedure that is visible
to the user is called an association model.

Association models in today’s personal networks such as those based on Wi-Fi
or Bluetooth, typically consist of the user scanning the neighborhood from one
device, selecting the other device or network to associate with, and then typing
in a shared passkey. These current association procedures have several usability
and security drawbacks arising primarily from the fact that they are used by
ordinary non-expert users.

To address these concerns, various new ideas have been proposed with the
intent of providing a secure yet usable association model. For instance, there have
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been proposals for schemes utilizing short passwords/checksums [5,7,15,16] or
out-of-band channels . In reality, it is impractical to mandate a single association
model for all kinds of devices because different devices have different hardware
capabilities. Also, different users and application contexts have different usability
and security requirements. Because of this, forthcoming standards are adopting
multiple association models. Although low-end devices like headsets and wireless
access points may be limited to one association model, richer devices like mobile
phones and personal computers will naturally support several. The security of
individual association models has been studied widely. But new kinds of threats
may emerge when several models are supported in personal devices and several
standards, both new and old, are in use simultaneously.

In this paper, we make a comparative analysis of proposed association models
in different standards from a practical point of view. The surveyed standards
are Bluetooth Secure Simple Pairing [13], Wi-Fi Protected Setup [17], Wireless
USB Association Models [18], and HomePlugAV security modes [9].

The standards have some similarities. All of the them can address the problem
of finding the right peer device usually by supporting some variation of the notion
of user-conditioning: a device participates in the association only when it is in
a special association mode; typically a device enters the association mode in
response to an explicit user action, such as pressing a button. All of them are
targeted for personal networks and support multiple association models. Also,
all of them utilize some sort of key establishment procedure for agreeing on a
shared secret key between the devices.

The rest of the paper is organized as follows. Section 2 provides a systematic
taxonomy of different protocols for key establishment. Section 3 describes how
and which key establishment protocols and related association models are used
in the surveyed standards. Section 4 presents a comparative analysis on the
security of these standards. Section 5 describes novel attack scenarios where
attackers utilize simultaneous availability of different association models.

2 Association Protocols

All of the association models we will survey in Section 3 are based on one or more
protocols for human mediated establishment of a shared key between two devices.
The shared key is typically used to protect subsequent communication and,
possibly, in authentication for other access control decisions. We show that the
same basic protocols are used in different standard specifications, even though
the exact instantiations naturally differ.

As a prelude to identifying and comparing these different instantiations, we
present a systematic classification of human-mediated key establishment proto-
cols that can be used in personal networks. Figure 1 provides an overview of this
classification.

At a high level, key establishment may be a simple key transport or involve
running a key agreement protocol.
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Fig. 1. Classification of Key Agreement Protocols

Key transport: In key transport, one device chooses the key and transmits it
directly to the second device using an out-of-band communication channel (P1).
Typical out-of-band channels used for key transport include a direct USB cable
connection or the use of flash drives. The security of key transport depends
on the out-of-band channel being secret and unspoofable: a man-in-the-middle
(MitM) must not be able to modify the data transmitted between the devices.

Key Agreement: Key agreement protocols may be based purely on symmetric
key cryptography, or may be based on asymmetric key cryptography as well. In
the latter case, the typical protocol is Diffie-Hellman key exchange [4].

Key agreement may be unauthenticated or authenticated. Unauthenticated
symmetric key agreement (P9) is vulnerable even to passive eavesdroppers.
Unauthenticated asymmetric key agreement (P2) is secure against passive eaves-
droppers but is vulnerable to active MitM.

Key agreement based on symmetric key cryptography is authenticated by us-
ing a sufficiently long pre-shared secret (P10). The security of such protocols
depend on the length of the pre-shared secret. Authentication of asymmetric key
agreement can be performed using some form of integrity checking, or by using
a pre-shared secret or using a combination of these two. There are two ways to
authenticate by integrity-checking: by exchanging commitments to public keys,
or by verifying a short integrity checksum. Now we take a closer look at the
protocols involved in the different ways of authenticating key agreement based
on asymmetric key cryptography.

Authentication by exchanging key commitments: Balfanz, et al., pro-
pose in [1] to exchange commitments to public keys using an out-of-band chan-
nel (P3). The commitments can be the public keys of the devices or their hashes.
When the devices exchange public keys via the in-band channel, they can val-
idate the authenticity of these public keys by using the information exchanged
via the out-of-band channel.
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The security of the protocols depends on the out-of-band channel being un-
spoofable. Also, the commitments of public keys must be strong enough (e.g., a
cryptographic hash function with at least 80 bits of output) to resist the attacker
finding a second pre-image to the commitment.

Authentication by short integrity checksum: Several researchers have pro-
posed authentication by using short checksums [11,7,16,15], sometimes referred
to as “short authenticated string” protocols. In such protocols, each device com-
putes a short checksum from the messages exchanged during the key agreement
protocol. If the two checksums are the same, the exchange is authenticated. A
basic three round mutual authentication protocol from [7] is depicted, in a sim-
plified form, in Figure 2. Devices D1 and D2 first exchange their public keys
PK1 and PK2. The protocol is used to mutually authenticate public keys. The
notations are as follows: in practice, h() is a cryptographic hash function like
SHA-256; f() is also a cryptographic hash function, but with a short output
mapped to a human-readable string of digits. The hat (‘ ˆ ’) symbol is used to
denote the receiver’s view of a value sent in protocol message.

The check in the last step can be done in many different ways. One way is to
ask the user to do the comparison (P4). An alternative way is to do the check
using a physical out-of-band channel (P5) as in [12].

To succeed, a MitM attacker has to choose random mumbers R′
1, R′

2 and pub-
lic keys PK ′

1, PK ′
2 so that f(PK ′

1, PK2, R
′
1, R2) equals f(PK1, PK ′

2, R1, R
′
2)

The security of the protocol depends on the quality of the functions h() and f().
If h() is collision-resistant, attacker has to choose R′

1 without knowing anything
about R2. If h() is one-way, attacker has to choose R′

2 without knowing about
R1. If the output of f() is a uniformly distributed n-bit value, then the chance
of a MitM attacker succeeding is 2−n because the attacker cannot influence the
outcome of f(). This success probability does not depend on any additional
assumptions about the computational capabilities of the attacker beyond that
he cannot break h() in real time. See [8] for a formal proof.

Authentication by (short) shared secret: Key exchange can also be authen-
ticated using a short pre-shared secret passkey. A number of different methods

1. D1 generates a long random value R1, computes commitment h = h(R1)
and sends it to D2

D1 → D2: h
2. D2 generates a long random value R2 and sends it to D1

D1 ← D2: R2

3. D1 opens its commitment by sending R1 to D2

D1 → D2: R1

4. D2 checks if ĥ
?
= h(R̂1). If equality holds, D2 computes v2 =

f( ˆPK1, PK2, R̂1, R2), otherwise it aborts.
D1 computes v1 = f(PK1, ˆPK2, R1, R̂2).

5. Both devices check if v1 equals v2.

Fig. 2. Authentication by Short Integrity Checksum
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1. D1 generates a long random value Ri1, computes commitment hi1 =
h(1, PK1, ˆPK2, Pi, Ri1) and sends it to D2

D1 → D2: hi1

2. D2 generates a long random value R2, computes commitment hi2 =
h(2, PK2, ˆPK1, Pi, Ri2) and sends it to D1

D1 ← D2: hi2

3. D1 responds by opening its commitment and sending Ri1 to D2

D1 → D2: Ri1

D2 checks if ĥi1
?
= h(1, ˆPK1, PK2, Pi, R̂i1) and aborts if it does not hold.

4. D2 responds by opening its commitment and sending Ri2 to D1

D1 ← D2: Ri2

D1 checks if ĥi2
?
= h(2, PK1, ˆPK2, Pi, R̂i2) and aborts if it does not hold.

Fig. 3. Round i of Authentication by (Short) Shared Secret

have been proposed for password-authenticated key exchange since Bellovin and
Merrit introduced the idea in [3]. In Figure 3 we describe a variant of the MANA
III protocol by Gehrmann, et al., originally described in [5]. It uses a one-time
passkey P to authenticate PK1 and PK2. P is split into k pieces, labelled
P1 . . . Pk. The steps in the protocol are repeated k times. The figure shows the
exchanges in the ith round.

In each round, each party demonstrates its knowledge of Pi. A MitM can easily
learn P1 by sending garbage in message 2, and figuring out P1 by exhaustive
search once D1 reveals R1 in message 3. However, without knowing Pi, i =
2 . . . n, the attacker cannot successfully complete the protocol run (recall that P
is a one-time passkey). With n-bit passkey and k rounds the probability for a
successful MitM attack is 2−(n−n

k ). As in the case of short authentication string,
the MitM success probabilities do not depend on additional assumptions about
the attacker’s computational capabilities.

There are many different ways for arranging for both devices to know the
same P . One way is to have the user as the intermediary (P6): the user may
choose P and enter it into both devices, or one device may show a value for P
which the user is asked to enter into the second device. Alternatively, P may be
transported from one device to another using an out-of-band channel (P7).

Hybrid authentication: Hybrid authentication protocols are used to achieve
mutual authentication when only a one-way out-band-channel is available (P8).
The one-way channel is used to transmit the shared secret value and a hash of the
public key from the first device to the second. The second device authenticates
the first based on the public key hash. The first device authenticates the second
based on its knowledge of the shared secret. A basic protocol is depicted in
Figure 4. The function c(M, K) is a message authentication code on message M
using a key K.

The security of the protocol depends on the out-of-band being secret and
unspoofable, as well as on strength of the commitment function h() and the
message authentication code function c().
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1. D1 picks a long random value R1, computes a commitment c to public key
PK1 as C1 = h(PK1, R1) and sends C1 and secret S using OOB channel

D1 ⇒ D2: S, C (OOB)
2. D1 sends its public key and random value using in-band channel.

D1 → D2: PK1, R1

3. D2 checks if Ĉ1
?
= h( ˆPK1, R̂1) and aborts if it does not hold. Oth-

erwise, D2 picks its own long random value R2, computes C2 =
c( ˆPK1|PK2|R̂1|R2, Ŝ) and sends the result to D1 with its own public
key and random value.

D1 ← D2: PK2, R2, C2

4. D1 checks if Ĉ2
?
= c(PK1| ˆPK2|R1|R̂2, S) and aborts if it does not hold.

Fig. 4. Hybrid Authentication Protocol

3 Association Models in Standards for Personal Networks

In this section, we survey the association models proposed in four emerging
standards [13,17,18,9]. We then compare them by referring to the classification
presented in Section 2.

3.1 Bluetooth Secure Simple Pairing

Bluetooth Secure Simple Pairing (SSP) [13] is a standard developed by Bluetooth
Special Interest Group. It is intended to provide better usability and security
than the original Bluetooth pairing mechanism, and is expected to replace it.
Simple pairing consists of three phases. In the first phase, the devices find each
other and exchange information about their user input/output capabilities and
their elliptic curve Diffie-Hellman public keys for the FIPS P-192 curve [10]. In
the second phase, the public keys are authenticated and the Diffie-Hellman key is
calculated. The exact authentication protocol, and hence the association model,
is determined based on the device user-I/O capabilities. In the third phase, the
agreed key is confirmed (in one association model, the authentication spans both
the second and third phase).

SSP supports four different association models: Numeric Comparison, Passkey
entry, ‘Just Works’ and Out-of-band models. Now we will examine each of these
models and the protocols they use for authentication in phase 2.

Numeric comparison model is where the user manually compares and con-
firms whether the short integrity checksum displayed by both devices are
identical (Figure 1: P4). The compared checksum is 6 digits long. The phase
2 protocol is an instantiation of the protocol in Figure 2.

Passkey entry model is targeted primarily for the case where only one device
has a display but the other device has a keypad. The first device displays
the 6-digit secret passkey, and the user is required to type it into the second
device. The passkey is used to authenticate the Diffie-Hellman key agreement
(Figure 1: P6). The protocol is based on user-assisted authentication by
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shared secret in Figure 3 with 20 rounds (k = 20). Devices prove knowledge
of one bit of the passkey in each round.

‘Just works’ model is targeted for cases where at least one of the devices has
neither a display nor a keypad. Therefore, unauthenticated Diffie-Hellman
key agreement is used (Figure 1: P2) to protect against passive eavesdroppers
but not against MitM attacks.

Out-of-band model is intended to be used with different out-of-band channels,
in particular with Near Field Communication technology. Device DA uses the
out-of-band channel to send a 128-bit secret ra and a commitment Ca to its
public key PKa. Similarly, DB uses the out-of-band channel to send rb and
Cb. If out-of-band communication is bidirectional, mutual authentication is
achieved by each party verifying that the peer’s public key matches the com-
mitment received via the out-of-band channel. (Figure 1: P3).
If the out-of-band channel is two way, then message 1 and message 2 will both
be sent. Mutual authentication is complete at the end of step 2.
If the out-of-band channel is only one way, the party receiving the out-of-
band message can authenticate the public key of its peer. However, the party
sending the out-of-band message must wait until the third, key confirmation,
phase of SSP which we now describe.

In phase 3, the same key confirmation protocol is executed in all association
models to confirm successful key exchange by exchanging message authentica-
tion codes using the newly computed Diffie-Hellman key. Each device includes
the random value r received from the peer in the calculation of its message au-
thentication code. In the one-way out-of-band case, the message authentication
code serves as a proof-of-knowledge of the shared secret r received out-of-band.
This is the hybrid authentication protocol P8 (Figure 4).

Peer discovery: In currentBluetoothpairing,peer discovery is left to theuser: the
user initiates pairing from one device which constructs a list of all other Bluetooth
devices in the neighborhood that are publicly discoverable and asks the user to
choose the right one to pair with. In SSP out-of-band association model, device
addresses are sent via the out-of-band channel. This makes it possible to uniquely
identify thepeer topairwith,without requiringuser selection. SSPdoesnot contain
any new mechanisms to make peer discovery easier in the other associationmodels.
Individual implementations could use existing Bluetooth modes, like the “limited
discoverable mode” and “pairable mode” to support user-conditioning on the peer
device. However, since such user-conditioning is notmandatedby the specification,
it is quite possible that the SSP implementations may still need to resort to asking
the user to choose the right peer device from a list.

Model selection: The association model to be used is uniquely selected during
the initialization of the session. If the association process is initiated by out-
of-band interaction, and security-information is sent through the out-of-band
channel, then the out-of-band model is chosen automatically. Otherwise, in phase
1, the devices exchange their input-output capabilities. The SSP specification
describes how these capabilities should be used to select the association model.
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3.2 Wi-Fi Protected Setup

Wi-Fi Protected Setup (WPS) is Wi-Fi alliance’s specification for secure as-
sociation of wireless LAN devices. Microsoft’s Windows Connect Now (WCN)
includes a subset of association models described in WPS. The objective of WPS
is to mutually authenticate the enrolling device with the Wi-Fi network and to
deliver network access keys to the enrolling device. This is done by having the
enrolling device interact with a device known as the “registrar”, responsible
for controlling the Wi-Fi network. The registrar may be, but does not have to
be, located in the Wi-Fi access point itself. WPS supports three configuration
methods: In-band, out-of-band, and push-button configurations.

In-band configuration enables associations based on a shared secret passkey
(Figure 1: P6). The user is required to enter a passkey of enrollee to the
registrar. This passkey may be temporary (and displayed by the enrollee) or
static (and printed on a label). 8-digit passkeys are recommended but 4-digit
passkeys are allowed. The passkey is used to authenticate the Diffie-Hellman
key agreement between the enrollee and the registrar. The protocol used is
a variation of the modified MANA III protocol in Figure 3 with two rounds
(k = 2).

As in MANA III (Figure 3), once a passkey is used in a protocol run,
an attacker can recover the passkey by dictionary attack (although in this
instantiation, the attacker needs to be active since the computation of the
used commitments includes a key derived from the Diffie-Hellman key).

Out-of-band configuration is intended to be used with channels like USB-
flash drives, NFC-tokens or two-way NFC interfaces. There are three different
scenarios:
1. Exchange of public key commitments (Figure 1: P3), typically intended

for two-way NFC interfaces, where the entire Diffie-Hellman exchange
and the delivery of access keys takes place over the out-of-band channel.

2. Unencrypted key transfer (Figure 1: P1). An access key is transmitted
from a registrar to enrollees in unecrypted form, either using USB-flash
drives or NFC-tokens.

3. Encrypted key transfer. This is similar to the previous case, except that
the key is encrypted using a key derived from the (unauthenticated)
Diffie-Hellman key agreed in-band. From a security perspective, this is
essentially out-of-band key transfer (Figure 1: P1).

Push button configuration is an optional method that provides an unau-
thenticated key exchange (Figure 1: P2). The user initiates the Push button
configuration (PBC) by conditioning the enrollee (e.g., by pushing a but-
ton), and then, within 120 seconds the user has to condition the registrar as
well. The enrollee will start sending out probe requests to all visible access
points inquiring if they are enabled for PBC. Access points are supposed to
respond affirmatively only when their registrar has been conditioned by the
user for PBC. If a device or registrar sees multiple peers ready to start PBC,
it is required to abort the process and inform the user.
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Peer discovery: Enrollees start association in response to explicit user condi-
tioning. They scan the neighborhood for available access points and send Probe
Request messages. The Probe Response message has a “SelectedRegistrar” flag
to indicate if the user has recently conditioned a registrar of that access point
to accept registrations. This is mandatory for push button configuration but is
optional for other models. Thus it is possible that user may have to be asked to
select the correct Wi-Fi network from a list of available networks.
Model selection: The model is explicitly negotiated at the beginning.

3.3 Wireless USB Association Models

Wireless USB (WUSB) is a short-range wireless communication technology for
high speed data transmission. WUSB Association Models Supplement 1.0 spec-
ification [18] supports two association models for creating trust relationships
between WUSB hosts and devices:

Cable model uses out-of-band key transfer (Figure 1: P1) and utilizes wired
USB connection to associate devices. Connecting two WUSB devices to-
gether is considered as an implicit decision and, hence, the standard does
not require users to perform additional actions like accept user prompts.

Numeric model relies on the users to authenticate the Diffie-Hellman key
agreement by comparing short integrity checksum values (Figure 1: P4).
The protocol is an instantiation of the protocol in Figure 2. First DA and
DB negotiate the length of the checksum to be used. The specification re-
quires that WUSB hosts must support 4-digit checksums whereas WUSB
devices must support either 2 or 4-digit checksums.

Peer discovery: The association is initialized by implicit or explicit user con-
ditioning. Attaching a USB-cable is interpreted as an implicit conditioning. The
user pressing a button is an example of explicit user conditioning. In the numeric
model the user sets a USB device to search for hosts and a USB host to accept
connections. The host advertise its willingness to accept a new association in the
control messages it transmits on the WUSB control channel.

Model selection: The choice of the association model is based on the type of
user conditioning done. In case a cable is plugged, the devices exchange infor-
mation on whether they support cable association. If so, they use cable model.
If conditioning is explicit, they use numeric model.

3.4 HomePlugAV Protection Modes

HomePlugAV is a power-line communication standard for broadband data trans-
mission inside home and building networks. In addition to protecting deliberate
attacks, association mechanisms are used to create logically separate subnet-
works by distributing an 128-bit AES network encryption key (NEK) for devices
in each subnetwork. As with WPS, each HomePlugAV network has a controller
device. HomePlugAV supports the following association models [9]:
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Simple connect mode uses unauthenticated symmetric crypto based key
agreement to agree on a shared key (Figure 1: P9). This network mem-
bership key (NMK), is used to transport NEK to the new device. The key
agreement process is as follows. To admit a new device, the user is required to
first condition the controller device, and then condition the new device, e.g.,
by turning on its power. The devices find each other and exchange nonces.
A temporary encryption key (TEK) is formed by hashing the two nonces
together. The controller encrypts the NMK using the TEK and sends it to
the new device.

Secure mode allows new devices to have a secret passkey, of at least 12 al-
phanumeric characters long, typically printed on a label. The user is required
to type in this passkey to the controller device. The controller device uses it
to construct an encryption of NMK and send it to the new device. The keys
for devices joining in secure mode is different from the keys for devices join-
ing in simple connect mode. This is an example of authenticated symmetric
crypto key agreement (Figure 1: P10).

Optional modes enable alternative use of alternative models for distribut-
ing NMKs or NEKs between devices. These include “manufacturer keying”
where a group of devices have a factory installed shared secret, and external
keying, where trust is bootstrapped from other methods.

MitM attacks are prevented in simple connect mode by utilizing characteristics of
powerline medium. Before two nodes can communicate, they must negotiate tone
maps, which enable devices to compensate disturbances caused by powerline chan-
nel. This negotiation is done in a reliable, narrow-band broadcast channel. Thus a
MitM trying to negotiate tone maps with the legitimate endpoints will be detected.

Passive eavesdropping in the point-to-point channel is difficult since an at-
tacker, even with the knowledge of the tone maps used between the legitimate
endpoints, will not be able to extract the signal from the channel because the
signal-to-noise ratio will be too poor at different locations, particularly, when
the attacker is outside a building and the legitimate end points are inside. Also,
licensees of HomePlugAV technology do not provide devices that can extract
signal without negotiating tone maps. Hence, attackers must be able to build
expensive devices for eavesdropping.

Peer discovery: In simple connect mode the peer discovery is performed by the
user conditioning the devices into a suitable modes, and the new device scanning
the network to find a controller that is willing to accept new devices.

Model Selection: The model is selected by user conditioning. There is no
automatic negotiation.

4 Comparison of Proposed Association Models

In this section, we summarize and compare the security levels provided by the
different association models discussed in Section 3. A comparative summary of
models’ security characteristics are presented in Table 1.
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Table 1. Comparison of Security Characteristics of Association Models

Association
Model

Offline Attacks Online Active Attacks
Protec-
tion

Work1 Protection Success
Probability

Work2

Bluetooth Simple Pairing
Numeric Comparison DH 280 [2] 6 digit checksum 10−6 2128

Just Works DH 280 [2] - 1 0

Passkey Entry DH 280 [2] 6 digit passkey 10−6 2128

Out-of-band DH 280 [2] OOB security - 2128

Wi-Fi Protected Setup
In-band DH 290 [6] 8 digit passkey 10−4 2256

In-band + OOB 3 DH 290 [6] OOB security 2−128 2256

Out-of-band OOB 290 [6] OOB security - -

PushButton DH 290 [6] - 1 0

WUSB Association Models
Numeric Model DH 2128 [2] 2/4 digit checksum 10−2 or 10−4 2256

Cable Model OOB 2128 [2] OOB - -

HomePlugAV Protection Modes
Simple Connect SNR Assumed

high
Traffic monitoring Assumed low Assumed

high

Secure Mode AES 272 passkey 2−72 272

1 Rough work effort estimates based on Table 2 of [2] and Section 8 of [6].
2 Work effort to break commitments exchanged.
3 OOB passkey + checksum.

4.1 Offline Attacks

The out-of-band association models rely on the secrecy of out-of-band communi-
cation to protect against passive attacks against key agreement. The in-band and
hybrid models in all of the standards except HomePlugAV use Diffie-Hellman
key agreement to protect against passive attacks. The level of protection depends
on the strength of the algorithms and the length of the keys used. In the “Work”
subcolumn under the “Offline Attacks” column of Table 1, we use some recent
sources [6,2] to estimate the amount of work an attacker has to do in order to be
successful. The figures correspond to approximate lower bounds, and should be
treated as rough ballbark estimates only. Offline attack protection in HomePlu-
gAV relies on the characteristics of the power-line communications: namely the
signal-to-noise ratio (SNR) make it difficult for an attacker to eavesdrop. The
HomePlugAV Secure Mode uses symmetric key encryption as protection.

4.2 Online Active Attacks

Mounting an online active attack as a man-in-the-middle against key agreement
is significantly more difficult than passive eavesdropping. Several of the models
(‘Just Works’, ‘Push Button’, and ‘Simple Connect’) trade off protection against
man-in-the-middle attacks, in return for increased ease-of-use.
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Other in-band association models rely on authentication as the means to pro-
tect against online active attacks. The probability of success for an online active
attack depends on the length of the key as well as the protocol. Bluetooth Simple
Pairing numeric comparison model uses 6-digit checksums leading to a success
probability of 1

1000000 . WUSB numeric model allows a success probability of 1
100

when two digit checksum is used, and 1
10000 when four digit checksum is used.

These probabilities do not rely on any assumptions about the computational
capabilities of the man-in-the-middle. All of these use hash functions with 128-
bit outputs to compute commitments. In principle, a man-in-the-middle who
can find a second pre-image of a hash commitment, during the key agreement
process can also succeed. We show this in Table 1, in the “Work” subcolumn
under the “Online Active Attacks” column by indicating the amount of on-line
work the attacker has to perform in order to succeed. In this case, assuming
that the hash function is strong, and requires exhaustive search to find a second
pre-image we use the figure 2128.

Recall from Section 2 that with n bit passkeys and k rounds the success
probability for an online active attack against the passkey protocols is 2−(n−n

k ).
Bluetooth Simple Pairing passkey entry model uses 6-digit (n ≈ 20) one-time
passwords in k = 20 rounds. This leads to approximately 1

1000000 success proba-
bility. WPS network uses essentially the same protocol, but in two rounds only.
This leads to success probabilities of 1

100 when 4-digit passkeys are used, and
1

10000 when 8-digit passkeys are used. In both cases, the passkey must be single-
use. If the passkey is re-used, the success probability of man-in-the-middle rises
dramatically, reaching 1 after the kth re-use, where k is the number of rounds
in the original protocol. In other words, if the same fixed passkey in WPS net-
work model is re-used even once, the man-in-the-middle can succeed in the next
attempt with certainty. As before, we can estimate the on-line work effort the
attacker has to do to break the hash commitments. HomePlugAV secure mode
uses a 12 character passkey which is used to generate a key for AES encryption,
leading to a probability of 2−72 and the amount of on-line work effort is 272.

The hybrid models using a one-directional out-of-band channel, the random
secret transferred using the out-of-band channel is 128 bits long leading to a
computational security of 2−128.

An interesting implication of Table 1 is that in all the systems (except Home-
Plug AV), the work factor for online active attack far exceeds the work factor
for offline attack. This reflects the difficulties in comparing the relative security
of cryptographic hash functions with that of public key algorithms.

4.3 Associations with Wrong Peers

Unauthenticated association models face the risk of a device being associated
with a wrong peer. For instance, in WPS push button model, the user may con-
dition first the enrollee to search for registrars before conditioning the registrar.
If the attacker sets a bogus registrar to accept connections before the users does
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it with the legitimate registrar, the enrollee associates with the attacker’s regis-
trar. Only in the case when both registrars, the bogus and the legitimate one,
are simultaneously accepting connections, is the procedure aborted.

In HomePlugAV Simple Connect mode, the user sets the control device to
accept connections before starting the joining device up. This could be used to
reduce the probability for an attacker to successfully masquerading as a bogus
control device because since, if the new device sees multiple control points, it can
abort association. However, the mode is potentially vulnerable for fatal errors
where the user is slow to switch power to the new device. In this case an attacker
may connect to user’s control point and get the network encryption key.

5 Attacks Against Multiple Association Models

Simultaneous support for multiple association models may be utilized in different
attacks. In this section, we examine such threats.

Consider specifications that support an unauthenticated association model
as well as user-assisted comparison of integrity checksums. An example is a
Bluetooth Simple Pairing device that supports the numeric association model
and the ‘just works’ model. Figure 5 illustrates a MitM attacker who can inter-
cept messages exchanged during an association. The first associated device has
a display and the second may or may not have a display. The attacker changes
device capability information so that the first device will be using the numeric
comparison model and that the second device will be using ‘just works’ model.
This leads to a situation where the first device shows a 6-digit checksum and the
second device, using ‘just works’ model, does not display a checksum, even if it
would have a display. The user may have been educated to detect a mismatch
in checksums. But now, when only one device displays a checksum, the user is
likely to be confused and may just go ahead and accept the association.

To get an idea about whether such user confusion is likely, we included the
situation depicted in Figure 5 as a test scenario in one round of an on-going
series of usability testing. Out of 40 test users, 6 accepted the pairing on both

Device 2MitM
attackerDevice 1

Display:
123456

Connect?

Capabilities (display)

Capabilities ([no display/display])

Capabilities (no display)

Capabilities (display)

Associate (numeric comparison) Associate (just works)

[Display:
Connect?]

Fig. 5. Man-in-the-middle between Different Association Models
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devices, 11 noticed the problem and rejected the pairing on both devices, and
the rest rejected pairing on Device 1 but accepted it on Device 2.

This attack has two implications. Firstly, when the second device has a display,
it is a bidding down attack against this device. The second device will know
that the association is unauthenticated. However, the user may still allow the
association to happen. Secondly, it is a bidding up attack against the first device
since it believes that the association is made using a secure protocol resistant to
MitM attacks. Consequently, the first device may choose to trust this security
association more than it would trust a ‘just works’ security association. For
instance, it may have a policy rule, which allows more trustworthy devices to
initiate connections without user confirmations.

A scenario related to the attack on Figure 5 arises with devices that are will-
ing to participate in setting up a security association without immediate user con-
ditioning. Public printers and access points are examples of devices that may be
permanently conditioned for association. Suppose a user starts associating Device
1 with Device 2 using an association model that does not require any user dialog
(e.g., WUSB cable model, or HomePlugAV Simple Connect mode) and that De-
vice 2 is permanently conditioned to accept incoming association requests. If an
attacker now initiates association with Device 2, say using Bluetooth Simple Pair-
ing numeric association, a user dialog will pop up on Device 2. Since the user is in
the middle of associating Device 1 and Device 2, he might answer the dialog think-
ing that it is a query about Device 1. Depending on the nature of the dialog, the
attacker may end up gaining unintended privileges on Device 2.

6 Conclusions

New standards for associating devices in personal networks are emerging. The
objective of the new standards is to make the association process more user-
friendly while improving the security at the same time. We surveyed the protocols
and association models used in different standards specifications. We presented
a systematic classification of protocols for human-mediated establishment of
session keys. We showed how the different protocols in standard specifications
are related by using our classification.

The flexibility of the new proposals also introduce potential for some new
attacks. We described some such threats. Careful design of user dialogs may
reduce the likelihood of these attacks, as discussed in the full version of this paper
([14] Section 6). However, how exactly to design the user dialogs to preserve
security without harming usability remains an open issue.
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show the shortcomings of previous approaches [3,13] in terms of both effi-
ciency and security. By incorporating a heterogeneous network, we show
that we can dramatically reduce the load on resource constrained devices
whilst also increasing their security. We also propose a new strengthened
security model for self-organized ad hoc networks and evaluate the secu-
rity of our protocol in this model.

Keywords: group key, key pre-distribution, self-organized networks.

1 Introduction

Traditional ad hoc and sensor network settings generally assume a trusted third
party (TTP) who is trusted with the keying information and enables secure
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However, the assumption of a single TTP can be restrictive in scenarios where
the network is self-organized and formed without prior planning. In the follow-
ing we list some of the immediate applications that require distribution of trust.
The first example is in disaster response scenarios where a network may be
formed with members belonging to different administrative domains. Further-
more, it might be impossible to access an outside authority due to the lack of
preexisting infrastructure or inability to contact off-site systems [12]. In such
life-threatening situations, it is not acceptable to deny data from a legitimate
principal that might save someone’s life. Therefore a ‘best-effort’ security model
might be appropriate in this scenario, allowing strong guarantees when a single
TTP can be established and weaker guarantees when no TTP can be assumed.
Similarly in combat situations it is essential to allow members of a coalition to
join and form collaborative groups. In such dynamic coalitions there is typically
no single TTP prior to or during deployment.

Existence of a TTP is also in immediate conflict with privacy enhancing ap-
plications. As sensor and ad hoc testbeds have been deployed, it has become
clear that user privacy can be easily compromised as a side effect to seemingly
innocuous applications [4]. For example a humidity sensing network can also be
used to monitor activity in a room as the human body effectively alters the room
humidity. Therefore by removing the presence of an all knowing authority (i.e.
the TTP), communication can be made private to the restricted user set.

Finally, to allow the wide adoption of sensor and ad hoc networks in everyday
scenarios, it is desirable to reduce the required knowledge base of network own-
ers. Customers should be able to purchase a set of nodes that are usable upon
purchase without requiring the presence of a network administrator. Therefore
the node manufacturer can install public data in the nodes that can bootstrap
future security associations.

In the following we focus on the problem of group key distribution in self-
organized ad hoc and sensor networks where no single point of trust exists. A
group key allows nodes to securely communicate with each other and participate
in collaborative tasks. The dynamic property of the network allow new nodes to
join or exiting nodes to leave the group. This is an essential mechanism in the
first two applications listed above. We consider heterogeneous networks consist-
ing of two types of nodes: typical low performance sensor nodes and more pow-
erful nodes with more computation and communication resources. It has been
recently shown [7,1] that networks that consist of homogeneous nodes cannot
scale well and also have lower performance compared to networks that include a
number of more powerful nodes. Introducing more powerful nodes also improves
reliability and lifetime of the network [1]. Furthermore [15] showed that pairwise
communication security in the presence of a TTP is not necessarily sacrificed if
a key distribution scheme leverages the existence of more capable nodes.

1.1 Related Work

The first work on key pre-distribution in ad hoc network without a TTP is due
to Chan [3]. In this construction each group member individually selects her keys
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from a common public key pool in a specified way. The aim of the protocol is to
probabilistically construct a Cover Free Family (CFF) that will ensure shared keys
between nodes. Chan showed that his scheme allows any two nodes to commu-
nicate securely with a high probability and the system provides security against
collusion attack. However, [16] showed that the probability that the constructed
structure is a CFF is very low and so the protocol cannot achieve its stated goal.

The closest work to our scheme is Luo et. al [13] who proposes a probabilistic
group key management protocol (referred to as LSBS) for ad hoc homogeneous
networks. The objective of LSBS is to establish a common shared key for the
whole group. The protocol consists of three phases. In the setup phase, each
node randomly selects a set of keys from the key pool and performs a shared
key discovery (SKD) protocol with each neighboring node to discover shared
keys. The group key is generated by special subsets of nodes called initiating
groups (IG), and is distributed by flooding the network. Although LSBS protocol
achieves its stated goal, in practice there are challenges that if not addressed
makes the protocol impractical. In particular, our simulation of LSBS in [14]
show the following shortcomings in the protocol.

Firstly, LSBS implicitly assumes that a single IG is formed where in practice
many IGs may simultaneously exist. In fact our simulation results show that
in a network of 1000 nodes, where each node has a key ring of size 150 keys,
we can form up to 100 IGs. To obtain a single group key for all nodes some
mechanism for negotiation and/or cooperation among IGs is required, which
substantially increases the communication and computation cost which is very
undesirable in a resource constrained network. The solutions also needs to be
carefully designed to prevent security compromise. The communication cost of
the shared key discovery (SSD) phase of the protocol is O(l) where l is the size of
the key ring. LSBS requires a node u to execute the SSD protocol with all of its
neighboring nodes. If on average a node is in the neighborhood of d other nodes,
a communication cost of O(d · l) per node is incurred. For networks with battery
powered nodes it is essential to reduce this cost in order to prolong network
lifetime. Finally, LSBS is analyzed using a simple threat model that does not
take into account real life threats in a wide range of application scenarios. The
adversary is considered passive and can only eavesdrop on the communications.
Given that the key pool is public, the adversary’s objective is to either determine
the node key or the link key that secures the link between two nodes. In sensor
networks it is common to assume that the adversary can compromise a subset of
nodes and obtain the secret information of the nodes. Such information includes
the key rings of the node and the keys that the nodes share with their neighbors.
This latter information will reduce the effort required for finding the key rings of
uncompromised nodes, and/or the link keys for links between the compromised
node and its neighbor nodes.

1.2 Our Contribution

In this paper, we propose a Layered Key Pre-Distribution (LKD) Scheme for
networks of heterogenous nodes: resource constrained nodes and a small number
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of high performance nodes (level 1) which have more resources and are possibly
better protected (e.g. use tamper proof hardware). LKD uses an unbalanced
distribution of keys, where high performance nodes are allocated a larger key
ring. The level 1-centric clusters that are formed around result in more efficient
generation of group keys.

We give a probabilistic analysis of the protocol and show that the inclusion
of a small number of more powerful nodes in the network results in constant
communication and computation cost, independent of the neighborhood size of
a node. We support our analysis via simulation results. We next evaluate the
security of the protocol in a strengthened security model. We argue that with
a public key pool and without a TTP, previous proposed threat models and
security metrics such as network resiliency [5,8], which assumed secret key pool
and a TTP, are no longer valid. We update these definitions for our new system
and trust model and define a new security metric called neighbor resiliency. We
analyze the security of both LKD and LSBS under this new threat model. Our
analysis shows that LKD achieves better security than LSBS against node com-
promising adversaries because sensing nodes in LKD learn much less information
about the nodes in their neighborhood.

The paper is organized as follows: Section 2 describes our network and trust
model; Section 3 introduces the LKD protocol; Sections 4, 5 provide the cor-
rectness and the security analysis of the LKD protocol; Section 6 supports the
theoretical analysis with simulation results. We provide concluding remarks and
future directions in Section 7.

2 System Model

We consider the network to be fully self-organized, meaning that there is no
infrastructure (hence no public key (PK) infrastructure). Traditional network
models considered for sensor models not only assume a homogeneous network
but also assume either a grid or a random graph [8,5] model where all neigh-
boring nodes are in communication contact. A more realistic model takes into
consideration the various signal-blocking barriers and interference sources such as
hills and buildings that exist in the deployed environment. In practice, deployed
nodes are often segregated into exclusive neighborhoods due to the features of
the landscape [15]. Our model accounts for this by considering a cluster based
network, where sensor nodes form ad hoc groups around more powerful nodes
which act as the backbone of the network. Therefore the sensor nodes connect
to the rest of the network through the powerful ‘gateway’ nodes.

We assume a heterogeneous sensor network of size n consisting of two types
of nodes: sensing or level 2 (L2) nodes which are resource constrained and have
limited storage and energy capabilities and level 1 (L1) nodes which are more
capable, with larger memory, more powerful transceivers and energy source. As
a result L1 nodes can store larger key rings and other state data as well as
communicate with a larger neighborhood of nodes. The network consists of c L1
nodes and (n − c) L2 nodes. Example L2 nodes are small Berkeley Mica2 motes
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with 8-bit 4MHz processors and 128 KB memories [2]. L1 nodes can be more
powerful nodes such as laptops or other portable devices. Such devices have bet-
ter physical protection against compromise, such as the use of tamper resistance
hardware. However for simplicity, we assume the same type of protection for L1
and L2 nodes. We also assume that each node ui has a unique identifier i.

Trust Model. We assume that the network has no central authority or a single
TTP. Each node essentially acts as its own domain authority. Public information
(e.g. the key pool) is available to all, including malicious parties.

Authentication. Since we do not assume any TTP, it is impossible to establish
strong authentication and identification amongst network nodes. We weaken our
requirements such that to control the join of malicious nodes to the group, we
assume some auxiliary identification mechanism for nodes (e.g. node hardware).
Details of such a mechanism is outside the realm of our work.

3 Layered Key Pre-Distribution (LKD) Scheme

In this section we describe the LKD scheme to establish both pairwise and group
keys in a self-organized network that does not have a TTP. The heterogenous
network consists of resource constrained nodes (L2) and more capable nodes
(L1) that contain a larger portion of the key pool than L2 nodes. It follows
that L1 nodes are able to establish secure links with a larger portion of the
nodes. In each neighborhood, local (l, r)-secure groups are established where l
denotes the security level and r is the minimum number of nodes in the group.
We will show later that r does not effect the security of the protocol and is
used for efficiency purposes. Local groups in a neighborhood together generate
a cluster group key which are exchanged to contributively generate a network
group key. We ensure that the key generated in each layer (i.e. local, cluster or
network) is independent. The overall algorithm consists of the following phases:
initial setup, neighborhood discovery, cluster and group key generation, join and
leave.

In the initial setup phase nodes agree on parameters used in the protocol.
The system parameters include a public key pool and its partition into κ blocks
of size m each. The security parameter is l which defines the level of link se-
curity by specifying the minimum number of keys two nodes need to share to
establish a secure communication channel. The size of the key rings of L1 and
L2 nodes are also set to kA and kB . We note that these parameters can ei-
ther be set by the node manufacturers or during an initial setup phase prior to
deployment.

A node ui randomly selects one key from each key block to form a key ring
{Ki

j}k
j=1, where k = kA or kB . Let kB = κ. Thus an L1 node needs to choose

multiple keys from each block. Let kA = tkB + s, where t, s ∈ Z. Node selects t
keys from block 1 to (k − s) and select (t + 1) keys from blocks (k − s) + 1 to
block k (in total s key blocks).
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Neighborhood Discovery Phase. In this phase, L1 nodes initially send bea-
cons identifying themselves to their neighborhood nodes. The beacon message
for L1 node ui can take the simple syntax of < i, L1 > where i is the node
identifier.

An L2 node ‘discovers’ an L1 node when it hears its beacon message. To
establish a secure channel with the L1 and help populate L1’s incidence matrix,
it runs a secure shared key discovery (SSKD) protocol, reminiscent of [3,13].
This SSKD protocol is essentially a privacy preserving set intersection protocol
that allows the two participating parties to discover their shared keys from their
individual key sets.

For L1 node vi, the incidence matrix Ii has k columns labeled by the node
keys {Ki

j}k
j=1, and one row for each neighbor. Ii(j, t) = 1 if Ki

t is shared with
node uj in the neighborhood of vi, and zero otherwise. The incidence matrix
of vi can be used to keep an account of the keys shared by the nodes in L1’s
neighborhood, given that the keys are shared with vi. This property is important
as it maintains the optimal privacy for the neighboring L2 nodes. Specifically vi

does not learn any information about the key ring of its neighboring nodes other
than the shared key information it learns during the execution of the SSKD
protocol.

If an L2 node is not directly connected to an L1 node (i.e. it is isolated from an
L2), it simply waits and performs the join protocol after the key establishment
protocol is complete. In this step, L1 nodes also discover each other and establish
an l-secure channel between pairs of nodes. This communication network forms
the backbone of the larger network.

Secure Shared Key Discovery (SSKD). Consider the case when node uj

wants to discover the keys it shares with node ui. Let ui have keys {Ki
j}l

i=1

and uj have {Ki
j}m

i=1, where l, m ∈ Z. Assume the existence of a homomorphic
encryption scheme, where Ek(m) denotes encrypting message m using key k.
The SSD protocol is as follows:

1. ui forms fi(x) =
∏l

j=1(x − Ki
j) and send to uj the encrypted coefficients, EKi(·).

2. uj computes zg = EKi(rfi(K
j
g)) using the homomorphic property of the encryption

scheme, where r is a random number. uj returns zg to ui.
3. ui decrypts zg to obtain rfi(K

j
g). If value is zero, then they have a common key.

4. ui returns to uj an m-bit bitmap with 1 at bits where rfi(K
j
g) = 0 and 0 elsewhere.

In contrast to LSBS, our SSKD protocol requires the nodes to exchange an m-bit
bitmap indicating the shared keys of the participating nodes (step 4). The main
reason for this inclusion is that L1 nodes in LKD can select more than one key
from each block and so nodes must indicate which key in the block is shared or
not, using the bitmap.

Securing Bitmap Transmission. A potential security leakage is the bitmap
exchange step of the SSD, which identifies to an eavesdropper the number of keys
shared by two nodes. A smart adversary can then compromise a neighboring node
which shares the most keys with a target node, as well as reducing the search
space for the channel securing key.
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The following protocol takes advantage of the privacy preserving characteris-
tics of a homomorphic encryption scheme such as El Gamal [9]. Assume node ui

wants to privately send a k-bit bitmap b to node uj. We use the multiplicative
homomorphic properties of the El Gamal [9] encryption scheme for ui to send b
to uj. Specifically this property is defined as: EK(m1m2) = EK(m1) × EK(m2)
where EK(m) is the encryption of m using key K.

Let the El Gamal public key of uj be (g, h) and the secret key be (x = loggh).

uj → ui: r, d ← {0, 1}∗; Send < C1, C2 >=< gr, hr · d >, (g, h)

ui → uj: r′ ← {0, 1}∗; Send < C3, C4 >=< C1g
r′

, C2h
r′ · m >

uj: bitmap b = C4
Cx

3 ·d

Node uj encrypts a dummy message d and sends to ui the ciphertext and its
PK. ui multiplies the bitmap with the ciphertext and randomizes the message
using r′. Using its private key, uj can decrypt the processed ciphertext and
obtain the bitmap. This protocol ensures that the bitmap remains private to
ui, uj assuming the El Gamal encryption scheme is secure.

By loading nodes with a set of random r values and associated gr, hr during
the setup phase it is possible to reduce computation to one exponentiation and
two multiplications per node. Furthermore we note that although we are using
PK cryptography, we do not rely on the existence of a PKI and therefore we
preserve the distributed nature of the network. Finally, we point out that this
step is only performed once or twice by sensing nodes through out their lifetime.
[14] shows further techniques to reduce energy consumption during this step.

Cluster and Group Key Generation. In this phase, L1 nodes vi use their
incidence matrix Ii to assist the nodes in their neighborhoods to initiate local
(l, r) groups where a minimum of r nodes share l keys. This is done by finding
a set of r rows R and at least l columns L in the incidence matrix for which an
(l, r)-secure subset can be formed. The formation of the local groups allow vi to
communicate to a group of nodes via multicast thus reducing communication.
Also nodes in local groups contribute to the formation of the cluster keys thus
preventing the selection of weak keys. Once a local (l, r) group is formed, vi

informs the group members of their group membership using secure channels.
Local group members now can communicate securely using their secret group key
KL, which is the XOR of the group shared keys. Each local group Li in cluster
C contributively generate a partial cluster key KLi

C in order to democratically
agree on a cluster key KC = ⊕i KLi

C .
Potentially two L2 nodes which are not in direct communication can belong

to the same local group. In this case, the L1 node can be used as an intermediate
routing point to forward messages. Also if L1 nodes use directed antennas, L1
node can group an (l, r) subset together iff they are in the same vicinity.

The group key can be generated similar to the cluster key by requiring nodes
to select a key share for the group key along with the cluster key share. L1 nodes
then exchange the partial group key generated in their neighborhoods to arrive
at the final group key.
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Join and Leave. A newly deployed node ui can join the network by estab-
lishing an l-secure channel to a node uj which already belongs to the secure
group. uj essentially acts for ui as the ‘gateway’ to the network. In the case of
an L2 node ui leaving the group, the neighborhood L1 node uses its incidence
matrix to determine the effected keys and purging them. Thus the departing
node has no information regarding the key rings of the nodes in its neighbor-
hood. Due to space constraint, we refer the reader to [14] for more details of
these protocols.

4 Correctness Analysis

In this section we show the correctness of the LKD protocol. We say that LKD
is correct if the protocol allows the ‘backbone’ L1-network as well as the cluster
of L2 nodes around an L1 node, to be connected and thus functioning with a
high probability. Later we verify our results by simulation.

In our theoretical analysis we limit the key ring size of L1 nodes kA = t ·kB +s
as follows (kB is the key ring size of L2 nodes): t = 1, s = [0..kB ]. We analyze
the general case when s can be assigned any value from [0..kB]. We refer the
reader to [14] for the special case when s = kB . To establish an l-secure link,
two nodes share at least l keys. For readability purposes, in the rest of the paper
we use the notation A and B to refer to L1 and L2 nodes respectively.

Let set S consist of the s key blocks from which an L1 node selects two
keys and let S̄ consist of the remaining k − s key blocks. Let PA,B(r, l) be the
probability of r nodes (one L1 node and (r−1) L2 nodes) sharing at least l keys.
Let Zx be the event that r nodes share a key in a given block x. The probability
that Zx occurs, is equal to ps for blocks x ∈ S, and ps̄ for x ∈ S̄. Key collisions
for each block can be modeled as independent Bernoulli trials. The generating
function for probabilities PA,B(r, l) is calculated as the product of two binomials
with success probabilities of ps and ps̄:

f(x) = (psx+ (1− ps))
s(ps̄x+ (1− ps̄))

k−s (1)

Proposition 1. The probability that the r nodes share exactly l keys is equal
to the coefficient Cl of the xl term in polynomial Equation 1, and PA,B(r, l) =
∑kB

i=l Ci, where Ci is the coefficient of the xi term in f(x) and kB denotes the
size of the key ring of L2 nodes.1

Proposition 2. Let PA,A(2, l) be the probability of two L1 nodes sharing at least
l keys. Let α, β, γ be non-negative integers satisfying 2α + β + γ = l. Let pi be
the probability of sharing i keys for the first s blocks and p̃i be the probability of
sharing i keys for the remaining k − s blocks. Then:

PA,A(2, l) =
∑

α,β,γ
2α+β+γ=l

(

s
α

)(

s−α
β

)

pα
2 pβ

1 ps−α−β
0 +

(

k−s
γ

)

p̃γ
1 p̃k−s−γ

0 (2)

1 Examples to illustrate how the above proposition can be used are provided in [14].
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This proposition is based on the fact that the first s blocks can contribute 0,
1 or 2 shared keys per block, and the last (k − s) blocks can contribute 0 or 1
shared keys per block. In the above formulae, α represents blocks that share 2
keys and β and γ represent blocks that share only 1 key in S and S̄ respectively.
For a more detailed proof, refer to [14].

Fig. 1(a) compares the probabilities of two nodes establishing an l-secure
channel for different node types, when the key pool is made up of 200 blocks,
with a block size of five keys. We can see a rapid transition in the probability of
establishing an l-secure channel for different l. Fig. 1(b) generalizes the node pair
to groups of r nodes. It is intuitive that establishing an l-secure channel becomes
less probable as the group size increases. We also note that when there is a high
probability for l-secure channel among r nodes, the probability of establishing
a secure channel between two L1 nodes will be an even higher value. It is also
interesting to note that the phase transition becomes slower as the number of
nodes in the group increases. Fig. 1(c) graphs the probability of establishing an

(a) Two nodes, kA = 2kB (b) (r−1) L2, one L1 node, kA = 2kB

(c) Two nodes, kA = 2kB + s (d) (r−1) L2, one L1 nodes,kA = 2kB+s

Fig. 1. Probability of establishing an l-secure channel

l-secure channel between an L1 node and an L2 node for different values of s.
The results confirm intuition by showing that as the key ring of an L1 node
becomes larger, the probability of a secure connection with a L2 node increases.
A similar result is verified in Fig. 1(d) when we consider r nodes, consisting of
one L1 node and (r − 1) L2 nodes.
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In a more general version of this problem, a node can select extra keys from
any block of its choosing, rather than the first s blocks. It is intuitive that in
this version of the problem, the probabilities of establishing an l-secure channel
do not increase to the same extent as the more special case presented above. We
leave the analysis of this problem as a future exercise.

The graphs presented in this section allow a network administrator to choose
appropriate values for the system parameters. In the following section, we show
how an increased key ring not only increases the probability of establishing a
secure channel (as shown), but also decreases the security of the system. It
is therefore important to achieve the proper balance between connectivity and
security. Section 6 gives simulation results to confirm the theoretical results.

5 Security Model and Analysis

We analyze the security of LKD against two types of adversaries: (i) Passive
adversary with only access to public data, protocol description and transcript
of node communications; (ii) Node Capturing (NC) adversary with access to all
the information available to a passive adversary, and also the private data of
nodes that it has captured. We do not allow a NC adversary to interact with
the nodes. That is we only consider the case when the adversary uses its in-
formation to eavesdrop on others’ communication. The goal of both adversaries
therefore, is to learn the secret keys between nodes that are used to secure their
links.

The security of traditional key pre-distribution schemes that assume the ex-
istence of a TTP [8,5,6,11] are based on the facts that (i) the keys in the key
pool are exclusively secret to the TTP, (ii) nodes key ring are private, and (iii)
the link communication is confidential. In this model an adversary cannot intro-
duce a ‘new’ device into the network because even if there is no authentication
mechanism, it does not have access to the key pool. However by compromising
legitimate nodes and obtaining their key rings and/or identities, an adversary
can gain entrance into the secure network. The more nodes an adversary compro-
mises, the more it learns of the key pool and the more effective an attack it can
launch against a target secure channel. This notion is captured by the resiliency
of the protocol against node compromise, where resiliency metric is defined to be
“the fraction of links in the network a node-compromising adversary is able to
eavesdrop on, as a result of recovering keys from captured nodes”[5]. A protocol
has stronger security if the adversary is forced to compromise a larger percent-
age of the nodes to eavesdrop on a target channel. Also, in [8,5] information
that an NC adversary obtains from captured devices combined with the key in-
dices allows him to gain information about the keys belonging to other network
nodes.

The security of the self-organized (SO) protocols do not rest on the secrecy of
the key pool; in fact, the key pool is considered to be public information and can
be accessed by the adversary. This means that if there are no auxiliary means
of authentication, the adversary can introduce a malicious node v with the aim
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of extracting key information from a victim node u: v can choose a key ring and
run SKD with u to find out a subset of keys of u (that they share). It can then
select a new key ring and repeat the protocol. After sufficient runs of this, v can
learn all the keys of u. This means that it is crucial to assume a method of node
authentication that prevents the adversary from introducing nodes of its choice.
Since this is not the focus of our paper, we do not consider this scenario and
leave it for future work.

The security of the SO protocols is based exclusively on (i) the size of the key
pool and (ii) the security of link keys. In LKD, a NC advesary gains only local
information from a compromised node; that is, it learns only the key ring of the
node and potentially any information it shares with nodes it associates with. In
the case of LKD, a node ui associates only with its neighboring nodes Ni; by
compromising ui an adversary learns not only the key ring of ui but also the keys
it shares with its neighboring nodes. Thus by compromising ui, the adversary
can tighten its search space when attacking (i) a link between two nodes where
at least one is neighbor to ui or (ii) the key ring of a node neighbor to ui.
We capture this notion in the following security parameter for the SO model:
Neighbor resiliency is defined as the fraction of the key pool the adversary can
discard in its exhaustive key search to attack a target secure channel, as a result
of recovering keys from neighboring captured nodes. Another security metric we
consider is the advantage the adversary gains in determining the key ring of a
node when it is in the neighborhood of a compromised node.

In the following, we analyze LKD against first a passive and then a NC ad-
versary. An eavesdropping adversary cannot obtain any information about the
keys except to exhaustively guess at the final shared key between nodes. This is
because in the course of the key establishment protocol, no information about
the key ring of the nodes is leaked. The adversary knows that there are N = mk
possible keys and at least l keys from k different possible blocks are used to
secure a link. Thus, the search space for the attacker is equal to

∑k
t=l

(

k
t

)

ml.
Similarly, to determine the key ring of a node of size k, the adversary must
exhaustively search

(

k
t

)

ml possibilities. Due to space constraints, we refer the
reader to [14] for the detailed analysis of LSBS.

Because L2 nodes in LKD do not compute an incidence matrix, a compromised
L2 node uc does not leak any keying information about its neighboring nodes.
However the adversary does learn (i) The keys that uc has in common with the
L1 node in its cluster, or if it is not connected to an L1 node, the connecting L2
node; (ii) If it is part of an (l, r)-secure local group, only the keys it shares with
all of them.

Consider three nodes ui, uj and uc. Assume ui ∈ Nc, ui ∈ Nj , and uc is a
compromised node. Let k be the size of the key rings of uc, ui, uj respectively. The
goal of the adversary is to break the secret link between ui, uj. By compromising
uc, the adversary obtained the following information: uc and ui share b keys and
do not share (kc − b). To guess the key ring of ui, the adversaries’ search space
is reduced from mk to mk−b. The search space to exhaustively guess l shared
keys between ui and uj is reduced from

(

k
l

)

ml to
∑l

α=0

(

k−b
α

)(

b
l−α

)

mα. We can
easily see that the search space has been reduced because:
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l
∑

α=0

(

k − b

α

)(

b

l − α

)

mα ≤
l

∑

α=0

(

k − b

α

)(

b

l − α

)

ml =

(

k

l

)

ml (3)

Thus the search space to break an l-secure link between ui and uj is equal to:

k
∑

t=l

t
∑

α=0

(

k − b

α

)(

b

t − α

)

mα (4)

However the number of links and nodes to which these reduced probabilities
can be applied to has been decreased dramatically. This is primarily because
LKD does not require an L2 node to connect to every node in its neighborhood.
Instead the number of secure connections an L2 node needs to establish as well
as the keys it shares with neighboring nodes has been reduced to only those that
are necessary.

In the event that an adversary compromises an L1 node and the L1 node does
not have any tamper resistant hardware, the adversary gains keying information
about all the nodes in its neighborhood. In this case the adversary gains as
much information as in the LSBS protocol. Since the majority of the nodes in
the network are L2 nodes, we can conclude that on average the advantage that an
adversary gains by compromising nodes in LKD has been reduced and therefore
LKD is more secure than LSBS.

6 Simulation and Discussion

The simulation assumes a static network of n = 1060 nodes, consisting of 60
L1 nodes and 1000 L2 nodes. This is a reasonable assumption in a dense static
network or a highly dynamic network when nodes move around but in a bounded
region (e.g a group of rescuers in an emergency situation or troops in a battle-
field). We assume that L1 nodes have twice the transmission range RA of L2
nodes RB. To guarantee network connectivity and thus allow a large portion of
the nodes to participate in the secure group communication, we use the system
parameter relationships derived by [8] based on the phase transition theory of
Erdös and Rényi for connected random graphs. For network connectivity, we
require that the neighborhood of each L2 node include 40 other nodes. This
is a reasonable assumption used by [8,5,15]. We also need to guarantee that
the L1-network (the network of L1 nodes) is connected. Using the area needed
for 1000 L2 nodes where the neighborhood of each L2 node has on average 40
nodes, we use 60 L1 nodes where each L1 node is neighbor to 10–15 L1 nodes.
At the beginning of the simulation, each node randomly selects a key ring of
size kA = 300 for L1 nodes and kB = 150 for L2 nodes. Nodes can establish an
l-secure connection by sharing at least l keys.

We simulated LSBS using the above configuration in [14] by excluding the L1
nodes. Our results highlighted the shortcomings of LSBS and various practical
issues regarding IG formation that were not dealt with in [13]. We summarize
these as follows: (1) As the number of shared keys needed to establish a secure
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channel decreases, a larger number of initiator groups get created. This leads to
high network communication due to the respective network floods and higher
computation load due to the subsequent encryption and decryption of flooded
messages; (2) There is a sharp transition rate for the number of IGs formed for
different key block sizes m. Fig. 2(a) shows the jump from very small number of
IGs (e.g. m = 5) to almost 50 IGs when m = 4. However we know that the larger
the number of keys shared between two neighbors, the less resilient the protocol is
against neighbor-compromise. It is thus important to select network parameters
such that allow us to minimize the number of IGs that get created but to also
achieve a high degree of security against both an active and a passive adversary.
By introducing hierarchy in the LSBS scheme, we are able to better control
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not only the formation of the local and cluster groups but also the distribution
of the group keys. Fig. 2(b) and (c) show the probabilities of connection for
different local group sizes as well how much of the neighborhood can establish a
pairwise l-secure connection with an L1 node. Our results show that with very
high probability, we can achieve a connected network. In particular, an L2 node
can establish a secure connection with an L1 node with very high probability.
Fig. 2(d) graphs the distribution of the size of the (l, r)-groups centering around
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each L1 node. Each group on average is made up of one L1 node and three L2
nodes. We emphasize that the size of a group has no influence on the security
of the group key, rather it ensures a more democratic process since more nodes
contribute to the calculation of the group key.

Comparing the performance of LKD and LSBS protocols, the necessary re-
sources of a sensing node is reduced in LKD as:

Reduced communication load. The L2-network is no longer flooded with all
the partial group keys due to the clustering of the nodes and the management of
the local (l, r) groups by the L1 nodes. In particular, each L2 node, with a high
probability, needs to only connect to the neighboring L1 node. Furthermore if it
falls in an (l, r) group, it needs to exchange O(r) number of messages to generate
a partial cluster and group key. Therefore the number of messages that a sensing
node receives and transmits is no longer a function of the neighborhood size.

Reduced computation load. LKD avoids the need for each sensing node to
perform multiple decryption and re-encryptions when transporting the group
key. In addition the management and decision making required for IG formation
has been avoided and made a responsibility of the powerful L1 nodes. In par-
ticular in LKD with a high probability, each sensing node performs the SSKD
protocol once with the neighboring L1 node. In contrast in LSBS nodes executed
the SSKD protocol with every node in their neighborhood (e.g. in our simulation,
this would be 40 times).

Reduced storage space. In LKD sensing nodes do not store the incidence
matrix which is of the order O(k ·d) where k is the key ring size and d is the size
of the neighborhood. Nodes also do not need to keep an account of the different
local groups or IGs they belong to.

Finally we note that in LKD, the load on each L1 node is at most equal to the
load on every node in LSBS. Also, the number of times LKD floods the network
of L1 nodes is in the same order as the number of floods of the whole network
for LSBS.

7 Concluding Remarks

Traditional solutions for key pre-distribution assume the existence of a single
TTP. This assumption however can be very strong in practice, especially when
nodes belong to different domain and they come together in an ad hoc man-
ner, as in disaster response scenarios. In this work we showed the shortcomings
of previous works [3,13] in this area using both theoretical analysis as well as
simulation. We propose a new scheme that incorporates heterogeneous nodes
to ameliorate the previous shortcomings, whereby the load on resource limited
nodes is reduced dramatically while in fact improving their security against node-
compromising adversaries. In the course of our security analysis we pointed out
a lack of security model for self-organized networks and thus presented a security
model of key distribution protocols in a self-organized ad hoc network.
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Our theoretical and simulation analysis pointed to a number of future research
directions. The adversary model can be analyzed further, providing simulation
results to compare with the theoretical results presented in this paper. We need
to also come up with a good communication model to ensure that we do not
end up with a disconnected graph. Finally, it is interesting to see how mobility
of nodes can help ameliorate the lack of connectivity in the network.
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Abstract. In this article we present the fastest known implementation
of a modular multiplication for a 160-bit standard compliant elliptic
curve (secp160r1) for 8-bit micro controller which are typically used
in WSNs. The major part (77%) of the processing time for an ellip-
tic curve operation such as ECDSA or EC Diffie-Hellman is spent on
modular multiplication. We present an optimized arithmetic algorithm
which significantly speed up ECC schemes. The reduced processing time
also yields a significantly lower energy consumption of ECC schemes.
With our implementation results we can show that a 160-bit modular
multiplication can be performed in 0.39 ms on an 8-bit AVR processor
clocked at 7.37 MHz. This brings the vision of asymmetric cryptography
in the field of WSNs with all its benefits for key-distribution and authen-
tication a step closer to reality.

Keywords: wireless sensor network, elliptic curve cryptography, 8-bit
micro controller, Micaz, secp160r1.

1 Introduction

The terms ubiquitous and pervasive computing designate the penetration of our
everyday life with intelligent devices. Wireless sensor networks (WSN) will play
a fundamental role to enable this vision. WSNs consist of many tiny and smart
devices, referred to as nodes, which typically combine an 8-bit processor with
memory, sensors, radio unit and power supply. The foreseen applications for
WSNs range from medical scenarios to agricultural, military and environmental
monitoring. Since many data may be very critical (e.g., for the health of human
beings in medical scenarios or safety critical monitoring) security mechanisms
are required to ensure integrity, confidentiality and authenticity of the data.

WSNs face major security problems because the communication is wirelessly
and the devices are often easy to access. Therefore, an adversary can easily
eavesdrop on communication or simply steal a node. Since sensor nodes are
usually not tamper-resistant, an adversary can often read out any content that
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is stored on the node. Furthermore, the devices are very constrained in terms
of memory, computing power, and energy supply. Since battery powered devices
have a limited amount of energy, the major metric in the area of WSNs is
energy consumption. The lifetime of a WSN is directly proportional to its energy
efficiency, i.e., the less energy is consumed by applications the longer the batteries
will last.

Symmetric algorithms are generally preferable to asymmetric algorithms in
the field of WSNs because they are more efficient in terms of energy consumption
and memory requirements. However, when symmetric algorithms are used, two
problems arise: (1) key distribution and (2) number of stored keys. When indi-
vidual keys are used in a WSN with n nodes, each node has to store (n−1) keys.
This has good resiliency properties but obviously scales badly and is especially
unsuitable for large WSNs. Moreover, perfect forward secrecy is not given after
a node’s key have been compromised. When one single symmetric key is used,
memory requirement is greatly reduced, but at the same time this is not resilient
anymore. To cope with this problem many probabilistic key distribution schemes
for symmetric algorithms have been proposed [EG02,CPS03,DDHV]. In general
these approaches either need pre-distributed keys, which means a higher config-
uration effort before deployment, or they produce much traffic, which results in
higher energy consumption. Therefore, asymmetric algorithms are very valuable
for key establishment and authentication in WSN.

Asymmetric cryptography has long seen as being too demanding for con-
strained devices such as sensor nodes with an 8-bit micro controller. However,
there exist several protocols for asymmetric cryptographic algorithms for WSNs.
In [WKC+04] Watro et al. describe public-key based protocols for WSNs. In par-
ticular, they present authentication and key-agreement protocols based on RSA.
The so-called TinyPK was implemented in NesC for MicaZ 8-bit micro controller.
However, one RSA exponentiation with a 1024-bit key needs 14.5 seconds, which
is arguably not acceptable in many applications. RSA needs much longer key
lengths compared to elliptic curve cryptography to achieve the same security
level (1024 bit vs. 160-bit) [Res00]. Considering the limited amount of memory,
computing power and energy of a typical 8-bit sensor node, it seems that ECC
is a much better choice for public-key cryptography for WSN rather than RSA.
Since TinyPK is based on the more demanding RSA algorithm and was imple-
mented in NesC, it is not surprising that this is more than one order of magnitude
slower than the fastest known implementation of a point multiplication for ECC
in assembly. In [GPW+04] Gura et al. describe a point multiplication on a 160-
bit standard curve within 0.81 seconds. The majority (77%) of the clock cycles
was required by the modular multiplication. However, the source code of this
implementation is not publicly available, it is rather intellectual property of Sun
Microsystems. Therefore, these impressive results are not usable for the scientific
community. Alternatively there is the TinyECC implementation [LN06], which
may be used free of charge. TinyECC is a free software package for TinyOS
that supports all SECG recommended 128-bit, 160-bit and 192-bit elliptic curve
domain parameters. However, it is slower and needs more memory than the
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equivalent of SUN Microsystems. Therefore, our goal was to implement a prime
field arithmetic for an ECC scheme for 8-bit micro controller, which is open
source and at the same time faster than the aforementioned implementation of
SUN.

The remainder of this work is organized as follows: In Section 2 we give an
introduction to elliptic curve cryptography and constraints of the target devices.
Subsequently, in Section 3 our implementation of the modular multiplication for
a 160-bit standard elliptic curve is described. The results of our implementation
are presented in Section 4. Finally, this paper is concluded in Section 5.

2 Preliminary Assumptions and Introduction to Elliptic
Curve Cryptography

In this section, we first state the constraints of the target micro controller. Subse-
quently we introduce the mathematical background of ECC. Finally, we state the
implementation issues that arise when trying to implement ECC for constrained
devices.

2.1 Constrained Devices

For the envisioned applications of WSNs, up to tens of thousands of smart, but
battery powered devices are required, which communicate wirelessly. In order
to lower costs, these devices will be very constrained in terms of memory ca-
pacity, computing power and energy supply. Nowadays, the de-facto standard
sensor nodes for researchers are the so-called Mica motes [xbo,HSW+00]. They
comprise an 8-bit RISC ATMEL AVR ATmega128L [Atm] micro controller, 4
KB configuration EEPROM memory, 512 KB data Flash memory, 128 KB pro-
gram Flash memory, various sensors, ZigBee radio interface, and two standard
AA batteries. Ideally these batteries should last for several months up to years.
Therefore, a small power consumption is a crucial requirement for any applica-
tion running on these nodes. Sending and receiving of messages is by far the
most energy consuming task on the nodes [HMV04], therefore the traffic should
be minimized wherever possible. Furthermore, the energy consumption of an
application is mainly determined by its execution time. Therefore, a rule-of-
thumb is: the shorter the processing time of an algorithm, the lower its energy
consumption.

2.2 Introduction to Elliptic Curve Cryptography

Compared with symmetric algorithms the asymmetric algorithms work very
slow. In particular on low-power processors they are felt as not practical and
are used only rarely or not at all. For this purpose special algorithms were de-
veloped, but they have to be cryptanalyzed and shown to be secure, which takes
a long time, before they are suitable for protecting sensitive data or application.
Elliptic curves represent a special case. The advantage of the Elliptic Curve
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Cryptography (ECC) is that on one hand it is meanwhile quite well investigated
and thus considered secure while on the other hand just a very short bit length
is needed as compared to other asymmetric systems. In order to reach a secu-
rity level, which is equivalent to an RSA key with a length of 1024-Bit, already
160 bits are sufficient with elliptic curves [Res00]. This is a ratio of 6.4 and will
significantly reduce the consumed energy for key establishment.

Let E be an elliptic curve defined over a field K as shown in figure 1, then a
set of points can be created by a chord-and-tangent rule (extended addition). If
P and Q are two different points, which are part of the set, that intersect the
elliptic curve in a straight line, there will be a third intersection on the straight
line with the curve. The reflection on the x axis of the latter is called R and
represents the sum of P and Q. Doubling works the same, but the straight line
is given by the tangent of the curve in the according point. This set of points
defined by the extended addition extended by the point ∞ forms an Abelian
group. P + P is referred to as 2P . Accordingly is P + .. + P = kP . For every
point P exist a point Q with P = kQ, if P is not the identity and the order
of the elliptic curve is prime. Finding the appropriate k for a given set (Q, P )
is considered to be hard and called the elliptic curve discrete logarithm problem
(ECDLP). Most ECC protocols rely on the ECDLP.

There are various algorithms for the extended addition on an elliptic curve for
different coordinates and different underlying fields. They can be optimized ac-
cording to the used protocol and hardware. A good overview is given by [HC02]
and [Bro01]. Regardless which algorithm is used, they are all based on the arith-
metic of the underlying field. Especially the multiplication in the field comes at
great cost in time and energy. An efficient field arithmetic is therefore the base
for an efficient implementation of an elliptic curve cryptographic system.

As prime fields are potential to be implemented in software with good perfor-
mance, we rely in the following on elliptic curves of the form

E/K : y2 = x3 + ax + b, char(K) �= 2, 3 (1)

P

Q

R’

R

Fig. 1. Elliptic Curve, Parameters: a=-7 and b=11



Enabling Full-Size Public-Key Algorithms on 8-Bit Sensor Nodes 77

2.3 Elliptic Curve Cryptography Implementation Issues

The basis for an efficient cryptographic system based on elliptic curves is a
very efficient prime field arithmetic. As shown in Figure 2, a cryptographic sys-
tem based on elliptic curves can be divided into three layers. The highest level
actually represents the application layer. Protocols implemented here are for ex-
ample ECDSA [HC02] or EC ElGamal [HC02]. Optimizations in this layer vary
strongly, depending on the application (signature, coding etc.) and have to be
partly or completely redone for each application. The underlying layer is the
arithmetic of the elliptic curve. Most protocols are based on the multiplication
of a point on the elliptic curve with an integer (k ∗ P ). However, optimizations
at this level usually also strongly depend on the protocol layer. Optimizations in
the underlying prime field arithmetics layer will always improve the performance
of the whole ECC-System, because they are layer independent. More than 77%
of the computing time can be applied here. Therefore, a very efficient prime field
arithmetic is crucial for ECC based systems on constrained devices and time
critical systems.

Protocol

Prime field arithmetic

Curve arithmetic

Fig. 2. Three Layers of an ECC-system

3 Implementation of Modular Multiplication

In this section, we first state criteria for an efficient implementation of an ECC
system. Subsequently we will present details of our implementation of the mod-
ular multiplication, on which ECC system are based on.

3.1 Criteria for an Efficient ECC Implementation

Since optimizations in the prime fields arithmetic, contrary to other optimiza-
tions, will always improve the performance of the ECC system, the main atten-
tion goes here. Further optimization should be done depending on the application
and the selected EC domain parameters. Prime field arithmetic should provide
the operations multiply, add, subtract, halve and reduction. Operations with the
most potential for optimization are the multiplication and the reduction. Start-
ing point for the implementation is to choose a curve. For security reasons it
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should be a standardized curve with at least 160 bit in length. To keep compu-
tations fast the bit length should be as short as possible. The curve “secp160r1”
standardized by Standards for Efficient Cryptography (SEC2) [Cer00] was cho-
sen for our implementation. It has two advantages that can be used to speed up
prime field arithmetic reduction and to speed up curve arithmetic double and
add. Because its underlying prime field is based on a pseudo Mersenne prime
the reduction in the prime field can be done by several shifts and adds [Sol99]
which is much faster than any other known algorithm on constrained devices.
The curve parameter a = −3 can be used to reduce the effort of point doubling
and point addition when using Jacobian projective coordinates [HC02].

To adapt the algorithms in the best possible way to the hardware the prime
field arithmetic is completely implemented in assembly. As mentioned before
the reduction can be implemented very efficiently if pseudo Mersenne primes are
used. Addition and subtraction can be done without special optimization. The
highest cost of computation lies in the 160-bit multiplication of the prime field.
When choosing an algorithm for this multiplication it is important to consider
the hardwares characteristic, such as processor word-size and number of general
purpose registers. The ATmega128L is able to perform an 8-bit multiplication
in two cycles. Loading one 8-bit word from SRAM to registers also requires two
cycles. Basically two different approaches are possible:

1. reduce the number of multiplication or
2. reduce SRAM usage.

The first attempt would be to implement Karatzuba [MVPV96] and the
second some kind of improved schoolbook algorithm. The hybrid multiplica-
tion [GPW+04] is a memory optimized variant of the schoolbook algorithm.
A special characteristic of the algorithm is that the computational cost rises lin-
early with smaller numbers of registers and processor word size. It also is much
easier to implement than Karatzuba and hence much easier to port to different
platforms. For these reasons the hybrid multiplication was chosen.

When doing a multiplication using the schoolbook algorithm the multiplica-
tion is divided in several parts that are accumulated to get the final result. The
summands can be sorted in two ways before the addition: adding them from
left-to-right or right-to-left1 it is called row wise multiplication, see Figure 3(a).
Sorting them by bit length is called column wise multiplication, see Figure 3(b).
The hybrid multiplication algorithm [GPW+04] combines both methods: the
summands that are used in the column wise way are calculated by using the row
wise method, see Figure 4.

The number of rows per column is called column width (d). According to
[GPW+04] the optimal column width is:

d = max{i | 1 ≤ i ≥ n, r ≥ 3i + log2 (n/i)/k�}, (2)

where n is the operand size, r are the available registers and k is the bitlength.
1 This is what is taught in school when learning the multiplication the first time -
probably giving the algorithm its name.
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(a) Row Wise Multiplication (b) Column Wise Multiplication

Fig. 3. Row Wise and Column Wise Multiplication

Fig. 4. 160-bit Hybrid Multiplication on ATMega128L with five Multiplications per
Row

3.2 Implementation of the Modular Multiplication

According to Formula 2 the optimal d is 10 using all registers of the micro
controller. In our first approach this parameter was used. The implementation
benchmark showed that the implementation was about 50% slower than the
benchmarks of SUN Microsystems in [GPW+04]. This overhead was mainly
caused by handling carry bits. Let’s have a look at the theoretic minimum effort
of the algorithm. The core of the row wise part is the elemental 8 bit multiplica-
tion of the CPU followed by two additions to add the product to an intermediate
result. These three operations are performed in the inner loop and will be ref-
erenced as the elementary instruction block in the remainder as illustrated in
Figure 5(a). When using 160-bit operands this is done exact 400 times regard-
less of d. One multiplication and two additions equal 4 cycles. This means 1600
cycles in total plus the effort to get the operands from SRAM and write them



80 L. Uhsadel, A. Poschmann, and C. Paar

back. This effort depends on the parameter d which depends on the machine’s
hardware. For the theoretic best d (d = 10) on our target device the memory
load and store effort would be 80 data loads and 40 stores consuming 240 cy-
cles in total. For d = 5 the data load effort would double to 160 cycles while
data store effort remains at 40 consuming 400 cycles in total. In summary, the
theoretic optimum is 1840 cycles for d equal to 10 or 2000 cycles for d equal to
5. However, our first implementation needed about 4500 cycles, even though we
used the -theoretical- optimal column width d of size 10.

We found that surprisingly, the major part of the overhead was caused by
carry handling rather than handling pointers or other arbitrary effort. The ele-
mentary instruction block is one 8-bit multiplication followed by two additions
as mentioned before. Since the additions are targeted to an intermediate result
which is in general not zero the addition produces a carry bit in the general case.
When the next iteration starts the elementary 8-bit multiplication will overwrite
the carry flag in the CPU. Hence the carry bit has to be stored and restored in
each elementary instruction block, which would result, in at least two additional
cycles per elementary instruction block or an overhead of at least 66.66% only
for carry handling! Note that at the end of each row and also at the end of each
column additional carry handling is required. Even if an efficient carry store
and restore is available, the operation “add with carry” would add the carry to
the wrong register, as can be seen in Figure 5(b). The best solution we found
that solves both problems requires three additional cycles per iteration of each
elementary instruction block. Compared to the four cycles of the elementary in-
struction block, this is an overhead of 75%. Any other possible solution found
needed more spare registers.

In our second implementation the column width d was chosen equal to 5. Note
that in this case a 160-bit multiplication consists of 16 columns, each of them is

Elementary Instruction Block:
1 x 8-bit multiplication
2 x 8-bit additions

ai * bi

(a) Elementary Instruction Block

ai+1 * bi+1

ai * bi

ad
d1

ad
d2

ad
d3

ad
d4

ca
rr

y1

ca
rr

y2

ca
rr

y3

The carrys from 
two consecutive 
elementary 
operation blocks 
overleap here.
Carry2 goes to 
wrong register.

Performing single elementary 
operation blocks

(b) Column Wise

Fig. 5. Carry Handling Problems with Elementary Instruction Blocks
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comprised of five rows. Five elementary instruction blocks are required to calculate
one row. Furthermore, by halving the column width d the number of memory loads
is doubled. In other words, we trade at least 80 additional cycles for the sake of
more spare registers. Storing and restoring the carry bit after each 8-bit multipli-
cation is not efficient. Several different solutions are possible, but discussing them
all would exceed the frame of this work. A solution in which the carry bit can be
handled by the “add with carry” command is required. In the next subsections we
will emphasize the overheadproduced by carry handling within one rowand within
one column. Finally we will summarize the carry handling costs.

Calculating a Row: The number of consecutive elementary instruction blocks
performed in the row wise part is set by the parameter d. In this case five
iterations are done in a row. The spare registers can be used as a buffer to safe
the five 16-bit products of the five 8-bit multiplications, see Figure 6. After the
five multiplications are executed and buffered, eleven additions follow, which are
performed in the order shown by the numbers in Figure 6. Addition number six
is represented by the -carryadd- arrow. It represents a normal “add with carry”
instruction, that adds a zero to the register holding the high significant byte of
the result of an 8-bit multiplication, thus adding the carry bit. We call this carry
add “secure” because it cannot produce another carry. This is due to the fact that
the maximal product 0xFF ∗ 0xFF = 0xFE01. Hence, adding a carry bit to the
high significant byte of 0xFE01 results in 0xFF01 and does not produce another
carry bit. This serialization/pipelining of elementary instruction blocks reduces
the carry handling within a row to four move instructions (the last multiplication
does not need to be buffered) and one addition instruction or, respectively, one
clock cycle per elementary instruction block. Note that the previous approach
required three cycles per elementary instruction block for carry handling. In
other words the overhead is reduced from 75% in the first approach to now 25%.
However, again additional handling is needed for carry bits occurring at the end
of each row and column.

ai * bj+4

ai * bj+3

ai * bj+1

5 911 8 2 7 1

ai * bj

3

ai * bj+2

10 4

carryadd

10 spare registers to 
buffer the results of the 
five 8-bit 
multiplications.

Additions are done in 
an order that “add with 
carry“ can be used.

 16-bit move

8-bit add with carry

8-bit add without carry

carryadd

8-bit word in the range 0x00 .. 0xFE

8-bit word in the range 0x00 .. 0xFF

16-bit product of a multiplication

carry buffer

Fig. 6. Carry Handling in one Row
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Calculating a Column: Recall that a column is comprised of five rows, i.e. five
rows have to be processed to calculate a column. The last addition done in a row
produces a carry bit which has to be processed in one of the upcoming rows, as
we will see below. Figure 6 shows the carry handling within columns. A white box
denotes an 8-bit register holding a value smaller than 0xFE, i.e. a “secure” carry
add is possible with this register, whereas a gray box denotes an 8-bit register
with an arbitrary value. As mentioned before, the carry bit which occurs at the
end of each row needs to be processed later on, therefore it is buffered either
in “carry buffer 1” or in “carry buffer 2”. The correct position where this carry
bit has to be added is displayed by the position of the carry buffer holding it.
Figure 6 shows furthermore, that in two successive rows the latter one has no
register in which the carry bit of the former could be “securely” added. In the
subsequent row this is possible, hence a second carry buffer is required. The
two buffers are used alternating to safe the carry bits, which occur after the
calculation of each row. Therefore, two additional cycles overhead are required
for carry handling for each column.

The carry bit occurring at the end of the column is stored in a third buffer.
Since more than one row may be calculated using the same accumulator bytes,
more than one carry bit is accumulated in the third carry buffer. If the next
column starts with new accumulator bytes the carry buffer has to be processed.
Figure 7 shows the correct position. In this case two additions are done, whereby
the latter is “secure”. This is because the carry buffer may exceed the value 0x01
making a single “secure” carry add impossible. Therefore, three additional cycles
for carry handling are required if columns start with a new accumulator.

Summary of Carry Handling Costs: This way the total carry handling
results in:

– 5 cycles for 5 elementary instruction blocks (equals 1 row)
– 2 cycles for each column
– 3 cycles for each column starting with new accumulator

Altogether 400+32+15
400 = 1.1175 additional cycles2 per elementary instruction

block are required for the carry handling, which is equivalent to an overhead
of 28%. Note that this calculation includes all carry handling for the entire
multiplication, whereas in the estimation of our first approach (75% overhead)
additional carry handling at the end of each row and column was required. Since
the elementary instruction block is repeated 400 times the benefits in saving
both time and energy is enormous.

Two more aspects shall be mentioned here: First, the amount of needed reg-
isters to apply this carry handling equals the number of partial product which
have to be buffered per row. As a result a smaller d has to be applied. Choos-
ing the optimum size for d in reality can be a quite challenging task though.
2 Recall that each column is comprised of 5 rows, each of them is comprised of 5 elemen-

tary instruction blocks, i.e. each column consists of 25 elementary instruction blocks. For
a 160-bit point multiplication 16 columns are required, i.e. 400 elementary instruction
blocks. Five columns starting with a new accumulator require additional cycles.
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Carrybuffer 1

8-bit word in the range 0x00 .. 0xFE

8-bit word in the range 0x00 .. 0xFF

Carrybuffer 2

carry operation 1

Carrybuffer 3

carry operation 2

Fig. 7. Carry Handling in Columns

Second, the additional effort for handling carry bits in the way presented here
can be divided in a static and a dynamic part. The effort of one clock cycle per
elementary instruction block is static, while the remainder is supposed to grow
with smaller column width.

4 Results

The basic requirement for a fast and thus energy efficient implementation of ECC
is a very fast multiplication in the prime field. The fastest known implementation
was implemented by SUN Microsystems. In [GPW+04] they provide a bench-
mark for the micro controller that we used as well, hence a direct comparison
is possible. A 160-bit multiplication from SUN Microsystems’ implementation
requires 3106 cycles, which is at a clock rate of 7.37 MHz equivalent to 0.42 ms.

The implementation presented in this work needs 2881 cycles for a 160-bit
multiplication, which is equivalent to 0.39 ms at 7.37 MHz. In fact, this rep-
resents a time saving of 7.2%. To the best of our knowledge this is the fastest
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Table 1. Overview of instructions used

This work SUN Microsystems Theoretical Min.
Instr. #C/I Instr. Cycles Instr. Cycles Instr. Cycles
add/adc 1 986 986 1360 1360 800 800

mul 2 400 800 400 800 400 800

ld/lds 2 238 476 167 334 160 320

st/sts 2 40 80 40 80 40 80

mov/movw 1 355 355 335 335

other 184 197

Sum 2881 3106 2000

implementation world wide of a modular multiplication of a 160-bit standardized
elliptic curve for an 8-bit micro controller.

In Table 1 we present a detailed list of instructions used by our and SUN Mi-
crosystems’ implementation as published in [GPW+04]. A third column contains
the theoretical minimum amount of the appropriate instruction, as required by the
hybrid multiplication with a column width of 5 on the ATMega128L micro con-
troller. However, this number cannot be achieved, but is mentioned to show the
limit and the overhead. Each row represents an instruction or a set of instructions,
which are very similar. The first row represents the 8-bit addition with and without
carry. In the next row the number of 8-bitmultiplications canbe seen. In the follow-
ing row all used data loads are combined. Thereafter the used commands to write
back to SRAM are listed. The underlying row shows all 8-bit and 16-bit register
moves. Finally all other instructions are combined. In this row only the number of
used cycles is given while the number of instructions is missing, because different
instructions may consume different number of cycles to be executed.

As one can see, the main differences between our implementation and SUN
Microsystems’ lie in the number of used additions and data loads. Note that data
loads require two cycles contrary to the addition, which only requires one cycle.
Although SUN Microsystems’ implementation executes less data load instruc-
tions, in total it requires more cycles than our implementation. The time saving
results from the improved carry handling reducing the number of needed addi-
tions close to the minimum. In SUN Microsystems’ implementation the number
of data loads is close to the minimum number of 160 data loads for a column
width of 5. The additional data loads in our implementation result from pointer
handling. Pointers have to be restored from SRAM very often, because the carry
handling needs all spare registers.

Comparison with TinyECC is cumbersome for two reasons: on the one hand
neither time tables for curve nor modular arithmetic for TinyECC are available.
On the other hand we did not implement a full ECDSA protocol. Therefore
we estimate the execution time of an ECDSA signature based on our modular
multiplication. [GPW+04] state that 77% of the execution time of one point mul-
tiplication are required for modular multiplication. Assuming our multiplication
to be used here would result in 0.76s. Note that this curve arithmetic includes
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some well applied algorithmic optimizations which are best fitted to hardware,
because they are done in assembly. On the other hand no special optimization
for ECDSA were included, e.g. the y-coordinate is calculated but not used at
all for the ECDSA protocol. A signature requires one inversion, two modular
multiplication, and one modular addition. In addition one SHA-1 has to be ex-
ecuted to hash the message. Generally SHA-1 and a modular multiplication are
both roughly three orders of magnitude faster than a point multiplication. The
execution time of an inversion is in the range of several modular multiplications.
The execution time of the modular addition is roughly four orders of magnitude
faster than the execution of a point multiplication. Therefore, we estimate that
all required operations for an ECDSA signature, including the SHA-1, can most
probably be performed in less than one second. A TinyECC ECDSA signature
generation takes slightly less than two seconds, including the time for the SHA-1
execution. Furthermore, once a precomputation time of a 3.5s is required.

5 Conclusion and Future Work

We presented the fastest implementation of a modular multiplication for a 160-
bit standardized elliptic curve for 8-bit micro controller in Section 3 and com-
pared the results in Section 4. We also highlighted the criteria for efficient im-
plementations of ECC schemes for 8-bit micro controller and pointed out the
problems that arise when implementing

Since modular multiplications take up the major part of the computing time
of point multiplications over an elliptic curve, our results can be used to sig-
nificantly increase the efficiency of point multiplications over an elliptic curve.
Many ECC schemes such as EC ElGamal or ECDSA are based on modular mul-
tiplication and will therefore directly benefit from our results. Our results bring
the vision of asymmetric cryptography in the field of WSNs with all its benefits
for key-distribution and authentication a step closer to reality.

Next steps are the efficient implementation of point multiplication over the
elliptic curve and some ECC schemes such as EC ElGamal and ECDSA. Fur-
thermore an integration into existing ECC modules for TinyOS is thinkable.
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Abstract. Securing wireless mobile ad hoc networks (MANETs) is chal-
lenging due to the lack of centralized authority and poor connectivity.
A key distribution mechanism is central to any public key manage-
ment scheme. We propose a novel key distribution scheme for MANETs
that exploits the routing infrastructure to effectively chain peer nodes
together. Keying material propagates along these virtual chains via a
message relaying mechanism. We show that the proposed approach re-
sults in a key distribution scheme with low implementation complexity,
ideally suited for stationary ad hoc networks and MANETs with low to
high mobility. The proposed scheme uses mobility as an aid to fuel the
rate of bootstrapping the routing security, but in contrast to existing
schemes does not become dependent on mobility. The key dissemination
occurs completely on-demand; security associations are only established
as needed by the routing protocol. We show through simulations that
the scheme’s communication and computational overhead has negligible
impact on network performance.

Keywords:Mobile ad hoc networks, wireless network security, key man-
agement, network level key distribution, trust establishment, data dis-
semination.

1 Introduction

Protecting the network infrastructure in mobile ad hoc networks (MANETs) is
an important research topic in wireless security. Key management is central to
MANET security [1] [2] [3]; most secure routing schemes ( [4] [5] [6] [7] [8]) neg-
lect the crucial task of secure key management and assume pre-existence and
pre-sharing of secret and/or public/private key pairs [1]. One of the primary
objectives of any key management scheme is the efficient and secure dissemi-
nation of keying material. Key distribution in MANETs is more difficult than
in conventional wireline networks due to poor connectivity. Furthermore, using
conventional methods such as an online key distribution center (KDC), results
in a single point of vulnerability. Issuing all the nodes in the network with their
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own keying material and with the keying material of all other potential network
participants, prior to network formation, makes the network nonscalable and
introduces a tedious, inefficient, offline initialization phase. This approach may
be impractical for a large group of MANET applications [9] [10] and does not
allow for ‘ad hoc’ network formation.

There are two main approaches in the area of key management for MANETs.
Most schemes either make use of a distributed trusted authority [1] [11] [12] or
take on a fully self-organized nature [3] [9] [10].

Existing self-organized key management schemes, such as [3] [9] [10], allow
nodes to generate their own keying material. Each node thus acts as its own
authority domain and generates its own public key certificate or establishes sym-
metric keying material on a peer-to-peer basis. In [3], as an alternative to the fully
self-organized setting, an offline trusted authority can also issue each node with
its own certificate and a universal set of system parameters. Nodes exchange cer-
tificates when they come into transmission range. This authority-based approach
allows for strong access control while eliminating any form of online trusted au-
thority. We look more closely at key distribution in an authority-based setting
and therefore do not explicitly consider the fully self-organized case.

The key management scheme in [9] [10] [7] distributes public keys by including
them in the routing control packets. A similar approach is taken in [13]. With the
large number of route requests sent by on-demand routing protocols, inflating the
control packets (specifically route request messages) wastes valuable bandwidth,
which is a limited commodity in ad hoc networks. Adding keying material in
routing control packets is therefore not an ideal solution.

The key establishment mechanisms proposed in [3] break the routing-security
interdependence cycle as defined in [13], but rely on node mobility to bring nodes
within transmission range (or a “secure range”) to set up bi-directional security as-
sociations. The dependence on mobility introduces a time delay in bootstrapping
of the routing security. Furthermore, the key establishment mechanisms of [3] is
not designed for a stationary (or low mobility) network, but are well suited for es-
tablishing keying material on the application layer in a fully self-organized setting.

Informal Problem Statement. In the light of the above discussion on the ex-
isting key management schemes, we identify a new problem within the area of
key management; the challenge is to design a straightforward key distribution
scheme that can issue all the nodes in authority-based MANETs with the mini-
mum amount of required keying material (e.g. certificates), while satisfying the
following constraints:

• The key distribution mechanism must exploit mobility as originally shown by
Capkun et al. [3], but in contrast to existing solutions [3] avoid relying on node
mobility in any way; the key dissemination mechanism must therefore be fully
functional in a stationary or low mobility ad hoc network and perform even
better in a high mobility scenario. If the scheme is dependent on node mobility
the key distribution mechanism will fail in low mobility or stationary settings.

• The scheme should be fully distributed and therefore equally share the re-
sponsibility of setting up security associations between all nodes forming the
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network. This is to ensure reliable security services that place the same bur-
den on the computational, memory and energy resources of all nodes [1] [2].

• The key dissemination mechanism should break the routing-security inter-
dependence cycle [13], while ensuring network scalability. Pre-distributing
keying material to all the nodes, such that security associations between
all nodes will be guaranteed, trivially mitigates the routing-security inter-
dependence cycle. This however makes the network nonscalable; the offline
trusted third party needs to engage with all nodes before the network can
be formed. The key distribution mechanism should thus only require each
node to be issued with its own keying material prior to network formation
and not with the keying material of other nodes, that is, the key distribution
scheme should allow for ‘ad hoc’ network formation.

• The scheme should avoid introducing any noticeable delay in the set up of
security associations; the routing must be secure from the start of network
formation, hence leave no window of opportunity for an attacker during
security bootstrapping.

• The key distribution scheme should reduce communication and computa-
tional overhead to have negligible impact on network performance under
realistic traffic and mobility scenarios.

• The scheme should avoid inflating the routing protocol control packets in
order not to waste bandwidth.

• The key dissemination mechanism should introduce minimal changes in the
underlying secure MANET routing protocol and integrate seamlessly with
existing secure routing protocols.

• Certificates must be distributed (on-demand) as needed on the network
(routing) layer and be transparent to the network participants, that is, the
scheme should require no user involvement. Unnecessary user involvement
makes the scheme prone to attacks that exploit human error.

In this paper we contribute a new key distribution mechanism in support of
secure routing that satisfies all the constraints given above. We will not focus
on a complete key management solution, but concentrate our efforts on the de-
scribed key distribution problem. The proposed scheme is designed specifically
to have a low implementation complexity and to allow for easy integration into
most secure MANET routing protocols. The proposed scheme, called Certifi-
cate Dissemination based on Message Relaying (CertRelay), is derived from the
following straightforward procedure, illustrated in Fig. 1:

When a node (RN) receives a routing control packet it checks in its certificate
database if it has the certificates of the packet originator (ON) and the previous-
hop node (PN) on the forward route. If RN has both the certificates of ON and
PN (CertON and CertPN ), it can process the control packet as normal. If not,
it requests both the certificates from PN. If RN does not have the certificate
of PN it also sends its own certificate with the request to the previous-hop.
Note that if RN is the first-hop on the route, then the previous-hop node and
the control packet originator node will be the same entity. The routing messages
thus effectively chain nodes together and allow them to relay all keying material,
as required, along the virtual chains.
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Fig. 1. CertRelay certificate distribution main procedure

The paper is organized as follows: in Sect. 2 we propose the new key distribution
mechanism, called Certificate Dissemination based on Message Relaying (Cert-
Relay). Section 3 discusses the security, performance and features of the proposed
certificate distribution scheme. Some conclusions are provided in Sect. 4.

2 Proposed Certificate Distribution Mechanism

The discussion commences by giving an overview of CertRelay’s system model
followed by an abstract explanation of the proposed scheme.

2.1 System Model

Similar to [3], we consider a fully distributed network of wireless nodes with
generic medium access control (such as IEEE 802.11) and secure on-demand
routing mechanisms (such as endairA [8]). Nodes can be stationary or move
with low to high mobility speeds (0m/s − 20m/s). We assume that there are no
pre-existing infrastructure and no form of online trusted authority to assist the
key distribution mechanism. Since we are considering authority-based MANETs
as defined in [3], there exists an offline authority to bootstrap the system; be-
fore users join the network they have to acquire a certificate from the offline
trusted authority. The trusted authority thus only issues each node with their
own certificate and not with the certificates of any other nodes. This require-
ment is fundamental to ensuring scalability and on-demand network formation.
Each node is also issued with the authentic public key of the trusted author-
ity and a universal set of system parameters. The certificate must contain the
offline authority’s identity, the node’s public key and identity/network address,
a unique sequence number, certificate generation date and expiry date.

We are now ready to discuss our key distribution mechanism, called Certificate
Dissemination based on Message Relaying (CertRelay).
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2.2 Proposed Key Distribution Scheme

While reading the explanation of the proposed key relaying mechanism below,
it will be useful to keep in mind an existing MANET routing protocol. Being
familiar with the operation of, for example, endairA [8], one of the latest prov-
ably secure MANET routing protocols, will help to visualize how the proposed
protocol will integrate into an existing routing protocol. We point out that any
other secure routing protocol will also suffice. For example, SAODV [14] [7] can
also help to place the functionality of CertRelay into context.

Table 1. Message exchange decision table for receiver node (RN)

Case 1: ON IP address = PN IP address

Case# ON cert stored PN cert stored Messages exchanged with PN

1a no no Peer-to-Peer certificate exchange
CertRN −→ ONa, CertON −→ RN

1b yes yes No action, process routing packet as normal

Case 2: Originator IP address �= PN IP address
Case# ON cert stored PN cert stored Messages exchanged with PN

2a no no Peer-to-Peer certificate exchange

[CertRN ‖ CertQ −→ PN ]b,
[CertPN ‖ CertON −→ RN ]

2b yes no Peer-to-Peer certificate exchange
CertRN −→ PN , CertPN −→ RN

2c no yes CertQ −→ PN , CertON −→ RN

2d yes yes No action, process routing packet as normal

a RN = Receiver node, ON = Originator node, CertX = certificate of X.
b PN = Previous-hop node, CertQ = certificate query (RN uses this message to
request CertON from PN , A ‖ B = concatenation of messages A and B.

The proposed key distribution scheme, CertRelay, is mainly based on the
straightforward procedure introduced in Sect. 1. Table 1 explains CertRelay’s
core procedure in more detail from the routing control packet (RCP) receiver
node’s perspective (see Fig. 1). Table 1 can alternatively be seen as a summary of
the conditions under which the RCP receiver node (RN) will request certificates
from and relay certificates to the previous-hop node (PN) in the virtual chain.
We briefly discuss Table-1:

– When any node in the network receives a RCP it first determines if the
originator of the message (ON) has the same network address as the previous-
hop node (PN) on the forward route, that is, RN has to determine if ON is
the first-hop. Assume the addresses of ON and PN are equivalent as shown
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in Table 1, Case 1. RN consults its certificate repository and searches for the
certificate corresponding to ON.

• In Case 1a the search produces no result and the RN sends the ON its own
certificate, CertRN . The ON replieswith CertON . After CertON is verified
by RN the RCP can be processed as specified by the routing protocol.

• If the search yields a positive result the routing message can be processed
without RN requesting CertON (Case 1b).

– If the ON address and the previous-hop node (PN) address are not equal
(Case 2, Table 1), the RN will search its certificate repository for CertON

and CertPN .
• In Case 2a the search yields a negative result. RN concatenates its own

certificate CertRN with a certificate query (CertQ) and relays (unicasts)
the message to the previous-hop1. PN responds with a concatenation of
its own certificate and the certificate of ON (CertPN ‖ CertON ). Node
RN should verify both certificates before continuing to process the RCP
as defined by the routing protocol.

• If RN already has CertON , but not CertPN , it initiates a peer-to-peer cer-
tificate exchange by sending its own certificate to PN (Case 2b). PN will
respond with CertPN , which should be verified by RN before proceeding.

• Case 2c is applicable if RN has CertPN , but not CertON . This case
will be the most probable since PN is within RN’s local neighborhood
(transmission range). RN sends PN a CertQ message. PN responds with
CertON . Again RN verifies CertON before processing the RCP.

• The routing message can be processed as normal in Case 2d, since CertON

and CertPN are already stored in the node’s certificate repository.

We have discussed how the proposed key distribution scheme can be integrated
intomost secureMANET routing protocols. In summary, any routingmessage that
is received by a node acts as a trigger for the node to request from the previous hop,
the relaying of required keying material. The conditions that warrant the requests
and format of the requests are defined by the rules in Table 1. In the following sec-
tion we will analyze CertRelay in terms of efficiency and security.

3 Discussion on the Security and Features of CertRelay

3.1 On the Security of CertRelay

To ensure the integrity of all messages sent by CertRelay we require that mes-
sages are signed using a secure digital signature scheme (for example RSA).
Ideally CertRelay should use the same signature scheme as deployed by the
1 RN sends its own certificate to PN, since PN may require CertRN when routing con-
trol messages are sent back via the established route. In addition, since RN and PN
are neighbors they will most probably require each others certificates during future
route discovery procedures. We show in Sect. 3.3 that the success rate of localized
peer-to-peer certificates exchanges are high, thus if RN does not have CertPN then
PN will also not have CertRN with high probability.
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underlying routing protocol. A unique sequence number or random number (to
guarantee the uniqueness of each message) must also be included in the messages
to avoid replay attacks.

In the remainder of the section we will analyze the security of CertRelay in the
authenticated-links adversarial model (AM) of Bellare, Canetti, and Krawczyk
[15]. Cagalj, Capkun and Hubaux [16] also uses AM to prove the security of their
scheme, which supports our use of AM. As formally proven in [15] and further
explained in [16], a strong security argument in the AM model (or ideal world
model) will also apply in the unauthenticated links model (UM) by correctly
applying a signature-based message transmission (MT)-authenticator to each
message sent. The security of the protocol, if provably secure in an authenticated
network, can then be conveniently reduced to the security of the digital signa-
ture scheme in an unauthenticated network [15]. The goal is thus to show that
CertRelay is secure in AM, which will imply equivalence in UM. Without losing
credence in the security argument we will keep our treatment informal, but firmly
rooted in the formal foundations of the AM adversarial model defined by [15].

Consider Case 1a in Table 1, which portrays a generic communication scenario
in CertRelay. The discussion also applies with minor modifications to any of the
other cases (Case 1b to 2d). Let ON be party A and RN party B 2. Note that
in Case 1a the originator node is the same entity as the previous-hop node (ON
= PN). An AM adversary (M) models the authentication protocol executed by
party A and party B (from A’s perspective) as an oracle

∏s
A,B with session ID

s ∈ N [17]. In the same way, queries sent to B from M and the corresponding
responses are modelled by oracle

∏t
B,A, where session ID t ∈ N. Using the nota-

tion of [16], the timely messages sent to and received from
∏s

A,B are denoted by
conversation convA and convB for

∏t
B,A. Oracles

∏s
A,B and

∏t
B,A have match-

ing conversations (as defined in [17] and further explained in [16]) if message m
sent out by

∏s
A,B at time τi is received by

∏t
B,A at time τi+1.

In the AM model the adversary M has full control, that is, M can activate or
corrupt parties at random, but cannot forge or replay messages to impersonate
uncorrupted parties and is also bound to deliver sent messages faithfully [15]. The
CertRelay protocol commences by M activating

∏s
A,B at time τ0. The outgoing

routing control message Rmsg of
∏s

A,B contains the identity (or network address)
of A 3. The AM adversary cannot modify the network address (identity) in the
AM model by definition (see [15]) and has to deliver the message to

∏t
B,A,

modelling an arbitrary party B of M’s choice4. Incoming message Rmsg activates
∏t

B,A to respond with B’s certificate CertB at time τ1 (any other activation will
not comply with CertRelay). CertB (containing the identity of B) is appended to

2 We assume that both A and B can be trusted to behave as specified by CertRelay,
otherwise there is not much to discuss.

3 Once M has activated
∏s

A,B for an arbitrary party A, M cannot alter the identity
of A anymore without violating CertRelay or the rules of AM.

4 Party B does not necessarily know the identity of A a priori and does not need to
until B receives Rmsg from A. If B receives the Rmsg , M cannot alter the identity
of B anymore without violating CertRelay or AM.
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A’s identity and delivered to
∏s

A,B as required of M. Up to this point there is not
much the adversary can do to attack the protocol; according to the definition of
AM, M can activate any of the oracles (in an appropriate manner in compliance
with the CertRelay protocol), but cannot forge messages coming from the oracles
that simulate uncorrupted parties (A and B) and has to deliver the outgoing
messages after activation to the oracles. In the next round the AM adversary
has no option but to activate

∏s
A,B which will respond to

∏t
B,A with CertA

(containing the identity of A, appended with the identity of B) at time τ2.
Since τ0 < τ1 < τ2 < τ3 and convA and convB are matching conversations, as
illustrated below, both oracles will output “Accept” 5.

convA = (τ0, ⊥, Rmsg), (τ2, CertB, CertA);
convB = (τ1, Rmsg, CertB), (τ3, CertA, ⊥);

As described above the AM adversary cannot attack CertRelay in the AM
model without breaking the rules of AM or modifying the oracles not to comply
with CertRelay. Considering the communication model of [15] and the security
argument above, it is clear that CertRelay is a message driven protocol (as
defined in [15]) that forces matching conversations between parties that engage
via CertRelay. CertRelay is therefore a secure mutual authentication protocol
(with authenticated data as described by [17]) in the AM model.

As mentioned above CertRelay can be transformed from a secure AM pro-
tocol to a secure UM protocol using a signature-based MT-authenticator [15];
each unique message m (containing the identity of the sender) is signed with the
private key of the sender. The signatures are verified with the sender’s corre-
sponding public key. Each public key is bound to the identity of the correspond-
ing private key holder by an offline authority to form a certificate. As assumed
in the system model (see Sect. 2.1) each network participant has the authentic
public key of the offline authority readily available to verify the authenticity
of the received certificates. Successful verification convinces the receiver of the
binding between the public key and the user’s identity (network address). Since
the certificates are included in the exchanged messages, it is therefore clear that
CertRelay is a mutual authentication protocol in the UM model with an ex-
change of implicitly authenticated data. As a final observation we note that the
probability of No-Matching, as defined in [17], between convA and convB (in
the UM model) is given by the probability that the adversary can break the
underlying signature scheme, which should be negligible if the signature scheme
is carefully chosen and securely implemented.

3.2 On the Efficiency of CertRelay

The efficiency analysis of CertRelay on the network layer in an ideal setting, i.e.
assuming guaranteed connectivity, is rather easy. Certificate exchanges all take
place on a peer-to-peer basis. From Table 1 it can be seen that all the exchanges
5 To remain compatible with [16] we also use ⊥ to denote that a party receives/sends
no message in the corresponding time τi.
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take at most two asynchronous rounds with one unicast message from each node.
Each node pair only exchanges their certificates once on a need-to-know basis.

In the following section we evaluate CertRelay in a more realistic setting.

3.3 Performance Evaluation of CertRelay

The performance of CertRelay was evaluated in a simulation study, as com-
monly done in the validation of MANET protocols, where factors such as poor
connectivity and route failures (due to the error-prone wireless channel, node
mobility, congestion, packet collisions etc.) have an impact on performance. The
ease of coding CertRelay in the ns-2 simulator (release 2.28) [18] confirmed the
low implementation complexity of the proposed key distribution scheme.

Simulation Model. In the simulation of CertRelay we used the IEEE 802.11b
physical layer and medium access control (MAC) protocols included in the ns-
2 simulator. The radio-model was set to a nominal bit-rate of 11Mb/s and a
transmission range of 250m. The network area for all simulations was set to
2000m x 2000m. The ns-2 constant bit-rate (CBR) traffic generator was used
to set up the connection patterns. For all simulations a 512byte CBR packet
size was used and the traffic loading was varied between 1 CBR packet/sec and
7 CBR packets/sec. The size of certificates was also set to 512bytes. The total
of 50 nodes in the network each had one CBR traffic connection with a single
unique destination, with an average path length of approximately 4 hops between
connected nodes. The traffic sources were started within the first 60sec of each
1000sec simulation. We note that this is unlikely to occur in practice, but it is
an effective strategy to force as much certificate distribution activity as possible
from the start of network formation.

The choice of an appropriate mobility model is a problem and it is unlikely
that everybody will agree with any specific choice. Although mobility models
for MANETs have received much attention lately [19], a widely used, realistic
mobility model is not available and it is unlikely to appear due to the applica-
tion specific nature of mobility patterns. To be consistent with most literature
the random waypoint model was chosen to simulate node mobility. The mobgen-
ss [20] mobility scenario generator was used to produce random mobility pat-
terns. It is pointed out that the setdest mobility generator included in the ns-2
distribution is flawed [20]. The initial probability distribution of setdest differs
at a later point in time as it converges to a “steady-state distribution” [20]. All
simulation results were averaged over 10 random seeds (runs).

We wanted to observe the effectiveness of CertRelay in very low (almost sta-
tionary), moderate and high node mobility settings. In the simulations the mean
speed was set to 0.1m/sec, 5m/sec and 20m/sec for each traffic scenario. These
mobility speeds are widely used in MANET simulations based on the random
waypoint model. Since a pause time greater than zero reduces the relative node
speed, the pause time was set to zero. The Ad Hoc On-demand Distance Vector
(AODV) routing protocol [21] was chosen for the simulations. The implementa-
tion of CertRelay in ns-2 closely followed the discussions in Sect. 2 and will not
be explained here in order to avoid repetition.
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Fig. 2. CertRelay’s CBR packet delivery ratio % vs. load in pkt/sec for 0.1m/sec,
5m/sec and 20m/sec mobility

Simulation Results. In this section the simulation results of CertRelay are
presented. The aim is to make an assessment of CertRelay’s impact on net-
work performance. The following two metrics are observed: 1) Constant bit-rate
(CBR) packet delivery ratio (PDR) as a function of mobility and load. 2) CBR
packet end-to-end delay as a function of mobility and load.

The primary function of any communication network is to deliver data packets
between end points with an acceptable success rate and tolerable delay. It is
therefore important to establish if the proposed key distribution mechanism
degrades the performance of the network. We limit our scope to the routing and
upper layers; to save space we do not consider message overhead occurred on
the lower layers.

In Fig. 3, it can be seen that the PDR of the “CBR reference” simulation corre-
sponds closely with that of the “CBR with CertRelay” (CBRwC) simulation6. We
claim that the impact on network performance is negligible for 0.1m/sec, 5m/sec
and 20m/sec mobility. As per design specification, CertRelay exploits mobility; as
the mobility increases the CBR and CBRwC simulations become even more cor-
related (see Fig. 2). The mobility characteristic of MANETs is widely regarded
as a limiting factor, as it is a major contribution to route failures. The close rela-
tion between the CBR and CBRwC at 0.1m/sec indicates that CertRelay not only

6 Note that the “CBR reference” simulation was performed with a standard ns-2 in-
stallation with no modifications. The implementation of such a simulation in ns-2 is
straightforward and widely accepted as a suitable benchmark.
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Fig. 3. CertRelay’s CBR packet end-to-end delay vs. load in pkt/sec for 0.1m/sec,
5m/sec and 20m/sec mobility

turns mobility around as an aid, but in contrast to previous efforts [3] does not rely
on mobility. We believe that [3] mainly indicates that mobility can aid security on
the application layer. We thus make a novel contribution and show that mobility
can aid security in MANETS on the routing layer, but without forcing security to
become dependent on mobility.

To place the PDR vs. load results into context, the average CBR packet end-
to-end delay is shown in Fig. 3. The figure confirms that CertRelay does not add
any significant delay to the delivery of CBR packets for 0.1m/sec, 5m/sec and
20m/sec mobility.

CertRelay avoids dependence on mobility by using only localized (one-hop)
communication. The certificates of nodes not within transmission range are re-
layed along the virtual chain formed by intermediate nodes. The effectiveness of
this mechanism relies on the node’s channel access success rate, which is MAC
protocol specific. Figure 4 shows that this form of communication with the IEEE
802.11b MAC protocol is very effective. As the load increases one would expect a
significant decrease in the certificate delivery ratio. What we can see from Fig. 4
is that the average certificate delivery ratio does decrease with an increase in mo-
bility, but does not deteriorate significantly as the load increases. Between 86%
and 97% of the certificates sent between nodes on a one-hop basis are delivered.
This explains why RN includes its own certificate CertRN with the request for
the certificate of PN in Case 1a, 2a and 2b defined in Table 1; if RN does not have
the certificate of PN, then PN most probably does not have the certificate of RN.
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Fig. 4. CertRelay’s certificate one-hop delivery ratio % vs. load in pkt/sec for 0.1m/sec,
5m/sec and 20m/sec mobility

PN may also require CertRN when a packet transverses the reverse route or dur-
ing a future route discovery process. The proposed certificate scheme exploits the
successful localized communication to avoid becoming dependent on the routing
infrastructure’s performance and thus overcomes one of the main problems of
ensuring the availability of the key distribution mechanism in MANETs.

4 Conclusion

The paper identifies a new key distribution problem within the area of key man-
agement for MANETs. We propose a novel, key distribution scheme, called Cer-
tificate Dissemination based on Message Relaying (CertRelay), as an effective
solution to the problem. CertRelay helps nodes to set up security associations in
a fully distributed manner without the assistance of an online trusted authority.
CertRelay is based on a straightforward procedure to establish security asso-
ciations in support of the routing infrastructure. The proposed scheme allows
nodes to form a virtual chain (by exploiting the routing control messages) along
which keying material can be relayed, as required, using only reliable one-hop
communication. CertRelay breaks the classic routing-security interdependence
cycle and during its entire operation eliminates any explicit dependence on the
routing infrastructure for certificate delivery; keying material is relayed along
the chain without setting up and maintaining a route. This is an important
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feature since it implies that CertRelay does not suffer from poor connectivity,
aggravated by route failures which are caused by node mobility and error-prone
wireless connectivity. In fact, we have shown through simulations that as mo-
bility increases, and the number of route failures increases, the performance of
CertRelay improves. The proposed scheme does not introduce any noticeable
delay in the set up of security associations, that is, the routing can be secured
from the start of network formation leaving no window of opportunity for an
attacker.

Capkun et al. [3] have shown that mobility can aid key distribution, but their
scheme relies on the temporary proximity of users to exchange certificates. As
a result users will experience a delay in the bootstrap of the routing security
with evident failure in a stationary setting. Their proposal is however ideal for
key establishment on the application layer in a fully self-organized MANET.
In this paper we make a novel contribution: to the best of our knowledge, the
fact that mobility can be exploited to aid security in MANETs (on the routing
layer), without depending on mobility, has not been demonstrated prior to this
submission.

The simplicity of CertRelay allows for a strong security argument in a widely
accepted, formal adversarial model. The nodes of CertRelay exchange only au-
thenticated information on a peer-to-peer basis, which provides provable protec-
tion against forgery and undetected modification. The fully distributed scheme
preserves the symmetric relationship between the nodes and provides an adver-
sary with no convenient point of attack.

The effectiveness of CertRelay, its low implementation complexity and ease of
integration into existing secure routing protocols were verified through coding
and simulating the scheme in ns-2. We have shown that CertRelay has negligible
impact on the network performance. It was concluded that the message relay
mechanism provides an efficient way to distribute keying material. The one-hop
certificate exchange success rate varied between 86 % and 97 % which highlighted
the effectiveness of localized communication in MANETs.
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Abstract. Location information can be used to enhance mutual entity
authentication protocols in wireless ad-hoc networks. More specifically,
distance bounding protocols have been introduced by Brands and Chaum
at Eurocrypt’93 to preclude distance fraud and mafia fraud attacks, in
which a local impersonator exploits a remote honest user. Hancke and
Kuhn have proposed a solution to cope with noisy channels. This paper
presents an improved distance bounding protocol for noisy channels that
offers a substantial reduction (about 50%) in the number of communica-
tion rounds compared to the Hancke and Kuhn protocol. The main idea
is to use binary codes to correct bit errors occurring during the fast bit
exchanges. Our protocol is perfectly suitable to be employed in low-cost,
noisy wireless environments.

Keywords: secure localization, distance bounding, wireless sensor net-
works, entity authentication.

1 Introduction

1.1 Proximity Based Authentication

In mobile networks, location information can be used to enhance mutual entity
authentication protocols. Entities which are in a specific location or within a
certain range of a device (“the verifier”) are granted some privileges, in contrast
to all other entities. In most scenarios, one would like to determine an upper
bound on the distance to another entity. For instance, one could conduct a
cryptographic identification protocol at the entrance to a building. Only entities
with the correct credentials and who are not more than a few meters away are
granted access to the building.

The concept of proximity based authentication is graphically depicted in Fig. 1.
Authentication requests originating from devices that are located within the
range d of the verifier V are accepted, all other requests are rejected. So in
Fig. 1, authentication requests originating from device A are accepted (and as
a consequence, A is granted some privileges), while the requests of B are re-
jected. Contactless smart cards and RFID tokens are often used for proximity-
based authentication (see Bardram et al. [1]). Such mobile devices have very
limited processing power. Therefore, one has to employ low-cost cryptographic
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Fig. 1. Proximity based authentication

primitives to authenticate the mobile devices, and verify the distance between
both parties.

How can one securely verify if a certain device is within a specific range? There
are several methods to accomplish this; one of them is to apply distance bound-
ing protocols. These protocols enable the verifying party to determine an upper
bound on the distance between itself and a prover, who claims to be within a
certain range. Distance bounding protocols combine physical and cryptographic
properties to determine an upper bound on the distance between verifier and
prover. They allow the prover to authenticate itself to the verifier, and in the
same time enable the verifying party to check if the prover is located within
a certain range. Distance bounding techniques can measure the received signal
strength (RSS) [2], the angle of arrival (AoA), or the time of flight (ToF) to
estimate an upper bound on the distance. The first two techniques (RSS and
AoA) are typically discarded because of security reasons: e.g., an attacker can
construct a directional antenna to substantially increase the sending or receiving
range [3]. This only leaves measuring the time of flight as a possible technique
for secure distance bounding protocols.

1.2 Organization of the Paper

This paper is organized as follows. In the introduction, we briefly discussed the
idea of proximity based authentication in mobile ad-hoc networks. We put for-
ward the idea of employing distance bounding protocols. The general principles
of these protocols are discussed more in detail in Sect. 2. Section 3 and 4 de-
scribe two important distance bounding protocols: the protocol of Brands and
Chaum protocol, and the protocol of Hancke and Kuhn protocol respectively.
In Sect. 5, we show how to adapt the Mutual Authentication with Distance
Bounding (MAD) protocol of Čapkun et al. (extended version of the Brands
and Chaum protocol) to make it noise resilient. This protocol requires about
half of the number of communication rounds compared to other noise resilient
distance bounding protocols, as will be shown in Sect. 6. Section 7 concludes the
paper.
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2 Background

2.1 How Do Distance Bounding Protocols Work?

Secure distance bounding protocols measure the time of flight to determine an
upper bound on the distance between prover and verifier. This measurement
is typically performed during a challenge-response protocol, the main building
block of the distance bounding protocol. During n fast bit exchanges, the time
between sending a challenge and receiving the response is measured. Multiplying
the time of flight with the propagation speed of the communication medium gives
the distance between prover and verifier.

One should however take into account some important details. It should be
impossible for the prover to send the response before receiving the challenge [4].
This implies that the response should be dependent on the (random) challenge.
A second remark is that a challenge-response protocol is not sufficient. After
execution of this protocol, the verifier only knows that some party is close. But
how does one know that this entity is the prover? This problem arises for example
in the Echo protocol [5]. That is why the prover has to identify itself somewhere
in the scheme (not necessarily in the challenge-response protocol itself). Finally,
one should notice that the round trip time is not equal to the propagation time.
It takes some time to compute and transmit the response. This processing delay
should be as small as possible compared to the propagation time, because we
are only interested in the latter. We consider two communication technologies:
(ultra-)sound and electromagnetic signals.

Ultra-sound: (Ultra-)sound is interesting to measure distances because it is
relatively slow. The processing delay can hence be neglected compared to the
propagation time and the accuracy of the measurements is not very critical.
An example of a protocol using this technique is described by Kindberg and
Zhang [6]. There are however some security problems. (Ultra-)sound is not
resistant to physically present attackers. Such an attacker can modify the
medium (e.g., sound travels faster through metal than through the air) or use
wormholes (e.g., by retransmitting the signal using electromagnetic waves)
to claim that he is closer than he really is. By delaying the response, he can
also claim to be further away.

Electromagnetic signals: An active attacker can not use wormholes since the
signals travel with the speed of light and nothing propagates faster. This
means that an attacker can only claim to be further away than he really is (by
delaying the response). There are however some practical issues. The verifier
has to be able to measure the round trip time with very high precision. A
small deviation of the time of flight has a strong influence on the estimated
distance. A similar problem is estimating the processing delay. One has to
design the distance bounding protocol in such a way that the processing
delay can be neglected to the (very small) time of flight.
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2.2 Attack Scenarios

By employing the principle of distance bounding attacks in a clever way, one can
preclude one or more fundamental attacks.

One wants to prevent a dishonest prover claiming to be closer than he really
is. This attack is called distance fraud attack. It is relatively easy to design a
distance bounding protocol which prevents this type of attack. Bussard presents
in [7] an overview of location mechanisms that are resistant or partially resistant
to distance fraud attacks.

Mafia fraud attacks, also called relay attacks, were first described by
Desmedt [8]. In this attack scenario, both prover and verifier are honest, but
a malicious intruder is performing the fraud. It is a man-in-the-middle attack
where the intruder I is modeled as a malicious prover P̄ and verifier V̄ that
cooperate, as shown in Fig. 2. The malicious verifier V̄ interacts with the honest
prover P and the malicious prover P̄ interacts with the honest verifier V. The
physical distance between the intruder and the verifier is small. This attack en-
ables the intruder to identify itself to V as P being close to V, without any of
P and V noticing the attack.

Prover Verifier

Intruder

V P

Fig. 2. Mafia fraud attack

Terrorist fraud attacks [8] are an interesting extension of the mafia fraud
attack. The intruder and the prover will collaborate in this attack. This implies
that a protocol which is resistant to terrorist fraud attacks, also prevents mafia
fraud attacks. The terrorist fraud attack is shown in Fig. 3. The dishonest prover
uses the intruder to convince the honest verifier that he is close, while in fact
he is located at a large distance. The intruder does not know the private or
secret key. This certainly has to be emphasized: if the intruder would know this
private key, then it is impossible to make a distinction between the intruder and
the prover, since distance bounding protocols only check if a party which knows
the private key is close to the verifier. Several distance bounding protocols are
resistant to terrorist fraud attacks [7, 9, 10].

Prover VerifierIntruder

Fig. 3. Terrorist fraud attack
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2.3 Design Principles for Secure Distance Bounding Protocols

Without going in too many details, one can formulate the following (simplified)
cryptographic design principles of distance bounding protocols:

– In at least one of the messages of the distance bounding protocol, the prover
has to “identify” itself (e.g., by proving knowledge of a shared secret key).

– To prevent mafia fraud attacks, the distance bounding protocol should con-
tain a challenge-response protocol that consists of a series of rapid bit ex-
changes (n rounds in total) [4]. By measuring the round trip time in each
of the n rounds, the verifier can determine an upper bound on the distance
between verifier and prover. To prevent the prover sending the response too
soon, the challenge has to be random and unpredictable, and the response
has to depend on this challenge.

– To avoid terrorist fraud attacks, one has to make sure that the fast bit ex-
changes and the phase in which the prover identifies itself, are intermingled
in a cryptographic way. It has to be impossible to split the distance bounding
protocol into these two distinct phases. There are at least two ways to ac-
complish this: either one uses the private (or symmetric) key during the fast
bit exchanges, or one uses trusted hardware. For more details, we refer to [9].

The design principles described above are not sufficient. Clulow et al. show
that one has to optimize the choice of communication medium and transmission
format according to the following four principles [11], if one wants to prevent
certain “physical” attacks:

– Use a communication medium with a propagation speed as close as possible
to the physical limit for propagating information through space-time.

– Use a communication format in which the recipient can instantly react on
each single transmitted bit.

– Minimize the length of the symbol used to represent this single bit.
– Design the distance bounding protocol to cope with bit errors taking place

during the rapid bit exchanges.

3 The Distance Bounding Protocol of Brands and Chaum

In 1993, Brands and Chaum presented their distance bounding protocol [4]. This
clever protocol prevents mafia fraud attacks and embodies a series of n rounds
(n is a security parameter). Each round consists of a single bit challenge and a
rapid single bit response. The delay time for receiving the responses enables the
verifier to compute an upper bound on the distance. After correct execution of
the distance bounding protocol, the verifier knows that an entity in possession
of a certain secret is in the vicinity.

The protocol is carried out as follows. It contains three phases. First, the
prover sends out a commitment to n random bits mi. Next, a series of n fast bit
exchanges is performed. The verifier sends a random challenge αi to the prover.
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This challenge is XOR’ed with the bit mi and the result (βi) is sent back to the
verifier. After the n fast bit exchanges, the prover opens the commitment and
signs the string y, which embodies the concatenation of the challenges αi and
the responses βi. If the signature is correct, the protocol is successful. In each of
the n rounds, an attacker has a probability of 1

2 to send a correct response [4].
Note that in every of the n rounds, the prover has to compute the XOR of two
bits. This can be done very efficiently in hardware.

Čapkun et al. extended the protocol to MAD, a mutual authentication pro-
tocol using distance bounding [12]. This protocol has the advantage that both
parties can estimate an upper bound on the distance between themselves, and
learn each other’s identity, which is not the case in the original protocol of Brands
and Chaum. From all other points of view, both protocols are very similar. In the
rest of this paper, we will assume that mutual entity authentication is required,
and use the MAD protocol.

4 The RFID Protocol of Hancke and Kuhn

Both the distance bounding protocol of Brands and Chaum [4] and the MAD pro-
tocol [12] were not designed to cope with bit errors during the fast bit exchanges.
A single bit error causes the protocol to fail. This can be an important problem
in noisy environments such RFID. That is why Hancke and Kuhn proposed a dis-
tance bounding protocol [13] that can easily be extended to deal with bit errors.

The protocol is carried out as follows. First, prover and verifier exchange a
random nonce (NP and NV respectively). Both parties then use a pseudorandom
function (typically a MAC algorithm such as CBC-MAC and HMAC is used since
these have been shown to be pseudo-random functions [14]) to compute two n-
bit sequences v(0) and v(1) (more in detail: MAC K(NV , NP ) = v(0)|v(1)). Next,
a series of n fast bit exchanges is performed. In each round, the verifier sends a
random single bit challenge Ci to the prover. If this challenge equals 0, then the
prover responds with the i-th bit of v(0). If the challenge equals 1, then the prover
sends the i-th bit of v(1). If all responses are correct, the protocol succeeds. In
each round, an attacker has a probability of 3

4 to send a correct response. After
correct execution of the distance bounding protocol, the verifier knows that with
probability 1−

(

3
4

)n an entity in possession of the secret key K is in the vicinity.
If we compare the Hancke and Kuhn distance bounding protocol with the

Brands and Chaum protocol, we notice that the latter requires a signature to
be sent at the end of the protocol, while the former stops after the execution
of the n fast bit exchanges. So the Brands and Chaum protocol requires more
bits to be interchanged on the slower communication channel, while the Hancke
and Kuhn protocol needs more rounds of rapid single-bit exchanges. Munilla
et al. proposed to use “void challenges” in the Hancke and Kuhn protocol [15]
to improve the security. However the disadvantage of their solution is that is
requires three (physical) states: 0, 1 and void.

The Hancke and Kuhn protocol can easily be adapted to make it noise re-
silient. First one has to select a security parameter x. This parameter denotes
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the number of bit errors that are allowed during the n fast bit exchanges; it de-
pends on the bit error rate. The distance bounding protocol succeeds if at least
(n − x) of the responses sent by the prover are correct. The security parameter
x has to be chosen very carefully. Incrementing the number of allowed errors x
increases the false acceptance ratio dramatically. A more detailed discussion on
the influence of the different security parameters will be presented in Sect. 6.

5 Noise Resilient Mutual Authentication with Distance
Bounding

As discussed in Sect. 3, the MAD protocol of Čapkun et al. has the nice property
that in each of the n rounds of the fast bit exchanges, an attacker only has a
1
2 probability of replying to the verifier with a correct response. It also offers
mutual entity authentication. On the other hand, the distance bounding protocol
of Hancke and Kuhn can be easily made resilient to bit errors during the fast bit
exchanges, which is a very desirable feature. It would be ideal to combine the
good properties of both distance bounding protocols.

A trivial way of making the MAD protocol noise resilient, is exchanging all
challenges and responses again on a slower communication channel with error
correction (of course, this has to be done after the fast bit exchanges). However,
this is not very efficient. We will now present an efficient modification of the
MAD protocol, which is also resilient to some bit errors (we allow x bit errors
in total) during the fast bit exchanges. Our protocol, in which the two parties
(denoted by Alice and Bob) will authenticate each other, is shown in Fig. 4.

The protocol is carried out as follows. First, both parties agree on an (n, k)
Error Correcting Code (ECC). In order to correct at least x bit errors during the
fast bit exchanges, this binary code should have a minimal Hamming distance
dmin such that x = �dmin−1

2 �. More information on which (n, k) error correcting
code to use for a given distance dmin can be found in [16, 17, 18, 19]. Note that
we consider both linear and non-linear codes.

Next, Alice and Bob generate k random bits (r1, . . . , rk and s1, . . . , sk respec-
tively). These k bits are extended to n-bit strings (r1, . . . , rn and s1, . . . , sn) by
applying the error correcting code described above and a commitment to this
string is sent to the other party. Several secure commitment schemes can be used
in our distance bounding protocol. E.g., one could first generate a 128-bit ran-
dom string, then concatenate it with the n-bit string r1, . . . , rn or s1, . . . , sn and
apply a cryptographic hash function to the resulting string of bitlength 128+ n.
The output of this function is sent to the other party. To open the commitment,
one should reveal the 128-bit random string. This commitment scheme is un-
conditionally hiding and conditionally binding. More information can be found
in [20].

During the n fast bit exchanges, the following two steps are repeated n times:

– Alice sends the bit αi to Bob where α1 = r1 and αi = ri ⊕ βi−1.
– Bob sends the bit βi to Alice where βi = si ⊕ αi.
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Alice Bob

r1, . . . , rk ∈R {0, 1} s1, . . . , sk ∈R {0, 1}

Apply (n, k) ECC to obtain:

r1, . . . , rk, rk+1, . . . , rn

Apply (n, k) ECC to obtain:

s1, . . . , sk, sk+1, . . . , sn

commit(r1| . . . |rn)

commit(s1| . . . |sn)

Start of rapid bit exchange
α1 ← r1 α1

β1 ← s1 ⊕ α1β1

. . .

αi ← ri ⊕ βi−1 αi

βi ← si ⊕ αiβi

. . .

αn ← rn ⊕ βn−1 αn

βn ← sn ⊕ αnβn

End of rapid bit exchange

si ← αi ⊕ βi r1 ← α1 and ri ← αi ⊕ βi−1

Use ECC to correct errors:

⇒ s1, . . . , sk

Use ECC to correct errors:

⇒ r1, . . . , rk

yA ← MACK(r1|s1| . . . |rk|sk) yB ← MACK(s1|r1| . . . |sk|rk)
(open commit) , yA

(open commit) , yB

Verify commit

Verify yB

Verify commit

Verify yA

Fig. 4. Noise resilient mutual entity authentication with distance bounding protocol

In each round, the time between sending αi and receiving βi (or sending βi

and receiving αi+1) is measured. The maximum round trip time is selected and
this measurement determines an upper bound on the estimation of the distance
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between Alice and Bob. After the fast bit exchanges, both parties use the (n, k)
ECC to correct bit errors (each party can correct a maximum of x bit failures)
and this way recover the bits s1, . . . , sk and r1, . . . , rk respectively. Finally, Alice
(and Bob) compute a MAC on the concatenation of ri and si (or si and ri)
and open the commitment sent in the beginning of the protocol. If the MAC
and the commitment are correct, the protocol is successful. In each of the first
k rounds, an attacker has a 1

2 probability of sending a correct response. Note
that our protocol only requires low-cost cryptographic primitives, and hence is
perfectly suitable to be employed in resource constrained wireless networks.

6 Performance Analysis

6.1 False Rejection and False Acceptance Ratio

In our analysis, we assume that the fast communication channel used during
the rapid bit exchanges is symmetric. So a bit error is as likely to occur in a
challenge as in a response. We also assume that a bit error is independent of
previous bit errors. The bit error rate is denoted by Pb.

Before numerically analyzing and deriving the statistical properties of our
distance bounding protocol, let us first clearly define the notion of a round (dur-
ing the fast bit exchanges). This definition depends on the distance bounding
protocol that is being used. In the Hancke and Kuhn protocol, we define a
round as a challenge and the corresponding response. In our noise resilient
MAD protocol, a round are two consecutive messages (so αi and βi, or βi and
αi+1).

Some of the challenges and/or responses will be corrupted by noise. The prob-
ability that a round fails is denoted by ε. A round fails if the verifying party
receives an incorrect response, or if one of the parties in our noise resilient MAD
protocol gets a corrupted bit ri or si. Let us first have a look to the Hancke and
Kuhn protocol. A bit error can appear in the challenge, or in the response (both
with probability Pb). We neglect the probability that a bit error occurs in both
messages. If the prover receives an incorrect challenge, he still has a 1

2 probability
of sending the correct response (this event happens when the responses for both
the challenges 0 and 1 are equal). If the verifier receives a corrupted response,
the round fails certainly. So one can easily compute the probability εH that a
round fails in the Hancke and Kuhn distance bounding protocol:

εH =
3
2
Pb . (1)

In our noise resilient MAD protocol, a round fails by definition with 100% prob-
ability when a bit αi or βi is corrupted. The probability εMAD that a round
fails in our noise resilient MAD protocol is equal to

εMAD = 2Pb . (2)

We can now compute the false rejection and false acceptance ratio, two im-
portant parameters to evaluate (noise resilient) distance bounding protocols. An
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honest prover is falsely rejected if more than x bit errors occur during the fast
bit exchanges (which consist out of n rounds). The false rejection ratio depends
on the probability ε (equal to εH or εMAD ) and is equal to

PFR =
n−x−1
∑

i=0

(

n

i

)

· (1 − ε)i · ε(n−i) . (3)

This expression is valid for both distance bounding protocols.
An attacker can use the uncertainty of which bits are corrupted by noise, to

its advantage. In the worst case, no bit errors occur, but the (honest) verifier
expects a maximum of x bit errors. As a consequence, an attacker only has
to guess (n − x) responses right in the Hancke and Kuhn distance bounding
protocol to perform a successful attack (without taking into account noise, an
attacker should have to guess all n responses correctly to be successful). The
false acceptance ratio of the Hancke and Kuhn protocol equals

PFA =
n

∑

i=n−x

(

n

i

)

·
(

3
4

)i

·
(

1
4

)(n−i)

. (4)

The situation is slightly different in our noise resilient MAD protocol. Since
the first k bits of ri and si are independent and uniformly distributed in {0,1},
the two sequences αi and βi are independent up to the point where the index
is k (and by consequence, the first k rounds of rapid single-bit exchanges are
also independent). If the commitments sent in the beginning of the protocol
are (un)conditionally hiding and binding, it is infeasible for a computationally
bounded attacker to determine these bits in advance. The last (n − k) bits of ri

and si depend of the first k bits and can be easily computed by applying the
(n, k) error correcting code. In the worst case scenario (no bit errors occur), the
last (n − k) bits of the sequences αi and βi can be computed in advance (from
the moment the first k rounds are conducted) and do not offer extra security.
To be successful, an attacker hence has to correctly guess the first k bits ri (or
si).1 The false acceptance ratio of our noise resilient MAD protocol equals

PFA =
(

1
2

)k

. (5)

6.2 Numerical Results

Both noise resilient distance bounding protocols have some interesting charac-
teristics. We will now compare both protocols, and have a closer look at the
most interesting properties.

An Attacker Has a Major Advantage When Bit Errors Due to Noise
Can Appear. In the worst case scenario, an honest verifier expects to receive
1 Note that the number of allowed errors x is always strictly smaller than the minimal
Hamming distance dmin of the (n, k) error correcting code.
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some corrupted bits due to noise, while in fact there is no noise at all. As a
direct consequence, an attacker can obtain a major advantage. Whenever he
guesses a response wrongly, he can blame it to the noise. As long as an attacker
has a maximum of x wrong guesses, the Hancke and Kuhn distance bounding
protocol will be successful (because the verifier believes that the incorrect bits
were corrupted by noise). The more errors that are allowed, the larger the false
acceptance ratio. The same property is also valid for our noise-resilient MAD
protocol. For a fixed number n of rounds, the more errors x have to be corrected,
the smaller the parameter k has to be [16,17,18,19]. And because only the first k
rounds of the fast bit exchanges contribute to the security, the false acceptance
ratio will increase with decreasing k. This property is demonstrated for both
distance bounding protocols in Table 1. In this numerical example, n = 37 and
the bit error rate Pb is 0.01. The error correcting codes for our noise resilient
MAD protocol have been selected following [16]. The results in Table 1 clearly
show that the false acceptance ratio increases significantly with the number x of
allowed errors. One can also notice that the false acceptance ratio is remarkably
smaller in our noise resilient MAD protocol (several orders of magnitude). We
will discuss this observation later in this section.

Table 1. Influence of the number of allowed errors x on the false acceptance ratio PF R

for n = 37 and Pb = 0.01

# allowed errors Hancke-Kuhn Noise Resilient MAD

x PF R (n, k) ECC PF R

4 0.0284 (37, 16) 1.5259 · 10−5

3 0.0089 (37, 22) 2.3842 · 10−7

2 0.0021 (37, 26) 1.4901 · 10−8

1 3.1784 · 10−4 (37, 31) 4.6566 · 10−10

0 2.3838 · 10−5 (37, 37) 7.2760 · 10−12

The False Rejection Ratio Is Slightly Lower in the Hancke and Kuhn
Distance Bounding Protocol. Whereas noise helps an attacker to deceive an
honest verifier, it is disadvantageous for an honest prover behaving correctly. The
higher the bit error rate Pb, the higher the probability that the distance bound-
ing protocol will fail because of too many bit errors during the fast bit exchanges.
If no bit errors occur during the fast bit exchange phase, an honest prover will
always be able to authenticate itself successfully. To decrease the false rejection
ratio, one has to allow more bit errors to take place (denoted by x ) for a fixed
number n of rounds, or decrease the number of rounds (without changing x ).
The choice of the parameter x has to be in accordance to the expected number
of errors, which depends on the number n of rounds and the bit error rate Pb.

As demonstrated in (1) and (2) in Sect. 6.1, the probability εMAD of a round
to fail in our noise resilient MAD protocol is higher than in the Hancke and Kuhn
distance bounding protocol (εH). A direct consequence of this fact, is that the
false rejection ratio is lower in the Hancke and Kuhn protocol (for equal number
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n of rounds and allowed errors x ). This property is demonstrated in Table 2.
In this numerical example, n = 37 and Pb = 0.01. Note that the difference in
false rejection ratio between both distance bounding protocols is relatively small.
When the number n of rounds is larger (e.g., around 50), one should allow one
or two more errors to occur in our MAD resilient to keep the false rejection
ratio comparable in both protocols (e.g., for n = 47: PFR(Hancke, x = 9) =
1.7985 · 10−9 ≈ PFR(MAD, x = 10) = 1.8353 · 10−9).

Table 2. Comparison of the false rejection ratio for n = 37 and Pb = 0.01

# allowed errors x Hancke-Kuhn: PF R Noise Res. MAD: PF R

x = 6 1.1849 · 10−6 7.7770 · 10−6

x = 5 1.7760 · 10−5 8.7314 · 10−5

x = 4 2.2184 · 10−4 8.1806 · 10−4

x = 3 0.0023 0.0062
x = 2 0.0179 0.0375
x = 1 0.1062 0.1689
x = 0 0.4283 0.5265

The False Acceptance Ratio Is Significantly Higher in the Hancke and
Kuhn Distance Bounding Protocol. As demonstrated above, to decrease
the false acceptance ratio, one has to allow fewer bit errors (denoted by x ) for a
fixed number n of rounds, or increase the number of rounds (without changing x ).

Table 1 shows that the false acceptance ratio is remarkably higher in the
Hancke and Kuhn protocol. The main reason is that an attacker has a 3

4 prob-
ability of guessing a response correctly in the Hancke and Kuhn protocol, but
only a 1

2 probability in our noise resilient MAD protocol. This difference is am-
plified exponentially, and not entirely compensated by the fact that an attacker
has to guess more bits correctly in the Hancke and Kuhn protocol ((n − x) bits,
compared to k bits in our noise resilient MAD protocol). This property is also
demonstrated in Table 3. In this numerical example, n = 63 and Pb = 0.02. The
error correcting codes have been selected based on [17] (some of these codes are
non-linear).

Note that the difference in false acceptance ratio is quite large: even allow-
ing a slightly lower number of errors x in the Hancke and Kuhn protocol does
not really help to remove this inequality (e.g., if we have a look at Table 3:
PFA(Hancke, x = 1) = 2.9599 · 10−7 > PFA(MAD, x = 7) = 3.7253 · 10−9).
One could also fix the number of allowed errors x, but perform more fast bit
exchanges in the Hancke and Kuhn protocol (or in other words, increase the
number n of rounds). This would however make the distance bounding proto-
col more expensive, as the cost is directly related to the number n of fast bit
exchanges. Figure 5 shows the relation between the false acceptance ratio and
the number of rounds n, for a fixed number of allowed errors x. In this ex-
ample, we fixed the number x of allowed errors to 5, the bit error rate Pb is
0.005, and the information on which error correcting code to use (in our noise
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Table 3. Comparison of the false acceptance ratio for n = 63 and Pb = 0.02

# allowed errors Hancke-Kuhn Noise Resilient MAD

x PF R (n, k) ECC PF R

13 0.2611 (63, 12) 2.4414 · 10−4

10 0.0584 (63, 18) 3.8147 · 10−6

7 0.0052 (63, 28) 3.7253 · 10−9

5 5.1111 · 10−4 (63, 37) 7.2760 · 10−12

3 2.3004 · 10−5 (63, 47) 7.1054 · 10−15

1 2.9599 · 10−7 (63, 57) 6.9389 · 10−18
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Fig. 5. Relation between the number n of rounds and the false acceptance ratio PF A

for x = 5 and Pb = 0.005

resilient MAD protocol) is based on [17]. Figure 5 demonstrates that the Hancke
and Kuhn protocol needs about twice as many rounds n to obtain the same
false acceptance ratio. This largely increases the cost, and also causes the false
rejection ratio to rise several orders of magnitude. If mutual autentication is
required, the number of fast bit exchanges n even needs to be doubled (and be-
comes the quadruple of the number of rounds needed in our noise resilient MAD
protocol).

7 Conclusion

Location information can be used to enhance mutual entity authentication pro-
tocols in wireless ad-hoc networks. Distance bounding protocols, which have
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been introduced by Brands and Chaum at Eurocrypt’93 to preclude distance
fraud and mafia fraud attacks, can be employed in proximity based authentica-
tion schemes to determine an upper bound on the distance to another entity.
Hancke and Kuhn have presented a solution to cope with noisy channels, which
is important in mobile environments.

In this paper, we have extended the mutual authentication distance bounding
(MAD) protocol of Čapkun et al. to make it tolerant to bit errors. This is ac-
complished by employing binary codes to correct bit errors occurring during the
fast bit exchanges, the main building block of the distance bounding protocol.
The protocol is best used for radio frequency communications, which is more
suited for secure applications than ultrasonic. Our noise resilient MAD proto-
col requires about half of the number of communication rounds to obtain the
same false acceptance ratio as the Hancke and Kuhn protocol. It also provides
mutual entity authentication and can be made robust to terrorist fraud attacks
by executing the protocol in trusted hardware. Compared to the Hancke and
Kuhn protocol, our noise resilient MAD protocol requires slightly more bits to
be exchanged on the slower communication channel. The exact total cost de-
pends on the technical characteristics of the communication medium and the
required level of security. Our distance bounding protocol is perfectly suitable
to be employed in low-cost, noisy wireless environments.
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Abstract. It is now well known that data-fusion from multiple sensors
can improve detection and localisation of targets. Traditional data fusion
requires the sharing of detailed data from multiple sources. In some cases,
the various sources may not be willing to share such detailed information.
For instance, current military allies may be willing to share some level of
information, but only if they can do so without revealing their secrets.
This situation appears relevant for modern sensor networks, which may
be comprised of networks from multiple participants. It has previously
been shown that localisation of a single target can be performed while
preserving location privacy of the sensor nodes. Here we extend this to
the case of multiple targets. The novel aspect of the problem is related
to the ambiguity in target labels, and how we resolve this ambiguity.

Keywords: privacy-preservation, localization, ad-hoc networks.

1 Introduction

It is now a standard data-fusion problem to use multiple sensors to improve the
localisation and subsequent tracking of targets. However, there may be cases
where such co-operation is limited by the nature of the parties who wish to
co-operate. For instance, consider several parties who wish to be able to detect
illegal fishing, drug smuggling, or terrorist activities. In the modern context such
issues apply to sensor networks, and in particular we consider the case where
nodes in the sensor network wish to maintain location privacy (i.e. they wish the
location of the node to remain private). There is now a substantial literature on
Privacy-Preserving Data Mining (PPDM) and Secure Distributed Computing
(SDC) (for examples see [1,2, 3,4, 9, 11, 10]) and these techniques are applicable
here.

We shall consider two problems. First we consider a problem where each
party has estimates of a set of targets’ positions. They then wish to combine
this information to provide a better estimate of the targets’ locations without
revealing information about their sensors. Previously this problem was solved
for a single target in [6].

The second problem we consider is one where any one sensor doesn’t have
enough information (in itself) to localise the targets. The example we consider
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here is where each sensor provides range measurements (such as might be gained
from examining time of arrival of signals, or signal power). In itself, such informa-
tion is inadequate to localise a target, but in combination with data from other
sensors, the measurements can provide good position estimates. This type of
approach appears particularly relevant in the context of ad-hoc networks where
we may wish to localise some resource on the network from purely passive mea-
surements of signal strength at a number of points [5,8], and each node in the
network could be controlled by a separate party. Again, this problem was solved
for a single target in [6].

Our approach allows extensions of the solutions of these problems to multiple
targets, while maintaining the privacy of the participants. That is, the partici-
pating sensors need not reveal their location, or sensor characteristics in order to
participate. The method is a simple, iterative improvement scheme that attempts
to resolve the ambiguity between the different sensors’ labellings of the targets,
and its performance is good (close to the ideal performance of co-operating sen-
sors) for small numbers of targets (< 6) after which we find that performance
degrades, though this appears to be a more fundamental problem, rather than
a problem with the privacy preserving approach.

2 Problems and Assumptions

2.1 Problem 0

We first consider a simple problem where N sensors (nodes) each measure an
estimate of the position of a single target. We denote the position of the target by
(x, y) (relative to some arbitrarily chosen, but agreed point), and the estimate
from party i by (x̂i, ŷi). We assume that the position estimate has negligible
bias and that the errors in position are independent between sensors, and have
covariance matrix Si. Given constant covariance Si = S, we might improve our
estimate of the position of the target by taking

x̂ =
1
N

N
∑

i=1

x̂i, (1)

ŷ =
1
N

N
∑

i=1

ŷi. (2)

The natural approach to computing the sum would be for each party in the
measurement to pool values and then compute the sum. This approach reveals
at least some values to other parties. An alternative would be to use a trusted
third party to pool the results, and hence keep them secret. However trusted
third parties are not easy to find.

The above problem was considered in [6], and the solution amounts to a Secure
Distributed Summation (SDS). It is simple (see [4, 7]) to perform such a sum
without leaking any information except the solution itself (even in the presence
of collusion between some parties). Once we compute the sum, it is a simple
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matter to compute the average of the location estimates, and distribute this
value to all parties. These approaches only work for N > 2, and in reality, where
one could make meaningful guesses about some values it is only really secure for
reasonable values of N , but this is the case for a sensor network.

Although the above approach hides some information — the individual posi-
tion estimates — the final result is that each sensor learns a positional estimate,
and so hiding the individual data seems to make little sense. However, it is
simple to adapt this technique to the case where the sensors in question have
different characteristics, e.g., accuracy. It makes a lot more sense for a sensor
operator to wish to hide their sensor’s characteristics from other operators. For
instance, accuracy may depend on distance, and so knowing accuracy may reveal
the distance of the node from the target. This is even more important in the
multi-target environment where a sensor would reveal multiple measurements at
each time-step if no privacy-preserving measures were taken.

Consider the simple case where each sensor’s estimate has covariance Si = σ2
i I

where I is the identity matrix. We then compute a weighted mean

x̂ =
1

∑N
i=1 wi

N
∑

i=1

wix̂i, (3)

ŷ =
1

∑N
i=1 wi

N
∑

i=1

wiŷi, (4)

where the weights wi = 1/σ2
i . If an operator wants to conceal the characteristics

of his sensor, they would wish to keep the weights wi secret. This is easily accom-
plished by performing two SDSs (for each co-ordinate), one over the weighted
position, and the other over the weights themselves.

2.2 Problem 1

As noted, Problem 0 was solved in [6]. However, it is unrealistic (in general) to
assume only a single target. In the case of distributed measurements of multiple
targets there is an ambiguity between measurements. For instance, consider Fig-
ure 1. In the figure, we as outside observers can uniquely associate each measured
position (the arrows) with a unique target. However, the sensor nodes themselves
cannot associate (unambiguously) the position estimates with targets. We refer
to this issue as a labelling problem.

One approach to solve the labelling would be to assume one possible arrange-
ment of measurements with respect to targets, and then compute the joint esti-
mate of the targets’ positions. Once the joint position estimate is obtained (and
shared with each node), then these nodes could estimate a likelihood function for
the set of measurements with respect to the target and their known measurement
error distributions. The joint likelihood of the measurements with respect to the
labelling could then be computed (again using a secure distributed summation)
across the sensors. Given the likelihood for each possible arrangement of nodes
and targets, we could choose the maximum likelihood arrangement, or if we wish
to track these targets, we could use the likelihoods in a multiple-hypothesis tracker.
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Fig. 1. Two target example: dots show sensor nodes, crosses are targets, and the arrows
show the four position estimates

The problem with this simple approach to multiple targets is the number
of possible hypotheses. If we have M targets, each node could have M ! possible
labellings with respect to the targets. Given N sensor nodes there would therefore
be (M !)N possible hypotheses to test. Clearly this does not scale well.

Note that this problem with ambiguity is not unique to privacy-preserving al-
gorithms. In general, the multi-target labelling problem between a group of sen-
sors must be solved for any distributed sensors. There are a number of approaches
one could adopt to solve such a problem (e.g., probabilitistic data association,
or multi-hypothesis tracking). In the following sections we will investigate a very
simple approach that easily extends to become a privacy-preserving algorithm.

2.3 Problem 2

In problem 2 we allow the N sensor nodes to make only range estimates — a
common case, for instance where we can only measure power of a signal from a
target, and not the direction to a target. The combination of two such estimates
is enough to localise a single target to two possible points, and three or more such
measurements are capable of deducing the position uniquely (in a 2D plane) with
some rare exceptions. It is noteworthy, however, that when the measurements
contain errors, the measurements may be inconsistent, resulting in a problem in
estimating the target’s position precisely. We denote range estimates from party
i by Di (which is an unbiased estimate of the true range di), and the position
of the sensor of party i by (Xi, Yi). Again this localization problem for a single
target has been solved [6], but the multiple target problem presents the same
new challenges mentioned above.

2.4 Assumptions

The main privacy aim here is to hide the location of the sensor nodes, but we
also wish to keep secret, information about the characteristics of these nodes.

The security model we use here is the commonly used “honest-but-curious”
model. That is, we assume that the co-operating parties are honest in the sense
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that they follow the algorithms correctly, but they are curious and they will
perform additional operations in order to attempt to discover more information
than intended. The honest-but-curious assumption has been widely used, and
appears applicable here. Sensor operators will benefit from participating honestly
in such a scheme without revealing their private information, and there is no
downside in participating honestly. Dishonest partners in computation (partners
who do not follow the algorithm) will reduce their own benefits, without any
obvious gain.

It is noteworthy that while we assume that participants follow the algorithm
correctly, we do allow collusion. Multiple partners are allowed to collude to
attempt to learn more information than they otherwise could. The protocols we
present can be made resistant to such collusion in the presence of a majority of
non-colluding participants. Additionally, there is now a substantial literature on
PPDM (e.g. see [1,2,3,4,9,11,10] and the references therein), and this literature
considers many variations on the type of assumptions considered here. It is
therefore likely that the assumption of honest-but-curious participants can be
substantially weakened. This is an important topic for future research, as the
honest-but-curious assumption may well be too strong for some applications.

3 Solutions: Problem 1

The number of possible hypotheses we might have to test grows as (M !)N for M
targets and N sensors. However, a quick look by eye (say at Figure 1) suggests
that it will be common that many of the possible hypotheses are very unlikely,
and it is our goal to eliminate the vast majority of these.

The approach proposed here is a simple iterative approach. Each of the N
sensors first assigns a random set of labels {1, 2, . . . , M} to the targets. The joint
position estimates of the targets are then calculated. Each node then calculates
the likelihood of its measurements with respect to the current labelling, and
the joint position estimates. Each sensor looks for a single swap of labels that
improves this likelihood as much as possible (from its perspective). They then
iterate. At each step, a node only swaps two labels if this increases the likelihood,
and they compute how many sensor nodes performed a swap using a SDS. When
zero nodes perform a swap in one iteration, we terminate the algorithm as it can
make no further progress.

This approach is ideal for a privacy-preserving algorithm for a number of
reasons. Its simplicity makes the information required at each step obvious, and
hence it is easy to develop a privacy-preserving version of the algorithm. The
computation of the joint estimate of the positions of the targets is simply the
solution to problem 0 (discussed above) for a given set of labels. The computation
reveals only the average of the measurements (the position estimate itself), and
so performing it multiple times reveals only a series of position estimate for the
targets. However, each position estimate is based on a different set of labellings,
and so in theory, there may be some information revealed from the iterations,
however, as we show below, generally it takes very few iterations to perform
the algorithm, and the number of possible labellings is exponentially large. It
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therefore seems very unlikely that enough information could leak from these
intermediate results to allow any useful inferences, especially as the number of
sensor nodes grows. Even if such inferences were possible, the exponential number
of possibilities would make the computational expense of such inferences high.
The computation of likelihoods is a local operation for each node, and so requires
no additional information transfers, and so creates no additional risks of leaking
intermediate information.

A minor addition to this algorithm is that we can also compute the average
likelihoods at each stage (using a SDS), and the algorithm can be terminated
if this decreases at any point, preventing the possibility of oscillation between
solutions. However, note that in the solutions below we did not have to apply
this test, as the solutions always converged in relatively few iterations.

In order to test this approach we make a number of simplifying assumptions:

– location estimate errors are Gaussian, with covariance σI, where σ is a con-
stant variance across all sensors.

– location estimates between targets are independent.

It is worth noting that these assumptions are not a prerequisite of the algorithm.
All that is required of the algorithm is that the sensor nodes know their own dis-
tribution of measurement errors — these errors can be different for each sensor,
and the sensors can maintain the privacy of their measurements.

Given Gaussian errors, computation of the relative likelihoods for sensor j is
easily performed by computing

L{(x̂(j)
i , ŷ

(j)
i )|(x̂i(k), ŷi(k)} ∝ exp

(

∑M
i=1(x̂

(j)
i − x̂i(k))2 + (ŷ(j)

i − ŷi(k))2

2σ2

)

,

where (x̂(j)
i , ŷ

(j)
i ) is the position estimate of sensor node j for the target i given

the current labelling, and (x̂i(k), ŷi(k)) is the joint estimate of the position of
target i after k iterations of the algorithm. Note that we need not calculate the
exponential function here, as we are maximizing L, and the exponential function
is monotonically increasing.

Each node computes (locally) this likelihood for each possible swap of a pair of
targets, resulting in O(M2) computations, and then uses the new labels in a new
joint computation of the positions of the targets. Each node can alternatively
declare that it cannot improve its likelihood, and we use a SDS to find how many
nodes are in this situation. When all nodes are at this point, we terminate the
algorithm, and say it has converged.

We simulate this algorithm where we distribute the N sensor nodes, and the
M targets randomly in a unit square, and we vary M , N and σ.

Initial results for the above algorithm are shown in Figure 2 (a), which appears
to show a number of problems in the algorithm. The figure shows the Root Mean
Squared Error (RMSE) of estimates of the targets position for an ideal estimate
(a simple average of all the measurements); independent measurements by each
sensor node; and an estimate using the above algorithm. The algorithm shows
worse performance than the independent estimates over a wide range of input
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(a) Errors vs σ (N = 5, M = 3)
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(b) Errors depending on number of re-
initialization (N = 4, M = 6, σ = 0.0)

Fig. 2. RMSE for position estimates over 100 simulations

noise (σ). Most worrying is the non-zero value of the error for σ = 0. Investigation
of the cause of this error found that in some (relatively rare cases) the initial
label led to a situation where the labelling was “locked” in the sense that no
change (of a single pair of labels) would improve the likelihood. This is a fairly
rare occurrence (for small numbers of targets) and so an obvious solution is to
re-initialize the algorithm a number of times. Figure 2 (b) shows the effect of
such random initializations for N = 4, M = 6 and σ = 0.0. We can see that
a relatively small number of re-initializations removes the error caused by this
initial locking (the number of re-initializations can be smaller for a few targets,
but we will use 5 throughout this paper).

Given 5 re-initializations we again simulate the performance of the algorithm,
with results shown in Figures 2, 3 and 4. Figure 2 (a) shows the performance
for N = 4, M = 3 over a range of values of σ. We can see that the algorithm
performs close to the ideal value for moderate values of σ, but starts to deviate
from the ideal, for large values. It should be noted that for the scenario simulated
(with targets and sensors distributed across the unit square), a value of σ = 0.2
is very large — the 95th percentile confidence intervals for a measurement will
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(c) RMSE errors (N = 5, M = 6)
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Fig. 3. RMSE for position estimates over 100 simulations, given 5 re-initializations
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Fig. 4. Average number of iteration over 100 simulations, given 5 re-initializations

lie in a region approximately ±0.4, a substantial part of the possible field. As σ
increases, the number of labels that are incorrect (after convergence) increases
(shown in Figure 2 (b)). This is inevitable because some measurements may
lie closer to an incorrect target, and so the likelihood will be maximized by an
incorrect labelling. As σ increases more measurements will fall into this category,
and so more labels will be incorrect.

The problem is greatly exacerbated as the number of targets increases. The
more densely packed the targets are, the more likely their measurements will
overlap, and an incorrect labeling will maximize the likelihood. Figure 3 (c)
and (d) show much worse performance for six targets. For larger numbers of
targets, the algorithm is effective only for small values of σ. As noted, however,
this seems to be a fundamental problem with labelling the measurements when
there is a significant probability that incorrect labellings will look more natural
than the correct labelling. In essence this seems to be a problem in multi-target
localisation, and although it is no doubt possible to improve on the algorithm we
present here, it is unlikely that fundamental improvements are possible without
further measurements (e.g., if one had other data such as radial velocities the
task might be easier).

Also of interest are the number of iterations required for these algorithms. The
computational and communications cost is directly proportional to the number
of iterations, and so we would like the value to be small. In fact it is, as is shown
in Figure 4. The number of iterations seems to be insensitive to the value of σ (as
shown in Figure 4 (a)). On the other hand, Figure 4 (b) shows that the number
of iterations does depend on the number of sensors N , approximately logarith-
mically (see dashed line). This represents quite a win for the approach (the naive
approach of testing all hypothesis is exponential in N , whereas this approach is
logarithmic in N). The number of iterations is also dependent roughly linearly
on the number of targets, but given that this algorithm can only be applied
to moderate numbers of targets, this is not a great concern. As a result, the
communications costs of this algorithm is only a few times the cost of an ideal
algorithm where no ambiguity existed. Any real approach would have to pay
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some communications cost to resolve the ambiguity of target labels, and so this
approach seems quite reasonable – certainly it is better than evaluating (M !)N

hypotheses.
The figures above show illustrative results — we have simulated many other

parameter values and the results above are representative.

4 Solutions: Problem 2

The iterative solution generalizes to range measurements. The approach is the
same, use a random initial labelling, compute the positions (using the privacy-
preserving method described in [6]), and then try to iteratively improve the
labels. The only complicating factor is that in order to compute the likelihood
of a measurement (with respect to a hypothetical position of a sensor node) the
sensor nodes should perform a contour integral along a circular arc through the
2D Gaussian distribution function. For simplicity, we approximate this by taking
a point estimate at the distance of the measurement (assuming it lies along a
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Fig. 5. RMSE for position estimates with respect to the number of re-initializations
N = 10, M = 3
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Fig. 6. Performance of range-based estimation over 100 simulations (N = 10, M = 3),
and 20 re-initializations

line between sensor and node) from the hypothetical position of the node. This
approximation greatly reduces the computational complexity of the algorithm.

The first result to note is that for this case, the algorithm does not always
converge quickly. In most cases the algorithm converges quickly, but in 1.5%
of (600) simulated cases, we observe quite a large number of iterations of the
algorithm (we terminate it at 100 iterations). The failure to converge quickly
could be caused by the approximation we use above, and so would perhaps
be removed by replacing this with the correct likelihood. However, these cases
could be simply avoided by re-initializing the algorithm after a moderate number
(say 20) of iterations, though they still increase the overall average number of
iterations required for the algorithm.

The second issue to consider is that we need more sensors for the range-only
measurements because each sensor contributes less information in its own right
(we need at least 3 to obtain a unique position estimate at all). As a result,
there is more potential for locking at the initial step, and so we must re-initialize
the algorithm a little more often. Figure 5 shows graphs of the performance
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with respect to the number of re-initializations with M = 3 and N = 10. We
can see that moderate values, i.e. around 20 produce good results (though the
marginal improvement over 10 is small, and so we might tradeoff performance
versus communications costs if needed).

Figure 6 shows the performance of the algorithm with respect to σ (for N = 10
and M = 3). Note that there are only two curves here, as there is no possibility
of independent nodes coming up with their own position estimated based on
range alone. Clearly the results are not as good as those for problem 1. It will
be interesting in the future to test whether we can improve the performance
by improving the approximation for the likelihood function. However, at the
least this demonstrates the possibility of performing this type of multi-target
localization without information sharing.

5 Conclusion

This paper has demonstrated that a privacy-preserving approach can be used for
multiple-target localization in sensor networks. The approach preserves location
privacy of sensor nodes, as well as the performance of the individual sensors.

This paper presents work in progress. There are many questions left unan-
swered.

– Is it possible to prevent leakage even of the intermediate information (the
series of position estimates);

– how can we weaked the honest-but-curious assumption;
– can the performance be improved for larger numbers of targets;
– how could we mesh this type of localization algorithm with tracking algo-

rithms such as multi-hypothesis tracking;
– how should we approach the problem when not all sensors can see the same

set of targets; and
– are there approaches which could further minimize the communications cost

(this is important in the context of sensor networks where nodes may have
a limited power budget)?
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Abstract. The promise of vehicular communications is to make road
traffic safer and more efficient. However, besides the expected benefits,
vehicular communications also introduce some privacy risk by making it
easier to track the physical location of vehicles. One approach to solve
this problem is that the vehicles use pseudonyms that they change with
some frequency. In this paper, we study the effectiveness of this approach.
We define a model based on the concept of the mix zone, characterize the
tracking strategy of the adversary in this model, and introduce a metric
to quantify the level of privacy enjoyed by the vehicles. We also report
on the results of an extensive simulation where we used our model to de-
termine the level of privacy achieved in realistic scenarios. In particular,
in our simulation, we used a rather complex road map, generated traf-
fic with realistic parameters, and varied the strength of the adversary by
varying the number of her monitoring points. Our simulation results pro-
vide detailed information about the relationship between the strength of
the adversary and the level of privacy achieved by changing pseudonyms.

Keywords: location privacy, pseudonym, vehicular ad hoc network.

1 Introduction

Recently, initiatives to create safer and more efficient driving conditions have
begun to draw strong support in Europe [4], in the US [25], and in Japan [1].
Vehicular communications will play a central role in this effort, enabling a vari-
ety of applications for safety, traffic efficiency, driver assistance, and entertain-
ment. However, besides the expected benefits, vehicular communications also
have some potential drawbacks. In particular, many envisioned safety related
applications require that the vehicles continuously broadcast their current po-
sition and speed in so called heart beat messages. This allows the vehicles to
predict the movement of other nearby vehicles and to warn the drivers if a haz-
ardous situation is about to occur. While this can certainly be advantageous, an
undesirable side effect is that it makes it easier to track the physical location of
the vehicles just by eavesdropping these heart beat messages.

One approach to solve this problem is that the vehicles broadcast their mes-
sages under pseudonyms that they change with some frequency [18]. The change
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of a pseudonym means that the vehicle changes all of its physical and logical
adresses at the same time. Indeed, in most of the applications, the important
thing is to let other vehicles know that there is a vehicle at a given position mov-
ing with a given speed, but it is not really important which particular vehicle it
is. Thus, using pseudonyms is just as good as using real identifiers as far as the
functionality of the applications is concerned. Obviously, these pseudonyms must
be generated in such a way that a new pseudonym cannot be directly linked to
previously used pseudonyms of the same vehicle.

Unfortunately, changing pseudonyms is largely ineffective against a global
eavesdropper that can hear all communications in the network. Such an adver-
sary can predict the movement of the vehicles based on the position and speed
information in the heart beat messages, and use this prediction to link different
pseudonyms of the same vehicle together with high probability. For instance, if
at time t, a given vehicle is at position p and moves with speed v, then after
some short time τ , this vehicle will most probably be at position p+τ ·v. There-
fore, the adversary will know that the vehicle that reports itself at (or near to)
position p + τ · v at time t + τ is the same vehicle as the one that reported itself
at position p at time t, even if in the meantime, the vehicle changed pseudonym.

On the other hand, the assumption that the adversary can eavesdrop all com-
munications in the network is a very strong one. In practice, it is more reasonable
to assume that the adversary can monitor the communications only at a limited
number of places and only in a limited range. In this case, if a vehicle changes
its pseudonym within the non-monitored area, then there is a chance that the
adversary loses its trace. Our goal in this paper is to characterize this chance as
a function of the strength of the adversary (i.e., its monitoring capabilities). In
particular, our main contributions are the following:

– We define a model in which the effectiveness of changing pseudonyms can be
studied. We emphasize that while changing pseudonyms has already been
proposed in the literature as a countermeasure to track vehicles [18], to
the best of our knowledge, the effectiveness of this method has never been
investigated rigorously in this context. Our model is based on the concept of
the mix zone. This concept was first introduced in [2], but again, to the best
of our knowledge, it has not been used in the context of vehicular networks
so far. We characterize the tracking strategy of the adversary in the mix zone
model, and we introduce a metric to quantify the level of privacy provided
by the mix zone.

– We report on the results of an extensive simulation where we used our model
to determine the level of privacy achieved in realistic scenarios. In particular,
in our simulation, we used a rather complex road map, generated traffic with
realistic parameters, and varied the strength of the adversary by varying the
number of her monitoring points. As expected, our simulation results confirm
that the level of privacy decreases as the strength of the adversary increases.
However, in addition to this, our simulation results provide detailed infor-
mation about the relationship between the strength of the adversary and the
level of privacy achieved by changing pseudonyms.
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The organization of the paper is the following: In Section 2, we introduce the
mix zone model, we define the behavior of the adversary in this model, and we
introduce our privacy metric. In Section 3, we describe our simulation setting
and the simulation results. Finally, we report on some related work in Section 4,
and conclude the paper in Section 5.

2 Model

2.1 The Concept of the Mix Zone

We consider a continuous part of a road network, such as a whole city or a district
of a city. We assume that the adversary installed some radio receivers at certain
points of the road network with which she can eavesdrop the communications
of the vehicles, including their heart beat messages, in a limited range. On the
other hand, outside the range of her radio receivers, the adversary cannot hear
the communications of the vehicles.

Thus, we divide the road network into two distinct regions: the observed zone
and the unobserved zone. Physically, these zones may be scattered, possibly
consisting of many observing spots and a large unobserved area, but logically,
the scattered observing spots can be considered together as a single observed
zone. This is illustrated in Part (a) of Figure 1.
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spots

mix zone

1

2 3

4

56

observed zone

ports

Fig. 1. Part (a) illustrates how a road network is divided into an observed and an
unobserved zone in our model. In the figure, the observed zone is grey, and the unob-
served zone is white. The unobserved zone functions as a mix zone, because the vehicles
change pseudonyms and mix within this zone making it difficult for the adversary to
track them. Part (b) illustrates how the road network on the left can be abstracted as
single mix zone with six ports.

Note that the vehicles do not know where the adversary installed her radio re-
ceivers, or in other words, when they are in the observed zone. For this reason, we
assume that the vehicles continuously change their pseudonyms1. In this paper,
1 Otherwise, if the vehicles knew when they are in the unobserved zone, then it would
be sufficient to change their pseudonyms only once while they are in the unobserved
zone.
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we abstract away the frequency of the pseudonym changes, and we simply as-
sume that it is high enough so that every vehicle surely changes pseudonym while
in the unobserved zone. We intend to relax this assumption in our future work.

Since the vehicles change pseudonyms while in the unobserved zone, that zone
functions as a mix zone for vehicles (see Part (b) of Figure 1 for illustration).
A mix zone [2,3] is similar to a mix node of a mix network [6], which changes
the encoding and the order of messages in order to make it difficult for the
adversary to link message senders and message receivers. In our case, the mix
zone makes it difficult for the adversary to link the vehicles that emerge from the
mix zone to those that entered it earlier. Thus, the mix zones makes it difficult
to track vehicles. On the other hand, based on the observation that we made in
the Introduction, we assume that the adversary can track the physical location
of the vehicles while they are in the observed zone, despite the fact that they
may change pseudonyms in that zone too.

Since the vehicles move on roads, they cannot cross the border between the
mix zone and the observed zone at any arbitrary point. Instead, the vehicles
cross the border where the roads cross it. We model this by assuming that the
mix zone has ports, and the vehicles can enter and exit the mix zone only via
these ports. For instance, in Part (b) of Figure 1, the ports are numbered from
1 to 6.

2.2 The Model of the Mix Zone

While the adversary cannot observe the vehicles within the mix zone, we assume
that she still has some knowledge about the mix zone. This knowledge is sub-
sumed in a model that consists of a matrix Q = [qij ] of size M ×M , where M is
the number of ports of the mix zone, and M2 discrete probability density func-
tions fij(t) (1 ≤ i, j ≤ M). qij is the conditional probability of exiting the mix
zone at port j given that the entry point was port i. fij(t) describes the proba-
bility distribution of the delay when traversing the mix zone between port i and
port j. We assume that time is slotted, that is why fij(t) is a discrete function.
We note here, that it is unlikely for an attacker to achieve such a comprehensive
knowledge of the mix zone. However it is not impossible with comprehensive real
world measurements to approximate the needed probabilities and functions. In
the rest of the paper, we consider the worst case (as it is advisable in the field
of security), the attacker knows the model of the mix zone.

2.3 The Operation of the Adversary

The adversary knows the model of the mix zone and she observes events, where
an event is a pair consisting of a port (port number) and a time stamp (time
slot number). There are entering events and exiting events corresponding to
vehicles entering and exiting the mix zone, respectively. Naturally, an entering
event consists of the port where the vehicle entered the mix zone, and the time
when this happened. Similarly, an exiting event consists of the port where the
vehicle left the mix zone, and the time when this happened.
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The general objective of the adversary is to relate exiting events to entering
events. More specifically, in our model, the adversary picks a vehicle v in the ob-
served zone and tracks its movement until it enters the mix zone. In the following,
we denote the port at which v entered the mix zone by s. Then, the adversary
observes the exiting events for a time T such that the probability that v leaves
the mix zone before T is close to 1 (i.e., Pr{tout < T } = 1− ε, where ε is a small
number, typically, in the range of 0.005 − 0.01, and tout is the random variable
denoting the time at which the selected vehicle v exits the mix zone). For each
exiting vehicle v′, the adversary determines the probability that v′ is the same
as v. For this purpose, she uses her observations and the model of the mix zone.
Finally, she decides which exiting vehicle corresponds to the selected vehicle v.

The decision algorithm used by the adversary is intuitive and straightforward:
The adversary knows that the selected vehicle v entered the mix zone at port s
and in timeslot 0. For each exiting event k = (j, t) that the adversary observes
afterwards, she can compute the probability pjt that k corresponds to the se-
lected vehicle as pjt = qsjfsj(t) (i.e., the probability that v chooses port j as its
exit port given that it entered the mix zone at port s multiplied by the proba-
bility that it covers the distance between ports s and j in time t). The adversary
decides for the vehicle for which pjt is maximal. The adversary is successful if
the decided vehicle is indeed v.

Indeed, the above described decision algorithm realized the Bayesian decision
(see the Appendix for more details). The importance of this fact is that the
Bayesian decision minimizes the error probability, thus, it is in some sense the
ideal decision algorithm for the adversary.

2.4 The Level of Privacy Provided by the Mix Zone

There are various metrics to quantify the level of privacy provided by the mix
zone (and the fact that the vehicles continuously change pseudonyms). A natural
metric in our model is the success probability of the adversary when making her
decision as described above. If the success probability is large, then the mix
zone and changing pseudonyms are ineffective. On the other hand, if the success
probability of the adversary is small, then tracking is difficult and the system
ensures location privacy.

We note that the level of privacy is often measured using the anonymity set
size as the metric [5], however, in our case, this approach cannot be used. The
problem is that as described above, with probability ε, the selected vehicle v is
not in the set V of vehicles exiting the mix zone during the experiment of the
adversary, and therefore, by definition, V cannot be the anonymity set for v.
Although, the size of V could be used as a lower bound on the real anonymity
set size, there is another problem with the anonymity set size as privacy metric.
Namely, it is a an appropriate privacy metric only if each member of the set
is equally likely to be the target of the observation, however, as we will see in
Section 3, this is not the case in our model.

Obviously, the success probability of the adversary is very difficult to de-
termine analytically due to the complexity of our model. Therefor, we ran
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simulations to determine its empirical value in realistic situations. The simu-
lation setting and parameters, as well as the simulation results are described in
the next section.

3 Simulations

The purpose of the simulation was to get an estimation of the success proba-
bility of the attacker in realistic scenarios. In this section, we first describe our
simulation settings, and then, we present the simulation results.

3.1 Simulation Settings

The simulation was carried out in three main phases. In the first phase, we gener-
ated a realistic map, where the vehicles moved during the simulation. This map
was generated by MOVE [15], a tool that allows the user to quickly generate re-
alistic mobility models for vehicular network simulations. Our map is illustrated
in Figure 2. In fact, it is a simplified map of Budapest, the capital of Hun-
gary, and it contains the main roads of the city . We believe that despite of the
simplifications, this map is still complex enough to get realistic traffic scenarios.

The second phase of the simulation was to generate the movement of the vehi-
cles on the generated map. This was done by SUMO [24], which is an open source
micro-traffic simulator, developed by the Center for Applied Informatics (ZAIK)
and the Institute of Transport Research at the German Aerospace Center. SUMO
dumps the state of the simulation in every time step into files. This state dump
contains the location and the velocity of every vehicle during the simulation.

In the third phase of the simulation, we processed the state dump generated by
SUMO, and simulated the adversary. This part of the simulation was written in
Perl, because Perl scripts can easily process the XML files generated by SUMO.
Note that for the purpose of repeatability, we made the source code available
on-line at http://www.crysys.hu/∼holczer/ESAS07.

We implemented the adversary as follows. First, we defined the observation
spots (position and radius) of the adversary in a configuration file. Then, we let
the adversary build her model of the mix zone (i.e., the complement of its obser-
vation spots) by allowing her to track the vehicles as if they do not change their
pseudonyms. In effect, the adversary’s knowledge is represented by a set of two
dimensional tables. Each table K(i) corresponds to a port i of the mix zone, and
contains empirical probabilities. More specifically, the entry K

(i)
jt of table K(i) con-

tains the empirical probability that a vehicle exits the mix zone at port j in time
t given that it entered the mix zone at port i at time 0. The size of the tables is
M ×T , where M is the number of the ports of the mix zone and T is the duration
of the learning procedure defined as the time until which every observed vehicle
left the mix zone. Once the adversary’s knowledge is built, she could use that for
making decisions as described above in Section 2. We executed several simulation
runs in order to get an estimation for the success probability of the adversary.

We made experiments with adversaries of different strength, where the
strength of the adversary depends on the number of her eavesdropping receivers.
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Fig. 2. Simplified map of Budapest generated for the simulation

In the simulations, all receivers were deployed in the middle of the junctions of
the roads. The eavesdropping radius of the receivers was set to 50 meter. The
number of the receivers varied between 5 and 59 with a step size of 5 (note that
the map contains 59 junctions). Always the junctions with the highest traffic
was chosen as the observation spots of the adversary (for instance, when the
adversary had ten receivers, we chose the first ten junctions with the largest
traffic).

In addition to the strength of the adversary, we varied the intensity of the
traffic. More specifically, we simulated three types of traffic: low, medium, and
high. Low traffic means that in each time step 250 vehicles are emitted into the
traffic flow, medium traffic is defined as 500 vehicles are emitted into the flow,
and in case of high traffic 750 vehicles are emitted.

For each simulation setting (strength of the adversary and intensity of the
road traffic) we ran 100 simulations.

3.2 Simulation Results

Figure 3 contains the resulting success probabilities of the adversary as a function
of her strength. The different curves belong to different traffic intensities. The
results are quite intuitive: we can conclude that the stronger the adversary, the
higher her success probability. Note, however, that from above a given strength,
the success probability saturates at about 60 %. Higher success probabilities
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Fig. 3. Success probabilities of the adversary as a function of her strength. The three
curves represent three different scenarios (the darker the line, the more intensive the
traffic).
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Fig. 4. The dark bars show how the size of the set V of the vehicles that exit the mix
zone during the observation period varies with the strength of the adversary. The three
sub-figures are related to the three different traffic situations (low traffic – left, medium
traffic – middle, high traffic – right). The light bars illustrate the effective size of V .
As we can see, the effective size is much smaller than the real size, which means that
distribution corresponding to the members of V is highly non-uniform.

can not be achieved, because the order of the vehicles may change between
junctions without the adversary being capable of tracking that. Note also that
the saturation point is reached with the control of only the half of the junctions.
The intensity of the traffic is much less important parameter, than the strength
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of the attacker. The success probability of the attacker is nearly independent
from the intensity of the traffic above a given attacker strength..

The dark bars in Figure 4 show how the size of the set V of the vehicles that
exit the mix zone during the observation period and from which the adversary
has to decide to the selected vehicle varies with the strength of the adversary.
The three sub-figures are related to the three different traffic situations (low
traffic – left, medium traffic – middle, high traffic – right). While the size of V
seems to be large (which seemingly makes the adversary’s decision difficult), it
is also interesting to examine how uniform this set V is in terms of the prob-
abilities assigned to the vehicles in V . Recall that the adversary computes a
probability pjt for each vehicle v′ in V , which is the probability of v′ = v. These
probabilities can be normalized to obtain a distribution, and the entropy of this
distribution can be computed. From this entropy, we computed the effective size
of V (i.e., the size to which V can be compressed due to the non-uniformity of
the distribution over its members), and the light bars in the figure illustrate the
obtained values. As we can see, the effective size of V is much smaller than its
real size, which means that distribution corresponding to the members of V is
highly non-uniform. This is the reason why the adversary can be successful.

4 Related Work

The privacy of VANET’s is a recent topic. Many author addressed the whole
problem in some papers (for example in [9,14,18,19]). The problem of providing
location privacy for VANET’s is categorised in [10], into classes. The difference
between the classes is the goal and the strength of the attacker. In [7], Choy,
Jakobsson and Wetzel investigates how to obtain a balance between privacy and
audit requirements in vehicular networks using only symmetric primitives.

Many privacy preserving techniques are suggested for on-line transactions (for
example in [5,11]). Mainly they are based on mix networks [16,20], which was
basically proposed by Chaum in 1981 [6]. A single mix collect messages mixes
them and send them towards their destination. A mix networks consits of single
mixes, which are linked together. In a mix network, some misbehaving mixes
can not break the anonimity of the senders/receivers.

An evident extension of mix networks to the off-line world is the the mix
zones, proposed by Beresford et al. in [2,3]. A mix zone is a place where the
users of the network are mixed, thus after leaving the mix zone, they can not be
distinguished from each other.

The problem of providing location privacy in wireless communication is well
studied by Hu and Wang in [12]. They built a transaction-based wireless com-
munication system in which transactions are unlinkable, and give a detailed
simulation results. Their solution can provide location privacy for real-time ap-
plications as well.

To qualify the operation of the mix zones, the offered anonomity must be
measured. The first metric was proposed by Chaum [5], was the size of the
anonimity set. It is good metric only if any user leaving the mix zone is the
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target with the same probability. If the probabilities are different, then entropy
based metric should be used. Entropy based metrics were suggested by Dı́az et.
al [8] and Serjantov et al. [23] at the same time.

For the best of our knowledge, the most relevant paper to this work is done by
Sampigethaya et al. in [21]. In the paper, they study the problem of providing
location privacy in VANET in the presence of a global adversary. A location pri-
vacy scheme called CARAVAN is also proposed. The main idea of the scheme is
that random silent period [13] are used in the communication to avoid continous
traceability. The solution is evaluated only in freeway model and in randomly
generated manhattan street model.

The change of pseudonyms may also have a detrimental effect, especially on
the efficiency of routing and the packet loss ratio. In [22], Schoch et al. inves-
tigated this problem and proposed a some approaches that can guide system
designers to achieve both a given level of privacy protection as well a reasonable
level of performance.

5 Conclusion and Future Work

In this paper, we studied the effectiveness of changing pseudonyms to provide
location privacy for vehicles in vehicular networks. The approach of changing
pseudonyms to make location tracking more difficult was proposed in prior work,
but its effectiveness has not been investigated yet. In order to address this prob-
lem, we defined a model based on the concept of the mix zone. We assumed that
the adversary has some knowledge about the mix zone, and based on this knowl-
edge, she tries to relate the vehicles that exit the mix zone to those that entered
it earlier. We also introduced a metric to quantify the level of privacy enjoyed
by the vehicles in this model. In addition, we performed extensive simulations
to study the behavior of our model in realistic scenarios. In particular, in our
simulation, we used a rather complex road map, generated traffic with realistic
parameters, and varied the strength of the adversary by varying the number
of her monitoring points. Our simulation results provided detailed information
about the relationship between the strength of the adversary and the level of
privacy achieved by changing pseudonyms.

In this paper, we abstracted away the frequency with which the pseudonyms
are changed, and we simply assumed that this frequency is high enough so that
every vehicle surely changes pseudonym while in the mix zone. In our future
work, we intend to relax this simplifying assumption, and we want to study
how the level of privacy depends on the frequency of the pseudonym changes.
It seems that changing the pseudonyms frequently has some advantages as fre-
quent changes increase the probability that the pseudonym is changed in the mix
zone. On the other hand, the higher the frequency, the larger the cost that the
pseudonym changing mechanism induces on the system in terms of management
of cryptographic material (keys and certificates related to the pseudonyms). In
addition, if for a given frequency, the probability of changing pseudonym in the
mix zone is already close to 1, then there is no sense to increase the frequency
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further as it will no longer increase the level of privacy, while it will still increase
the cost. Hence, there seems to be an optimal value for the frequency of the
pseudonym change. Unfortunately, this optimal value depends on the character-
istics of the mix zone, which is ultimately determined by the observing zone of
the adversary, which is not known to the system designer. In our future work,
we want to characterize this dependence in more details.
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A Appendix

In this appendix, we show that the decision algorithm of the adversary described
in Subsection 2.3 realizes a Bayesian decision. We use the following notations:

– k is an index of a vector. Every port-timeslot pair can be mapped to such an
index and k can be mapped back to a port-timeslot pair. Therefore indices
and port-timeslot pairs are interchangeable, and in the following discussion,
we always use the one which makes the presentation simpler.

– k ∈ 1 . . .M · T , where M is the number of ports, and T is the length of the
attack measured in timeslots.

– C = [ck] is a vector, where ck is the number of cars leaving the mix zone at
k during the attack.

– N is the number of cars leaving the mix zone before timeslot T (i.e., N =
∑MT

k=1 ck).
– ps(k) is the probability of the event that the target vehicle leaves the mix

zone at k (port and time) conditioned on the event that it enters the zone
at port s at time 0. The attacker exactly knows which port is s. Probability
ps(k) can be computed as: ps(k) = qsjfsj(t), where port j and timeslot t
correspond to index k.
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– p(k) is the probability of the event that a vehicle leaves the mix zone at k
(port and time). This distribution can be calculated from the input distri-
bution and the transition probabilities: p(k) =

∑M
s=1 ps(k).

– Pr(k|C) is the conditional probability that the target vehicle left the mix
zone at time and port defined by k, given that the attacker’s observation is
C.

We want to determine for which k probability Pr(k|C) is maximal. Let us
denote this k with k∗. The probability Pr(k|C) can be rewritten, using the
Bayes rule:

Pr(k|C) =
Pr(C|k)ps(k)

Pr(C)

Then k∗ can be computed as:

k∗ = argmax
k

Pr(C|k)ps(k)
Pr(C)

= arg max
k

Pr(C|k)ps(k)

Pr(C|k) has a polynomial distribution with a condition that at least one
vehicle (the target of the attacker) must leave the mix zone at k:

Pr(C|k) =
N !

c1! . . . ck−1!(ck − 1)!ck+1! . . . cMT !
p(k)ck−1

MT
∏

j=1,j �=k

p(j)cj

Pr(C|k) can be multiplied and divided by pk

ck
to simplify the equation:

Pr(C|k) =
ck

pk

⎛

⎝

N !
c1! . . . cMT !

MT
∏

j=1

p(j)cj

⎞

⎠

where the bracketed part is a constant, which does not have any effect on the
maximization, thus it can be omitted.

k∗ = argmax
k

ck

pk
ps(k) = argmax

k

ck

pkN
ps(k) = arg max

k

p̂k

pk
ps(k)

where p̂k is the empirical distribution of k (i.e., p̂k = ck/N). If the number of
vehicles in the mix zone is large enough, then p̂k

pk
≈ 1. Thus correctness of the

intuitive algorithm described in Subsection 2.3 holds:

k∗ = argmax
k

ps(k)

This means that if many vehicles are travelling in the mix zone, then the
attacker must choose the vehicle with the highest ps(k) probability.
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Abstract. Wireless sensor networks have been proposed for various ap-
plications, such as environmental monitoring and tactical military appli-
cations. For most of these applications sensors, scattered across a large
physical area, organize themselves into a network that forwards data
back to a central sink. Sensors are typically assumed to be severely con-
strained with respect to energy consumption, computational power and
communication capabilities (especially the data rate and range of the
transmitter). Data-centric networking, where forwarding nodes aggre-
gate or filter data en-route to the central sink, have been proposed to
reduce the amount of data transported in the network and conserve en-
ergy. This means that data-centric networks are significantly different
from traditional end-to-end networks, because data are altered on every
hop from the source to the sink.
Traditional end-to-end integrity mechanisms ensure that data cannot

be modified on the way from the source to the destination. In data-centric
networking, however, data is supposed to be altered on every hop from
the source to the sink, so new integrity mechanisms must be investigated.
In this paper we propose a new “end-by-hop” data integrity service that
supports aggregation or filtering in data-centric networks. We also de-
scribe a mechanism that could be used to provide this service and provide
an initial analysis of the efficiency and security of the mechanism pro-
posed. One of the desirable properties of the proposed mechanism is that
it allows the system architect to trade-off the computational load on the
sensor nodes against a higher computational load at the sink, which we
assume does not have the same severe resource limitations as the sensor
nodes.

Keywords: data-integrity service, data-fusion security, end-by-hop se-
curity.

1 Introduction

Wireless sensor networks have been proposed for various applications, amongst
others: environmental monitoring (air quality, radiation, presence or concentra-
tion of particular gasses, hours of sunshine in a location used by farmers or tourism
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agencies, etc.) and tactical military applications. The integration of recent techno-
logical advances in micro-processors, micro-electro-mechanical systems (MEMS)
and wireless communications has ostensibly made it both technologically and eco-
nomically possible to monitor a large physical area by scattering a high number of
relatively cheap sensor nodes over the area, e.g., dropping them from a low flying
airplane. In order to achieve the best coverage of the area at the lowest possible
cost, sensor nodes have severe constraints on computational power; communica-
tion bandwidth and range; and energy consumption. Directed diffusion [1], data
aggregation [2,3] and data-centric networking [4,5,6] have been proposed to ad-
dress energy conservation and other problems in severely resource constrained sen-
sor networks, especially where the bandwidth available between nodes is very lim-
ited. Although security has been identified as an important problem in sensor net-
works, current proposals are inappropriate for severely resource-constrained net-
works. Moreover, it can be shown that many data aggregation functions have poor
resilience against faulty data from the senor nodes [7], which makes it important
to develop appropriate integrity solutions for data-centric networks.

Data-centric networks are generally organized around a sink node, which ag-
gregates the input from the individual sensors and communicates it to the outside
world. By imposing an overlay network on the sensor network, e.g., a spanning
tree routed in the sink node, intermediate nodes can apply inline aggregation
or en-route filtering to significantly reduce the amount of communication in the
network and thereby reduce resource consumption by the sensor nodes. It is im-
portant to note that, although sensor nodes are assumed to be severely resource
constrained, quite complex aggregation or filtering functions may be applied to
reduce data communication, because the cost of transmitting data is often orders
of magnitude higher than the cost of processing data, i.e., “the cost of running
the radio is normally significantly higher than the cost of running the CPU.”

Queries for sensor data will be propagated through the network from the
sink node, which will also typically collect the final (aggregated) values from its
direct neighbours and return it to the outside world. We assume that there is
only one such sink node1 and that this node does not have the same resource
limitations on power, computation and storage as the other nodes (sensors) in
the data-centric network; otherwise we assign the role of sink node to the first
unconstrained host outside the data-centric network.

The following scenario describes one example of this type of networking, which
will be used throughout this paper. Assume that we have a sensor network where
the sink node s0, asks for the average temperature from its direct neighbour, s1.
Node s1 then forwards that request to all the other nodes it knows about directly
(its peers/children). Each of those answer and then s1 averages out the answers
and gives that to s0. (The children of s1 have done the same of course.) Our
problem is how to get some confidence in the integrity of the final answer.

Figure 1 shows the topology of an example like that described above, where
s0 sends the initial query to s1, which forwards it to s2 and s3, etc.

1 If more than one potential sink node exists, an election process can select a single
root.
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s0 - s1 - s2 - s4
| |
s3 s5

Fig. 1. Data-centric networking example topology

The difficulties in meeting our integrity goal using current mechanisms
include:

– Names or addresses are only visible for immediate peers; the other sensor
nodes involved in the calculation are not seen by the originator of the query.
This increases the difficultly of cryptographic key management.

– The response data (the average temperature) is changing at each node, which
makes it difficult to see how standard cryptographic mechanisms, like digital
signatures or MACs, may apply in this context.

The “traditional” method of getting end-to-end integrity in this context would
have to be along the lines of:

– Each node includes a signature over the inputs to generating its response,
i.e. inputs from neighbours and the query received from the sink.

– All signatures are added to the responses, plus the bits needed to reconstruct
(possibly partially guessing) the inputs to signing (might not include all bits
of measures, just low order bits).

Clearly such a scheme uses far too much bandwidth entirely defeating the
purpose of data-centric networking. We therefore need to develop new integrity
mechanisms for data-centric networks, which allow inline aggregation of both
data and security fields.

The remainder of the paper is organized as follows: Section 2 presents our
proposed integrity service for data-centric networks. Section 3 presents a set of
mechanisms that implement the service. The proposed service is evaluated in
Section 4. We survey related work in Section 5. An outline for future work is
presented in Section 6 and Section 7 presents our conclusions.

2 The End-by-Hop Data Integrity Service

In the following we describe a new security service we call end-by-hop data
integrity, which provides end-to-end integrity while modifying data at every
hop. We start by describing the general architecture. This is followed by a pre-
sentation of our threat model, which examines possible attacks and identifies the
attacks that our solution is designed to prevent.

As outlined above, we assume that sensor nodes respond to a query from
an originator located outside the sensor network. As inline aggregation of data
means that data will be modified on every hop within the sensor network, the
originator needs the ability to verify that the aggregated result from the sen-
sor network is an actual response to the query. This means that the originator
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should be able to verify that the query has not been altered on the way to the
sensor nodes, e.g., that a query for an average temperature from a specific set of
sensor nodes has not been changed to a query for a maximum temperature. The
originator should also be able to verify that only data from the queried nodes
have been included in the aggregated result and also which of the queried nodes,
if any, have failed to respond. Finally, the originator should be able to verify
that the requested aggregation function has been applied fairly by all nodes on
the routes from the queried sensor nodes to the sink.

The end-by-hop data integrity mechanism therefore consists of two “sub”-
services, end-by-hop query integrity and end-by-hop response integrity,
defined below:

– Query integrity is a service that allows the originator to verify (maybe offline)
that the query was unaltered in each step, and that all responses came from
members of a configured set of nodes.

– Response integrity is a service where the originator can verify (again possibly
offline) that the response generation function was applied fairly at each node.

In order to limit the communications overheadof providing these services,we re-
quire that both services be provided solely via the addition of (nearly) fixed length
security fields to each message. The service should be efficient and secure against
various spoofing and data modification attacks. However, since the definition of
end-by-hop security is (as far as we know) quite new, one cannot expect a full secu-
rity analysis at this stage. In consequence, one should be careful applying the ideas
presented here in real applications until such further analysis is carried out.

In passing we note the following non-goals, which could fairly reasonably have
been included as goals, but which we chose to omit for the present: we do not
care about the partial order of the responses and we do not require that some
nodes are definitely used in the calculation, though we can check which were
used, but only after the fact.

3 End-by-Hop Integrity Mechanism

There are two ways that an attacker may manipulate communications in order
to successfully violate the integrity of the answer generated by the network:
either by changing the query, so that sensors reply to the wrong question or by
changing (some of) the replies generated by sensors in the network. We address
each of these problems separately in the following.

3.1 Query Integrity

We first demonstrate how to provide basic query integrity, i.e., ensuring that the
query is presented properly to each sensor. This mechanism has relatively low
computational and communication overhead in the sensor network, but requires
some computation on the originating node (s0). We then discuss an improvement
to this mechanism, which reduces the computation required on the originating
node at the cost of higher communication overhead. Both of these mechanisms
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allow the originating node to detect whether a malicious node has changed the
query, e.g., changing the query for the average temperature to a query for the
maximum temperature in an attempt to corrupt the responses from all nodes
“after” the malicious node.

Basic Query Integrity. Each sensor is given a Diffie-Hellman (D-H) [8] value
(possibly with the public values in an X.509 certificate2 [9]). Storing these public
values in a certificate that should be available to s0 prevents the man-in-the-
middle attack normally associated with the Diffie-Hellman key exchange – a
potential man-in-the-middle will be unable to impersonate the sensor nodes,
but he will still be able to impersonate s0, i.e., to query the sensor network
for himself. All of the D-H parameters should be the same for the entire set of
sensors; otherwise we would require too much bandwidth.

The query message sent from s0 should contain the query string (e.g. “average
temperature” or equivalent) and a nonce. We represent (the encoding of) both
of these as q. The query message should also contain the public D-H value (gx)
from s0. The nonce is used because there are probably very few queries so cut-
and-paste attacks would be a problem. One also might want to whiten q (e.g.,
using something like OAEP [10]) to remove structure from the values.

When a node receives a query message containing q and gx it forwards the
unmodified query, including both of these fields, to all of its peer/child nodes.
When the node has gotten all the answers (or timed out, which we treat as if
that child did not exist), then it calculates its own response message.

Each response message contains a “Query integrity field” (QuIF) which is
calculated as follows:

First, the node calculates the D-H shared secret, KK, (shared with s0) using
gx (provided in the query) and the node’s own D-H secret. So, KK = KDF(gxy)
where y is this node’s D-H secret and KDF is some key derivation function. This
allows the node to calculate the QuIF for its response as follows:

QuIF = qf(KK) ·
∏

child

(QuIFchild) mod p (where p is the D-H prime) .

If a node has no peers/children then clearly the QuIF is simply:

QuIF = qf(KK) mod p .

The function f() above is required for good cryptographic hygiene, given that we
will also want the KK in order to provide response integrity, but f(KK) must also
be as long as p and f(KK) values should be evenly distributed modulo p − 1, so
simply hashing is not sufficient (as the eventual sum of the f(KK)’s may be more
easily guessable). One might use a pesudo-random function (PRF) like KDF2 [11].

If all nodes are honest, then the QuIF in the final response message will be
some power of q, say QuIFfinal= qF , where F is the sum of the f(KK) values
which were used at the various nodes.
2 In an implementation the information in these certificates (e.g. via some location
based naming scheme) could also assist the verifier in more efficiently identifying the
nodes that would be potentially involved in answering the query.
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Our sink node s0 can now validate this since it knows all of the KK values,
given that all of the other sensors’ public D-H values are in their certificates (and
assuming s0 has access to all those certificates). If the validation is successful
then all sensors have replied to the unmodified request.

But to validate qF node s0 has to search among the all the possible sums of
the f(KK) which can be quite a large calculation.

If the entire sensor population numbers n, and k sensors were involved in
responding to a given query then s0 will have to search a space of size nCk [12].
However, given that in general s0 does not know how many nodes were actu-
ally involved in the calculation3 a bigger space needs to be searched (roughly,
∑

k=1..e(nCk) where e is the maximum number of sensors expected to be involved
in processing a query).

If k is small and n is not too large then this should be feasible. For example,
with n = 100 and k = 5, there are “only” 75,287,520 possible combinations. If
somewhere between 2 and 5 nodes can be involved in processing the query then
there are 79,375,395 combinations possible. While this may seem very large, it
only represents searching less than a 28-bit space. If between 2 and 10 nodes
might take part in the calculation, then we are dealing with an approximately
42-bit search space which represents quite a computational load!

Improved Query Integrity. There is another trade-off we can make between
the computational load on s0 and the number of bits transmitted, basically, we
assign an index to each node and then include a field which indicates the in-
dices of the nodes which took part in the query response. Clearly, we cannot
have a unique index for each node since that would not scale so we allow for
index collisions, which is how we get a trade-off between bits transmitted and
the computational load on s0.

We define an INDEX() function where INDEX(KK) could be Hash(KK) mod-
ulo A and we add a new A bit field (ANS) to our responses – each node that
contributes to the QuIF sets its respective index bit, i.e. INDEX(KK) in the ANS
field. S0 then has to manage collisions but has a reduced search space, depending
on the size of ANS and the number of nodes. This affects the complexity of s0’s
search as follows, if I bits of the ANS field are set, then s0 has to check whether
each of the nodes which are of index I have contributed to the calculation of
the QuIF. If we assume that the INDEX() function uniformly distributes indices
amongst the nodes, and that the ANS field is A bits wide, and that there are
n nodes as before then each index bit represents n/A nodes on average. With I
bits set this means that up to n · I/A nodes may have contributed to the QuIF,
so the search space, again if we expect a maximum of e nodes to contribute is:
∑

k=1..e((n·I/A)Ck). With a 32-bit ANS field, of which say 7 bits are set, then
our previously 45-bit search space is reduced to a 23-bit space.

Clearly, however there is a relationship between I, A and e – once e is more
than the square-root of A, then the birthday paradox implies that collision

3 This can clearly be improved upon if, as is likely, the query and response messages
include some “TTL” or “hop count” field.
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Fig. 2. Exponential increase in workload on s0 (see text for details)

probabilities will increase. In fact, we can estimate that I = g(A, k), where
the function g(A, e) can be approximated by g(A, e) = e − e/

√
A.

Figure 2 shows how the search space (SS) for s0 [z-axis in bits] scales with
increasing numbers of nodes (n =100,1000,10000) and expected answering-nodes
(e =10,30, 50,70,90) [interspersed on the y-axis], for the cases where exactly e
nodes answer, where between 2 and e nodes answer but without an ANS field,
and the same but with 32 and 64 bit ANS fields. As can be seen, while the ANS
field does extend the range of applicability of our scheme, the worst-case load
on s0 is still increasing exponentially.

However, s0 can pre-calculate a table of potential F values, and, more impor-
tantly, it can re-use its knowledge once the very first query response has been
successfully verified. Even if some nodes (e.g., s5 in the example) eventually die,
then the processing at s0 is simplified for subsequent responses, because checking
for the addition or subtraction of one or two nodes is simple.

3.2 Response Integrity

Having defined a mechanism for query integrity; we wish to extend this mecha-
nism to ensure integrity on the averaged measurements.

We start by defining a “throttling” function, T , which can be applied to
measurements to reduce the range of values so that they’re more easily searchable
(e.g., round() might be a good throttling function for a temperature application).
The function to use depends on s0’s willingness to do more work in order to get
more accurate integrity checking on the measurements.

Further, say that the min and max temperature values seen by sensors are
also included in messages (good practice anyway)4.
4 We ignore the handling of outliers which are not used in the averaging process for
now – one could imagine that the throttling function might treat outliers as a special
case which could then be handled at s0.
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Each node calculates the value of HMAC(g(KK), T (t))5 and XOR’s that into
a second security field (which we call MEASMAC). MEASMAC is a cumulative
(XORing) cryptographic checksum from all previous responses.

When s0 gets the final response, and does the QuIF processing, it discov-
ers the KK’s that were used but not their ordering, though that’s fine, since
we’re combining using XOR which is order insensitive. Given the KK’s, and the
min/max it is therefore possible to search the space of throttled measures and
their corresponding HMAC’s and thus to verify the final measure, at least to
within some level of accuracy determined by the throttling function.

Verifying response integrity, given the set of KK’s, (of which there are k),
requires searching between min and max, with granularity G (i.e., TR = (max−
min)/G values, where TR is for throttle range), and checking for each trial
HMAC value, whether it, combined with the other k − 1 trial values generates
the final MEASMAC.

This means that we have k sets of trials each of size TR from which we must
select a combination, in other words our worst case involves searching a kTR sized
space. The point is that this calculation is mainly dependent on the value of TR
which must therefore be kept small, via the definition of a suitable throttling
function. In a temperature application the min and max are unlikely to differ by
much however, so TR will be small in any case.

In our example with 5 nodes used and temperature ranges between 18 and 26
degrees centigrade with a granularity of 1 degree, then we have, TR=8 and our
worst-case search takes 390,625 trials.

Once we have identified the T (t) values which were used in the MEASMAC
calculation, then we also need to check that the claimed average temperature fits
with this. If k nodes were involved in processing the query, and the throttling
function involves rounding with a granularity of G, the test passes if the claimed
average (CA) is within (TA−G/2, TA+G/2), where TA is the throttled average,
which is the average calculated based on the KK’s and throttled values which
led to a correct MEASMAC check.

The security of the response integrity mechanism depends on the fact that
nodes cannot “un-mix” each other’s MEASMAC values. However, the min and
max values are not currently protected so in applications where they are not
obvious from context this may allow for some attacks.

In the above, we have assumed that responses are returned along the re-
verse of the path the query took. We could extend the mechanism so that
the set of KK’s is derived directly from the MEASMAC, which though more
work is still do-able for small values, e.g., with TR= 8, N = 100, and k
somewhere between 2 and 10, and 7 bits of the 32-bit ANS field set, this is a
roughly 29 bit search space (the complexity becoming roughly

∑

k=1..e((n·I/A)Ck ·
kTR).

5 HMAC [13] is the well known secret key based data integrity function. The g()
function here is applied for similar reasons to the earlier f() function and could also
use the KDF2 function [11], perhaps with a different hash function from f(). t is the
measured temperature.
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4 Evaluation

In this section we present an evaluation of the proposed scheme from the security
perspective.

4.1 Threat Model

There are essentially three ways that an attacker may try to control the output
of a sensor network: she may try to control the environment, e.g., by artificially
heating a temperature sensor; she may try to control the communication between
the sink and the sensor nodes, e.g., by adding false nodes to the network; or she
may try to control the sensor node itself, e.g., by capturing it, reverse engineering
and extracting any key material that may allow her to spoof messages from this
node. The integrity service proposed in this paper focuses on the second of these,
i.e., protecting the integrity of communication in the data-centric sensor network.

The only way an attacker can interfere with communication in the network,
without taking over any individual node, is by jamming all communication or by
inserting additional nodes that fabricate, modify or delete messages exchanged
between legitimate nodes in the network. Our mechanism must therefore ensure
that input returned to the sink corresponds to the query, so that an intermediate
node cannot modify the query in order to corrupt the result, e.g., modifying the
query for an average temperature to the maximum temperature will change the
result returned by the sub-tree and may significantly skew the result. Moreover,
the mechanism must ensure that data incorporated into the aggregated result
is not modified and that it originates from legitimate sensor nodes (to prevent
fabrication).

Finally, although it may be something we would desire, with the current scheme,
we cannot prevent an attacker who controls the environment or a dishonest node
from skewing the calculation by ignoring some children and/or by not applying the
aggregation function fairly. Whether this is a serious vulnerability or not would
depend on the application environment. We can however, sometimes detect some
such “attacks” though we probably cannot distinguish their occurrence from net-
work failures. Similarly we cannot prevent an attacker who controls the network
from deleting messages or partitioning the network in other ways.

4.2 Security Analysis

Given that there is a large space for qF , it should be hard for an attacker to
cause qF to validate, without presenting the real query to honest nodes.

The basic security analysis required for this mechanism is to estimate the
probability that an attacking node can generate a QuIFfinal which passes the
test, but where the KK’s found by the originator differ from those that were
used (or not used!) generating the response.

First we need the probability that a random QuIFfinal (which is < p by
definition) will pass our test. Since there are only 2n potentially valid QuIFfinal
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values6, then, so long as 2n � p, the probability of a random QuIFfinal passing
our test should be minimal.

So as currently defined, this mechanism is practically limited to cases where
there are perhaps less than one hundred nodes in the network.

Other forms of cheating via manipulation of the QuIF values in responses
would all appear to face the hurdle that the cheater cannot know the KK values,
(assuming he doesn’t know the private D-H values) and therefore is essentially
reduced to randomly perturbing QuIFfinal.

Cheating could also be attempted via manipulation of the q or gx values in
the query. However, it is hard to see how this can result in a correct set of
KK values resulting, given that we use a reasonable KDF to generate the KK’s.
(Even without the KDF, it is hard to see how this can benefit the attacker.)

So, we are, it appears, left with the original attack against which we can
do nothing – a dishonest node may ignore or not communicate with some
peers/children and/or misapply the averaging function or simply invent a mea-
surement. However, as was stated earlier, assuming the first query is processed
honestly, the verifier can detect when a previously included node is excluded
from the calculation.

5 Related Work

Security is generally regarded as a major concern in wireless sensor networks
and is attracting increasing attention [14,15,16], but most of these proposed
solutions are general security solutions that are relatively heavyweight and not
appropriate for severely resource constrained data-centric networks.

David Wagner [7] examines functions that can be used to aggregate data
from sensors that may have been compromised, i.e., where the reporting node
may be under the attackers control and attempt to skew the overall result by
reporting exaggerated sensor input values. Some aggregation functions are more
resilient to this form of attacks and the paper presents a theoretical framework
for evaluating data aggregation functions. The paper only considers aggregation
at the sink node, and not inline aggregation in the sensor network, which is
the object of our investigation. This makes a significant difference, because not
all aggregation functions are appropriate for inline aggregation. Consider, for
example, a set of 5 sensors that report each of the numbers from 1 to 5 and
wish to calculate the median, which is one of the resilient aggregation functions
proposed by Wagner. If the underlying sensor network architecture is such that
the aggregation is performed pairwise on the sorted list of sensor output, then
it is important whether the network architecture is such that the aggregation
is performed left-to-right or right-to-left (the medians are respectively 1.9375 or
4.0625,) but neither aggregation results in the correct answer which should be
3. Other, more complex, examples are easily constructed, but the above should

6 Each QuIFfinal value is a combination of some of the n different f(KK)’s, and there
are 2n possible combinations of n things.



152 S. Farrell and C.D. Jensen

be sufficient to illustrate that the underlying sensor network architecture may
have a profound impact on the result of inline data aggregation.

Ye et al. present “statistical en-route filtering” [17] as a way to use a set of
MACs to protect detection events in a sensor network. A core assumption of that
work is that there are a number of nodes which all detect the actual event and the
main goal is to detect that some subset of those nodes are generating incorrect
event information. In contrast, here we are issuing a query which we protect and
also allowing for application of a function (e.g. averaging) at each node on the
path. The key management models also differ in that Ye et al. consider that
asymmetric cryptography is too expensive for sensor nodes, whereas we consider
that limited asymmetric operations may be more efficient than distribution of
so many symmetric keys. As always, there is no clear winner in this trade-off,
since which is better depends on a large number of specific factors. However
some of the ideas from Ye could certainly be combined with our approach and
such combinations may have merit in some environments.

Boneh et al. [18,19] present an aggregate signature technique which has some
similarities to our scheme, but which is aimed at handling the case where multiple
parties digitally sign the same message. In our case, the message is potentially
being changed at each node and it is unclear whether their scheme can be easily
extended to cover this case. Moreover, verification of their aggregate signature
scheme requires access to all the original signatures, which defeats the purpose
of data-centric networking.

6 Future Work

Clearly additional security analysis is needed as is further work on how the
mechanism might be implemented in a real data-centric network. As part of
that one would have to decide some details which are currently vague (e.g., the
f() function).

The query integrity mechanism here only works since the query is passed
around the network unmodified. A more general mechanism might allow for
some modifications of the query at each stage.

Work is also needed to extend or replace the response integrity mechanism
for cases where functions unlike a simple average are used, for example, if some
“outliers” are dropped, or if only a minimum or maximum is calculated. Cases
where a sensor network simply reports on presence will also require a modified
mechanism. However, once the query integrity mechanism is used, then the orig-
inator ends up sharing a secret with each the responding node, and that should
be usable to derive the mechanism required.

We are only dealing here with a data integrity service; it is an open question
as to whether or not it is also possible to define a useful generic end-by-hop data
confidentiality service. However, we may be able to usefully extend our query
integrity mechanism to provide a kind of confidentiality for a “presence” type
application, say where the query result required is simply the number of nodes
which notice the presence of some phenomenon.
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This could work as follows, if we change the QuIF calculation so that each
node uses qf(KK) as before when it does not detect presence, but uses qf(KK)+1

when the phenomenon is present, then QuIFfinal will be qF+pres where “pres”
is the number of nodes which detected presence. This increases the work s0
has to do by about a factor of n, which for small n should be acceptable. At
first glance this appears to offer confidentiality (though without integrity ) for
such a presence application, but since we have not analysed the security of
this service, nor whether more general messages could usefully be returned with
confidentiality, we simply note the potential for future work here.

Similarly, for the average temperature application, if a result of TA (instead of
the true average) were sufficient, then one could drop the average value from the
response messages, since the MEASMAC values are sufficient to determine the
throttled measurements. Such a protocol offers a similar confidentiality service
to that described above.

End-by-hop integrity may also be of use for scenarios where unknown middle
boxes are modifying data in transit on the Internet. We have elsewhere [20]
analysed some of the security issues with “exotic” networks in a more general
context. It may be worth examining whether the mechanisms presented here
have broader applicability in other “exotic” contexts.

7 Conclusions

In this paper, we have addressed the problem of integrity in some active net-
works, in particular, sensor networks using so-called data-centric networking,
where aggregation functions or filters may be applied on every intermediate hop
between the source and the destination. Data-centric networks invalidate tradi-
tional end-to-end integrity services, so new integrity services need to be defined.
We have defined the end-by-hop integrity service, which we believe is an
interesting new security service for what is otherwise a “hard” case for current
security technologies. We have also proposed a way to provide that service which
we believe will be both practical and secure for some data-centric networks. How-
ever, given the limitations involved, we feel that it is likely that this mechanism
may be more useful as a motivation to search for better ways to provide the new
service.

The proposed integrity scheme has the following interesting properties: the
possibility to trade-off computation effort between the sensor nodes and the sink
node, the possibility to trade-off sink node computational complexity against
bits transmitted and finally the mechanism for simply combining cryptographic
values. The trade-off properties are particularly important for sensor networks,
where data from thousands of sensor nodes may be processed on a large central
server or in a computational grid application.

The proposed scheme, however, only addresses a subset of the security issues
in sensor networks and only for a subset of the types of sensor networks and it,
or equivalent schemes will have to be combined with other mechanisms in order
to for us to provide truly useful security for sensor networks.
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Abstract. The problem of secure routing in mobile ad hoc networks
is long-standing and has been extensively studied by researchers. Re-
cently, techniques of aggregating signatures have been applied to au-
thenticate on demand routing protocols in mobile ad hoc networks. In
this paper, we propose an efficient, single round multisignature scheme,
CLFSR-M, constructed using cubic (third-order) linear feedback shift reg-
ister (LFSR) sequences. The scheme, CLFSR-M is derived from a 2-party
signature scheme CLFSR-S, formed using a well-known variant of the
generalized ElGamal signature scheme. The multisignature has been en-
gineered to produce an efficient technique to authenticate route discovery
in the dynamic source routing (DSR) protocol. Our technique supports
authentication of cached routes. Delegating special functions to nodes
or assuming the existence of a trusted third party to distribute certified
public keys is not practical in mobile ad hoc networks. We consider a
fully distributed mechanism of public key distribution and present two
variations of trust policies, based on PGP, for effective management of
individual and aggregate public keys. Finally, we perform a theoretical
analysis including correctness and security of CLFSR-M and also present a
performance (computation and communication costs, storage overhead)
comparison of the proposed scheme with existing ones.

Keywords: secure routing, DSR, multisignatures, generalized El Gamal
signatures, LFSR-based PKCs, PGP, small-world graphs.

1 Introduction

Designing secure routing protocols for mobile ad hoc networks is a challenging
task. Resource constraints of nodes, limited capacity of the wireless medium,
node mobility and the cooperative, self-organized form of the network make it
difficult to transfer techniques for securing traditional wired networks to the
ad hoc networking environment. The dynamic source routing protocol (DSR) is
perhaps the most popular on-demand source routing protocol designed for multi-
hop wireless ad hoc networks [1]. DSR is simple and efficient in construction,
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offers loop-free routing guarantees and load balancing, uses only soft-state, and
is robust [1]. However, the original construction of DSR does not consider an
adversarial model of the underlying network. Thus, DSR is vulnerable to several
forms of attack by malicious nodes such as injection of bogus routing information
and formation of feedback loops by colluding adversarial nodes [2,3].

This paper focusses on the following problem: how can a source node want-
ing to find a route to a destination be assured of the authenticity of the source
route advertised in a received routing packet? We would like to guarantee this
authenticity without imposing substantial overhead on the nodes that help in
discovering routes. We propose an efficient, single round multisignature scheme
(aggregate signature on the same message) to authenticate route discovery in-
formation in DSR. A number of enhancements and optimizations have been
proposed for DSR so far; use of cached routes being one of the most significant
ones made. Our scheme also works with path caching enabled [4].

Our multisignature scheme is derived from a cubic LFSR-based 2-party sig-
nature scheme [5], which uses a well-known variant of the generalized ElGa-
mal signature scheme, EG I.4 [6]. Our scheme is efficient, requiring no prior
cooperation to construct the multisignature. The efficiency of the proposed
signature schemes can be partially attributed to the use of LFSR sequence-
based public key cryptosystems, which employ reduced representations of
finite field elements [7]. The security of LFSR-based PKCs is based on the
difficulty of solving the discrete logarithm problem in the extension field Fqn

(contains qn elements). However, all computations involving sequence terms are
performed in the base field Fq (contains q elements). This leads to substantial
savings, both in communication and computation overhead, for a desired security
level.

We first present the basic idea behind authenticating routes in DSR assum-
ing, for simplicity, all nodes have access to certified public keys of other nodes
in the route. Distributing authentic public keys among nodes in a mobile ad
hoc network to bootstrap authentication protocols is a challenging task. We dis-
cuss solutions using a trusted third party (TTP) to help in distributing certified
public keys. However, assuming the existence of a TTP is paradigmatically un-
suitable for ad hoc networks. Using the concepts of PGP [8] and previous results
of the small-world property [9] exhibited in trust graphs in self-organized sys-
tems [10,11], we relax the assumption of the TTP and formulate policies for a
fully distributed framework for individual and aggregate public key management.

The rest of the paper is organized as follows. We discuss related work in Sec-
tion 2. In Section 3.1, we describe mathematical preliminaries of PKCs based on
cubic LFSR sequences, and provide a short description of DSR. In Section 4, we
describe techniques for authenticating route discovery in DSR based on multisig-
natures. We present a novel multisignature scheme in Section 5. In Section 6,
we discuss a fully distributed mechanism of public key management. We pro-
vide a theoretical analysis of the proposed multisignature scheme in Section 7.
Section 8 concludes the paper.
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2 Related Work

The original design of DSR [1] did not incorporate any security mechanism,
making it vulnerable to several attacks [2]. Papadimitratos et al. [12] and Hu et
al. [13] independently proposed secure on-demand routing protocols, SRP and
Ariadne, respectively, to authenticate routes using message authentication codes
(MACs). In SRP, intermediate nodes in the route are not authenticated, thus
exposing SRP to attacks, including addition and deletion of honest nodes from
the route. In Ariadne, route request packets grow in size due to accumulation of
MACs. Ariadne also requires loose time synchronization. Kim et al. [3] presented
a generic DSR authentication protocol, SRDP, using MACs and aggregate sig-
nature schemes of [14,15,16]. SRDP does not consider authentication of routes
using cached information. Moreover, the signature-based variants of SRDP have
performance drawbacks, discussed in Section 7.3. Bhaskar et al. [17] developed
a MAC based aggregate designated verifier signature scheme for authenticating
DSR. The MAC-based scheme in [17] cannot authenticate cached routes. More-
over, MAC-based authentication protocols do not offer non-repudiation. Also,
in MAC-based schemes, early detection of invalid MACs by intermediate nodes
requires additional key setup overhead.

The concept of a multisignature was first proposed by Itakura et al. [18].
Horster et al. [6] proposed a generalized ElGamal signature scheme [19], integrat-
ing several ElGamal variants, including Schnorr’s signature [20] and the DSA.
Micali et al. [14] formalized the concept of multisignatures and proposed a three
round multisignature scheme based on the Schnorr variant [20]. Multisignatures
are a specialized form of aggregate signatures — Boneh et al. [15] first proposed
the concept of a generalized aggregate signature scheme using efficiently com-
putable bilinear maps. Lysyanskaya et al. [16] proposed sequential constructions
of aggregate signatures using families of certified trapdoor permutations.

Capkun et al. [10] analyzed PGP trust graphs and showed that such graphs
exhibited the small-world phenomenon [9,21]. Kleinberg [21] gave an algorithmic
perspective to the small-world phenomenon. Capkun et al. [11] also proposed a
PGP-like, self-organized public key management system for ad hoc networks.

Recently, new PKCs have emerged based on LFSR sequences under the Trace-
DLP [7] assumption. The first PKC based on LFSR sequences was introduced
by Niederreiter [22]. Gong et al. [23,24] and Lenstra et al. [25] independently
proposed the GH-PKC and the XTR-PKC, respectively, using cubic LFSR se-
quences. We omit a discussion on higher order LFSR sequence-based PKCs in
this paper, due to space constraints.

3 Background

We present a brief discussion of the mathematics underlying cubic LFSR se-
quences and PKCs constructed using cubic LFSR sequences. We also provide a
short note on DSR, including possible optimizations of DSR.
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3.1 Cubic LFSR Sequences and Related Public Key Cryptosystems

We provide a brief discussion of the cryptographic preliminaries needed to under-
stand the construction of the proposed signature schemes based on cubic LFSR
sequences.

A sequence of elements {sk} = s0, s1, . . . over the finite field Fq is called a
3rd order homogeneous linear recurring sequence in Fq if for all k ≥ 0:

sk+3 = c0sk+2 + c1sk+1 + c2sk (1)

where, c0, c1, c2 ∈ Fq and sk denotes the kth term of the sequence {sk}. Such
sequences can be efficiently generated by a special kind of electronic switching
circuit, called LFSR. Consider the following monic irreducible polynomial over
Fq: f(x) = x3 − ax2 + bx − 1, where a, b ∈ Fq. The sequence {sk} is said to be
a cubic LFSR sequence generated by f(x) if we have c0 = a, c1 = b and c2 = 1
in Equation 1, i.e., for all k ≥ 0: sk+3 = ask+2 − bsk+1 + sk. The polynomial
f(x) is called the characteristic polynomial of the sequence {sk} if, given a root
α of f(x), for all k ≥ 0, we have sk = αk + αkq + αkq2

, where α ∈ Fq3 . The
sequence {sk} is called the third-order characteristic sequence generated by f(x)
(or by α). The initial state (kth state denoted as s̄k = {sk, sk+1, sk+2}) of the
characteristic sequence of f(x) is given by s̄0 = {3, a, a2 − 2b} [7].

Recently, two PKCs, namely, GH-PKC [23] and XTR-PKC [25] were pro-
posed based on cubic LFSR sequences [26]. In cubic LFSR-based PKCs [23,25],
elements in Fq3 are represented by their corresponding minimal polynomials
whose coefficients are chosen from Fq. However, the security of cubic LFSR-
based PKCs is based on the difficulty of solving the discrete logarithm problem
in Fq3 . This leads to substantial savings, both in communication and computa-
tional overhead, for a desired security level. In particular, 170-bits of XTR-PKC
gives security equivalent to 1024-bits of cryptosystems using traditional repre-
sentation of finite fields [25]. The XTR cryptosystem is constructed by choosing:

1. p, a large prime of the order of 170 bits. Set q = p2.
2. Q, a large prime factor of p2 − p + 1 of the order of 160 bits.
3. Characteristic polynomial f(x) = x3 − ax2 + apx − 1 with period Q by ran-

domly choosing a ∈ Fq and using standard irreducibility testing algorithms.

Let fk(x) denote the minimal polynomial of αk where α ∈ Fq3 is a root of
f(x). It can be shown that the polynomial fk(x) can be represented as [7,23,25]:
fk(x) = x3 −skx2 +sp

kx−1 in the XTR-PKC. Thus, the polynomial fk (we drop
the indeterminate x for simplicity of notation) can be represented by sk ∈ Fq

in XTR. The sequence terms are computed using the following two sequence
operations [24]:

1. OP1: given an integer k and fe, compute the (ke)th state of the LFSR, s̄ke.
2. OP2: given s̄k and s̄e (both integers k and e need not be known), compute

the (k + e)th state of the LFSR, s̄k+e.
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These sequence operations have been efficiently implemented in hardware [27].
We use the sequence operations to create/manipulate sequence terms in the
proposed multisignature scheme.

In cubic LFSR-based PKCs, an entity randomly chooses a long-term pri-
vate key SK = x in Z

∗
Q and computes the long-term public key PK = s̄x =

{sx, sx+1, sx+2} using the sequence operation OP1(x, f). Algorithms for sequence
term computations use the following commutative law [23] for characteristic se-
quences: for all integers r and e, the rth term of the characteristic sequence
generated by the polynomial fe(x) equals the (re)th term of the characteristic
sequence generated by the polynomial f(x), i.e., sr(fe) = sre(f) = se(fr).

Throughout the paper, we construct our signature schemes using the XTR-
PKC for simplicity, although the proposed schemes can be seamlessly built using
the GH-PKC and also extended to PKCs based on higher order LFSR sequences,
with minor modifications.

3.2 A Short Note on DSR

DSR is composed of two central mechanisms, namely, route discovery and route
maintenance. In this paper we focus on DSR’s route discovery mechanism. The
source initiates route discovery by generating an RREQ (route request) packet
and broadcasting it to all its neighbors. The RREQ packet contains a field indi-
cating the destination and a source route field intended to accumulate the desired
route. Each node that is not the destination and has not encountered the RREQ
packet previously appends its IP address to the source route contained in the
packet and re-broadcasts the packet to its own neighbors. RREQ propagation
continues until the destination is encountered. When the destination receives
the RREQ packet, it generates the route reply (RREP) packet containing the
accumulated (source) route and unicasts the RREP to the initiator of the route
discovery along the reverse path of the source route.

DSR is an on-demand routing protocol and thus, attempts to discover a route
to a destination node only when a source originates a data packet addressed to
that node. To avoid initiating route discovery before each data packet is sent, the
source needs to cache routes [4]. The RREP packet at all times contains a com-
plete sequence of links leading to the destination. Intermediate nodes forwarding
the RREP packets can (optionally) accumulate these complete paths into path
caches so they can efficiently reply to route requests at a later time. Path caches
are simple to implement and also guarantee that all routes are loop-free, since all
source routes contained in the RREP are loop-free themselves. This mechanism
of caching is one of the most important enhancements made to DSR.

4 Authenticating Route Discovery in DSR

As with most routing protocols, the original construction of DSR did not consider
an adversarial model of the underlying network. As a result, DSR is vulnerable to
several forms of attacks by malicious nodes, including injection of bogus routing
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information and formation of feedback loops by colluding adversarial nodes [3].
The classical approach to mitigating such attacks is to use cryptographic tools to
authenticate information exchanged during the route discovery process. In this
section, we present techniques for authenticating route discovery in DSR (with
and without path caching) based on multisignatures.

4.1 First Construction

A first intuition for authenticating route discovery in DSR would be to have each
node sign RREQ packets as they are forwarded toward the destination, so that
the destination could authenticate the accumulated source route before gener-
ating an RREP packet. However, due to flooding of RREQ packets in the DSR
route discovery algorithm, several nodes would end up wasting computation and
communication resources by signing, verifying and forwarding RREQ packets if
these nodes are not included in the eventual route. Also, in this mechanism, if au-
thentication is done by combining signatures on different messages, a sequential
aggregate signature must be used; such signatures are usually computationally
more expensive than the more specific form of multisignatures. In our technique,
we authenticate the source route contained in the RREP packets using an effi-
cient, single round multisignature scheme, requiring no prior cooperation among
nodes to construct the signature.

dn

dn−1

〈R(0,n), σ(n)〉

d1

d0

〈R(0,n), σ(1,n)〉
R(0,n): Source route
{d0, d1, . . . , dn}
h = H(d0||d1|| . . . ||dn)

(PKi, SKi): (public, private)
key pair of node di

PK(i,j): Aggregate public
key of nodes di, di+1, . . . , dj

σ(i): Individual signature on
h using SKi

σ(i,j): Multisignature on h by
aggregating σ(i), σ(i+1), . . . , σ(j)

〈R(.), σ(.)〉 : RREP packet
containing source route
R(.) and (multi)signature σ(.)

Compute h

Generate σ(k)

. . . , PKn → PK(k+1,n)

Combine PKk+1, PKk+2,

dk

Combine σ(k), σ(k+1,n) → σ(k,n)

Verify σ(k+1,n) using PK(k+1,n)

〈R(0,n), σ(k,n)〉

〈R(0,n), σk+1,n)〉

Source

Destination

Fig. 1. Propagation and authentication of RREP

We first present the basic idea of authenticating the route discovery process in
DSR without considering caching of routes. Let nodes {d0, . . . , dk, . . . , dn} con-
stitute a source route. An arbitrary node and its IP address are denoted by the
same notation, dk, for simplicity. First, let us assume that an arbitrary node dk

has authentic copies of public keys PKk+1, . . . , PKn of all nodes leading to the
destination. Fig. 1 shows the propagation of authenticated RREP packets from
the destination dn to the source d0. Node dk does the following: (1) combines the
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public keys to form aggregate public key PK(k+1,n), (2) verifies multisignature
σ(k+1,n) that it receives from node dk+1, (3) signs the hashed concatenation of
the IP addresses contained in source route (all nodes sign this message) to create
σ(k) if the verification in Step (2) is successful, (4) combines σ(k+1,n) and σ(k) to
form multisignature σ(k,n), (5) removes σ(k+1,n) from and appends σ(k,n) to the
RREP packet and (6) sends the RREP packet to the next node dk−1. At the source
d0, successful verification of multisignature σ(1,n) under the aggregate public key
PK(1,n) establishes the authenticity of all signatures on the source route. Note
that signature verification by intermediate nodes facilitates early detection of bo-
gus routes injected by an adversary. The procedures for combining public keys,
generation, verification and aggregation of signatures are presented in Section 5.

4.2 Incorporating Path Caching

Now, we extend the above technique to incorporate path caching1. Consider the
case where source d0 has already established a route to destination dn as shown
in Fig. 2. All nodes {d0, d1, . . . , dn−1, dn} cache the source route, R(0,n), along
with their respective multisignatures {σ(0,n), σ(1,n), . . . , σ(n−1,n), σ(n)} (destina-
tion caches its own signature σ(n)). Suppose node d′0 (a new source) now attempts
to discover a route to the same destination dn and the RREQ packet generated
by the new source d′0 containing the accumulated route {d′0, d

′
1, . . . , d

′
m} reaches

node dl as shown in Fig. 2.

New source

Compute h and h′

PK(l,n)

PK ′
(k+1,l)

Verify σ′
(k+1,l) using

Generate σ′
(k)

σ′
(k), σ

′
(k+1,l) → σ′

(k,l)

Combine

Cache {R(0,n), σ(l,n),

〈R(0,n) , σ(l,n)〉

〈R(0,n) , σ(l,n)〉
〈R′

(0,l), σ
′
(k,l)〉

〈R(0,n), σ(l,n)〉
〈R′

(0,l), σ
′
(k+1,l)〉

〈R(0,n) , σ(l,n)〉
〈R′

(0,l), σ
′
(m,l)〉

〈R′
(0,l), σ

′
(1,l)〉

Destination

Source

〈R(0,n), σ(l,n)〉

〈R′
(0,l) , σ

′
(l)〉

〈R(0,n), σ(n)〉

〈R(0,n), σ(1,n)〉

〈R(0,n), σ(l+1,n)〉

{d′0, d
′
1, . . . , d

′
m, dl}

σ′
(i): Individual signature

on h′

σ′
(i,l): Multisignature on

σ′
(i), σ

′
(i+1), . . . , σ

′
(m), σ

′
(l)

R′
(0,l): Source route

h′ = H(d′0||d′1|| . . . ||d′m||dl)

PK ′
(i,l): Aggregate public

key of nodes
d′i, d

′
i+1, . . . , d

′
m, dl

h′ by aggregating

Verify σ(l,n) using

d′
0

R′
(0,l), σ

′
(k,l)} d′

m dn

d0

〈R(0,n), σ(l,n)〉
d′

k
dl

Fig. 2. Propagation and authentication of cached RREP

Node dl prepares the RREP packet containing: (1) cached information 〈R(0,n),
σ(l,n)〉 and (2) accumulated route, signature pair 〈R′

(0,l) = {d′0, . . . , d
′
k, . . . d′m, dl},

σ′
(l)〉, where σ′

(l) is node dl’s own signature on the hashed concatenation of the
IP addresses in the accumulated route h′ = H(d′0|| . . . ||d′m||dl). Node dl sends
1 We use multisignatures in authenticating cached routes and thus, do not consider
using link caches [4].
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the RREP packet to node d′m. Now, consider an arbitrary node d′k en route to
the new source d′0. Node d′k does the following: (1) Verifies multisignatures σ(l,n)

and σ′
(k+1,l) that it receives from its previous node d′k+1 using aggregate public

keys PK(l,n) and PK ′
(k+1,l) respectively; (2) generates it’s own signature σ′

(k)

on h′; (3) combines σ′
(k) and σ′

(k+1,l) to form multisignature σ′
(k,l) on h′; (4)

caches {R(0,n), σ(l,n), R
′
(0,l), σ

′
(k,l)} under the cached entry for route to dn and

(5) sends the RREP packet containing 〈R(0,n), σ(l,n)〉 and 〈R′
(0,l), σ

′
(k,l)〉 to node

d′k−1. In this fashion, the RREP packet propagates to the source d′0, which per-
forms the same operations as node d′k. Successful verification of multisignatures
σ(l,n), σ′

(1,l) under the aggregate public keys PK(l,n), PK ′
(1,l) establishes the au-

thenticity of the route R′
(0,l) and the partial route {dl+1, . . . , dn} contained in

R(0,n). Note that the remaining part of R(0,n), i.e., IP addresses {d0, . . . , dl−1},
are not authenticated by nodes. Finally, source d′0 extracts {dl+1, . . . , dn} from
R(0,n), and appends the extracted route to R′

(0,l) to obtain the desired route
{d′0, . . . , d

′
m, dl, . . . , dn}. Similarly, nodes in the route R′

(0,l) may use cached in-
formation to reply to future RREQs encountered for destination dn.

5 Construction of an Efficient and Scalable
Multisignature Scheme

In this section, we construct an efficient, single round, multisignature scheme
based on cubic LFSR sequences, suitable for authenticating route discovery in
DSR.

5.1 A Variant of a Generalized ElGamal Signature Scheme Based
on LFSR Sequences

We present the cubic LFSR-based 2-party signature scheme, CLFSR-S [5], with
a unique construction that uses the EG I.4 [6] variant of the generalized El-
Gamal signature scheme. Generation of individual signatures and verification of
(multi)signatures in multisignature scheme, CLFSR-M, follow the procedures in
CLFSR-S.

The CLFSR-S scheme consists of four phases: initialization, key generation,
signature generation and signature verification. During the initialization phase,
both entities, i.e., the signer and the verifier, choose and agree on the system pub-
lic parameters: params = 〈p, Q, f(x), H〉, where p, Q and f(x) are as described in
Section 3.1 and H : {0, 1}∗ �→ ZQ is a cryptographic hash function. The signer
generates its long-term private and public key pair, (SK, PK) = (x, s̄x). Fig. 3
describes the signature generation and signature verification phases of CLFSR-S
scheme. Note that a naive cubic LFSR variant of EG I.4 will generate the sig-
nature σ = (fk, t). We perform an additional computation in Step 3 (Fig. 3)
of the signature process to compute the term s̄kr . The specific format of the
individual signature that CLFSR-S generates enables us to efficiently construct
the multisignature in a single round, i.e., without any prior cooperation among
the nodes participating in the RREQ phase of DSR.
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Signature Generation Signature Verification

1. Randomly choose ephemeral private key
k ∈R Z

∗
Q and compute ephemeral public key

s̄k ← OP1(k, f). Denote r = sk mod Q as
an integer.

2. Compute hash of message h = H(m); Solve
for t in the following equation: t ≡ kr − xh
mod Q.

3. Compute s̄kr ← OP1(s̄k, r).
4. Send the signature σ =

(

s̄kr , t
)

and the mes-
sage m to verifier.

1. Compute h = H(m).
2. Compute A = f(th−1+x) ←

OP2(th
−1, s̄x).

3. Compute B = f(rh−1k) ←
OP1(h

−1, fkr). fkr can be directly
derived from s̄kr .

4. Accept signature if A = B, else re-
ject signature.

Fig. 3. The CLFSR-S Signature Scheme

Next, we present an efficient, single round multisignature scheme that uses
the individual CLFSR-S signatures to generate a multisignature.

5.2 The Proposed Multisignature Scheme CLFSR-M

The multisignature scheme, CLFSR-M, consists of five phases: initialization,
key generation (MS.K), signature generation (MS.G), multisignature verifica-
tion (MS.V) and multisignature generation (MS.A). During the initialization
phase, all nodes choose and agree upon the system public parameters params =
〈p, Q, f(x), H〉. The process of key generation consists of: (1) generation of indi-
vidual long term private public key pair (SKl, PKl) = (xl, s̄xl

) of node dl and
(2) the generation of aggregate public key PK(l,n) = s̄x(l,n) ← OP2(s̄xl

, s̄x(l+1,n))
of nodes dl, dl+1, . . . , dn, where x(l,n) =

∑n
i=l(xi).

The signature generation, multisignature verification and multisignature gen-
eration phases of CLFSR-M work as follows:

1. Signature generation (MS.G(params, SKl, m = d0|| . . . ||dn) → σ(l)): Each
node, dl, participating in the RREP propagation generates an individual
signature σ(l) = (s̄klrl

, tl) on the hashed concatenation of the IP address in
the source route h = H(m) following the CLFSR-S signature generation.

2. Multisignature Verification (MS.V(params, PK(l+1,n), σ(l+1,n), m) → (V alid,
Invalid)): Each intermediate node (other than the destination), dl, receives
a signed RREP packet containing the multisignature σ(l+1,n) = (t(l+1,n),
s̄k(l+1,n)), where t(l+1,n) =

∑n
i=l+1(ti) and k(l+1,n) =

∑n
i=l+1(kiri). Node dl

verifies σ(l+1,n) following the CLFSR-S signature verification procedure, using
the aggregate public key PK(l+1,n) = s̄x(l+1,n) , where x(l+1,n) =

∑n
i=l+1(xi).

Note that for the node dn−1 (the last hop before the destination dn) the
signature σ(l+1,n) denotes σn.

3. Multisignature Generation (MS.A(params, σ(l+1,n), σ(l)) → σ(l,n)): If the sig-
nature σ(l+1,n) passes the verification procedure, MS.V, node dl, generates
the multisignature σ(l,n) by computing t(l,n) = t(l+1,n) + tl and s̄k(l,n) =
s̄k(l+1,n)+klrl

← OP2(s̄klrl
, s̄k(l+1,n)). Node dl finally removes the multisigna-

ture σ(l+1,n) from and adds the multisignature σ(l,n) = (t(l,n), s̄k(l,n)) to the
RREP packet before forwarding the RREP to the next hop node dl−1.
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The wave of signature generation, multisignature verification and multisigna-
ture aggregation continues until the RREP packet containing the multisignature
σ(1,n) = (t(1,n), s̄k(1,n)), is delivered to the source. If the multisignature σ(1,n)

passes the verification procedure, MS.V, under the aggregate public key PK(1,n),
then individual signatures σ(1), . . . , σ(n) of corresponding nodes d1, . . . , dn in the
discovered source route (to the destination dn) are verified collectively. In the
following section, we present a discussion on policy aspects of bootstrapping
authentication protocols in ad hoc networks.

6 A Discussion on Distributing Public keys

An authentication protocol is typically composed of two distinct phases — the
bootstrapping phase and the authentication phase. In the realm of public key
cryptography, entities need to use authentic channels (need not be confidential)
to exchange public keys constituting the “bootstrapping material” [28]. Once this
exchange has taken place in the bootstrapping phase, entities can authenticate
each other by proving the possession of their corresponding private keys.

6.1 Using a Trusted Third Party

A trusted third party (TTP) can be used to distribute certified public keys (the
bootstrapping material) and also provide a way to check the validity of certifi-
cates via publishing certificate revocation lists. An online TTP works as follows:
an arbitrary node dk wanting to authenticate the source route can request and
receive certified copies of public keys PKk+1, . . . , PKn of nodes leading to the
destination from the TTP. However, an online TTP in an ad hoc network in-
troduces circular dependency between the need for a TTP to perform secure
routing and the need to find a secure route to the TTP. However, in such a
case, public keys have to be redistributed when network membership changes,
i.e., when nodes join or leave the network. To avoid this, an offline TTP can
distribute all certified public keys to all nodes when the network is set up. Such
an offline TTP may not be viable, since nodes would require to store all certified
public keys. Various such solutions of bootstrapping authentication have been
proposed for securing ad hoc networks, each having its own disadvantages [29].
In essence, the assumption of a TTP-based public key management policy in an
ad hoc networking paradigm is not practical. Delegating specialized functions
to a single node or a small subset of nodes [30,31] does not suit the ad hoc
networking paradigm. These restrictions motivate us towards a fully distributed
public key management policy.

6.2 Towards Fully Distributed Self-organized Bootstrapping

PGP [8] is a policy-based mechanism for public key management and can be used
to distribute certified copies of public keys in the absence of a centralized TTP. In
PGP, each node generates its own (public, private) key pair and certifies its own
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public key as well as public keys of other nodes based on certain trust policies. Sim-
ilarly, in an ad hoc network, when two nodes come within radio-rangeof each other,
they can certify each other’s public keys, based on policies. This process of certi-
fication creates a certificate graph G = (V, E), where V = {d0, d1, . . . , dN} and
E = {(di, dj) : ∀i, j : 0 ≤ i, j ≤ N, ∃ σSKi(dj , PKj)}, where N is the total num-
ber of nodes in the network andσSKi(dj , PKj) denotes node di’s signature on node
dj ’s public key. When a node di wants to verify the authenticity of public key PKj

of node dj , node di tries to find a simple path di � dj = di → di0 → . . . din → dj

in the certificate graph, where dik
→ dil

=⇒ (dik
, dil

) ∈ E. Capkun et al. [10,11]
studied PGP certificate graphs and observed that trust graphs in self-organized
systems, for example mobile ad hoc networks, naturally exhibit the small-world
phenomenon. Informally, a graph is said to exhibit the small-world property if any
two nodes in the network are likely to be connected through a short sequence of in-
termediate acquaintances. Since the first experimental study by Milgram [9], sev-
eral network models [21,32] have been proposed to study the problem analytically.

In our public key management model, individual nodes store, manage and
distribute certificates themselves in a such a way that the size of the certificate
repository at each node is small compared to the total number of certificates in
the network, while still maintaining a high probability of finding a trust path
from one node to another. We assume routing initiates after convergence of the
certificate graph.

Policy Variants
In Policy I, the trust is based on the following. Node di completely2 trusts node dj

implies: (1) node di believes that node dj ’s public key PKj is valid and authentic,
and (2) node di trusts node dj ’s decision on signing any other public key PKk

of node dk, i.e., dj would be careful not to sign any bogus public key. Thus, the
following condition should hold for authenticating the route discovery process:
∀i, ∃ di � dj , i < j ≤ n. Informally, this condition means that any node di

wanting to authenticate the route from itself to the destination {di, di+1, . . . , dn}
needs to find a way to verify the authenticity of all corresponding public keys
{PKi, PKi+1, . . . , PKn}.

In Policy II, the trust policy has an added condition. Node di completely
trusts node dj implies: (1), (2) and (3) node di trusts node dj to honestly
aggregate and sign other public keys PKj+1, . . . , PKn of nodes dj+1, . . . , dn.
Note that in Policy II, the following condition should hold for authenticating
the route discovery process: ∀i, ∃ di � di+1, 0 ≤ i ≤ (n − 1). This means that
any node di wanting to authenticate the route from itself to the destination
{di, di+1, . . . , dn} needs to look-up a single node in the certificate graph, i.e.,
to verify the authenticity of one public key PKi+1. Node di+1 would sign the
aggregate public public key PK(i+1,n) and deliver (PK(i+1,n), Cert(i+1,n) =
σSKi+1(di+1, . . . , dn, PK(i+1,n))) to node di, where Cert(i+1,n) denotes the cer-
tificate on the aggregate public key PK(i+1,n).

2 For simplicity, we assign trust either a true or false value. We do not model marginal
or partial trust.
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7 Theoretical Analysis

We present a concise theoretical analysis of correctness, security and performance
of the proposed multisignature CLFSR-M.

7.1 Correctness

A multisignature scheme constructed following the procedures described in Sec-
tion 5.2 is correct if an arbitrary multisignature, σ(l+1,n), received by node dl ∈
{d0, . . . , dn−1} from node, dl+1, passes the verification procedure MS.V at node dl

under the aggregatepublic keyPK(l+1,n)provided: (1)Eachnodedi ∈ dl+1, . . . , dn

chooses and agrees upon the system public parameters params = 〈p, Q, f(x), H〉
and, honestly executes the key generation algorithm,MS.K(params)→ (PKi, SKi)
and the signature generationalgorithm,MS.G(params, SKi, m) → σ(i),wherem =
d0|| . . . ||dn; (2) each node di ∈ {dl+1, . . . , dn−1}, honestly executes the multisig-
nature generation algorithm, MS.A(params, σ(i+1,n), σ(i)) → σ(i,n).

Proposition 1. The multisignature scheme CLFSR-M follows the correctness
property.

Proof. Consider any arbitrary node dl ∈ {d0, . . . , dn−1}. We show that the mul-
tisignature, σ(l+1,n), of node dl+1 passes the verification procedure MS.V(params,
PK(l+1,n),σ(l+1,n), m) → (V alid, Invalid) executed at dl under the aggregate
public key PK(l+1,n) = s̄x(l+1,n) provided the above mentioned conditions hold.

In the verification of the multisignature σ(l+1,n) using the algorithm MS.V, we
observe: A(l+1,n) = fv+x(l+1,n) ← OP2(v, s̄x(l+1,n)), where, v = h−1

∑n
i=l+1(ti)

and x(l+1,n) =
∑n

i=l+1(xi). All nodes use the signing equation: ti ≡ kiri − xih
mod Q, where (l + 1) ≤ i ≤ n and k(l+1,n) =

∑n
i=l+1(kiri). Thus,

A(l+1,n) = f∑

n
i=l+1(h

−1ti+xi) = f∑

n
i=l+1(h

−1kiri)

= fh−1k(l+1,n)
= OP1(h−1, fk(l+1,n)) = B(l+1,n)

Thus, the multisignature, σ(l+1,n), is valid under PK(l+1,n).

Now, we need to show that it is hard for an adversary to deviate from the key
pair and signature generation algorithms and still generate a correct signature.
However, this is precisely the issue of forgery which we discuss in the following
section.

7.2 Security

The security of CLFSR-M is based on the difficulty of solving the trace discrete
logarithm (Tr-DL) problem in Fq [7,23,24,25]. Informally, the trace function
Tr : Fq3 �→ Fq is given as Tr(α) = α + αq + αq2

. The Tr-DL problem and
assumption can be defined as follows:
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Definition 1 (Tr-DL Problem/Assumption). Let α be a generator of the
multiplicative group (Fq3)∗, where q is a large prime or a power of a large prime.
The Tr-DL Problem in Fq can be defined as follows: Given (q, α ∈ (Fq3)∗, β ∈
Fq), find an index k such that β = Tr(αk) or determine that there is no such
index. Let A be a probabilistic polynomial time (PPT) algorithm that runs in time
t and solves the Tr-DL problem with probability at least ε. Define the advantage
of the (t, ε) Tr-DL solver A as: AdvTrDL

A = Pr[A(q, α, β) = k | α ∈R Fq3 , k ∈R

ZQ, β = Tr(αk)]. The probability is over the random choices of α, k and the
random bits of A.

Tr-DL Assumption: The finite field Fq satisfies the Tr-DL Assumption if
AdvTrDL

A (λ) is a negligible function.

Lemma 1 (Giuliani et al. [7]). The Tr-DL Problem is equivalent to the DL
problem.

A total break of CLFSR-M occurs if, given a public key PKi = s̄xi of an arbitrary
node di, the adversary is able to compute the corresponding private key SKi = xi.
In such a case, any node’s signature can be forged. However, given s̄x, finding
x is equivalent to solving the DL problem in the extension field Fq3 [24]. Using
the following lemmas we show that, assuming a total break has not occurred,
if an adversary can successfully forge a CLFSR-M multisignature, then it can
successfully forge a signature in the EG I.4 variant of the generalized ElGamal
scheme.

Lemma 2 (Chakrabarti et al. [5]). The 2-party signature scheme CLFSR-
S is equivalent to the well-known EG I.4 variant of the Generalized ElGamal
scheme.

Lemma 3. The 2-party signature scheme CLFSR-S reduces to the proposed mul-
tisignature scheme CLFSR-M.

Proof (Sketch). Suppose there exists a PPT forger F , which given system param-
eters params = 〈p, Q, f(x), H〉, public keys s̄x0 , . . . , s̄xn and message m, outputs a
forged multigsignature σF

(0,n) = (tF(0,n), s̄
F
k(0,n)

) on h = H(m) with non-negligible
probability, i.e., σF

(0,n) passes the verification procedure, MS.V, under the aggre-
gate public key s̄x(0,n) .

We show that given access to the PPT forger F , system parameters params,
public key PK = s̄x and message m, an adversary can output a forged sig-
nature σF = (s̄F

kr, t
F ) on h = H(m) that passes the verification procedure

of CLFSR-S under public key PK. The adversary generates σF as follows: (1)
picks x0, . . . , xn−1 ∈R Z

∗
Q and computes s̄x0 , . . . , s̄xn−1 , (2) computes s̄xn ←

OP2(−
∑n−1

i=0 xi, s̄x), (3) calls F with inputs params, s̄x0 , s̄x1 , . . . , s̄xn and m.
F outputs forged multisignature (tF(0,n), s̄

F
k(0,n)

) on h = H(m); and (4) sets
s̄F

kr = s̄F
k(0,n)

and tF = tF(0,n). The signature σF = (s̄F
kr , t

F ) is a forged signa-
ture on h = H(m) under public key PK.

Theorem 1. The well-known EG I.4 variant of the Generalized ElGamal sig-
nature scheme reduces to the proposed multisignature scheme CLFSR-M.
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Proof. The proof of the theorem is immediate from Lemmas 2 and 3.

Note that CLFSR-M, though not provably secure, is engineered to be an efficient
means to authenticate routes in DSR. In contrast, Micali et al.’s multisignature
scheme [14] uses the Schnorr’s variant [20] (the only known provably secure
variant) and takes three communication rounds. We omit a thorough discussion
on provable security; the reader is requested to refer to [33] for an exemplary
discussion on the subject. Next, we present a performance comparison of CLFSR-
M with existing schemes.

7.3 Performance

Table 1 shows a performance comparison of the proposed multisignature scheme,
CLFSR-M with three signature aggregation techniques used to instantiate SRDP
[3], namely the multisignature by Micali et al. (ASM) [14], the generalized ag-
gregate signature by Boneh et al. (MBLS) [15] and the sequential aggregate
signature by Lysyanskaya et al. (SAS) [16].

Table 1. Performance Comparison. e : modular exponentiation,m : modular multipli-
cation, h : hash operation, p : pairing computation, s : scalar multiplication, n : number
of signers, ∗ : ephemeral public key propagated during RREQ phase.

SAS ASM MBLS CLFSR-M
Rounds 2 1 1 1
Generation cost e + h e + 2m + h s + h 2OP1 + h + 2m
Verification cost n(h + e) 2e + m + h 2p + h OP1 + OP2 + h + m
Aggregation cost – – m OP2
Signature size (bits) 1024 320 + (160∗) 160 500
PK size (bits) 2048 2048 766 680

The original construction ofMicali et al’s multisignature scheme [14] takes three
communication rounds; ASM in SRDP requires two rounds for completion, with
prior cooperation (though small: one exponentiation and one modular multiplica-
tion) among nodes during the RREQ phase, which might be wasteful if the node
is not included in the final route. The proposed multisignature, CLFSR-M, uses
extremely fast LFSR sequence operations [25,27] and achieves the best computa-
tional efficiency. The public key sizes equivalent to 1024-bitRSA (excluding shared
components of the public key) are highest in SAS and ASM, followed by MBLS.
CLFSR-M offers the least public key size. Note that in ASM, nodes need to addi-
tionally propagate the accumulated ephemeral public keys (160-bits) during the
RREQ phase, wasting bandwidth. Signature sizes are lowest for MBLS, followed
by ASM and CLFSR-M, while SAS incurs the highest sizes.

8 Conclusions

In this paper, we presented the first LFSR sequence-based multisignature scheme
CLFSR-M geared toward authenticating routes in DSR. Our scheme also works
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with cached routing information. The scheme CLFSR-M scheme is derived from a
cubic LFSR sequence-based, 2-party signature scheme, CLFSR-S [5], and uses ex-
tremely fast LFSR operations, small public keys (smallest among schemes in [3])
and generates a reasonably small multisignature (500 bits). The security of the
scheme, CLFSR-M, is based on the Tr-DL(DL) Problem in Fq(Fq3). CLFSR-M
was constructed using the XTR-PKC for simplicity, although it can be seam-
lessly constructed using the GH-PKC and can also be extended to PKCs based
on higher order LFSR sequences, with minor modifications, depending on the
desired security level.

Distributing authentic public keys among nodes in a mobile ad hoc network
to bootstrap authentication protocols is a challenging task. Delegating special
functions to nodes or assuming the existence of a TTP to distribute certified
public keys is paradigmatically unsuitable for ad hoc networks. We consider a
fully distributed mechanism of public key distribution and present two variations
of trust policies, based on PGP, for effective management of individual and
aggregate public keys.
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Abstract. The growing field of ubiquitous applications and the use of
resource constrained mobile devices strongly demands for mechanisms
to provide the security and privacy of such mobile devices. In this pa-
per we show that especially new teletherapeutic applications are not
feasible without strong cryptographic protection of data and platform.
Based on the analysis of security requirements, we introduce a mobile
low power node that is secured by means of a Trusted Platform Module
(TPM). For privacy and security of the communication between the mo-
bile device and a webserver, which is part of the distributed network, we
propose a security protocol based on webservice technology that uses the
mechanisms of the TPM. Finally, measurements that were done with the
secured mobile node are presented. We show that TPMs are well suited
for resource constrained mobile devices and are a step towards trusted
ubiquitous computing.

Keywords: Teletherapy of pain, remote controlled infusion pump, plat-
form integrity of resource constrained device.

1 Introduction

Resource constrained mobile and embedded systems that are used in an ubiq-
uitous manner (here referred to as mobile devices) are getting more and more
popular (e.g. Smartphones or health monitoring devices [1]). These devices are
apt to support its users and improve quality of life without being intrusive, so
that they can be comfortably worn as part of the clothing or for example like
a watch, directly on the body. These devices are limited in size, weight and
computational power.

Personal Area Networks (PAN) are used to exchange information between
different nodes in the vicinity of a person. For example, one node is used to
sense vital parameters and the other node analyses these parameters and gives
a direct feedback to the person. These nodes can use the PAN in form of a
standalone network to fetch and deliver information.

In other scenarios the local PAN must interact with external nodes or services
that are not a part of the local network. According to [2] these networks are
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Patient with
PCA-pump Doctor

Nursing
Service informs

notifies

visits
refills pump
checks pump

visits

Fig. 1. Workflow of current therapy of pain. The patient visits the physician who is
responsible for providing information about the necessary treatment. He informs the
nursing service, which is responsible to configure and maintain the infusion pump. If
the doctor notifies the nursing service of a reconfiguration, the nursing service must
visit the patient and reprogram the pump.

called Personal Networks (PN). One or more nodes are used to connect the local
PAN to other networks and provide mechanisms such as routing or protocol
translation to make the services of other networks (for example the web server
of a service provider) reachable to the local PAN.

This paper resulted from research in the field of telemedicine specifically the
field of teletherapy of chronic pain [3]. We aimed to find methods to increase
efficiency of the treatment of patients suffering from severe pain by means of
mobile drug delivery systems.

These patients use an infusion pump which applies analgesic drugs continu-
ously over an intravenous line in order to reduce pain. Often the infusion pump
is designed to provide patient controlled analgesia (PCA) which means that the
patient can control the delivery of an extra dose by pressing a specific button,
which is possible only once in a predetermined time interval. Figure 1 shows the
workflow of the current therapy of pain.

There are several shortcomings in the current treatment of these patients:
– Frequent control visits are necessary to check if there is still enough analgesic

left in the reservoir for proper operation of the infusion pump. Mostly it is
not possible to forecast the fill level, since it is not known how often the
patient ordered an extra dose.

– Tolerance requires reconfiguration. Tolerance is the effect of getting used to a
certain analgesic because of its permanent application. If a patient develops
a tolerance, the analgesic dose must be increased to get the same level of
pain release. Therefore current infusion pumps provide a local interface for
the physician to reconfigure the operational parameters.

Because normally the network of clinics distributed in a country is not dense
enough, a therapy with PCA pumps requires that the patient travels long dis-
tances to visit the physician or the nursing service and vice versa. This makes
frequent control visits and reconfigurations of therapy parameters a cost intensive
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Fig. 2. Teletherapy system (TTS): Vital sensors, a PCA-pump and a Smartphone are
connected via a PAN. The Smartphone connects the PAN to the internet and provides
internet access to vital sensors and pump to store data on the webserver. The pump
can be configured remotely by physicians or nurses [4].

task for the health system. To improve this situation we suggest a Teletherapy
System (TTS) with remote control capability as shown in figure 2.

The security in our TTS is of paramount importance. If an attacker gets
unauthorized access to the remote configuration capability of the infusion pump,
he could cause life-threatening complications for the patient.
Our Contribution: In this paper we present the concept and implementation
of a secure resource constrained mobile network node. The node can be used in
ad hoc and sensor networks with strong security requirements, for example in
telemedical applications. The security is based on a standard embedded Trusted
Platform Module which stores the keys and the platform configuration of the
mobile device and performs cryptographic operations. The node uses the Blue-
tooth Personal Area Network Profile. A Smartphone or Access Point inside the
Bluetooth PAN acts as a gateway to provide internet access to all other nodes
inside the PAN. To securely authenticate the node, a security protocol which is
based on a webservice is presented. After the authentication procedure the node
can exchange encrypted data with the webserver of the service provider.

This paper is organized as follows: The first section explains the basic princi-
ples in the field of Trusted Platform Modules and Personal Area Networking. In
the next section we describe the requirements for the security node and show how
our new concept improves the state of the art. Here we focus on the architecture
of the mobile node, the usage of TPM’s and introduce a webservice based secu-
rity protocol. After this, we present our implementation of the personal network
which consists of the mobile node with TPM integration, the Bluetooth Access
Point and the webserver with webservice interface. Finally, power consumption
and timing measurements are shown and the results are discussed.

2 Basic Principles

2.1 Trusted Platform Module

The Trusted Platform Module (TPM) is specified by the Trusted Computing
Group (TCG) and is a hardware component that is intended to create a trusted
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environment in networking applications (see figure 3). It provides strong cryp-
tographic mechanisms including key generation, an engine for an asymmetric
cryptosystem, a hash engine and mechanisms that provide tamper resistance.
One special feature of the TPM is a mechanism for attesting the platform in-
tegrity of a system. A TPM uses Platform Configuration Registers (PCR) to
store information about the software and hardware configuration of the system.
These PCR can be used to confirm the platform integrity to a remote entity.

The interface of the TPM to communicate with the host processor is specified
to be a Low Pin Count (LPC) bus which was introduced by Intel in 1998. The
LPC bus defines seven wires. Four wires carry addresses and data in multiplexed
mode. Three are used as control signals (frame, reset and clock). The bus has a
clock rate of 33 MHz.

Some manufacturers of TPM hardware provide versions with serial interfaces
which can be used in an embedded system with lower clock rates. Atmel, for
example, uses a System Management Bus (SMBus) interface.

2

HMAC

SHA-1

Nonvolatile Memory

Key Generator

Cryptographic Processor

Random Number Generator

Execution Unit

Random Access Memory

Input/Output

Fig. 3. This figure shows the components of a TPM. The cryptographic processor pro-
vides the asymmetric cryptosystem. Keyed-Hash Message Authentication Codes are
created by the HMAC engine for data integrity. The engine for Secure Hash Algo-
rithm (SHA-1) is used for hash value creation for platform integrity measurements.
Nonvolatile memory holds the Platform Configuration Register (PCR) and the pri-
vate keys of the TPM which are created by the key generation unit. Furthermore the
TPM has several controlling components and random access memory (RAM). The
input-output-interface and the components are connected via an internal bus.

2.2 Bluetooth Personal Area Network

Bluetooth is a wireless radio standard which defines communication protocols
for low power and low range applications. It operates in the ISM (Industrial,
Scientific and Medical) band and therefore its use is free of license costs.

Bluetooth defines several protocols including Host Controller Interface (HCI),
Logical Link Control and Adaptation Layer Protocol (L2CAP), Service Discov-
ery Protocol (SDP), Bluetooth Network Encapsulation Protocol (BNEP) and
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others. BNEP is responsible to encapsulate packets from various networking
protocols e.g. the Internet Protocol (IP), which are directly transported over the
L2CAP protocol. BNEP is seen from higher layers as an IEEE 802.3 (Ethernet)
protocol.

Bluetooth profiles define the usage of these protocols and guarantee the in-
teroperability of different Bluetooth enabled devices.

The Bluetooth Personal Area Networking Profile (PAN) defines a means of
enabling Bluetooth devices to participate in a personal area network. Completely
unmodified Ethernet payloads can be transmitted using the BNEP protocol to
exchange packets between Bluetooth devices. The PAN profile defines different
roles for the nodes:

– Network Access Point (NAP). Devices are connected to at least one more net-
work and act as a bridge or router between the PAN and the other network.
A NAP enables PAN devices to exchange packets with nodes of external
networks.

– Group Ad-Hoc Network (GN). Devices with the capability to act as a router
inside the PAN. A GN cannot route or bridge packets to external nodes.

– PAN User (PANU). Device that connects to a NAP, a GN or another PANU
and uses the services of the corresponding device.

3 System Concept

3.1 Requirements

In this section we summarize the requirements for our Personal Network as well
as the requirements for the mobile nodes:

Bidirectional Communication with central webservice. The mobile no-
des send the acquired vital data of a person (sensor node) or other fetched
information to a centralized server for storage. On the other hand, the node
must have the ability to receive information from the server in order to
reconfigure itself or execute commands (actuator node). Therefore the node
must be connected (directly or indirectly) to the network of the server.

Mobility and ubiquitous operation. In order to realize mobile devices that
can be used in everyday life, it is necessary that these devices are non intru-
sive to the person who uses them. We need ubiquitous operation wherever
possible which demands for high battery lifetime and minimal user interac-
tion. The system must be mobile so the user can carry it without noticing
it. This results in constraints in size, form factor and weight. Mobility and
ubiquitous operation leads to a resource constrained device which has low
computational power and minimum memory to increase battery lifetime and
decrease size and weight.

Standardized communication and components. The usage of established
communication protocols and wireless technologies should be enforced in
order to be open and interoperable to other systems. To keep development
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costs low, out of the box components and standard hardware should be used
whenever possible. Especially in the field of security, standard components
have another big advantage. The security of well known and widely used
standard components is subject to many investigations and can therefore be
considered more secure than proprietary systems.

3.2 Threat Model

To analyze the security requirements we build a threat model with different
layers. The higher the layer, the bigger the number of potential attackers. The
lower the layer, the higher the costs in time, know-how and equipment for an
attacker.

Threats to embedded hardware (Layer 1): An attacker has full access to
the hardware of the mobile device and is able to monitor hardwired busses
and decode the bus communication on bit level and analyze power con-
sumption. For example he can listen to the bus between microcontroller and
crypto accelerator to gain knowledge of decrypted session keys. Also the at-
tacker has the possibility of removing components or connecting additional
hardware components to the system in order to bypass security mechanisms.

Threats to embedded software (Layer 2): An attacker only has access to
the programming interface of the system which is reachable from outside
without great effort. Such a programming interface is desired to easily up-
date the software of the system in order reuse the costly hardware. Without
protection, the attacker is able to load malicious software onto the device
during maintenance (e.g. at the nursing service) in order to get access without
authentication later on. The programming interface also enables an attacker
to read keys that may be stored in the nonvolatile memory of the microcon-
troller. Such keys are typically used for authentication or encryption in pure
software solutions.

Threats to near field communication (Layer 3): An attacker has access
to the local interface for near field communication, for example the Blue-
tooth interface. Without protection the attacker is able to impersonate an
authorized user and send commands to the device. The number of poten-
tial attackers is restricted, because of the limited range of the personal area
network.

Threats to internet communication (Layer 4): An attacker has access to
the internet communication and is able to eavesdrop and manipulate the
data transmission. Without protection it is, for example, possible to change
the monitoring data that is send by the device in order to prompt the user
to perform a wrong remote configuration.

3.3 Required Protection

It is a great effort in knowledge, equipment and time to threaten the mobile
device on layer 1. An attacker has to open the device and manipulate the board
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or the hardware components to get access to the desired signals and busses.
In order to bypass the security mechanisms it is necessary to attach additional
components to the system or change hardwired connections. Using a physical
sealing of the board further increases the effort for an attacker.

Because of the high cost of such an attack in comparison to harm the patient
by directly applying a dangerous dose of analgesics, the protection of the system
against threats of layer 1 does not significantly increase the security of this appli-
cation. Hence, the protection of layers 2, 3 and 4 is sufficient. The requirements
are as follows:

Requirements for layer 2
– The secret keys that are used for authentication and encryption must

reside in a protected hardware to avoid access by an attacker to the keys
in any kind.

– The platform integrity has to be proved before the communication with
a remote platform takes place, to avoid an attacker of loading malicious
code to the mobile device via the programming interface during the
maintenance phase.

Requirements for layer 3 and 4
– Before every data transmission, the authentication of both communica-

tion endpoints (mobile device and server) has to be proved.
– Integrity and confidentially must be proved during data transmission.
– All applied mechanisms must be based on strong cryptographic tech-

nologies [5].

3.4 State of the Art

Security in embedded, wireless and mobile devices is a very important and ac-
tive field of research and development. The migration of mobile standalone ap-
plications to wireless ad hoc and personal area networking application requires
additional security mechanisms [6,7]. Until now, it is e.g. common to use a single
personal identification number (PIN) to get access to the local programming
interface of an infusion pump. Knowing this three digit PIN enables the user to
change the infusion rate to an arbitrary value. It is obvious that such a PIN does
not offer sufficient protection in a networked application.

Strong cryptographic algorithms are needed. Asymmetric algorithms, which
are based on modular exponentiation with large operands, are hardly suitable
for resource constrained microcontrollers, because they need a large amount
of memory and computational power. Asymmetric algorithms based on elliptic
curve cryptography (ECC) do not use modular exponentiation and therefore
are suitable to be implemented in resource constrained microcontrollers [8] or
tiny hardware components [9]. These concepts are promising, however aspects
of tamper resistance must be additionally considered.

Another approach is the usage of cryptographic coprocessors which can be
connected to a microcontroller or can be embedded into the processor itself [10]
to perform the time consuming cryptographic operations. Most of the research
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works focus on encryption of high data rate streams and have no constrains
concerning the power consumption.

Modern wireless technologies such as Bluetooth integrate support for authen-
ticated connections and encrypted data transmissions. But apart from known
vulnerabilities in the security system of Bluetooth [11] other problems arise:

If the communication of the Bluetooth PAN is secured and one node sends
data to a service entity outside the PAN, the packet has do be forwarded by the
gateway, for example by the Smartphone. Even though the Smartphone uses an
encrypted connection to the server, data from the node is briefly unencrypted
because the encryption format has to be transformed. If we take into consider-
ation that there are already numerous viruses and other malicious programs for
Smartphones circulating [12], plaintext on the Smartphone is a serious problem
and must be prevented.

End-to-end security avoids the problem of plaintext on gateways or similar
systems. There are many web applications that use strong end to end security.
For example secure websites, secure shells and home banking applications. End
to end mechanisms are well understood and provide a high level of security.

3.5 Design Alternatives

The following design alternatives are considered and compared concerning the
previously introduced threat layers, availability and costs:

1. Application Specific Integrated Circuit (ASIC). An implementation that uses
an ASIC that runs the application software and has cryptographic functions
and methods for tamper resistance is able to protect an embedded system
against threats of all layers (1-4). However, the development and production
of an ASIC is too expensive for applications with low device quantities.

2. Pure Software Solution (e.g. Software ECC). Solutions based on pure soft-
ware implementations of cryptographic algorithms are able to protect a sys-
tem against threats of layer 3 and 4. This is due to the fact that the private
keys have to be stored in the nonvolatile memory of the microcontroller and
therefore can be read by an attacker through the programming interface.

3. Microcontroller and TPM. Low power microcontrollers with integrated TPM
alike functionality are not available at present. Therefore the usage of an
external TPM that is connected to a low power microcontroller is a cheap
and feasible solution with a high level of security (layer 2-4).

3.6 Proposed Architecture

In this section we present our concept of the system architecture for a secure
personal network (see figure 4).

We use end-to-end security to protect the communication between the mobile
device and the webserver. The TPM is needed on the mobile device to meet the
protection requirements as follows:
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– Secret keys are created and stored inside the TPM which has mechanisms for
tamper resistance. Cryptographic functions that use these keys are run inside
the TPM. The TPM protects the keys from being exposed to an attacker.

– The platform configuration is stored inside the TPM during boot time and
is used to attest the platform integrity to a remote entity by using the TPM
command quote. The attestation protects the system against malicious soft-
ware on the mobile device.

– The mobile device is authenticated by signing an authentication challenge
of the remote entity. The signing is done inside the TPM and cannot be
counterfeited.

– The remote entity is authenticated by the use of a password restricted TPM
key. The password is stored inside the TPM and cannot be read. The remote
entity has to know the password in order to use the key to decrypt the session
key. If the session key can be decrypted by the TPM, the remote entity is
authenticated. By the use of the Object Independent Authorization Protocol
(OIAP) which is a TPM mechanism, it is avoided to transfer the password
in plaintext.

– Eavesdropping during data transmission is avoided by symmetric AES en-
cryption on the microcontroller and the use of the session key.

To build the Personal Area Network, the Bluetooth PAN profile is used. The
mobile devices act as Bluetooth PANU. Inside the Bluetooth PAN, there is a
device that acts as a Bluetooth AP to enable connectivity to the webserver. The
Bluetooth module of the mobile device consists of the whole Bluetooth stack
that is necessary for PAN operation. Above the BNEP protocol, the TCP/IP
layer is also integrated in the Bluetooth module.

The microcontroller is connected to the TPM via a serial SMBus. The com-
munication between the microcontroller and the Bluetooth module is done by
means of a Universal Asynchronous Receiver/Transmitter (UART). The software
of the microcontroller consists of the following modules:

– The security module is responsible to communicate with the TPM. Therefore
a driver for the SMBus and a driver for the TPM are needed. Additionally,
for a hybrid encryption mode with a one-time PSK, it holds a module for
the AES algorithm.

– The SOAP module consists of utilities to build and parse XML packets in
order to invoke the method-calls of the webservice.

– The HTTP module is responsible of exchanging requests and responses with
the webserver. The HTTP requests are built and sent via a TCP/IP connec-
tion to the server. The response is received and the payload is forwarded to
the SOAP module for further processing.

The webserver is reachable from the Bluetooth Access Point via a direct link,
for example, an internet connection. The HTTP packets are received over a
TCP/IP connection from the mobile device and sent to the SOAP module for
further processing. The security module is responsible to guarantee the secu-
rity requirements such as authentication, platform integrity, data integrity and
confidentiality.
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Fig. 4. Diagram of system architecture of secure Personal Network. The system com-
ponents are the low power mobile device on the left hand side, an access point or
Smartphone for external communication and the webserver with the Personal Network
application on the right hand side.

3.7 Integrity Measurement and Security Protocol

Integrity Measurement. To use the TPM mechanism for attestation of plat-
form integrity, the platform measurement must be performed before the soft-
ware on the microcontroller is started. Code for the platform measurement has
to reside in Read Only Memory (ROM), so it can be granted that the code
is trustworthy. During the platform measurement, the whole program memory
of the system is transferred in segments to the TPM and the resulting hash
value is directly stored inside of one or more PCR registers. After the platform
measurement, the program of the microcontroller is started.

Security Protocol. To establish a secure session between the webserver and the
mobile device, we developed a security protocol that is based on a webservice in-
terface (see figure 5). The security protocol is a means to use the TPM mechanisms
by a remote entity to create a secure session and transfer encrypted data.

In figure 5 a sequence chart of the session establishment using the security
protocol is shown. The connection establishment starts by sending an open re-
quest to the server. The server sends an open response and the mobile device
performs a quote and sends back the result in form of an identify request. The
identity is checked and the mobile device is authenticated. Then an AES key is
generated and encrypted and sent to the mobile device. If the mobile device is
able to decrypt the AES key with the password protected key inside the TPM,
the server is also authenticated. An unbound notification is send to the server
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Fig. 5. Sequence chart of session establishment using the proposed security protocol

and notifies the session establishment. After that, data can be exchanged using
AES encryption.

4 Implementation and Results

4.1 Implementation

In this section we present the implementation of the secure personal network
system and show measurements performed with the mobile device. There we use
the low power microcontroller MSP430F1611 from Texas Instruments. It is a
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Fig. 6. Implemented low power security node. On the left hand side is the board
with the microcontroller and the Bluetooth module. On the right hand side is the
daughterboard with the TPM chip. The boards are pluged together with connectors
on the backside.

16-bit RISC-CPU with 16 registers. It has 48 KB flash and 10 KB RAM. In our
tests, we run the microcontroller at a clock rate of 8 MHz.

The Trusted Platform Module we use is the AT97SC3203S of Atmel and has
a serial SMBus interface which is ideal for interfacing a resource constrained
microcontroller at a low clock rate. The TPM needs an external 33 MHz clock
to drive the internal RISC processor. The TPM is compatible with version 1.2
of the TCG specification for TPMs.

Integrated on the hardware of the mobile device is the Bluetooth module
WML-C29 from Cambridge Silicon Radio (CSR). The WML-C29 contains a CSR
BlueCore2 chip which has a complete Bluetooth stack integrated and supports
the PAN profile up to the TCP/IP layer. There is also an antenna integrated
on the WML-C29. In figure 6 the implemented low power node and the TPM
board are shown.

In our tests the mobile device communicates over a PAN with the Bluetooth
Access Point AXIS 9010 of Axis Communications which is a LINUX based stan-
dalone system that acts as a NAP according to the PAN profile. The AXIS 90100
is connected to the internet via a Local Area Network (LAN).

On the server side we use the Apache Tomcat webserver which is a part of the
open source Jakarta project of the Apache Software Foundation. In order to offer a
webservice interface, theApacheWebserviceProjectAXIS is used. ApacheAXIS is
an implementation of SOAP which is used to invoke webservice methods by means
of XML. Apache AXIS offers modules to process incoming calls and redirect the
call to the corresponding java method of the webservice implementation.

4.2 Measurements

To test our implementation and to evaluate the usage of a TPM in a resource
constrained system, we added components to the mobile hardware to measure
the power consumption of the TPM in different states of operation. In figure 7
we show the results for the states SHA-1 (calculation of the platform configura-
tion), quote (signing of PCA for attestation of platform integrity) and unbind
(decryption of the one time PSK).

As shown in figure 7, the boot process of the microcontroller is done after the
measurement of the platform configuration (SHA-1). After this, the connection
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Fig. 7. Current measurement of the TPM. The first section shows the consumption
while the hash engine was running. The second and third section show high power con-
sumption because of the asymmetric cryptographic operation. After the third section
the TPM is send to standby mode.

Table 1. Timing information and power consumption for several TPM commands
according to transfer time of the command, execution time and transfer time of the
answer

Command Transfer Execution Transfer Power
time Command time time answer consumption

SHA1 6910 ms 1030 ms 7.81 ms 29.0 mA
Quote 11.7 ms 801 ms 46.9 ms 38.1 mA
Unbind 44.6 ms 801 ms 9.77 ms 38.2 mA

request is send to the server and the session is established at the end of decrypting
the session key for AES. Hence the authenticated session is established in less
than 3 seconds.

Some other timing information is found in table 1. The transfer time of the
hash command is more than 5 seconds. That is due to the fact, that the hash
for the PCR is calculated over the whole flash memory of the MSP. So the 48
KB of data has to be transferred to the TPM over the slow SMBus.

5 Conclusion

In this paper, we have introduced a concept and implementation of a secure
Personal Network which consists of mobile low power nodes that are secured by
means of a Trusted Platform Modules.



Security for Mobile Low Power Nodes in a Personal Area Network 185

We showed that especially in the field of teletherapeutic application it is of
great importance to protect the whole system by strong cryptographic mech-
anisms. Analyses of security requirements showed that end-to-end security is
a strong method to guaranty the security and privacy of the teletherapeutic
system (TTS). Therefore our new approach is to use TPMs which were origi-
nally developed to be used in personal computers and devices that have enough
computational power to do asymmetric encryption without cryptographic co-
processors. We developed a concept for the integration of a TPM into our re-
source constrained mobile device and designed a security protocol which uses
the mechanisms of a TPM to meet the security requirements of the personal
network.

The integration of TPM chips into resource constrained microcontroller based
platforms is possible since some manufacturer of TPMs introduced serial inter-
faces to their chips. In our research, we used an Atmel TPM which has a two
wire serial SMBus interface and integrated it in our resource constrained mobile
node. This node is suitable for use in mobile infusion pumps, which are used in
current pain therapy, and allow the secure remote control of such pumps. The
mobile node is also suitable for securing vital sensors.

The measurements done with the new secure mobile node showed that the
power consumption is low (compared to the power consumption of normal oper-
ation) and therefore the usage of TPMs does not significantly lower the battery
lifetime of a mobile system. Timing measurements showed that some opera-
tions such as platform configuration measurements take relatively long (several
seconds). Such measurements of the platform configuration are only done dur-
ing boot time and therefore do not pose a drawback for the operation of the
device.

We can conclude that TPMs are well suited for resource constrained mo-
bile devices and in our opinion their use is a step towards trusted ubiquitous
computing.
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Abstract. In this paper, we introduce several new mechanisms that are
cheap to implement or integrate into RFID tags and that at the same
time enhance their security and privacy properties. Our aim is to provide
solutions that make use of existing (or expected) functionality on the tag
or that are inherently cheap and thus, enhance the privacy friendliness of
the technology “almost” for free. Our proposals, for example, make use
of environmental information (presence of light temperature, humidity,
etc.) to disable or enable the RFID tag. A second possibility that we
explore is the use of delays in revealing a secret key used to later establish
a secure communication channel. We also introduce the idea of a “sticky
tag,” which can be used to re-enable a disabled (or killed) tag whenever
the user considers it to be safe. We discuss the security and describe
usage scenarios for all solutions. Finally, we review previous works that
use physical principles to provide security and privacy in RFID systems.

Keywords: RFID, privacy, cheap solutions, sensors, physics and crypto.

1 Introduction

The pervasiveness of RFID tags, their ability to carry more information than bar
codes, their expected low cost (below US$0.10), and their lack of need for line
of sight communication pose interesting challenges to those interested in their
widespread adoption. Such challenges include both privacy and security con-
cerns. On the privacy front, we can identify concerns on the part of consumers
who will be carrying tagged objects. In particular, the wireless communication
capabilities of RFID tags and their simple functionality (when queried they sim-
ply reply with a unique identifier) could make it easier to track people based on
tag identifiers as well as to find out consumer preferences clandestinely. Similarly,
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companies and defense organizations will also be more vulnerable to espionage
as it will be much easier to gather information on the competition or the enemy
and much harder to detect such spying activities. On the security front, there is
the authentication problem, i.e., how a legitimate party can assess whether an
RFID tag associated with an object (and thus the object) is authentic or not.
The ability to authenticate legitimate tags has direct implications on industry’s
ability to decrease the counterfeit market, which in 2004 was expected to surpass
the 500 billion USD per year mark [1].

Based on the solutions that are known today, we propose to divide security and
privacy solutions for RFID into two groups: algorithmic solutions and solutions
that either combine cryptography and physical principles, or that simply take ad-
vantage of a physical process. By algorithmic solutions, we mean solutions based
on cryptographic mechanisms. Examples include: basic access control through
passwords, minimalistic cryptography [2] and lightweight protocols [3], solutions
based on symmetric-key cryptography (e.g. [4,5]), hash functions (e.g. [6]), and
elliptic curve based solutions [7,8]. However, at the present moment, solutions
based on traditional public-key cryptography, symmetric-key cryptography, and
hash functions are out of the question for the cheapest of RFID tags. Notice that
if RFID tags are to be widely deployed (as bar codes are) then they also need to
be in the same price range as a bar code, which only requires ink to be printed
on a given item and thus, has cost close to zero. In the search for cheaper so-
lutions, researchers have turned away from algorithmic approaches. Thus, ideas
have been developed such as the kill command, the blocker tag [9,10] and sim-
ilar blocking/proxy mechanisms [11,12]. More engineering oriented approaches
have also been introduced such as the IBM clipped tags [13], distance bounding
protocols [14], or techniques that take advantage of noise in the communication
channel to camouflage the reader-tag communication [15,16]. We will refer to all
such approaches as algsics methods.

It is clear that the major advantages of tagging objects with RFID tags, as
Juels [17] points out, are the abilities to uniquely identify objects and to auto-
mate tasks that previously had to be performed by a human. This will result in
clear advantages to manufacturers of products or service providers. However, one
may ask what is the general public case for tagging everyday objects? RFID tags
also have the potential to enable new applications (only limited by the reader’s
imagination) such as smart refrigerators that are able to tell when a product’s
life has expired or when you have run out of milk, washing machines that simply
need to be started and know based on clothing information what wash cycle it
should run, intelligent posters that allow a consumer to know in which cinemas
and at what times a movie is playing, and finally, as a an enabling technology in
smart homes for the elderly and the cognitively impaired [17]. However, the pos-
sibilities offered by the wide deployment of RFID technology will only become
true if the privacy of individuals is properly protected.

CONTRIBUTIONS. In this paper, we propose several additional mechanisms
to enhance privacy and security of RFID tags. Our aim is to provide privacy
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solutions which make use of existing (or expected) functionality on the tag or
that are inherently cheap and thus, enhance the privacy friendliness of the tech-
nology “almost” for free. Some of our proposals make use of environmental infor-
mation to disable or enable the RFID tag. Although the combination of sensors
with RFID tags is not new [18,19], the realization that such environmental in-
formation can be used to enhance privacy is new and to the authors’ knowledge
has not been proposed before. A second possibility that we explore is the use of
delays in revealing a secret key used to later establish a secure communication
channel. We would like to point out that we do not claim that all the solutions
presented in this paper will constitute stand-alone solutions to the privacy (or
security) problems in RFID. Rather, we believe that these solutions will enhance
other security and privacy solutions. It is possible that such methodology will in
the end be the way towards securing RFID. The remainder of this contribution is
organized as follows. In Sect. 2, we introduce solutions which make use of sensor
information to enhance consumer privacy. Section 3 describes a new RFID proxy
mechanism that we call a sticky tag. Sticky tags allow the implementation of the
kill command without its disadvantages by re-enabling the tag wherever and
whenever the user considers it safe to do so. In Sect. 4, we explain how we can
use time delays in the messages exchanged between the tag and the reader to
enhance security. Section 5 summarizes related work proposing algsics solutions.
Finally, we end with some conclusions in Sect. 6.

2 Physics at the Service of Privacy

In this section, we describe solutions that enhance the privacy of users carrying
objects with associated RFID tags. We assume that guidelines for RFID privacy
have been followed, such as placing the tag on the outside of the object and
that this position has been clearly identified. This also allows consumers to
have the option of removing the tag if desired. We also assume the integration
of sensors in the RFID tag functionality. This assumption gives rise to several
questions. The first question we ask is if this approach is feasible at all from a
technical point of view and if such a sensor-RFID tag can be implemented in a
battery-free manner. The answer to these two questions is positive as [18,20,19]
provide evidence of the feasibility of this approach. The second question regards
price. How much such a sensor-RFID tag costs will in the end dictate whether
such a solution will experience widespread adoption or not. To be successfully
adopted at the item level, we require a price in the range of US$0.05 per tag
[21]. The experience of [18] seems to indicate that today it is possible to build
RFID tags including sensor functionality under a US$1 but far from the US$0.05
mark. In fact, some are already available, albeit only battery powered ones [22].
In the end, we expect that the continued decrease in silicon prices as well as
consumer and customer requirements for additional functionality will enable the
integration of sensor functionality into cheap RFID tags. In the following, we
describe several scenarios which take advantage of embedded sensor functionality
in an RFID tag to make the technology more privacy friendly. The basic idea
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in all the solutions is to use environmental information as an on/off switch.
By environmental information, we mean data from temperature, light presence
(or absence), or humidity readings of the environment surrounding the sensor-
RFID tag. Depending on the setting and the application, a certain sensor might
be more appropriate than another. Then, whenever the chosen environmental
information attains a certain value (or range of values) or the user “creates”
the right environmental conditions, the RFID tag is able to transmit data to
an interrogating reader. Otherwise, the tag functions as if it was completely
disabled. In the next sections, we describe usage scenarios for particular sensors
and we discuss advantages and disadvantages of such solutions.

2.1 Tag Privacy Protection Via Light Controlled Tag Activation

IDEA. The idea is to control access to the powering circuit of the RFID tag
via a fully integrated light-sensitive diode which can detect the presence of a
laser-beam, e.g., from a laser pointer. This allows for the presence of a secure
light-controlled ON/OFF switch on the tag. When the tag is powered by a reader
and a laser-beam is pointed at the light-sensor, a digital ON code is written into
the RFID’s non-volatile memory. This ON code can, by means of an active switch
(e.g., a MOS-transistor), be used to enable the power-supply voltage to parts of
the RFID-chip, or enable other circuits to the rest of the chip, in such a way
that the chip becomes fully functional. Even when the tag is taken out of the
reader field, this ON state remains stored in memory. The tag can also be set
in its OFF mode under similar conditions. When the tag is powered by a reader
and a laser beam is pointed again to the light-sensor, an OFF bit will be written
in non-volatile memory and the power-supply voltage will be disabled from the
rest of the tag. In that case, the tag is not functional anymore until it is switched
ON again by means of the laser beam. Even though such a switch provides the
desired functionality of access control to the tag, it suffers from the drawback
that a laser beam needs to be pointed to the tag. Thus, this could be considered
as undermining one of RFID’s main advantages: no line of sight communication.
As an alternative, it is also possible to make an RFID tag that will only function
if enough environmental light is present. In this case, the user can protect his
tags from being read by an unauthorized party simply by covering the tag such
that no light can reach its photo detector or by keeping the tags in the dark.
Notice that in many situations, this would not be an unnatural thing to assume
(just think of a grocery bag, a wallet, or a purse). Alternatively, an RFID tag
could be part of a label that can be closed or opened (covered/uncovered) such
that light to the tag is blocked or passed, respectively. This way the user is in
control of the readout of his tags and can choose when and where his tags may
be read. No special reader is required for reading out the RFID tag. The silicon-
area required for the light-sensitive diode, including control circuits, can be very
small [23]. This results in a cheap protection method that can be, if necessary,
combined with other existing privacy enhancing technologies.
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DISCUSSION. A consumer carrying items with such a modified RFID tag disables
the tag at the point of sale terminal and re-enables it again once he/she is in a
safe environment, e.g., at home. Thus, future ambient intelligent applications are
still supported and the user’s privacy not affected. Another example application
of such a solution is in the tagging of bank notes. By turning off the RFID
interface in his/her bank notes via their light-enabled switch, a user very simply
avoids tracking. Another attack that is prevented is that in which a thief targets
passers-by who are carrying 500 Euro notes in their wallets [24] by simply reading
their tags. On the other hand, any person or organization desiring to verify the
authenticity of the bank note can do so upon obtaining the bank note as a form
of payment for a service or product. Notice that the light enabled switch does not
support all the properties put forward by Juels and Pappu in [24]. In particular,
it would only allow law enforcement agencies (or any authorized entity) to trace
bank notes after detaining a potential suspect and not in an unobtrusive manner
as suggested in [24]. Finally, a potential attacker, intending to track someone via
the RFID tags that his victim is carrying, would be required to point a light
source at each consumer tag that needs to be enabled without this activity
being detected by the victim.

2.2 Tag Privacy Protection Via Moisture Dependent Contact and
Other Sensors

IDEA. Inclusion of RFID tags in clothing has been proposed as a means to sup-
port activities such as supply chain and retailer product management. However,
including RFID tags in clothing raises privacy concerns to those that wear such
garments (see for example [25]). To enhance the privacy of users in this situation,
a modified tag is proposed. The tag operates normally prior to sale. At the point
of sale, the tag is disabled, e.g. by burning a ROM component or wire, which
can be done by applying a large amount of power to the tag at the point of sale
reader/terminal. Notice that we do not completely kill the tag but rather disable
its RF interface. Once in the disabled state, the tag can still function but only if
enough conducting moisture is present. This can be done by means of a switch
(put in a strategic location such as the tag’s antenna) that can only make electric
contact if conducting liquid is present. Therefore, the tag is effectively disabled
in the street (as long as it stays dry) and can be finally re-enabled when the
washing machine pumps water onto the clothes. One may worry that tag read-
out is hampered by large volumes of water absorbing RF radiation. However,
studies have shown that this is not a problem. In particular, it is well known that
at low frequencies (in the 10 to 20 MHz range) water is transparent to an RF
signal [26, pages 2-6–2-7 ]. At higher frequencies, the attenuation is significant
and it is highly frequency dependent. For example, the study in [27] shows that
the attenuation of the signal traveling a distance of 6 cm varies between 7 dB
and 23.5 dB for frequencies between 100 MHz and 950 MHz. Notice, however,
that there are solutions starting to appear that can perform well in the presence
of water and metals at high frequencies as shown in [28]. Finally, for the par-
ticular case of an RFID-tag operating in the 13.56 MHz band, a weakening of
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the signal by 10 dB is deemed acceptable. It can be shown experimentally that
at frequencies around 10 MHz the RF signal penetrates 25 cm into salty liquid,
which is more than sufficient for the washing machine example.

DISCUSSION. In addition to supporting activities such as supply chain and re-
tailer product management, RFID tags associated with clothing items could also
support other applications such as smart washing machines. Smart washing ma-
chines could be equipped with an RFID reader, which allows the machine to
access clothing information. Therefore, the machine could autonomously select
a washing program based on that information or it could advise the user to
remove an item that needs a different washing program via an alarm. A sec-
ond example of a sensor used to enhance privacy is a temperature sensor for a
smart refrigerator application. In this setting, RFID tags could be allowed to
be read only in certain temperature ranges. Thus, when the groceries are in the
refrigerator at a certain temperature range, the RFID tags associated with the
groceries would be readable and otherwise not. Such an RFID tag would enable
applications as diverse as : checking whether a product has been at the correct
temperature during the whole supply-chain or placing an automatic order when
the user has run out of certain food items. On the other hand, one can argue
that whenever the temperature outside was also in the range of the refrigerator
temperature, the RFID tag would be allowed to transmit and thus, the user
would be traceable. However, the ability that an attacker has to trace some-
one would be highly dependent on weather conditions and not on the attacker’s
choice. This diminishes the attacker’s tracing abilities or forces him to change
environmental conditions around his target. In this case, security is also highly
dependent on how close the attacker can get to his target and stay there for ex-
tended periods of time. Clearly the closer the attacker is to his target, the easier
it is for him to be discovered but also the more successful he will be in cheating
the system. Finally, notice that a single sensor will probably not be applicable
to all scenarios, with the possible exception of the light sensor. For example, a
humidity sensor might be suitable for clothing but not for electronic items, and
similarly temperature sensors might work well with food but not with clothing.
Light sensors, on the other hand, seem to allow a wide range of applications.

3 Sticky Tags and Privacy

Current privacy preserving solutions for RFID are such that they either add cost
to the tag by including additional hardware to perform cryptographic functions
or require the modification of current tag specifications to perform additional
operations. On the other hand, the most widely available (standardized) solution
for privacy concerns is the kill command that permanently disables the tag.
This solves the privacy problem but it gives up the advantages that RFID tags
can provide in other applications. Thus, the idea proposed in this section can be
seen as middle ground between the two extremes of rendering tags completely
useless with the kill command or having additional costs added to current RFID
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tags. It can also be seen as yet another instantiation (with different properties
and characteristics) of a privacy sentinel [29] or watchdog tag [11].

IDEA. The basic idea is to allow the kill command to completely disable the RF
functionality of the RFID tag but to allow access to the information in the tag
via a second interface, which requires proximity to the tag. This second inter-
face could take different forms. The simplest instantiation of the second interface
would be a contact-based interface. In this case, proximity means “as close as it
is physically possible,” i.e. touching the disabled tag. We emphasize that adding
a contact interface to an RFID tag is not new. However, to the authors’ knowl-
edge the idea that a second interface can be used in combination with a second
(more powerful) tag to “resurrect” the functionality of the killed tag and guar-
antee privacy (and security) for the user is novel. Notice that the resurrecting
functionality is different from the resurrecting duckling security policy of Sta-
jano and Anderson [30], where a node in an ad-hoc network establishes a secure
channel after being “resurrected” by an adjacent node. A second possibility is a
modified antenna system which upon receiving the kill command changes its
configuration. For example, the read-range could be limited by the kill com-
mand to 1 mm. By a modified antenna system, we mean both an antenna which
changes its range (for example, via clipped tags as in [13]) or simply a system
consisting of two antennas. The first antenna has a normal range and it gets
disabled upon the tag receiving the kill command whereas the second antenna
has a very short range and it is not affected by the kill command. Notice that
this instantiation might succumb to relay attacks. The second interface can then
be used by another device, presumably a more powerful RFID tag both in terms
of computational power and security, to access the data in the original RFID
tag and communicate in a secure manner with RFID readers. We will refer to
this device in what follows as a sticky tag to illustrate the fact that we expect
such devices to be implemented as a sticky label that adheres to objects whose
original RFID tags have been killed. “Sticking” our new more powerful tag on
the less powerful tag has the effect of “resurrecting” the tag. Figure ?? depicts
an illustration of the system. In particular, a standard reader powers up both an-
tennas, the sticky tag’s antenna and the original RFID tag’s antenna. Since the
RFID tag’s antenna has been disabled, only if the sticky tag is present will the
reader obtain a response from the RFID tag. Notice that the sticky tag acts as a
bridge between the disabled RFID tag and the RFID reader. As such, the sticky
tag, when queried, forwards the information residing in the original RFID tag to
the reader. Also the sticky tag must not have an identifier (e.g. EPC) of its own.

In addition, the sticky tags do not necessarily have to be more powerful de-
vices. A sticky tag could simply be a much cheaper device without memory or
functionality other than reviving the killed RF interface of the original tag. This
instantiation would have the advantage of extremely low cost. Finally, an added
advantage of sticky tags is that they could be used to resurrect RFID tags with
a defective RF interface.
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killed tag and reads
its contents through 
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Disabled RF 
Interface

RFID tag

Reader

Fig. 1. Sticky tag in the presence of a reader with a secondary contact-based interface

DISCUSSION. As usual, at check-out the RFID tag is disabled. However, by at-
taching a sticky tag to the killed tag now the user is able to take advantage of
the information stored in the killed tag just as if the tag in the object had never
been killed. This has the added advantage that the identifier is transmitted to
the readers in a secure manner (if the sticky tag is equipped with cryptographic
functionality) or in a more secure environment, since it is the user that decides
where and when to resurrect the killed tag. The sticky tag is also envisioned to
be re-usable, i.e., users could have a bag of such sticky tags and attach them
to objects whose RFID tags have been killed. Once the object’s usable life has
expired, the user could simply detach the tag and store it for future use after
discarding the object. The manufacturer who would also like to check an object’s
information once the object is in the recycling phase, could similarly resurrect
the originally embedded RFID tag by using a sticky tag as well. A final usage
case is the scenario in which a user returns a product to the shop because of reg-
ular maintenance, repair, or malfunction. In this case, the shop can use a sticky
tag to read the product information available in the original tag associated with
the object. Admittedly, a main issue with the sticky tags is usability. Can we
expect that users will tag their groceries so that they can make use of their smart
refrigerator? Notice that owning a smart appliance implies that the user has an
interest in using the intelligence features in the refrigerator, otherwise he would
not have bought it in the first place. In addition, attaching a sticky tag both
at home and at the repair shop scenarios does not need to be a cumbersome
activity. It could be similar to the customary practice of detaching anti-theft
tags at clothing stores once an item has been sold or to adding a pricing tag
to an item as it had been done for years (and in some places it is still done)
before the widespread adoption of bar codes. On the other hand, a main advan-
tage of the sticky tags is that they are an opt-in solution. By default, we are
safeguarding individual’s privacy and if they desire they can regain many of the
advantages that RFID offers. Sticky tags would be best suited to objects that are
meant for home use once they have bought (e.g., groceries, TVs, DVD players,
etc.). Similarly, using sticky tags for clothing for example, would imply that the
user needs to remember to detach the sticky tag from his clothing before going



ALGSICS — Combining Physics and Cryptography 195

out. Otherwise, he could risk traceability. This seems a burden not likely to be
accepted by most people.

4 Time-Released Secrets and RFID

IDEA. This solution tries to hinder the ability of a reader randomly placed in
the street to read or identify a tag when a person passes by. This achieved by
implementing an actual physical time delay functionality in the RFID tag. This
time delay forces the reading of sensitive data to require more time when the tag
is in an unprotected environment than when it is in a protected setting. In this
case, the tag itself acts as the agent that releases the secret at a given time in
the future. The user or user’s devices (e.g. smart home appliances) are the party
requesting access to the secret-key information. The unprotected environment
may be, for instance, the user’s path from shop to home. In this case, the chances
that an unauthorized reader is able to obtain any information from the tag are
decreased thanks to the time delay between a reader requesting information
(powering up the tag) and the time when the tag actually responds. On the other
hand, when the tag is in a protected environment, e.g. the shop or the user’s
home, the tag responds without delay, thus not hindering trusted applications.
Notice that the delay can be used to send the tag identification number, product
information stored on the tag, or a key used to encrypt the previously mentioned
data. One can think of many different configurations for the delay. For example,
the delay could occur before any actual data is transmitted from the tag to the
reader (after which the message would be transmitted normally) or there could
be a permanent delay introduced between the bits (bytes, or any other part) of
a message being transmitted. In the latter case, a one-time switch can be used
to permanently change a fast-readable tag into a slow-readable tag. In what
follows, we describe a particular implementation of the above idea.

An RFID built to support these delays could contain three areas of ROM.
The first area stores the EPC and product information PI in Erasable ROM
(E-ROM), which is fast-readable. The second area stores the symmetric en-
cryption of the EPC and the PI, EncK(EPC||PI), which is also fast-readable,
while the third area stores the encryption key K, which is slowly-readable. Be-
fore purchase, the shop can quickly read the EPC and the PI from the E-ROM.
When the product is sold, this fast reading path is destroyed or blocked, e.g.
by erasing the E-ROM. Thus in an unprotected environment only the value
EncK(EPC||PI) can be read fast by any reader. Notice that this could poten-
tially allow the tracking of the tag via the persistent identifier, EncK(EPC||PI),
but it does not reveal anything about the EPC or the PI, themselves. Finally,
in the users home, a trusted device can slowly read the key K, quickly read
the encrypted value EncK(EPC||PI), and store the pairs (EncK(EPC||PI), K)
in a product database. When product information is needed, the home devices
can use the quickly sent value EncK(EPC||PI) as an identifier to search the
database for the key K which can in turn be used to decrypt EncK(EPC||PI)
to give the EPC and the PI. A variation of the above scheme that does not
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1. Common Input: Dashed arrows indicate delayed transmission of value.
2. Tag Input: The tag has stored in memory EncKShop(K), EncK(EP C||P I), and K.
3. Honest Reader Input: An honest shop reader knows the secret key KShop.
4. Protocol in the shop:

Tag Reader
K � ignored

EncKShop(K) � DecKShop(EncKShop(K))
EncK (EP C||PI) � DecK(EncK(EP C||P I))

5. Protocol in safe environment:

Tag Reader
K �

EncKShop(K) � ignored
EncK(EP C||P I) � DecK(EncK(EP C||P I))

Fig. 2. Delayed tag identification without physical switch

require a switch is shown in Fig. 2. The advantage here is that the EPC||PI
value is never sent in the clear (even in the shop). In addition, there is no need
for erasing or destroying the fast-reading path as in the previous system. The
tags’ tracking problem can be solved if the tags are assumed to have more capa-
bilities, namely, a random number generator and the capability to evaluate hash
values. This, however, requires hardware to support a hash function or a dedi-
cated encryption module (as opposed to just memory). Finally, another simple
variant would have the tag send the EPC and/or the PI at normal speed at the
shop and with a delay after the product is sold.

DISCUSSION. The protocols presented here seem to be well suited for many
applications. However, we would like to point out that in any version of the
protocol, an attacker is successful if he is able to keep the attacked tags in its
reader field long enough to obtain the secret key K. In particular, if the tag is
stationary for long periods of time, then the attacker can seriously compromise
the privacy of the user. Clearly, then security and usability can be traded off
against each other. The longer it takes for the tag to release the next bit of its
secret key, the longer the attacker will have to be present in the surrounding of
the tag and thus, the less likely that he will obtain the whole secret information.
On the other hand, the longer it takes for the tag to release the secret key, the
longer that the legitimate user will have to wait when he wants to access the
tag’s encrypted information at home1. Given this limitation, delays appear to be
well suited for objects that will not be carried outside the safe environment of
the user very often (e.g., food, TVs, home electronics, etc.). On the other hand,
tags incorporated into clothing would be less likely to be a privacy problem if
using different privacy enhancing solutions such as those based on sensors. We
end by noticing that the assumption that the attacker tends to be stationary
and thus unable to query tags for extended periods of time is not new in the
RFID setting (see for example [2]).

1 This is only true the first time that the tag is queried at home.
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Remark 1. The idea of using a delay to enhance security is not new in cryp-
tography. In particular, May [31] introduces timed-release cryptography as a
new primitive. The solution that we present here can be seen as a timed-release
system in a different time scale and with different granularity as the system
of [31]. In the context of RFID security, Juels [2] seems to be the first to use
delays to limit the ability of an attacker to perform successive queries to a tag
by using a hardware-based throttling mechanism for his pseudonyms scheme.
However,schemes such as the ones presented in this section and the ability to
turn on and off the delays were not discussed.

5 Related Work

In this section, we survey other algsics methodologies found in the literature.
They are organized according to the ideas in which they are based.

PRIVACY SENTINEL AND BLOCKER TAGS. The term “privacy sentinel” was
introduced by Sarma in [29]. However, the concept of a proxy device that man-
ages the communication of the RFID tag with the external world was originally
introduced by Floerkemeier et al. [11] while the blocker tag was originally in-
troduced by Juels et al. [9] (see also [10]). In what follows, we will use the term
privacy sentinel and watchdog tag interchangeable. Similar approaches have also
been introduced in [12,32,33]. The idea is to provide users with a more powerful
trusted device (the privacy sentinel device) that takes care of their privacy, man-
ages their privacy preferences and could, for example, be integrated into a user’s
cell phone. The watchdog tag’s (as it is called in [11]) main purpose is to manage
the communication between the reader and the tags that the user is carrying.
In addition, the watchdog tag could show warnings to the user, prompt him
for authorization, and log all data transfers. Reference [12] extends the watch-
dog tag concept to include key management, authentication operations, and tag
simulation (i.e. the privacy sentinel is able to mimic the operations of the less
powerful tags that is managing). Juels et al. [32] consider the problems of tag
relabeling, acquisition and ownership transfer. A somewhat different but related
approach is the idea of the blocker tag [9] which protects tags from unauthorized
reading by interfering with the normal singulation protocol used to identify tags
by a reader. Singulation is based on a binary tree algorithm. At each step in the
algorithm the reader requests all those tags with their next bit in their identifier
equal to one (for the sake of argument) to reply and all those with a zero to stay
quite. Eventually, the reader requests all bits and is also able to singulate the
desired tag. The blocker tag interferes with this algorithm by always responding
with all identifiers effectively simulating all tags or those tags designated within
a given range of identifiers. The blocker tag is expected to be cheap and be of
the same type as a regular RFID tag.

CHANNEL DISTURBANCES. Recently, [16,15] have taken advantage of the noise
present (or artificially generated) in the communication channel between reader
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and tag to enhance the security of their communication. Reference [16] takes
advantage of the noise in the channel to allow readers and tags to share a secret
without a passive adversary being able to learn it. Readers and tags perform a
protocol where information reconciliation and privacy amplification take place
through the use of universal hash functions. The scheme in [15] is somewhat
different. It assumes the existence of noisy tags owned by the system which in-
ject noise into the communication channel. The noisy tags also share a secret key
with the reader, which is used to pseudo-randomly generate noise. Whenever the
tag sends its secret key to the reader, an eavesdropper will see a signal that is the
sum of the signal corresponding to the tag’s secret key and the noise injected by
the noisy tags. On the other hand, the reader is able to replicate the noisy tags’
noise and it is able to subtract the noise signal from the received signal, thus
recovering the tag’s secret key. A similar approach to [15] is presented in [34].
The difference is that the authors do not assume the presence of a noisy tag but
rather assume that the reader and tag can synchronize their communications.
Both tag and reader send a pseudo-random sequence to each other, whenever
their bits are different an eavesdropper will not know which bit was sent by the
tag and which bit by the reader. On the other hand, both the tag and the reader
are able to obtain each others keys.

DISTANCE BOUNDING PROTOCOLS. Cryptographically secure distance bound-
ing protocols date back to 1993 as introduced in [35]. However, [36] seems to be
the first to suggest a protocol specifically suited to the RFID setting. Notice that
in the context of RFID protocols proximity implies trust. Fishkin et al. [36] find
that looking at the signal noise (in particular to the Fano factor, which is used to
approximate signal noise) and at the actual signal strength received by an RFID
tag correlates fairly well with the tag distance from the reader. They can use
this correlation to decide whether the energy received from the reader antenna
can be considered to be in the far field or in the near field. Then, based on this
decision, the RFID tag could have a policy of responding to the interrogating
reader or not. This distance bounding protocol is combined in [36] with the idea
of tiered revelation and authentication in which the tag reveals more and more
information according to the level of authentication used by the reader. Refer-
ence [36] also noticed that the tiered level can also be associated with the amount
of energy emitted by the reader. Thus, for example, a reader that requests more
information will also be required to power the tag for a longer period of time
while using a longer key size. The work in [37] proposes a new distance bounding
protocol based on ultra-wideband pulse communication where the verifier is the
reader and the prover the RFID tag. Thus, it considers the reverse problem, i.e.,
the reader wants to verify that it is talking to an honest tag. The protocol makes
use of a keyed hash function or symmetric-key primitive to generate a sequence
of pseudo-random bits which upon a challenge from the verifier are returned by
the prover. Only an honest prover can generate the correct sequence as he also
knows the secret key used to generate the sequence.
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CHANGING-TAG SYSTEMS. By changing-tag systems, we mean systems in
which the tag or tags change physically. Examples are the works presented in
[38,13] as well as [39]. The work in [38] is interesting in that they suggest to phys-
ically split the IDs of RFID tags. In particular, their approach envisions splitting
global RFID tag identifiers into a class ID (related to the class of objects) and
a pure ID (which identifies the specific object, lot number, serial number, etc.).
The idea is then for the user to be able to physically remove the class ID from
the object and at a later stage attach a second tag with a different global ID,
which might be unique in the user environment but not globally. The authors
in [38] also notice that the same effect (changing IDs) can be achieved by using
re-writable memory in an RFID tag. Reference [39] considers systems in which
an object is associated with multiple RFID tags. Then, chaffing and winnowing
in the sense of [40] can be used to disguise the true identity of the object. Notice
that Weis [21] was the first to notice that chaffing and winnowing can be used in
the RFID context but he assumed that the readers would be the ones generating
the chaff. In [13], the authors propose to physically disconnect the antenna and
the chip in an RFID tag. In addition to allowing for visual confirmation (on
the part of the consumer) that the tag communication capabilities have been
disabled, it allows for this functionality to be “pasted” back on if the user de-
sires to resurrect the RFID tag functionality once he/she is in a safe environment.

TAG SWITCHES. The work in [41] explores the idea of physically deactivating
a tag via a physical bit-dependent switch. If the bit is set to one, the RFID
tag answers as usual to a reader query whereas if the bit is set to zero, then
the tag is deactivated until the user activates it again. The idea is based on
the assumption that only someone with physical access (or close proximity) to
the tag can activate it again. Thus, consumer privacy is safeguarded and at the
same time, tag functionality is preserved for privacy-friendly environments. The
author describes three possible implementations of the physically changeable
bit (PCB). The first implementation consists in physically (dis)connecting the
antenna from the chip, much in the same way as the clipped tags in [13]. Other
methods include: including electrically erasable ROM memory in the tag, writing
or erasing the PCB depending on user wishes, and using “magnetic bits” in the
tags to represent (and set or unset) the PCB bits. In this category, we also
include the kill command, which works by completely disabling the tag if the
tag is presented with the correct password. Although not application friendly,
the kill command is a rather effective mechanism to safeguard individuals’
privacy.

6 Concluding Remarks

In this paper, we have discussed and introduced solutions that show how the
physics present in RFID systems can be leveraged to enhance security and pri-
vacy solutions at a low cost. We believe that this approach is promising in the
sense that the cheapest RFID tags are constrained devices which will not allow
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(due to pricing requirements) the implementation of expensive cryptographic
primitives. We point out, as it has been done also in previous works, that the se-
curity guarantees provided by algsics methods are not the same as those provided
by crypto protocols using sophisticated primitives (for example, most algsics so-
lutions provide security in a weak model against passive adversaries). However,
it is also true that in many cases such guarantees might be enough. For example,
it might not be feasible to implement an active attack without being discovered.
Finally, the future might show that algsics solutions turn out to be effective ad-
ditional countermeasures against attacks. In other words, when combined with
other more sophisticated methods, the overall security (or privacy) guarantees
of the system are enhanced.
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Abstract. Node compromise is a serious threat in wireless sensor net-
works. Particular in networks which are organized in clusters, nodes act-
ing as cluster heads for many cluster nodes are a valuable target for
an adversary. We present two efficient hardware-based attestation proto-
cols for detecting compromised cluster heads. Cluster heads are equipped
with a Trusted Platform Module and possess much more resources than
the majority of cluster nodes which are very constrained in their capabil-
ities. A cluster node can verify the trustworthiness of a cluster head using
the Trusted Platform Module as a trust anchor and therefore validate
whether the system integrity of a cluster head has not been tampered
with. The first protocol provides a broadcast attestation, i.e., allowing
a cluster head to attest its system integrity to multiple cluster nodes
simultaneously, while the second protocol is able to carry out a direct
attestation between a single cluster node (or the sink) and one cluster
head. In contrast to timing-based software approaches,the attestation
can be performed even if nodes are multiple hops away from each other.

Keywords: Sensor Network, Security, Trusted Computing, Attestation.

1 Introduction

Wireless sensor networks (WSNs) [1] provide a technological basis for many
different security-critical applications, such as military surveillance, critical in-
frastructure protection and surveillance. WSNs can be deployed in unattended
and even hostile environments for monitoring the physical world. The monitored
environment is covered by hundreds or even thousands of sensor nodes with em-
bedded sensing, computation, and wireless communication capabilities. If sensor
nodes are not specially protected, an adversary can easily compromise them, re-
cover information (e.g. keying material) stored on the nodes, and subvert them
to act as authorized nodes in the network to perform insider attacks.

One approach to detect compromised nodes is based on attestation tech-
niques, where sensor nodes must prove that their system has not been modified
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by an adversary. Attestation techniques that have already been proposed for
WSNs [2,3,4] are software-based and rely on relatively accurate time measure-
ment. These techniques are unsuitable for attestation along multiple hops and
when static interferences delay message transmissions, which prevents an exact
time measurement. One promising approach for overcoming the shortcomings
of software-based attestation is using the Trusted Platform Module (TPM) as
specified by the Trusted Computing Group (TCG) [5] as the trust anchor for
attestation protocols. The trust anchor is responsible for providing assurance of
delivered attestation values. The TPM provides such a hardware-based trust an-
chor. It also offers certain cryptographic functions which provide the foundation
for attesting the configuration of the local platform to a remote platform. Due
to the large scale and desired low-cost of WSNs, it is not feasible to integrate a
TPM into each individual node. Fortunately, many WSNs are organized in clus-
ters where a minority of nodes perform some special functions. These nodes may
act as cluster heads (CH), performing special duties, such as data aggregation
or key management for a number of cluster nodes (CN).

Since CHs are a valuable target for an adversary, it might be reasonable to
equip them with a TPM in scenarios where a high level of security is desired.
CNs and the sink should be able to verify whether a CH is still trustworthy,
even if it is multiple hops away. Since CNs are very limited in their resources,
attestation protocols must be very lightweight, i.e., requiring only few, small
messages and cheap operations (such as symmetric encryption).

In this paper, we propose two efficient TPM-based attestation protocols for
hybrid WSNs organized in clusters. Networks consist of low-cost CNs and more
expensive TPM-equipped CHs. The first protocol allows a number of CNs to si-
multaneously validate the trustworthiness of a CH in regular intervals, while the
second protocol enables an individual CN (or the sink) to verify the trustwor-
thiness of a CH at any time. Both protocols do not require expensive public key
cryptography on the CNs and the exchanged messages are very short. Due to the
unreliable, multihop communication, we can only prove the trustworthiness of
the CHs, but not untrustworthiness. In addition, these protocols are not limited
to cluster-based scenarios. For example the attestation protocols can be used in
WSNs where many (mobile) TPM-equipped sinks exist, which are deployed in
insecure locations. The network operator can verify if the data received from
these sinks is still trustworthy.

2 Background on TCG-Mechanisms

The core of the TCG specifications [5] is the TPM, which is basically a smartcard,
that serves as a trust anchor for trust establishment. The TPM offers protected
storage for cryptographic keys and hardware enhanced calculation engines for
random number generation, key-calculation and hash computation. Although
the TPM chip was not specified as necessarily being tamper-resistant, many
hardware vendors offer security mechanisms for preventing tampering and the
unauthorized extraction of protected keys, such as active security sensors.
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The TPM can generate and store cryptographic keys, both symmetric and
asymmetric, and perform asymmetric cryptographic operations. The asymmetric
keys can either be marked as migratable or non-migratable, which is specified
when the key is generated. Non-migratable keys are always protected by the
TPM and must not leave its protected storage.

The TPM also offers so-called Platform Configuration Registers (PCRs), which
are used to store platform-dependant configuration values. These registers are ini-
tialized on power up and are used to store software integrity values. Software com-
ponents (BIOS, bootloader, operating system, applications) are measured by the
TPM before execution and the corresponding hash-value is then written to a spe-
cific PCR by extending the previous value:

Extend(PCRN , value) = SHA1(PCRN ||value) (1)

SHA1 refers to the cryptographic hash function used by the TPM and ||
denotes a concatenation. The trust anchor for a so-called trust-chain is the Core
Root of Trust Measurement (CRTM), which resides in the BIOS and is first
executed when a platform is powered up. The CRTM then measures itself and
the BIOS, and hands over control to the next software component in the trust-
chain. For every measured component an event is created and stored in the Stored
Measurement Log (SML). The PCR values can then be used together with the
SML to attest the platform’s state to a remote entity. To assure that these
values are authentic, they are signed with a non-migratable key, the Attestation
Identity Key (AIK). The remote platform can verify the signature and compare
these values with reference values to see if the system integrity is trustworthy.

The TPM also offers a concept called sealing, which allows a data block to
be bound to a specific platform configuration. A sealed message is created by
selecting a range of platform configuration registers, a non-migratable key, and
the data block which should be sealed. The TPM is then able to decrypt and
transfer the sealed data block, only if its current platform configuration matches
the platform configuration from when the sealing was executed. Sealing provides
the assurance that protected messages are only recoverable when the platform
is in a known system state.

3 Attestation Techniques

In this section we compare different attestation techniques and evaluate their
applicability for WSNs.

3.1 TPM-Based Attestation

Existing attestation protocols [6,7] are based on the TPM’s ability to report the
system configuration to a remote party. These approaches are mainly developed
for non-resource constrained computer systems and requires each communication
partner to perform public key cryptography. The complete system configuration,
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as denoted in the PCRs of the attesting entity, must be transmitted to the ver-
ifying entity. The verifying entity evaluates the trustworthiness of the attested
entity by comparing the received SML and PCR values with given reference
values. Since the verifying entity receives the current platform configuration di-
rectly, we refer to this as explicit attestation. However, in hybrid WSNs most
sensor nodes do not possess enough resources to perform public key cryptogra-
phy and the transmission of large messages increases the energy consumption
significantly. This causes explicit attestation to be inapplicable in WSNs.

To perform an attestation in WSNs, computation intensive operations must be
transferred to nodes which posses sufficient computational power, and resource
constrained sensor nodes need only to perform minimal verification computa-
tions. The sealing concept of the TPM enables an attestation without directly
transferring the platform configuration (PCR values and SML). We refer to this
as implicit attestation. This approach minimizes the amount of transmitted data
and does not require public key cryptography on resource constrained nodes.
Sealing provides the functionality to bind data to a certain platform configu-
ration. The TPM releases, i.e., decrypts, this data only if the current platform
configuration is valid. The disadvantage of this approach is that software updates
change the values inside the PCRs. Since this results in inaccessible sealed data,
this approach is not very applicable in non-resource constrained computer sys-
tems, where software configurations change very often through legitimate system
updates. Fortunately, the software configuration of sensor nodes may not change
during the whole lifetime of a WSN. Therefore, the attested entity is only able
to decrypt a sealed data structure if the current platform configuration matches
its initial platform configuration. Our protocols smartly exploit this property to
enable a lightweight attestation of the trustworthiness of the attested entity.

3.2 Software-Based Attestation

The main disadvantage of TPM-based attestation is that the platform
configuration only reflects the initial load-time configuration. Therefore, mem-
ory modifications during the runtime can not be detected, e.g., buffer-overflows.
To overcome this shortcoming, attestation software may measure the memory
and report the values to a remote party. In this case, the attestation software
forms the trust anchor which must be protected against tampering. In [2,3,4],
approaches based on measuring the execution time of an optimal attestation
routine is introduced. The routine cannot be optimized further, i.e., the execu-
tion time cannot be made faster, which prevents an adversary from injecting
malicious code without detection. However, the success of this approach relies
critically on the optimality of the attestation routine and on minimal time fluc-
tuations of the expected responses. Particularly in WSNs with multihop veri-
fication and external influences, time intervals for responses can vary. In these
cases the attestation would fail, even though a sensor node is in a trustworthy
system state.
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In scenarios where attestation along multiple hops is required or external inter-
ferences prevent an exact time measurement, timing-based software attestation
techniques are not applicable.

4 Setting and Notation

In this section we explain the setting and formulate the assumptions which are
of concern for the protocols we propose.

4.1 Setting

We are considering a hybrid WSN, which is deployed in an unattended, hostile
environment. The network consists of low-cost nodes and more expensive TPM-
equipped nodes. TPM-equipped nodes act as cluster heads (CHs) for a number
of low-cost cluster nodes (CNs), performing operations such as data aggregation,
key management and so on.

We assume an adversary who tries to compromise a CH to access stored in-
formation, e.g., keying material, and misuse the node to perform insider attacks,
e.g., injecting false reports to cause false alarms. Therefore, the adversary can
try to read out data or re-program the node to behave according to the purposes
of the adversary. Furthermore, due to wireless communication, the adversary can
eavesdrop on all traffic, inject packets, or replay old packets.

CNs are very limited in their storage, computational, communication, and en-
ergy resources. However, they have enough space to store a few bytes of keying
information and are able to perform some basic operations, such as comput-
ing hash functions, symmetric encryption, etc., but they are not able to perform
public key cryptography. These nodes might be comparable to the Berkeley Mica
Motes [8]. CHs are assumed to possess much more computing power, memory
capacity, and energy resources, e.g., comparable to the resources of the Stargate
platform [9]. The TPM, integrated in the CHs, is used to protect keys and other
security related data. We do not require any modification of the TPM, such
as adding support for symmetric encryption with external data. Since present
TPMs only support internal symmetric encryption, some data must be stored
temporarily in the Random Access Memory (RAM) of a CH for further pro-
cessing. We assume that access to this temporarily stored data is not possible.
As soon as future TPMs support symmetric encryption with external data this
assumption can be revoked. To subvert a CH, an adversary must re-program
and reboot the node to either modify the system so that access to the RAM
is possible or to access the security related data directly. After a reboot with a
modified system, the platform configuration is changed and the access to sealed
data is no longer possible. Thus, this data is neither accessible directly to the ad-
versary nor loaded into the RAM. To achieve the binding of cryptographic keys
to a specific platform configuration, which subsequently prevents rebooting in a
compromised system configuration, we assume that we have a reduced measure-
ment architecture, such as IBM’s IMA [10], that extends the trust chain specified
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by the TCG up to the firmware and therefore includes integrity measurement of
the kernel and operating system of the CH.

Sensor nodes (CHs and CNs) can be deployed randomly, e.g., via aerial scat-
tering. That means the immediate neighboring nodes of any sensor node are not
known in advance. The sensed data is sent via multihop communication to the
sink. The sink is assumed not to be constrained in its resources and cannot be
compromised. It possesses all keying material shared with the sensor nodes.

4.2 Notation

CHs are denoted as CHi, i = 1, . . . , a and the CNs are denoted as CNj , j =
1, . . . , b, where b � a.

E(m, e) denotes the encryption of data m using an encryption function E and
encryption key e. Encrypted data m using the key e is denoted with {m}e. The
decryption of {m}e using a decryption function D and the decryption key d is
denoted with D({m}e, d).

Applying a cryptographic hash function h on data m is denoted with h(m). A
one-way hash chain [11] stored on CHi is denoted with CCHi = cCHi

0 , . . . , cCHi
n .

The hash chain is a sequence of hash values of some fixed length l generated by a
hash function h : {0, 1}l → {0, 1}l by applying the hash function h successively
on a seed value cCHi

0 so that cCHi
v+1 = h(cCHi

v ), with v = 0, 1, . . . , n − 1.
A specific state of a CHi is referred to as platform configuration PCHi :=

(PCR0, . . . ,PCRp) and is stored in the appropriate PCRs of the TPM. Data m
can be cryptographically bound to a certain platform configuration PCHi by us-
ing the TPM Seal command. Using the TPM Unseal command, the TPM releases,
i.e., decrypts m only if the platform configuration has not been modified. This
concept allows an implicit attestation to be performed without a direct validation
of the PCRs by a CN. Since we are abstracting the TPM Seal and TPM Unseal
commands, we denote our commands with Seal and Unseal. Given an non-
migratable asymmetric key pair (eCHi , dCHi) we denote the sealing of data m
for the platform configuration PCHi with {m}eCHi

PCHi
= Seal(PCHi , eCHi , m). To

unseal data m it is necessary that the current platform configuration P ′
CHi

is
equal to PCHi : m = Unseal(P ′

CHi
= PCHi , dCHi , {m}eCHi

PCHi
).

5 Attestation Protocols

In this section we describe our two proposed protocols which enable a CN to
verify the platform configuration of a CH. These protocols represent some basic
primitives which can be used in conjunction or in more complex protocols. Our
proposed protocols enable only CNs to verify the platform configuration of CHs.
To verify the trustworthiness of received data from CNs, a CH has to perform
additional mechanisms like redundancy checks or voting schemes.

We have adapted the sealing technique provided by the TPM to realize the
implicit attestation (see Section 2). In the initialization phase the platform con-
figuration of a CH is trustworthy. Data needed to perform a successful attestation
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is sealed in this phase to this platform configuration. Access to this sealed data
is only possible if the CH is in the initial specified platform configuration. Com-
promising a CH results in a different platform configuration where access to this
data is not possible. Thus, a successful attestation is no longer possible.

The first proposed protocol enables a broadcast attestation, where a CH
broadcasts its platform configuration to its CNs in periodic intervals. This en-
ables CNs to verify the platform configuration of the CH simultaneously. The
second protocol enables a single CN (or the sink), to either individually verify
the platform configuration of a CH using a challenge response protocol or to
send data to a CH and receive a confirmation that the data has been received
correctly and that the CH is trustworthy.

5.1 Periodic Broadcast Attestation Protocol (PBAP)

In some scenarios, many CNs perform measurements in parallel and in regular
intervals. For example, a couple of CNs monitor the temperature in a specific
region of the WSN. The measurement is performed every 10 minutes to see the
change over time. Therefore, the CNs report their measurement nearly in parallel
in specific time intervals to their CH. If each CN performs an individual attesta-
tion of the CH, this results in an avoidable overhead. It might be desirable that
all CNs are able to nearly simultaneously verify if their CH is still trustworthy
using an efficient mechanism.

The PBAP adapts the idea of μTESLA [12] to use one-way hash chains for
authentication and extends it to enable attestation in hybrid WSNs. The sealing
function of the TPM is used to bind a one-way hash chain to the platform
configuration of a CH. A CH releases the values of the hash chain in periodic
intervals, which can be verified by its CNs. The proof of trustworthiness of a CH
is only possible while its platform configuration has not been modified.

The protocol is divided into two phases. In the initialization phase the CHs
and the CNs are preconfigured before deployment. In the attestation phase, CHs
periodically broadcasts an attestation message. This phase normally lasts for the
whole lifetime of the CHs.

Initialization. Before CHi is deployed, it is preconfiguredwith a non-migratable
public key pair (eCHi , dCHi) and a hash chain CCHi . The seed value cCHi

0 of
the hash chain is generated on CHi using the TPM’s physical random number
generator and used by the CPU to perform the additional computations. CHi

is assumed to possess only one valid platform configuration, denoted as PCHi .
After CHi is powered up, a measurement about each component (BIOS, boot-
loader, operating system, applications) is performed, and the related values are
stored in the corresponding PCR registers. Each value of the hash chain CCHi

is sealed to this platform configuration PCHi : {cCHi
0 }eCHi

PCHi
, . . . , {cCHi

n }eCHi

PCHi
=

Seal(PCHi , eCHi , c
CHi
0 ), . . . , Seal(PCHi , eCHi , c

CHi
n ).

Each CNj which interacts with CHi is configured with the last value cCHi
n of

the hash chain CCHi . Since the number of CHs is very small compared to the
number of CHs, the CNs could be preprogrammed with the values of all CHs.
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After deployment, the CNs can only keep the values for its CH and another
certain number of CHs in their vicinity to save memory.

Attestation. CHi and the associated CNs (denoted as CN∗) are loosely time
synchronized. The time is divided into intervals Iλ, λ = 1, . . . , n. At the begin-
ning of each interval, CHi sends a broadcast attestation message to the CNs.
The attestation messages consist of the values of the hash chain released in re-
versed order of the generation and the identifier Iλ of the current interval. If the
platform configuration of CHi has not been modified, it can unseal the values of
the hash chain CCHi . In the first interval I1, CHi unseals the hash value cCHi

n−1

and transmits it together with the interval identifier. In the second interval cCHi
n−2

is unsealed and transmitted and so on. CN∗ check if the interval I1 stated within
the message matches their local interval counter I ′1 within a certain error range.
If they match, CN∗ verify whether h(cCHi

n−1 ) = cCHi
n . If the equation holds, CHi

is considered trustworthy and the value cCHi
n is overwritten with the value cCHi

n−1 .
In the next interval CHi releases cCHi

n−2 and so on, which are similarly checked.
The protocol is shown in Figure 1 and repeated from λ = 1 to n.

Interval Node(s) Message Action

Iλ CHi Unseal(PCHi , dCHi , {cCHi
n−λ}eCHi

PCHi
) = cCHi

n−λ

Iλ CHi → CN∗ : c
CHi
n−λ, Iλ

Iλ CN∗ Iλ
?
= I ′

λ

Iλ CN∗ if h(cCHi
n−λ)

?
= cCHi

n−λ+1, state of CHi is valid

Iλ CN∗ overwrite cn−λ+1 with cn−λ

. . . . . . . . . . . .

Fig. 1. Periodic Broadcast Attestation Protocol

Due to unreliable communication, a CN could miss some messages. Thus,
CNs should not immediately declare a CH as being untrustworthy but wait for a
certain threshold of time. If a CN receives messages again, it can resynchronize
by applying the hashfunction multiple times.

5.2 Individual Attestation Protocol (IAP)

Using the IAP, a CN (or the sink) can individually verify the platform configura-
tion of a CH. Alternatively a CN can send data to a CH and receive a confirma-
tion that the data has been received correctly and that the CH is trustworthy.
A CN needs only to perform symmetric operations and two short messages need
to be exchanged. The messages are very small, because no long public key prim-
itives, e.g., keys, signatures need to be transmitted. Since transmitting messages
is the most cost intensive factor in WSNs [13], this is of particular interest, es-
pecially if the sink wants to verify the platform configuration of a CH. In this
case, messages are transferred along several hops.
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The protocol we propose is again divided in initialization phase and attestation
phase. The initialization phase is performed only once after deployment of the
sensor nodes while the attestation phase can be performed every time a CN (or
the sink) wants to verify the platform configuration of a CH.

Initialization. Each CNj establishes a shared, symmetric key KCNj,CHi with
its CHi. Therefore, existing (non TPM-based) techniques, e.g., [14], might be
used. However, we recommend using the key establishment protocol presented
in [15], as it also assumes a hybrid WSN with TPM-equipped CHs and resource
constraint CNs. This approach has the advantage that key generation within a
TPM is inherently more secure than key generation on off-the-shelf embedded
WSN platforms. As in [14], we assume that this short period of time to establish
pairwise keys is secure and nodes cannot be compromised. The keys KCNj,CHi

are sealed on CHi to its valid platform configuration PCHi . Thus, CHi can access
these keys only if it is in its valid state.

To enable the sink to perform the attestation with CHi, a shared symmetric
key KSink,CHi is preconfigured on CHi before deployment and sealed likewise.

Attestation. Figure 2 shows how CNj can verify the platform configuration
of CHi. First, CNj sends a challenge to CHi. The challenge consists of an
encrypted block containing a Nonce and the identifier IDCNj of CNj , and ad-
ditionally IDCNj in cleartext. KCNj,CHi is used for encryption. After receiving
the challenge, CHi unseals KCNj,CHi related to IDCNj . This is only possible
if the platform configuration PCHi is valid. Using this key, CHi decrypts the
encrypted block and verifies if the decrypted identifier is equal to the identifier
received in cleartext. If they match, CHi knows that this message originates from
CNj , encrypts the Nonce’ using KCNj,CHi , and sends it back.1 Otherwise, CHi

aborts. CHi then deletes KCNj,CHi from the RAM. CNj decrypts the received
response message and checks if the decrypted Nonce” matches the Nonce it has
sent in the first step. If they match, CHi is declared trustworthy and CNj can
send data to CHi. This data is encrypted using KCNj,CHi . The attestation of
CHi by the sink is performed analog, using the key KSink,CHi .

Alternatively, data can be transmitted directly within the challenge. This might
be preferable in scenarios where an immediate receipt of data is important or
where CNs send data very infrequently to a CH. Therefore, the protocol is mod-
ified in steps 1 and 2b. Figure 3 shows the modifications. In step 1’ CNj sends
the data to CHi within the encrypted block. CHi can only decrypt this message
in step 2b’ if its platform configuration is valid and access the data. All other
steps remain the same as shown in figure 2. Thus, if CNj receives the message
in step 2e and the checks in steps 3a and 3b succeed, CNj can be assured that
CHi has successfully received the data and is still trustworthy.

1 However, the trustworthiness of CNj cannot be assumed, because the node could be
potentially compromised and the key is not protected by a TPM.
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1. CNj → CHi : IDCNj , {Nonce , IDCNj }KCNj ,CHi

2a. CHi Unseal(PCHi , dCHi , {KCNj ,CHi}
eCHi
PCHi

) = KCNj ,CHi

2b. CHi D({Nonce , IDCNj }KCNj,CHi
, KCNj ,CHi) = (ID′

CNj
,Nonce ′)

2c. CHi check ID′
CNj

?
= IDCNj

2d. CHi E({Nonce ′, IDCHi}, KCNj ,CHi) = {Nonce′, IDCHi}KCNj,CHi

2e. CHi → CNj : IDCHi , {Nonce′, IDCHi}KCNj,CHi

2f. CHi delete KCNj ,CHi from RAM

3a. CNj D({Nonce′, IDCHi}KCNj ,CHi
, KCNj ,CHi) = (Nonce ′′, ID′

CHi
)

3b. CNj if Nonce ′′ ?
= Nonce, state of CHi is valid

Fig. 2. Individual Attestation Protocol

1’. CNj → CHi :IDCNj , {Nonce , IDCNj , data}KCNj,CHi

2b’.CHi D({Nonce , IDCNj, data}KCNj,CHi
, KCNj ,CHi)=(ID′

CNj
,Nonce ′, data)

Fig. 3. Modified Individual Attestation Protocol

6 Analysis

In this section, we first discuss the security of the two proposed attestation
protocols. Then we evaluate their performance.

6.1 Security Discussion

The goal of both protocols is that CNs can prove the trustworthiness of CHs. If
an adversary compromises a CH, he cannot successfully deceive the CNs or the
sink to perform insider attacks. We distinguish between two types of possible
attacks: (1) attacking a CH directly, and (2) en-route attacks if the communi-
cation involves multiple hops. Due to the unreliable multihop communication,
we can only prove the trustworthiness of CHs. But untrustworthiness could not
be proven since either communication errors can result in modified attestation
messages or malicious en-route nodes can modify forwarded messages to defame
a CH. Therefore, a valid attestation makes no statement about the trustworthi-
ness of a used route. In addition, an invalid attestation could be caused either
by a compromised CH or by a compromised en-route CN.

Security of the PBAP. To compromise a CH and forge a trustworthy plat-
form configuration, an adversary needs access to the hash chain. Therefore, he
has to either perform the unseal command under a compromised platform con-
figuration, or try to access the key used to seal the hash chain with physical
attacks. As described in Section 2 the TPM is basically a smartcard and offers
high security mechanisms for preventing unauthorized extraction of protected
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keys. This makes it extremely difficult for an adversary to retrieve the necessary
keys to decrypt the sealed hash chain. Additionally, access to the sealed hash
chain is only possible if the platform configuration has not been modified. This
prevents the unauthorized extraction of the values of the hash chain in a com-
promised system environment. Even if an adversary could access the RAM of a
sensor node, he can not retrieve other hash values, because for each attestation
only the actual hash value is unsealed and loaded into the RAM.

However, our approach can not handle runtime attacks caused by buffer over-
flows, since we report the platform configuration measured in the initialization
phase, i.e., when the software is first executed. Such attacks would result in a
(malicious) modified system configuration, but the platform configuration stored
in the PCRs is still the valid configuration.

If the attestation is performed between nodes which are multiple hops away, an
adversary might also try to perform a man-in-the middle attack by compromis-
ing an en-route CN. The adversary can try to spoof, alter or replay attestation
messages, or perform a selective forwarding attack [16]. Spoofing is not possible,
because PBAP is not an authentication protocol. It gives an assertion about the
trustworthiness of the specific CH and not which node has relayed the message.
Altering attestation messages is possible and results in an unsuccessful attesta-
tion. To cope with that, a CN should possess an additional mechanism which
enables the CN to reach its CH using a different communication path or change
to a different CH. The CN can then use an alternative path and perform the
IAP with the CH to make a clear statement, whether the route, or the node has
been compromised. If the CH is compromised, a CN could, for example, switch
to another CH where the communication paths and the new CH may not have
been compromised. Replay attacks or an attack where an adversary first blocks
the forwarding of legitimate hash values to collect them, then compromises a
CH and finally releases these hash values are not possible, because hash values
are only valid for a specific interval, which is validated by each CN. Since the
PBAP is performed in cleartext an adversary can distinguish between attesta-
tion and data messages and therefore perform a selective forwarding attack by
forwarding attestation messages, but blocking data messages. Such attacks are
a general problem in WSNs and show that the PBAP is not resistant against all
attacks in a multihop scenario with malicious en-route CNs.

Security of the IAP. The security of the IAP relies on the sealing of the
symmetric keys to the valid platform configuration analogue to the sealing of
the hash chain described above. Thus, an adversary compromising a CH cannot
access the necessary keys to perform a successful attestation.

If the attestation messages are forwarded along multiple hops, an adversary
can try to perform a man-in-the-middle attack. Since the IAP includes an au-
thentication protocol, spoofing is not possible. A CH detects the modification of
the first attestation message (see Figure 2) by an en-route adversary, since the
included identifier does not match the identifier sent in cleartext. If the adver-
sary alters the response sent to a CN, the latter cannot distinguish if either the
attestation has failed or if the message has been altered by the adversary. Replay
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attacks are not possible, because a new Nonce is used in each message. Since
attestation messages and data messages have the same form (identifier plus en-
crypted data block), an adversary cannot distinguish between them to perform
a sophisticated selective forwarding attack. If the modified IAP is used, where
data is sent in the first step, an adversary might be able to distinguish between
this message and the response message (step 2e) because of the different lengths
of the messages. To cope with that, the message sent in step 2e could be padded
to the same length.

Thus, if an attestation fails, a CN should first try to perform a new attesta-
tion of the same CH using another communication path, if possible. If this is
not possible or the attestation fails again, either the CH or a node on the com-
munication path is compromised. The CN should then select a new CH, since
messages sent to the old one might be susceptible to attacks.

Furthermore, in contrast to WSNs where CHs are not equipped with a TPM,
a single compromise of a CH does not result in the compromise of all shared
keys stored on this node. Even using the TPM in only a few sensor nodes results
in a higher resiliency to node compromise.

6.2 Performance Analysis

Efficiency is crucial for security protocols for WSNs because of the scarce re-
sources. Protocols should not introduce a high storage overhead and should
not significantly increase energy consumption. Since we assume that CHs pos-
sess sufficient ressources, we perform our analysis only for the CNs. First, we
analyse the additional storage requirements. Next, we estimate the additional
energy consumption by evaluating the computational and communication
overhead.

Storage Requirements. For the PBAP, a CN must store one hash value and
the identifier for the corresponding CH. Depending on the network configuration,
it might also store hash values (and identifiers) for other CHs in its vicinity. Let
LN , and LH denote the length of a node identifier and a hash value respectively.
Let the number of CHs for which a CN stores values be v. Thus, the storage
requirements SRPBAP for a CN are:

SRPBAP = v ∗ (LN + LH) (2)

For example, suppose a CN stores values for 5 CHs. The length of each hash
value is 64 bits and the length of a node identifier is 10 bits. This results in a
total of 46.25 bytes.

For the IAP, a CN must store one symmetric key for each CH with which
it wants to perform an attestation. Let this number be denoted by w and the
length of a key denoted by LK . Thus, the storage requirements SRIAP for a CN
are:

SRIAP = w ∗ LK (3)
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For example, suppose a CN stores keys for 5 CHs. The length of each key is
64 bits. This results in a total of 40 bytes.

The Berkeley Mica2 Mote [8] offers 4KB of SRAM. Therefore, the storage
requirements are suitable for current sensor nodes, even if both protocols are
used in conjunction.

Energy Consumption. The PBAP requires a CN to receive one attestation
message and to perform one hash computation at each time interval. An attes-
tation message consists of a hash value and an identifier of the interval, e.g.,
a counter. Although computing hash values only marginally increases energy
consumption [12], we consider the computational overhead, since a hash compu-
tation is performed in each time interval.

We use e1 = e1s +e1r to denote the energy consumed in sending and receiving
one byte, and e2 to denote the energy for one hash computation. In addition
to the notation used above, let LT denote the length needed for the interval
identifier. The total number of intervals in the whole lifetime of the network is
denoted with t. This results in an additional energy consumption:

EPBAP = t ∗ ((LT + LH) ∗ e1r + e2) (4)

For example, suppose the lifetime of the network is one year and broadcast
messages are sent every 10 minutes. Therefore, a 16 bit counter is sufficient
for numbering each interval. We use the results presented in [13] to quantify
e1s = 16.25 μJ for sending, e1r = 12.5 μJ for receiving, and e1 = 28.75 μJ
for sending and receiving one byte using Berkeley Mica2 Motes. The energy
consumed for performing one hash computation using RC5 [17] block cipher is
e2 = 15 μJ . This results in a total energy consumption of 7358.4 mJ . The Mica2
Motes are powered with two 1.5 V AA batteries in series connection. We assume
a total capacity of 2750 mAh using standard AA batteries which results in 29700
J . Thus, the ratio of energy consumed in one year by the PBAP is about 0.025%
of the total available energy which is neglibly small.

The IAP requires a CN to generate and send a challenge2, and the verification
of the response (see Figure 2, steps 1, 2e, 3a and 3b). The challenge requires one
Nonce generation, one encryption and one transmission, while the response ver-
ification requires the receipt of one message, one decryption and one comparison
of two values. As in [12], the Nonce is generated using a Message Authentication
Code (MAC) as pseudo-random number generator with a generator key Krand

CNj
.

The energy consumed therefor using RC5 for MAC generation is e2 = 15 μJ .
The encryption cost using RC5 are also 15 μJ . We neglect the energy cost for the
comparison of two values since they are negligibly small. Thus, the additional
energy consumption is:

EIAP = 3 ∗ e2 + e1s ∗ (2 ∗ LN + LH) + e1r ∗ LH (5)

2 We do not consider the case where data is sent within the challenge, because we
estimate only the additional overhead introduced by our protocol.
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Assuming the values from above, this results in a total energy consumption
on a CN for one individual attestation of about 315 μJ which is 1.06 ∗ 10−4 %
of the total available energy.

7 Related Work

In the context of attestation in WSNs, a number of software-based approaches
have been presented [2,3,4] which rely on optimal program code and exact time
measurements. These approaches enable software-based attestation by introduc-
ing an optimal program verification process that verifies the memory of a sensor
node by calculating hash values of randomly selected memory regions. However,
these approaches are not applicable in multihop WSNs, since they require, on
the one hand, an authenticated communication channel between the verifier and
the attestor, and on the other hand, rely on minimal time fluctuations (compare
Section 3). In [18] a similar approach is presented which relies on code obfus-
cation techniques and time measurement. Proposed hardware-based approaches
[10,6] are based on public-key cryptography and require extensive computational
power, as well as the transmission of large messages, making these approaches
not usable in WSNs. In [15] the advantages of using a TPM in hybrid WSNs are
first identified. A framework for key establishment, distribution, and manage-
ment is presented. The approach shows that a TPM can dramatically improve
the security of WSNs. However, attestation techniques offered by the TPM are
not considered.

8 Conclusions and Future Work

In this paper we argue that timing-based software attestation techniques are not
applicable in multihop WSNs. We therefore introduce another approach which
exploits the property of a hardware-based trust anchor to enable attestation
in multihop WSNs. In this context, we present two attestation protocols for
hybrid WSNs, where the network consists of resource constrained CNs and CHs
with more resources equipped with a TPM chip that acts as a trust anchor.
Both protocols allow CNs to verify whether the platform configuration of a CH
is trustworthy or not, even if they are multiple hops away. The PBAP runs
in fixed time intervals, allowing multiple nodes to verify the trustworthiness
simultaneously, while the IAP enables a direct attestation. We shown that both
the overhead for storage and the energy consumption are negligible.

We are currently working on the implementation of our proposed architecture
using both hardware TPM and a TPM emulator. Furthermore, we are inves-
tigating how a CN should react if a multihop attestation, either based on a
compromised node on the route or a compromised CH fails. To achieve this,
an efficient algorithm must be developed that either selects a new route to the
existing CH or chooses a new CH. Another part of our future work will be the
choice of optimal parameters for CHs and CNs, taking the cost benefit aspects
into account.
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6. Stumpf, F., Tafreschi, O., Röder, P., Eckert, C.: A Robust Integrity Reporting Pro-
tocol for Remote Attestation. In: WATC’06. Proceedings of the Second Workshop
on Advances in Trusted Computing (2006)

7. Shi, E., Perrig, A., Van Doorn, L.: BIND: A Fine-Grained Attestation Service for
Secure Distributed Systems. In: SP ’05. Proceedings of the 2005 IEEE Symposium
on Security and Privacy, pp. 154–168. IEEE Computer Society Press, Los Alamitos
(2005)

8. Crossbow Technology: Mica2 datasheet http://www.xbow.com/Products/
Product pdf files/Wireless pdf/MICA2 Datasheet.pdf

9. Crossbow Technology: Stargate datasheet http://www.xbow.com/Products/
Product pdf files/Wireless pdf/Stargate Datasheet.pdf

10. Sailer, R., Zhang, X., Jaeger, T., Doorn, L.v.: Design and Implementation of a
TCG-based Integrity Measurement Architecture. In: 13th USENIX Security Sym-
posium, IBM T. J. Watson Research Center (August 2004)

11. Lamport, L.: Password authentication with insecure communication. Commun.
ACM 24(11), 770–772 (1981)

12. Perrig, A., Szewczyk, R., Tygar, J.D., Wen, V., Culler, D.E.: SPINS: security pro-
tocols for sensor networks. Wirel. Netw. 8(5), 521–534 (2002)

13. Ye, F., Luo, H., Lu, S., Zhang, L.: Statistical en-route filtering of injected false data
in sensor networks. In: Proceedings IEEE INFOCOM., IEEE Computer Society
Press, Los Alamitos (2004)

14. Zhu, S., Setia, S., Jajodia, S.: LEAP: efficient security mechanisms for large-scale
distributed sensor networks. In: CCS ’03. Proceedings of the 10th ACM conference
on Computer and communications security, ACM Press, New York (2003)

15. Ganeriwal, S., Ravi, S., Raghunathan, A.: Trusted platform based key establish-
ment and management for sensor networks (Under review)

16. Karlof, C., Wagner, D.: Secure routing in wireless sensor networks: attacks and
countermeasures. In: Proceedings of the First IEEE International Workshop on
Sensor Network Protocols and Applications, pp. 113–127. IEEE Computer Society
Press, Los Alamitos (2003)

17. Rivest, R.L.: The RC5 Encryption Algorithm. In: Proceedings of the 1994 Leuven
Workshop on Fast Software Encryption, pp. 86–96. Springer, Heidelberg (1995)

18. Shaneck, M., Mahadevan, K., Kher, V., Kim, Y.: Remote software-based attesta-
tion for wireless sensors. In: Molva, R., Tsudik, G., Westhoff, D. (eds.) ESAS 2005.
LNCS, vol. 3813, Springer, Heidelberg (2005)

https://www.trustedcomputinggroup.org/specs/TPM
http://www.xbow.com/Products/Product_pdf_files/Wireless_pdf/MICA2_Datasheet.pdf
http://www.xbow.com/Products/Product_pdf_files/Wireless_pdf/MICA2_Datasheet.pdf
http://www.xbow.com/Products/Product_pdf_files/Wireless_pdf/Stargate_Datasheet.pdf
http://www.xbow.com/Products/Product_pdf_files/Wireless_pdf/Stargate_Datasheet.pdf


Direct Anonymous Attestation (DAA): Ensuring

Privacy with Corrupt Administrators�,��

Ben Smyth1, Mark Ryan1, and Liqun Chen2

1 School of Computer Science,
University of Birmingham, UK

{B.A.Smyth,M.D.Ryan}@cs.bham.ac.uk
2 HP Laboratories,

Bristol, UK
liqun.chen@hp.com

Abstract. The Direct Anonymous Attestation (DAA) scheme provides
a means for remotely authenticating a trusted platform whilst preserving
the user’s privacy. The protocol has been adopted by the Trusted Com-
puting Group (TCG) in the latest version of its Trusted Platform Module
(TPM) specification. In this paper we show DAA places an unnecessarily
large burden on the TPM host. We demonstrate how corrupt adminis-
trators can exploit this weakness to violate privacy. The paper provides a
fix for the vulnerability. Further privacy issues concerning linkability are
identified and a framework for their resolution is developed. In addition
an optimisation to reduce the number of messages exchanged is proposed.
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1 Introduction

1.1 Trusted Computing

Trusted computing is a mechanism by which a server can obtain cryptographically-
strong guarantees about the state of a remote platform. Such guarantees can in-
clude information about the platform’s configuration, the software it is running,
the identity of its users and its geographical location. Once in possession of such
information the server can make an informed decision as to whether to trust the
platform. At the core of the architecture is a hardware device called a Trusted
Platform Module (TPM). This chip provides the cryptographic guarantee that
the reported data is indeed correct.

Applications for trusted computing include ad hoc networks, grid computing
and corporate digital rights management (DRM). A mobile ad hoc network con-
sists of a number of mobile nodes. Unlike traditional network topologies, ad hoc
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networks do not rely upon a fixed infrastructure. Instead, hosts rely upon each
other to become and remain connected. Such technology could be deployed to
support a campus network. However nodes may cheat: a selfish user may refuse to
forward messages from others, thus becoming a ‘freeloader.’ Trusted computing
can force each node to act in a fair manner. In the Grid Computing application,
the resources of a large number of systems are used to tackle computationally
expensive problems. The M4 Message Breaking Project is an example, and has
recently deciphered two of the three previously unsolved German ciphers used
during World War II. All Grid Computing projects share a similar impediment.
The client may abuse the system by running modified software or may simply
return fictitious values. Trusted computing addresses this problem by providing
a guarantee that the client is running the legitimate program in the correct man-
ner. In the corporate DRM setting, organisations can be assured that machines
are running only authorised software which is capable of enforcing strict poli-
cies for the control of documents and electronic mail. Restrictions may prevent
printing sensitive corporate data, or forwarding it to external sources.

1.2 Privacy Concerns with Trusted Computing

The aforementioned grid computing example relies upon the ability of a trusted
platform to provide a remote attestation. In a similar scenario a situation could
exist where the user demands that their identity be protected. The server must
therefore only learn that a platform is trusted and not which particular one.
Cryptographers and privacy advocates have voiced concerns. The Trusted Com-
puting Group (TCG) has addressed the issue.

The concept of privacy has been widely debated and several taxonomies have
been formally proposed [1,2,3]. For the purposes of this document a privacy
preserving protocol is one that satisfies anonymity and unlinkability, the defini-
tions of which have been adopted from Pfitzmann & Köhntopp [2]. Anonymity
is the state of not being identifiable within a set of agents with the same at-
tributes. The set of agents consists of all those who might cause an action and
anonymity becomes stronger as the size of the set increases. Reiter & Rubin [3]
liken the notion to “blending into a crowd.” In the presence of a large crowd,
each member of which is equally likely to have performed an action, it is im-
possible to establish from whom the action originated. Unlinkability (also called
relationship anonymity) specifies that given two or more items originating from
the same agent it is not possible to link them. As a counterexample, two docu-
ments bearing the handwritten signature of an individual allow the items to be
linked. Unlinkability only has meaning once anonymity has been achieved, since
actions can always be linked if the identity of the agent is known. Of course,
privacy is only achievable in a communications protocol if the channel supports
anonymity [3,4].

1.3 Addressing Privacy Concerns

The solution first adopted by the TCG [5] required a trusted third party, namely
a privacy certification authority (privacy CA). Each TPM has an embedded RSA
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key pair called an Endorsement Key (EK) which the privacy CA is assumed to
know. In order to attest the TPM generates a second RSA key pair called an
Attestation Identity Key (AIK). It sends the AIK, signed by EK, to the privacy
CA who checks its validity and issues a certificate for the AIK. The host/TPM
is now able to authenticate itself with respect to the certificate. This approach
permits two possibilities for the detection of rogue TPMs: firstly the privacy
CA should maintain a list of EKs known to be rogue and reject requests from
them, secondly if a privacy CA receives too many requests from a particular EK
it may reject them. The number of permitted requests should be subject to a
risk management exercise and goes beyond the scope of this paper. This solution
is problematic since the privacy CA must take part in every transaction which
makes use of a new AIK, and thus must provide high availability whilst remaining
secure. Furthermore privacy requirements may be violated if the privacy CA and
verifier collude.

The Direct Anonymous Attestation (DAA) [6] scheme draws upon techniques
developed for group signatures, identity escrow and credential systems. The pro-
tocol allows the remote authentication of a trusted platform whilst preserving
the privacy of the system’s user. It eliminates the need for a trusted third party
and has been adopted by the TCG in the current TPM specification [7]. The
approach can be seen as a group signature scheme without the ability to revoke
anonymity, with an additional mechanism to detect rogue members. In broad
terms the host contacts an issuer and requests membership to a group. If the
issuer wishes to accept the request, it grants the host/TPM an attestation iden-
tity credential. The terms credential and certificate will be used interchangeably
hereafter to mean attestation identity credential. The host is now able to anony-
mously authenticate itself as a group member to a verifier with respect to the
certificate. The platform need only contact the issuer once, if the host chooses
to use a single DAA key associated with this issuer, alleviating the previously
discussed bottleneck.

1.4 Contribution

This paper shows a weakness of the DAA protocol which allows an adversarial
issuer and verifier to collude in order to violate the user’s privacy. Subsequently,
the paper describes how the vulnerability can be fixed. Further privacy issues
with regards verifier-linkability are identified and a framework for their resolution
is developed. In addition, an optimisation to the protocol is proposed. The paper
presents the DAA protocol in an accessible format which we believe is easier to
understand than the original paper.

Structure of paper. The remainder of this paper is structured as follows. Sec-
tion 2 introduces the mathematical and cryptographic primitives used by this
work. The DAA protocol is explained in Section 3. In Section 4 an informal se-
curity analysis of the protocol is conducted, as a result of which a vulnerability
is discovered and subsequently corrected. In Section 5 the privacy problems con-
cerning verifier-linkability are identified and a solution is presented. In Section 6
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optimisations are proposed to reduce the number of messages exchanged and to
improve the efficiency of rogue tagging. An appraisal of the work is presented in
Section 7 and future research is considered in Section 8. Finally for completion,
the DAA protocol is provided in its entirety, including the security fixes dis-
cussed, in the appendices (the appendices can be found in the extended version
of this paper).

2 Preliminaries

2.1 Protocols to Prove Knowledge

Various protocols which prove knowledge of and relations among discrete loga-
rithms are used by DAA. These protocols will be described using the notation
introduced by Camenisch & Stadler [8]. The example below has been adapted
from Camenisch et al. [6]:

PK{(α, β, γ) : y = gαhβ ∧ ỹ = g̃αh̃γ ∧ α ∈ [u, v]}

It denotes a “zero knowledge Proof of Knowledge of integers α, β, γ such that
y = gαhβ and ỹ = g̃αh̃γ holds, where α ∈ [u, v].” The values y, g, h, ỹ, g̃ and h̃
are elements of some groups G = 〈g〉 = 〈h〉 and G̃ = 〈g̃〉 = 〈h̃〉. Greek letters are
used for quantities of the knowledge that is being proved and values kept secret
by the prover, while all other values are known to the verifier.

The Fiat-Shamir heuristic [9] allows an interactive zero knowledge scheme to
be converted into a signature scheme. A signature acquired in this way is termed
a Signature Proof of Knowledge and is denoted, for example, as SPK{(α) : y =
gα}(m).

3 High Level Overview

This section describes the DAA protocol at a high level. For simplicity in presen-
tation, when the TPM is said to have sent or received a value, the message should
be assumed to have been delivered by way of the host. The scheme requires that
each issuer and verifier has a unique name, termed a basename, denoted bsnI

and bsnV respectively.
The TPM is a small chip with limited resources. DAA therefore aims to min-

imise the operations that it must perform. This is achieved by outsourcing com-
putation to the host whilst maintaining security. A corrupt host should not of
course be able to authenticate without the TPM. However, privacy properties
need only be guaranteed if the host is not corrupt. Since a corrupted host can
always reveal its identity as it controls all external communication. The low level
distinction between computation conducted by the host and TPM are described
in the appendices (see the extended version of this paper).

The protocol is initiated when a host wishes to obtain a credential. This
is known as the join protocol and is shown in Figure 1. The TPM creates a
secret f value and a blinding factor v′. It then constructs the blind message
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U := blind(f, v′) and NI := ζf
I , where ζI := (hash(1‖bsnI))(Γ−1)/ρ (mod Γ )

and Γ, ρ are components of the issuer’s public key. The U and NI values are
submitted to the issuer I. The issuer creates a random nonce value ne, encrypts
it with the public key PKEK of the host’s TPM and returns the encrypted
value. The TPM decrypts the message, revealing ne, and returns hash(U‖ne).
The issuer confirms that the hash is correctly formed and is convinced that it is
communicating with a valid host/TPM. The issuer checks whether the NI value
stems from a rogue TPM or if it has been seen previously (the issuer might chose
to reissue the credential in this case). Rogue tagging will be detailed later. The
issuer generates a nonce ni and sends it to the host. The host/TPM constructs a
signature proof of knowledge that the messages U and NI are correctly formed.
The issuer verifies the proof and generates a blind signature on the message U .
It returns the signature along with a proof that a covert channel, which could
violate privacy, has not been used (for more detail see the appendices of the
extended version of this paper ). The host verifies the signature and proof and
the TPM unblinds the signature revealing a secret credential v (the signed f).

Once the host has obtained an anonymous attestation credential from the
issuer it is able to produce a signature proof of knowledge of attestation on a
message. This is known as the sign/verify protocol and is shown in Figure 2.
Intuitively if a verifier is presented with such a proof it is convinced that it is
communicating with a trusted platform and the message is genuine. The message
m may be either a public part of an Attestation Identity Key (AIK) produced
by the TPM or an arbitrary message. If m is an AIK, the key can later be used
to sign PCR data or to certify a non-migratable key. Where m is arbitrary its
purpose is application dependent. It may for example be a session key. To distin-
guish between these two modes of operation a variable b is defined. When b = 0
the message was generated by the TPM and when b = 1 the message was input
to the TPM. The process of convincing a verifier that a host has obtained attes-
tation will now be more precisely described. The host engages in communication
with the verifier, during which the verifier requires the host to demonstrate that
it is indeed a trusted platform. The host and verifier negotiate whether the ver-
ifier is able to link transactions and the verifier sends nonce nv to the host. The
host/TPM produce a signature proof of knowledge of attestation on the mes-
sage (nt‖nv‖b‖m), where nt is a nonce defined by the TPM and m is a message.
In addition the host computes NV := ζf , where ζ := (hash(1‖bsnV ))(Γ−1)/ρ

(mod Γ ) or ζ is chosen randomly. The value NV allows for rogue tagging. In ad-
dition, if ζ is not random the NV value can be used to link different transaction
made by the same TPM while not identifying it, and possibly to reject a NV

where it has appeared too often.

3.1 Rogue Tagging

The DAA protocol is designed so that a known rogue TPM can be prevented
from obtaining certification or making a successful claim of attestation to a
verifier. A rogue TPM is defined as one that has been compromised in such a
way that its secret f value has been extracted. Once a rogue TPM is discovered,



Direct Anonymous Attestation (DAA): Ensuring Privacy 223

Host/TPM Issuer

new f, v′

U := blind(f, v′)

NI := ζ
f

I
U, NI

new ne

{ne}PKEK

hash(U‖ne)

new ni

ni

new nt

SPK{(f, v′) : U ≡ blind(f, v′) ∧ NI ≡ ζ
f

I
}(nt‖ni)

new nh

nh

sign(U, SKI), SPK{(SKI) : sign(U, SKI)}(nh)

Fig. 1. Join Protocol

Fig. 2. Sign/Verify Protocol

the secret f values are distributed to all potential issuers/verifiers who add the
value to their rogue list. On receipt of NI and NV values the issuer/verifier can
check if the originating TPM is rogue by ensuring the NI , NV value is not equal
to ζ f̃ (mod Γ ) for all values f̃ that are known to stem from rogue TPMs. This
check can be done efficiently since the rogue list can be expected to be short and
the exponents are relatively small [6].

4 Security Analysis

4.1 DAA Security Properties

The objective of DAA is to provide a mechanism for the remote authentication
of a trusted platform whilst preserving the privacy of the system’s user. The
DAA protocol [6] defines the following security properties:
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1. Only a trusted platform is able to authenticate.
2. Privacy of non-corrupt host is guaranteed by the sign/verify protocol:

(a) Interactions are anonymous.
(b) Linkability (of transactions) is controlled by the user.

3. Privacy is restored to a corrupted host if malicious software is removed.

Brickell, Camenisch & Chen [6] have shown DAA to be secure in the provable se-
curity model under the decisional Diffie-Hellman and strong RSA assumption in
the random oracle model. Such proofs are an important part of protocol analysis,
but they are insufficient. Showing that breaking the scheme is “essentially as dif-
ficult as solving a well-known and supposedly difficult problem” [10] is a limited
view of security and fails to anticipate the majority of attacks on cryptographic
systems [11,12]. Koblitz & Menezes [12] argue that “throughout the history of
public-key cryptography almost all of the effective attacks on the most popular
systems have not [been solving difficult problems (for example integer factori-
sation)], but rather by finding a weakness in the protocol.” Koblitz & Menezes
go on to suggest that “formalistic proofs [are] so turgid that other specialists
don’t even read [them]. As a result, proof-checking [is] a largely unmet security
objective, leaving [protocols] vulnerable to attack.” This forms the motivation
for an informal security analysis of the DAA scheme.

4.2 Violation of Privacy in the Presence of Corrupt Administrators

It is now shown that a colluding issuer and verifier can conspire to break anonymity
when linkable transactions are used, violating security properties 2a and 2b. The
verifier and issuer conspire to use the same basename, i.e. bsnV = bsnI . This
will result in the host computing ζ = ζI . Recall that ζI = (hash(1‖bsnI))(Γ−1)/ρ

(mod Γ ) and ζ = (hash(1‖bsnV ))(Γ−1)/ρ (mod Γ ). The issuer learnt the identity
of a host and which NI value the host used during the join protocol. The verifier
receivesNV during the execution of the sign protocol.The host identity is revealed,
since NI = NV = ζf0+f12lf

I = ζf0+f12
lf (mod Γ ) and the issuer is able to link the

hosts identity with NI .
The privacy violation relies upon the assumption that an issuer and verifier

share the same basename (i.e. bsnI = bsnV ). For example, this assumption holds
in the following scenario. An online service provider could act as an issuer during
the registration process and a verifier during service usage. This use case is in
fact presented1 by Camenisch et al. in earlier work on the idemix (identity mixer)
system [13,14] which forms the basis of the DAA protocol. Under these conditions
the issuer and verifier are the same entity and thus it makes logical sense for them
to share a single basename. In fact, not doing so could cause confusion. Requiring
the user to distinguish between bsnI and bsnV values places unnecessary burden
on the user and will inevitably lead to their incorrect use. Furthermore, putting
in place a procedure for obtaining a unique basename would ultimately require
a worldwide governing body. At best this is undesirable since interaction with

1 See http://www.zurich.ibm.com/security/idemix/idemix-slides.pdf (slide 10).

http://www.zurich.ibm.com/security/idemix/idemix-slides.pdf
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an authority reintroduces the bottleneck DAA aims to avoid. At worst, such a
body is infeasible. It is simply not economic to setup an organisation for the sole
purpose of issuing basenames. In addition such a body is likely to charge for its
services.

4.3 Fix

The values ζI and ζ need not be computed in such a similar manner. It is there-
fore proposed that the join protocol uses ζI := (hash(0‖bsnV ))(Γ−1)/ρ (mod Γ )
and the sign/verify protocol uses ζ := (hash(1‖bsnV ))(Γ−1)/ρ (mod Γ ). The
collusion between issuer and verifier to break privacy is no longer possible, re-
gardless of whether bsnV = bsnI . Basenames may now be selected from a single
name space as the distinction between issuer and verifier is no longer required.

4.4 Revised DAA Protocol

The appendices, of the extended version of this paper, present the complete DAA
protocol. The presentation attempts to provide clarity to the reader, incorporates
the security fix (Section 4.3) and includes the observation made by Camenisch
& Groth [15] for increased efficiency [16]. We believe our presentation is in a
more accessible format which is easier to understand than the original paper.
To avoid over-complication the optimisations described in Section 6.1 and the
construction/use of basenames (Section 5) are not shown; making these changes
is trivial.

5 Overcoming Problems with DAA Basenames

The DAA protocol provides user controlled linkability (security property 2b,
Section 4.1). More precisely two modes of operation are defined: verifier-linkable
and verifier-unlinkable. Verifier-linkability is controlled by the construction of
NV := ζf , where ζ is either derived from a basename or selected randomly
(see Section 3). The former construction allows linkability, whereas the latter
prevents it. By design DAA therefore provides provisions to link transactions
which use the same basename. There are three types of linkable transactions:

1. Single application linkability. A verifier providing a single application is
able to link transactions.

2. Cross application linkability. A verifier providing multiple applications
which share the same basename is able to link transactions between different
applications.

3. Cross verifier linkability. Different verifiers offering several applications
which share the same basename are able to link transactions.

These forms of linkability are shown under various operating conditions in
Figure 3. We note that cross issuer linkability - that is linkability between ap-
plications with different issuers - is not possible. Since the construction of NV



226 B. Smyth, M. Ryan, and L. Chen

contains the TPM’s secret f value, which in turn incorporates the issuer’s public
key. Different issuers must use different public keys, thus cross issuer linkability
is not possible.

The DAA protocol does not define the security requirements of basenames
nor does it specify how basenames should be implemented. This presents two
potential problems:

1. Security properties. In order to ensure the user controlled linkability, the
user must be assured as to which verifier(s) will use a basename and for
what application(s). DAA does not provide adequate provisions for this.
Thus the host may inadvertently allow linkability between verifiers and/or
applications, violating user controlled linkability.

2. Implementation. The protocol does not specify how to implement user
controlled linkability. A näıve solution is that the host maintains a list of
basenames associated with its communicating partners, including DAA is-
suers and a DAA verifiers, who have been associated with a basename. How-
ever, if a DAA key is used for a long time and for many different applications,
which is the DAA scheme designed for, maintaining such a list is infeasible
for most ordinary users.

Subsection 5.1 defines a technique which will resolve these two issues and Sec-
tion 5.2 will discuss its use in practice.

5.1 Constructing a Basename

The host must be able to uniquely identify with whom a basename should be
used and for what application. It is therefore proposed that the basename is
constructed from application, verifier and issuer specific data. An example of
such information is shown in Table 1. The host is then able to check a basename
prior to its use, thus preserving user controlled linkability.

The construction of the basename may be undertaken by either the verifier
or the host. Alternatively it could be created through negotiation. This decision
is left to application developers. When the host is responsible for construction,

Table 1. Information to be used for computing a basename

∗ This item is listed in the table for completion. The data string must be freshly created
by the host and it should only be used for the construction of random basenames.
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(a) Single verifier

(b) Multiple verifiers

Fig. 3. Linkability in various scenarios

it may be pre-programmed in the host’s software, or determined by the user at
run-time for example.

5.2 Using a Basename

The host will be required to maintain the information used for constructing
basenames as shown in Table 1 and a blacklist of basenames which the host
does not want to be used any more. When a new basename is required, the host
(and the verifier) will create it based on the particular application. When an
existing basename is given it is selected from the list and the host checks that it
matches the application specification. The host’s blacklist will then be consulted
to ensure that the basename has not previously been blacklisted. If desired the
verifier will be asked to authenticate to the host. This process is presented in
Figure 4.
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Fig. 4. The proposed solution

Motivating authentication of the verifier. To ensure that a user’s affiliations are
not learnt by an adversary the host must authenticate the verifier. Although the
DAA protocol does not require verifier authentication it is expected that this
will be the case in real applications. Standard authentication techniques can be
used.

Manageability of basename list. The framework makes basenames more man-
ageable. Basenames are constructed from application specific data and prior to
use the host may authenticate the verifier. This means that the host need not
maintain a complete list of basenames, since checks can be made to ensure that
the basename is suitable for use with a specific application/verifier. This will
ensure the list is relatively short. The host need only keep a blacklist if it wishes
to avoid certain basenames. Expired basenames can be removed from either list.

6 Optimisations

6.1 Reduction in Messages

An optimisation of the join protocol, which reduces the number of messages
exchanged from seven to four, is shown in Figure 5. A formal analysis of the
optimisation is beyond the scope of this paper, but an informal discussion is
given. The optimisation allows the host to learn ni earlier than the original
protocol. Since this value provides the host with no advantage the protocol is
believed to remain secure. The three subsequent messages are all passed from the
host to the issuer in succession, it therefore makes no difference to the security
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Fig. 5. Optimised Join Protocol

of the protocol to concatenate these messages into a single message. It is claimed
the optimisation reduces the number of messages whilst maintaining security.

6.2 Rogue Tagging

The rogue tagging checks can be optimised. Since ζI is a constant in the join
protocol the issuer is able to precompute ζ f̃0+f̃12lf

I (mod Γ ) for all (f̃0, f̃1) on
the rogue list. This technique can also be applied to the join protocol when ζ is
fixed. In the case where ζ is random Brickell, Camenisch & Chen [6] propose that
a considerable speedup can be achieved using the batch verification techniques
defined by Bellare, Garay & Rabin [17,18].

7 Conclusion

In this paper a weakness of the Direct Anonymous Attestation protocol is pre-
sented. The weakness allows an issuer and verifier to collude to violate the pri-
vacy of the host. The vulnerability is fixed by making a minor alteration to
the scheme. It is noted that the modification only affects the host part of the
protocol (i.e. no modifications need be made to the hardware TPM). The fix
is believed to be safe. Proving this formally is the topic of current research.
Further privacy issues surround verifier-linkability. The DAA protocol provides
inadequate provisions to enable the host to identify with whom, and for which
application, a basename may be used. This may result in a privacy violation.
The problem is resolved by the development of a framework which facilitates the
correct construction/use of basenames. In addition, optimisations to reduce the
number of messages exchanged and to improve the efficiency of rogue tagging
are presented.
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8 Further Work

This paper used informal techniques to identify an inadequacy of the DAA
scheme. Such methods are not complete and thus formal verification techniques
must be applied to give assurance that the protocol is indeed secure. The ap-
plied pi calculus is a formalism suitable for modelling DAA which allows us to
verify properties using automatic tools. The verification of the scheme remains
the topic of future research.

The strength of a security system is inversely proportional to its complexity.
DAA provides a esoteric solution to a seemingly simply problem. This work has
discovered a vulnerability in its design. Inevitably, implementation will result in
intrinsic weaknesses. Further research should aim to establish simpler solutions,
ultimately producing systems with greater security and efficiency.

Cryptographers can create secure systems which deliver provably strong secu-
rity properties. Society, however, is unwilling to accept such systems. Chaum in-
troduced digital cash in the 1980s offering powerful properties including
anonymity and unlinkability. Digital cash attracted little attention and was
essentially rejected by society over concerns of “taxation [evasion] and money
laundering, instability of the exchange rate, disturbance of the money supply, and
the possibility of a Black Monday in cyberspace” [19]. DAA addresses society’s
concerns using linkability, an impurity which appears undesirable, but is de-
manded by the real world. Further research should look to enable a more fine-
grained approach to the level of privacy provided to the user. Revocable unlink-
ability could for example be provided. This would provide absolute privacy in
normal operation but would allow linkability to be revoked by the collaboration
of the issuer and n verifiers.
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Abstract. Responding to misbehavior in ad-hoc and sensor networks is
difficult. We propose new techniques for deciding when to remove nodes
in a decentralized manner. Rather than blackballing nodes that misbe-
have, a more efficient approach turns out to be reelection – requiring
nodes to secure a majority or plurality of approval from their neighbors
at regular intervals. This can be implemented in a standard model of
voting in which the nodes form a club, or in a lightweight scheme where
each node periodically broadcasts a ‘buddy list’ of neighbors it trusts.
This allows much greater flexibility of trust strategies than a predeter-
mined voting mechanism. We then consider an even more radical strategy
still – suicide attacks – in which a node on perceiving another node to
be misbehaving simply declares both of them to be dead. Other nodes
thereafter ignore them both. Suicide attacks, found in a number of con-
texts in nature from bees to helper T-cells, turn out to be more efficient
still for an interesting range of system parameters.

Keywords: credential revocation, sensor networks, key management.

1 Introduction

The last ten years have seen the invention and deployment of a range of sys-
tems which organize themselves out of a collection of nodes in order to perform
some task. Peer-to-peer systems emerged in the late 1990s, first as a means of
resisting censorship on the Internet [1] and then as a mechanism for file-sharing.
Communications technologies such as WiFi, Bluetooth and Homeplug support
short-range networking of disparate devices in home and office environments,
and may allow larger networks to be assembled opportunistically. Sensor net-
works then came along – networks assembled from large numbers of low-cost
nodes that could be scattered into an area of interest to perform some task such
as surveillance or environmental monitoring. We describe such communications
strategies generically as ‘ad-hoc networking’.

One consequence for these new technologies is that management by central
authority is being discarded in favor of decentralized mechanisms to improve
efficiency and robustness. Here, tasks are distributed amongst member nodes
which cooperate to provide services and reach decisions. Another key feature
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of wireless ad-hoc networks is their support for mobile devices. Devices move
while remaining connected to the network, breaking links with old neighbors
and establishing fresh links with new devices. Finally, resource constraints limit
the tools available to the protocol designer: at most a minority of nodes have the
capability to create digital signatures or store large amounts of data; symmetric
cryptography is preferred for establishing and maintaining key material.

There are various threats to ad-hoc networks, of which the most interesting
and important is probably node subversion. A node in a military sensor network
may be reverse-engineered by the enemy, and replaced by a malicious node that
knows its key material and can thus impersonate it. A participant in a peer-to-
peer network may be forced to hand over his keys to an enforcement agency.
Subverted nodes can perform a number of attacks on the network, for exam-
ple, decrypting messages, injecting false data and manipulating decentralized
operations such as voting. Thus they must be identified and removed quickly.

In this paper, we seek to address this revocation problem. We are primarily
concerned with ad-hoc networks where a minority of nodes can be subverted,
and with mechanisms whereby a subverted node can be efficiently removed.
Existing strategies using certificate revocation lists and certification authorities
are inappropriate for the requirements of these new systems. Instead, we propose
lightweight revocation mechanisms suited to decentralized and mobile networks.

In Section 2, we review existing work. We then propose new distributed mech-
anisms for deciding when to remove bad nodes: reelection in Section 3 where
nodes cast positive votes rather than negative ones, and suicide attacks in Sec-
tion 4 where a node unilaterally decides to remove a bad node at the expense of
its own participation on the network. In Section 5, we compare the performance
and security of each scheme before concluding in Section 6.

2 Background

2.1 System Model

There are four basic events in the life cycle of an ad-hoc network: pre-deployment,
initialization, operation and revocation. In pre-deployment, the network owner
(if one exists) programs nodes with key material. For instance, symmetric keys
are often pre-loaded onto sensor nodes [2,3,4,5]. Nodes are then deployed and
initialized; during this phase they establish keys with their neighbors. When
nodes are mobile, this is a continuing process rather than one-off. At any stage,
one or more nodes may find another misbehaving, and this may prompt a decision
to remove the bad node from the system.

Good nodes adhere to their programmed strategy including algorithms for
routing and revocation. The attacker can compromise a small minority of nodes.
A bad node can communicate with any other node, good or bad. Bad nodes
may have access to the keys of all other bad nodes, whom they can therefore
impersonate if they wish. They do not execute the authorized software and thus
do not necessarily follow protocols to identify misbehavior, revoke other bad
nodes, vote honestly or delete keys shared with revoked nodes.
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We consider the two main threat models in the literature. Under the conser-
vative model, a global, active adversary is present from the start of deployment;
networks thus require a pre-deployment phase where nodes are assigned keys.
Under the relaxed threat model, the opponent can monitor at most a small mi-
nority of communications during the initialization phase [6,7]. This means that
no, or fewer, keys need to be pre-loaded; instead, nodes set up link keys with
neighbors immediately after deployment. In each case, however, the focus is on
the ease and cost of security maintenance after deployment.

Another important threat is the Sybil attack [8,9], in which an opponent
denies service by causing large numbers of malicious nodes to join the network.
A Sybil variant is node replication [10], where many copies of a subverted node
are introduced. These stratagems have been used to attack peer-to-peer systems.
We focus on networks in which the Sybil attack can be contained, perhaps by
having a cost of entry, or perhaps by using initially trustworthy nodes whose
subversion requires a finite effort of reverse engineering.

2.2 Dealing with Bad Nodes

Three stages are required to revoke a bad node: detecting misbehavior, deciding
whether to revoke, and implementing punishment. While each stage is important,
in this paper we focus on the decision whether to revoke an accused node.

Deciding when to remove a node is complicated by two factors. First, de-
tection mechanisms rarely produce evidence that is universally non-repudiable.
When such mechanisms do exist (e.g., geographic packet leashes [11] for detecting
wormholes and node replication detection in sensor networks [9]), they require
extensive use of costly signed messages. Furthermore, situations where a bad
node is forced into self-incrimination are limited. It can be hard to get hanging
evidence against a node that drops occasional messages because messages vanish
for many reasons unconnected with malice. More typically, evidence is gathered
which is non-repudiable to a single party. For example, a message authentication
code (MAC) generated with a key shared between two nodes guarantees authen-
ticity to the other node. Detection mechanisms of this type include temporal
packet leashes [11], Sybil attack [8] detection by querying for possessed keys [9]
and distance-bounding protocols [12,13,14]. Still other mechanisms rely on ev-
idence that is entirely repudiable (e.g., the wireless monitoring scheme Watch-
dog [15] where nodes promiscuously listen to their neighbors’ routing actions).
Repudiable evidence enables bad nodes to falsely accuse good nodes. Hence, it
would be foolish to design a simple decision mechanism that revokes any node
accused of misbehavior following a single unsubstantiated claim of impropriety.

The second factor hindering the design of decision mechanisms is that un-
trusted nodes, not central authorities, are often in the best position to detect
misbehavior. If node A accuses node B of making inconsistent statements about
its location and B denies making them, a trusted base station can only determine
one of them is misbehaving. Hence a distributed decision mechanism is required,
and existing proposals for collective decision-making have been voting-based.
Threshold voting is a natural choice to implement revocation as it conceptually
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distributes the decision-making process while taking into account the observa-
tions of others. Once the number of votes cast exceeds the specified threshold,
then the target node is deemed to be malicious and revoked from the network.
Any such blackballing scheme must deal with a number of key issues: which nodes
are eligible to vote, how individual votes are verified, how votes are tallied and
how the outcome of a vote is verified. (In the absence of global non-repudiation,
the Byzantine generals problem means that, in general, we need a majority of
2
3 + ε rather than 1

2 + ε of good nodes; we are concerned in this paper with
applications in which the proportion of wrongdoers is much less than 1

3 .)
Once a decision is reached, the bad node is punished. Typically, bad nodes

are kept from interacting with good nodes by instructing every node to delete all
keys shared with the bad node [2,3,6]. Alternatively, nodes could be implicitly
removed by routing around the bad node [15] or by maintaining a blacklist.

2.3 Existing Decision Mechanisms

In [3], Chan, Perrig and Song propose a distributed revocation mechanism for
sensor networks using the random pairwise key-predistribution scheme, where
nodes sharing a pre-assigned pairwise key can vote to remove a node. Their
scheme is extended and generalized in [16]. Here, each node B that shares a pair-
wise key with A is assigned to the set of participants of A, VA. While the average
number of voting members v is significantly larger than the number of neighbors
in direct communication range, tying voting eligibility to key predistribution
avoids the difficulties in accurately determining neighbors post-deployment.

Every node A is assigned a unique revocation secret revA, which is divided
into secret shares and given to every B ∈ VA along with an authentication value
for the revocation secret, h2(revA). Nodes vote for another’s removal by revealing
their share. If enough shares are revealed, then revA can be reconstructed and
the hash h(revA) is broadcast throughout the network. Every node B ∈ VA

deletes its key shared with A upon verifying the broadcast. Only nodes eligible
to vote against a revoked node are loaded with the authentication value for the
revocation secret. Any path keys established between a non-voting node and
a revoked node are not removed since the non-voting node cannot verify the
revocation secret. Thus, authentication values for revocation secrets should be
loaded onto every node; [17] describes an efficient 1 + v log n solution.

One problem with voting by revealing secret shares is that cast votes are
permanent; a slow trickle of votes against a node over its lifetime is equivalent
to a burst in a short period. To avoid stale votes, Chan et al. create T revocation
sessions each with a unique revocation secret revA,i, i ∈ {1, . . . , T} and associated
shares revA,i,B; thus a revealed share only counts as a vote for a single period i.

To recap, each node A is loaded with information to do the following:

1. Vote against each node B ∈ VA: Secret share revB,i,A∀B ∈ VA, i ∈
{1, . . . , T}) (storage cost vT )

2. Prove to all B ∈ VA that vote is valid: log v path-authentication values
for each vote revB,i,A (storage cost vT log v)
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3. Verify votes from others: Merkle tree roots ∀B ∈ VA, i ∈ {1, . . . , T}
(storage cost vT )

4. Verify revocation secrets: Authentication values for each revocation se-
crets h2(revB,i)∀B ∈ N, i ∈ {i, . . . , T} (storage cost nT )

However, voting schemes are slow, expensive and prone to manipulation. They
are often susceptible to false accusations, collusive attackers and Sybil attacks;
they can result in a delayed attack response between a node starting to misbehave
and a revocation order being issued; they do not cope well with node mobility and
churn; they may require that at least some nodes can do public-key cryptography;
and they impose high storage and communications overhead.

In Sections 3 & 4, we propose new decision mechanisms with the aim of
improving security and performance. We use Chan et al.’s blackballing decision
mechanism as a basis for comparison.

3 Reelection

Existing proposals for decision and punishment require action by the honest
members of the network to remove misbehaving nodes. For example, all nodes
must follow the voting, blacklisting and key removal procedures to prevent a
malicious node from rejoining the network. This represents a significant com-
putational and communications burden shared by all honest nodes and shirked
by malicious ones. In contrast, we propose a mechanism that turns the compu-
tational liability on its head by requiring additional effort for honest nodes to
continue participating on the network but no effort to remove malicious devices.

We propose a system where a node, on joining the network and periodically
thereafter, must demonstrate that it is still authorized to be on the network. Re-
vocation becomes preventing a bad node from renewing its membership. Concep-
tually, this corresponds to a voting scheme with positive votes instead of negative
ones: good nodes reelect each other to the club once in each time period.

We first present a robust protocol for remaining on the network using threshold-
secret-sharing mechanisms. Since threshold schemes can be too expensive for
peanut processors, we then propose a lightweight reelection mechanism using
hash operations exclusively.

3.1 Reelection for Semi-capable Devices

We define a network access token accessA,i that allows node A onto the net-
work during time period i ∈ {1, . . . , T}. A must present the token accessA,i

to its neighbors to continue interacting with them. Tokens are created using
a hash chain where accessA,i−1 = h(accessA,i), for i = 1, . . . , T . The end-
of-chain authentication value accessA,0 is distributed to every voting member
B ∈ VA, which can authenticate accessA,i for time period i by verifying that
accessA,0 = h(i)(accessA,i).

Each token accessA,i is divided into v shares using a (k, v) threshold-secret-
sharing scheme. The shares are distributed to the voting members B ∈ VA. In
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particular, B is assigned shares accessA,i,B for each i = 1, . . . , T . Responsibility
for reconstructing tokens rests with A, which asks its voting members for their
shares. So B casting accessA,i,B is an affirmation of A’s honesty rather than a
claim of impropriety. Hence, the threshold of votes k may be larger than for black-
balling, as more positive votes are required than negative ones. Note that if the
voting members are those pre-assigned a pairwise key (as in Chan et al.’s black-
balling scheme),then nodes should delete any voting shares for non-neighbors
following neighbor discovery. Alternatively, we could reduce the average number
of voting members v by choosing the voting set upon deployment.

Nodes must store additional information to verify transmitted votes and to-
kens. To verify received votes, node A can store a hash of each share h(accessA,i,B)
for each B ∈ VA and i = 1, . . . , T . To authenticate reconstructed tokens, the
owner creates a hash tree where the leaf pre-images are the end-of-chain au-
thentication values accessA,0 for each A ∈ N . Each node A stores the tree’s
root-authentication value, its own end-of-chain authentication value accessA,0

and the log n path-authentication values required to authenticate accessA,0.
Here is the reelection protocol for a node during time period i:

1. A −→ ∗ : A, i

2. B −→ A : A, B, accessA,i,B

3. A −→ ∗ : A, i, accessA,i, accessA,0,path-authentication values

4. ∗ : verify h(i)(accessA,i) = accessA,0, verify accessA,0

A asks each neighbor B for its share accessA,i,B (step 1). If k voting neighbors
cooperate (step 2), then A can reconstruct accessA,i, which is then broadcast to
A’s neighbors (step 3). The neighbors verify h(i)(accessA,i) = accessA,0 (step 4).

If node B wishes to vote against A, then it simply deletes the stored shares
accessA,i,B, i = 1, . . . , T . Once all of the node’s neighbors minus k have done so,
A can no longer reconstruct tokens. Revocation is final and absolute: even if the
adversary subsequently compromises all neighbor nodes, it cannot reconstruct
the tokens. The basic method can be trivially modified to temporarily punish A
by deleting a subset of the tokens for a number of time periods.

Nodes must wait to delete a revealed neighbor’s share until the following
round; otherwise an attacker could ask for a neighbor’s share so that the intended
node does not observe the response. Also, note that step 1 is optional; any node
loaded with secret shares for a node A can reveal the share without being asked.
Dropping this broadcast step means that nodes must continuously listen for
neighbors revealing their shares.

To recap, each a node A is loaded with information to do the following:

1. Token share for each node B ∈ VA: Secret share accessB,i,A∀B ∈ VA,
i ∈ {1, . . . , T} (storage cost vT )

2. No need to prove token shares to B ∈ VA: (storage cost 0)
3. Verify received shares: Hash values of all token shares for A (storage cost

vT )
4. Prove to all that token is valid: Root-authentication value and path-

authentication values (storage cost 1 + log n)
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3.2 Lightweight Reelection with Buddy Lists

Reconstructing secret shares can be too demanding for devices with peanut pro-
cessors. In addition, the effort involved in pre-assigning, swapping and storing
vT shares per node may be unattractive in some applications. Also, in some ap-
plications we might want to use diverse strategies: risk-averse nodes might shun
a neighbor as soon as one of its other neighbors had done so, while more relaxed
nodes might continue to do business with any node that was still supported by
two of its neighbors. In some applications, one might want a diverse population
of risk-averse and risk-loving nodes, so that the network performed well in nor-
mal times but still performed acceptably under serious attack. It therefore makes
sense to disentangle the voting mechanism as far as possible from the strategy.

We therefore consider a lightweight reelection mechanism that is general
enough to support diverse strategies. The central idea is that nodes periodically
transmit a buddy list of approved neighbors across their local neighborhoods.
Since many node neighbors overlap, they can cross-reference received lists to
determine whether enough nodes have also approved their buddies. If so, they
continue to interact with the nodes during the next time period. The definition
of ‘enough’ is made independently of the protocol mechanism described here.

Approved buddy lists are authenticated using Guy
Fawkes-style [18] hash chains: upon deployment, node A distributes a key au-
thentication value KA,0 = h(T )(seed, A) to its neighbors. Buddy lists are signed
with a session authentication key KA,i = h(T−i)(seed, A) during time period i,
and KA,i is not revealed until the start of period i + 1. Here is the protocol:

1. A −→ ∗ : ki−1, accessA,i(buddies) = 〈A, i, buddies,HMACKi(A, i, buddies)〉
2. ∗ : Verify accessA,i−1(buddies), delete offending neighbor’s keys

Each node A broadcasts a list of approved neighbors accessA,i(buddies), where
buddies is a set of approved node identifiers. Notably, no pre-assigned storage or
topological information is required, yet buddy lists work even under the conser-
vative threat model. They also support extremely general strategies for main-
taining a network’s trusted membership. Nodes’ risk aversion could change over
time, according to news from other nodes, or as part of an evolutionary game;
one could even implement dynamic games similar to Conway’s game of ‘Life’.
Separating trust strategies from the underlying protocol, and implementing it
using lightweight and purely local mechanisms, is the strength of this option.

4 Suicide Attacks

Doing revocation by blackballing has turned out to be complex and costly. Mat-
ters were improved by a move to reelection, whereby each node had to persuade
a quorum of its neighbors to support its continued membership at regular inter-
vals, and still further by the buddy-list mechanism. Here we introduce a radical,
even simpler and in some ways even cheaper method: suicide.

Decisions are much simpler if a single node can decide. Should a node believe
another has misbehaved, then it can carry out punishment. The trouble with
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this approach is that a malicious node can falsely accuse legitimate ones; the
solution is to make punishment costly. If a node determines another node has
cheated, there is no more convincing way to let its neighbors know than to
be prepared to die to certify the fact. (The many echoes in pre-modern human
societies range from ancient feuds, through medieval trial by combat, to the duels
of eighteenth-century Europe.) We discussed suicide as a strategy in [19]; here
we describe implementations and ways to mitigate abuse. We present three cases
in order of increasing complexity: where a central trusted authority is available;
using limited asymmetric cryptography without access to a trusted authority;
and using only conventional cryptography without access to a trusted authority.

4.1 Suicide Using a Central Authority

The simplest way to implement suicide attacks is using a central authority such
as a base station. Upon detecting a node M engaging in some illegal activity,
node A sends a suicide note suicideA,M with the identities of both A and M
to the base station authenticated by the pairwise unique key shared between
the node and the base station. The base station S confirms that node A is
entitled to revoke node M and informs the other nodes in the network by send-
ing either individually authenticated messages or a single TESLA-authenticated
message [20]. Note that the decision mechanism remains distributed: it is the
nodes, not the authority, who decide when to revoke each other since nodes are
better positioned to detect misbehavior than far-away base stations.

4.2 Distributed Suicide Using Signatures

Nodes may not have access to a trusted base station; instead node A broadcasts
a signed note suicideA,M with the identities of both A and M . The other nodes
in the network verify the signature and, if correct, revoke both A and M by
deleting all keys shared with them and/or adding both identities to a blacklist.

Public key cryptography works when nodes are sufficiently capable. The owner
generates a new public-private key pair for each node and signs the public key.
The key pair, certificate and owner’s public key are stored on the node. When a
node issues a suicide note, it broadcasts its public key certificate along with the
suicide note for other nodes to verify the public key and suicide note.

In constrained devices, one-time signatures using only pseudo-random func-
tions may be substituted [21]. Each node is pre-loaded with a single private
signing key and the associated public key: this key might be certified by the
network owner, or a hash of the key might be the device’s name, depending on
the deployment model and computational constraints. Nodes verifying a signed
suicide note must be able to authenticate the public key. Thus the owner con-
structs a hash tree with the public keys as leaves suitably ordered to tie a node’s
identity to its position in the tree. Each node stores the root-authentication
value and the log n path-authentication values required to verify their own pub-
lic key. The path-authentication values are subsequently broadcast along with
the signed suicide note.
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4.3 Flypaper and Trolling Attacks

One challenge for a decentralized suicide scheme is ensuring that multiple nodes
do not issue suicide notes for a single misbehaving node. In a flypaper attack, a
malicious node in a fixed location presents widely observable misbehavior to at-
tract many simultaneous suicides. A base station S can trivially resolve multiple
suicide offers for the same node by accepting just one of them:

1. A : detects M misbehaving

2. A −→ S : A, M,HMACKAS (suicideA,M )

3. S : verify signature, wait for duplicates

4. S −→ B : A, M,HMACKSB (suicideA,M ) ∀B ∈ N

5. ∗ : verifies signature, deletes keys shared with A, M , adds to blacklist

In a decentralized scheme, where each node must be able to reach a decision
independently, two precautions can mitigate a flypaper attack. First, a node can
wait a random back-off period (0 ≤ tr < tmax) before transmitting an offer.
If it observes another suicide note for the same node while waiting for its own
timer to expire, the node abandons its offer in favor of the already-published
one. If its timer does expire, the node transmits a suicide message. Larger values
of tmax lower the probability of a collision at the expense of slower revocation.
This back-off can significantly reduce the number of simultaneous transmissions;
however, duplicate offers are still possible if a second timer expires before the
first transmitted suicide message is received by the second node.

To address this possibility, a tie-breaking mechanism is required. If loose time
synchronization exists in the network, nodes can append a timestamp to their
signed suicide message. Nodes then wait long enough for all offers to be broadcast
(tbcast) and honor the suicide note with the earliest timestamp. Alternatively,
time synchronization can be avoided by using a using a random number trans-
mitted along with each suicide message. However, using time stamps to resolve
conflicts is more efficient since earlier offers are likely to propagate faster. One
consequence when using one-time signatures is that we must now store Q key
pairs per node, or generate signing keys on the fly from a secret (using a modi-
fied hash chain or stream cipher encryption of a secret). Here is the distributed
protocol for two nodes A and B detecting M misbehaving:

1a. A : detect M misbehaving; start random timer tr

1b. B : detect M misbehaving; start random timer tr′

2. A : Timer tr expires (assuming tr < tr′)

3. A −→ ∗ : A,M, tA, {suicideA,M , tA}
K−1

A

4. ∗ : waits tbcast for earlier offers, verifies signature, deletes keys shared

with A,M and adds them to blacklist

Trolling is where a node presents itself in several locations, either re-using iden-
tities (node replication) or presenting different ones (Sybil). This could be done
with the aid of collusive malicious nodes that present the same misbehaving
identity in multiple locations. Alternatively, a powerful transmitter or flying
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over the area achieves the same effect. We have assumed in this paper that other
mechanisms exist for detecting and preventing Sybil and node-replication at-
tacks. However, our multiple-offer resolution mechanism addresses trolling with
re-used identities even when node replication detection is not available, provided
the network is connected and a long enough time-out is used to allow multiple
offers notes to traverse the network.

If the adversary is capable of partitioning the network, then a single malicious
node can kill multiple good nodes either by issuing different suicide notes in each
partition, or by misbehaving in different partitions with the aim of prompting
multiple suicide notes. The number of honest nodes affected is proportional to
the number of partitions. A potential countermeasure is resurrection: once the
network is reconnected, several suicide attacks on a single node can be converted
into the resurrection of all but the first sacrificed node along with revoking the
replicated node. In this case, suicide notes would have to be stored, and a black-
list operated in preference to deleting keys. (Note that if revocation is reversible,
then all the mechanisms compared in this paper become more complex.)

4.4 Extensions: Probabilistic Suicide and Suicide Pacts

Suicide may not be well suited to detection mechanisms that identify malicious
nodes with less than high confidence. Yet the basic mechanism can be extended
to cope with uncertainty. Suppose a node detects behavior that is probably
malicious, and can assign a probability to this (e.g., bad with p = 0.7).

One solution is for a node to maintain a running total for each node it can
observe. When the total exceeds a specified threshold (e.g.,

∑

pi ≥ 1), a sui-
cide attack is triggered. A stateless alternative is for the node to attack with
probability p. One limitation of these approaches is that each node operates in
isolation, gaining no benefit from the collective knowledge of its neighbors.

We can modify the suicide offers to include probability p as offerA,M , tA, p,
{offerA,M , tA, p}K−1

A
. Thus revocation decisions can be made on collective knowl-

edge of uncertain observations, and the nodes participating in this decision might
be thought of as having entered into a suicide pact against the suspect. Deciding
which member of the pact has to carry out the suicide attack should reflect the
probability claimed in the suicide offer, whether based on a weighted, verifiable
coin toss, or simple probabilistic attack in the second round of the protocol.

5 Analysis and Comparison

5.1 Storage and Communication Costs

A comparison of the storage costs is presented in Table 1. Each column represents
the tasks discussed in Sections 2.3 & 3.1.

Reelection is more efficient than blackballing in terms of storage: access shares
(‘positive votes’) need only be verified by one node, and only one node (the target
node) need store the authentication information for the recovered token. Thus,
storage costs for reelection are O(vT + log n), compared to O(vT + v log n) for
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Table 1. Node storage costs for alternative schemes

Node storage for 1. 2. 3. 4.

Blackballing vT v log Tv vT 1 + v log n
Reelection vT 0 vT 1 + log n
Suicide (sym.) O(Q) Q log nQ 0 1
Suicide (asym.) 1 1 1 1

blackballing. However, reelection arguably may require more, shorter time peri-
ods (and hence larger values for T ) since a revoked node does not immediately
lose access to the network but only at the end of the current time period. As
with blackballing, we can also reduce v using a weakened threat model.

Both blackballing and reelection increase storage well beyond the initial costs
of key distribution. This is not easily borne, particularly for large networks of
constrained devices. In contrast, suicide using one-time signatures is not affected
by the number of keys that are pre-assigned. Here, a node only needs the ability
to transmit a very small number (Q) of offers. But the size of each public and
private key for one-time signatures can be very large, requiring two hash values
per signed bit. Suicide using asymmetric cryptography requires far less storage
as nodes keep only their own private and public keys (small when elliptic curve
cryptography is used) as well as the owner’s public key and certificate.

Table 2 shows the respective communication costs associated with each scheme.
Reelection is unique in that there is a fixed cost per session when a nodes asks
for and receives its access shares. This requires a node to broadcast a request
to its immediate neighbors, while the k shares can be returned as unicast mes-
sages. The reconstructed token is also broadcast. However, communication costs
do not increase as nodes get revoked. In contrast, the communication costs of
blackballing increase with the number of votes cast. k + 1 locally broadcast
votes are required to remove a node, where each vote comprises the vote and
log v path-authentication values. These messages may need to be forwarded by
other nodes since we are not guaranteed that all voting members are within
communication range of each other. The final revocation order must be broad-
cast across the network (along with log n path authentication values) to ensure
that everyone revokes the malicious node. Since votes are only valid in a given
session, it is possible for up to k votes to be cast each session without revoking
a node. Thus, blackballing is more efficient than reelection under low rates of
misbehavior; reelection fares better when more attackers are present.

Asymmetric suicide is noted for its low communication costs (only one
network-wide broadcast), though these energy savings are offset by increased
computational expense due to the use of signatures when compared to symmetric-
key-based schemes. Of course, voting schemes using asymmetric cryptography
faces even higher costs since signatures are required for every vote.

Suicide using one-time signatures can face high communication costs, par-
ticularly if the public key must be transmitted along with the signature in-
stead of being pre-loaded onto devices. In fact, recent work has demonstrated
that one-time-signature schemes perform only slightly better than elliptic curve
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Table 2. Communication costs for alternative schemes

# Setup per Comm. Min accrued comm. Max comm.
sessions session per rev. without revocation without rev.

Blackballing T 0 k + 1 0 kT
broadcasts

Reelection T k unicasts 0 2kT unicasts 2kT unicasts
+2 broadcasts +T broadcasts +T broadcasts

Suicide (both) 1 0 1 broadcast 0 0

algorithms when considering both the communication and computational over-
head [22]. Thus, the limited asymmetric cryptographic operations needed by
suicide may be preferable to the higher complexity and storage requirements
imposed by one-time signature schemes.

Suicide does offer other advantages over any voting-based scheme, however.
Suicide does not suffer from the problem of stale votes nor a delay before the
revoked node is removed from the network. It also requires fewer, less restric-
tive assumptions. Specifically, suicide places no restrictions on node mobility for
normal or compromised nodes. It also places no topological restrictions, such as
requiring nodes to have a minimum number of neighbors.

On the other hand, suicide does require good nodes to value the social welfare
of the network over individual utility. This condition is reasonable whenever
the nodes are deployed by a single entity (e.g., a sensor network deployed on a
battlefield) but may be less so when nodes are individually controlled (e.g., a
peer-to-peer file-sharing system) [23].

5.2 Denial-of-Service Attacks

Suicide enables precision denial-of-service attacks since adversaries can remove
any node. Network topology differences increase the importance of some nodes
due to their location or number of neighbors. Even unsophisticated attackers
can wreak havoc by taking out high-value nodes with low-value-node suicides.

But suicide is arguably less susceptible to DoS attacks than threshold voting
schemes. Threshold voting schemes become totally vulnerable once the attacker
gains sufficient numerical advantage (exceeding the threshold) in a region. Here
the adversary can vote out all good nodes in the area. This is a particular
concern when devices are mobile as an attacker can use the minimum number of
compromised devices, moving them around the network and ejecting good nodes
unchallenged. Suicide, by contrast, bounds the maximum amount of damage a
set of malicious nodes can do but means that twice as many nodes are removed
from the network – one good node for every bad node.

5.3 Quantifying Suicide Abuse

While protections against flypaper and trolling attacks ensure only one good
node is sacrificed per bad node, reconciling several suicide notes due to these
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Fig. 1. Workload versus simultaneous suicides

attacks triggers increased communication and computational complexity. An at-
tacker may still attempt flypaper or trolling attacks aiming to consume resources
(e.g., battery life or network capacity) by forcing multiple offers to be resolved.

We quantify the increased workload due to these attacks compared to the
transmission of a single suicide note. We use simulation since this analysis prob-
abilistically depends on the topology of the network as well as the random
back-off period. We consider three scenarios of increasing complexity: normal
operation where only a single suicide note is issued; a simple collision where two
suicide notes are issued simultaneously; and a trolling attack where misbehavior
is presented to nodes across the network simultaneously in the absence of node
replication detection to trigger multiple suicide offers. We compute two quantifi-
able measures: the number of broadcasts attributed to all suicide offers and the
number of signature verifications attributed to all suicide offers.

We simulated a wireless network comprised of 1000 nodes uniformly dis-
tributed over a plane, where the communication radius of nodes ensures an
average of 60 immediate neighbors in communication range. We averaged our
results using 10 iterations on a network sample. Each suicide note is embedded
with a timestamp. A node re-broadcasts a received suicide note to its immediate
neighbors if it is either the first one received, or has the earliest timestamp. In
this way, suicide notes are propagated throughout the network until the one with
the earliest timestamp completely dominates the network.

When one suicide note is broadcast, every node in the network broadcasts and
verifies once. Two simultaneous suicide notes increases the workload by approxi-
mately 50%, a manageable rise. But what is the effect of additional simultaneous
suicides? Figure 1 plots workload (number of broadcasts and verifications) dur-
ing trolling and flypaper attacks as a function of the number of simultaneously
issued suicide notes. As expected, the computational and communication bur-
den increases. Notably, the function is mostly marginally decreasing, so that
most additional suicides increase the workload less than previous ones. At most,
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resource consumption attacks increase system workload by a small multiple; thus
we conclude they are not as dangerous a threat as originally feared.

6 Conclusions

A major challenge for ad-hoc networks is how to remove nodes that are observed
to be behaving badly. Existing threshold voting proposals for node revocation
enfranchise too many of the wrong nodes, undermining their efficiency and se-
curity. They are susceptible to manipulation, particularly if nodes are mobile.

So we switched from voting against bad nodes to a protocol where good nodes
reelect each other to the club at regular intervals. Reelection reduces storage
costs by shifting the responsibility of verifying votes from a node’s neighbors
to the node itself. This is a significant improvement, but simple reelection re-
mains infeasible for severely constrained devices. We then proposed a lightweight
reelection mechanism requiring no pre-assigned storage and using just hash op-
erations: each node broadcasts a buddy list of trusted neighboring nodes locally
at each time period. This can support a much wider range of membership strate-
gies and is significantly cheaper. However (like the other mechanisms we have
discussed) it still has some communications costs, and it may be less effective
where there are many mobile nodes or an uneven network topology.

We then showed that the most effective way of doing revocation in general
ad-hoc networks is the suicide attack. A node observing another node behaving
badly simply broadcasts a signed message declaring both of them to be dead.
This is cheap; it scales well; it is not affected much by mobility; and it works
across interesting parameter ranges. Such strategies are well known in nature,
from bees attacking an intruder to the operation of helper T-cells in the immune
system. They even find an echo in some human societies, such as the dueling
culture of the eighteenth century and the US Wild West. We believe that suicide
attacks are attractive for a wide range of distributed system applications.

References

1. Anderson, R.: The eternity service. In: First International Conference on the The-
ory and Applications of Cryptology (PRAGOCRYPT) (1996)

2. Eschenauer, L., Gligor, V.D.: A key-management scheme for distributed sensor
networks. In: 9th ACM Conference on Computer and Communications Security
(CCS), ACM, pp. 41–47. ACM Press, New York (2002)

3. Chan, H., Perrig, A., Song, D.X.: Random key predistribution schemes for sensor
networks. In: IEEE Symposium on Security and Privacy (S&P), pp. 197–213. IEEE
Computer Society Press, Los Alamitos (2003)

4. Du, W., Deng, J., Han, Y.S., Varshney, P.K.: A pairwise key pre-distribution
scheme for wireless sensor networks. In: 10th ACM CCS, pp. 42–51. ACM, New
York (2003)

5. Liu, D., Ning, P.: Establishing pairwise keys in distributed sensor networks. In:
10th ACM CCS, pp. 52–61. ACM Press, New York (2003)



246 T. Moore et al.

6. Zhu, S., Setia, S., Jajodia, S.: LEAP: efficient security mechanisms for large-scale
distributed sensor networks. In: 10th ACM CCS, pp. 62–72. ACM Press, New York
(2003)

7. Anderson, R.J., Chan, H., Perrig, A.: Key infection: Smart trust for smart dust.
In: 12th IEEE International Conference on Network Protocols, IEEE Computer
Society, pp. 206–215. IEEE Computer Society Press, Los Alamitos (2004)

8. Douceur, J.R.: The Sybil attack. In: Druschel, P., Kaashoek, M.F., Rowstron, A.
(eds.) IPTPS 2002. LNCS, vol. 2429, pp. 251–260. Springer, Heidelberg (2002)

9. Newsome, J., Shi, E., Song, D.X., Perrig, A.: The Sybil attack in sensor networks:
analysis and defenses. In: 3rd International Symposium on Information Processing
in Sensor Networks, pp. 259–268. ACM Press, New York (2004)

10. Parno, B., Perrig, A., Gligor, V.D.: Distributed detection of node replication at-
tacks in sensor networks. In: IEEE S&P, IEEE Computer Society, pp. 49–63. IEEE
Computer Society Press, Los Alamitos (2005)

11. Hu, Y.C., Perrig, A., Johnson, D.B.: Packet leashes: A defense against wormhole
attacks in wireless networks. In: 22nd IEEE INFOCOM, IEEE Computer Society
Press, Los Alamitos (2003)

12. Brands, S., Chaum, D.: Distance-bounding protocols (extended abstract). In: Helle-
seth, T. (ed.) EUROCRYPT 1993. LNCS, vol. 765, pp. 344–359. Springer, Heidel-
berg (1994)

13. Hancke, G.P., Kuhn, M.G.: An RFID distance bounding protocol. In: IEEE Secure
Comm., pp. 67–73. IEEE Computer Society Press, Los Alamitos (2005)

14. Capkun, S., Buttyan, L., Hubaux, J.P.: SECTOR: secure tracking of node encoun-
ters in multi-hop wireless networks. In: 1st ACM Workshop on Security of ad hoc
and Sensor Networks, pp. 21–32. ACM Press, New York (2003)

15. Marti, S., Giuli, T.J., Lai, K., Baker, M.: Mitigating routing misbehavior in mo-
bile ad hoc networks. In: 6th International Conference on Mobile Computing and
Networking, pp. 255–265. ACM Press, New York (2000)

16. Chan, H., Gligor, V.D., Perrig, A., Muralidharan, G.: On the distribution and revo-
cation of cryptographic keys in sensor networks. IEEE Transactions on Dependable
Secure Computing 2(3), 233–247 (2005)

17. Moore, T., Clulow, J.: Secure path-key revocation for symmetric key pre-
distribution schemes in sensor networks. In: 22nd IFIP TC-11 International In-
formation Security Conference 2007 (to appear)

18. Anderson, R., Bergadano, F., Crispo, B., Lee, J.H., Manifavas, C., Needham, R.: A
new family of authentication protocols. ACM SIGOPS Operating Systems Review
(OSR) 32(4), 9–20 (1998)

19. Clulow, J., Moore, T.: Suicide for the common good: a new strategy for credential
revocation in self-organizing systems. ACM SIGOPS OSR 40(3), 18–21 (2006)

20. Perrig, A., Canetti, R., Tygar, J.D., Song, D.X.: Ecient authentication and signing
of multicast streams over lossy channels. In: IEEE S&P, pp. 56–73. IEEE Computer
Society Press, Los Alamitos (2000)

21. Merkle, R.C.: A certified digital signature. In: Brassard, G. (ed.) CRYPTO 1989.
LNCS, vol. 435, pp. 218–238. Springer, Heidelberg (1990)

22. Seys, S., Preneel, B.: Power consumption evaluation of efficient digital signature
schemes for low power devices. In: IEEE International Conference on Wireless And
Mobile Computing, Networking And Communications, pp. 79–86. IEEE Computer
Society Press, Los Alamitos (2005)

23. Danezis, G., Anderson, R.: The economics of resisting censorship. IEEE Security&
Privacy 3(1), 45–50 (2005)



Author Index

Anderson, Ross 232
Arnold, Jon 116
Asokan, N. 43

Berkhan, Enrik 172
Bird, Neil 187
Buttyán, Levente 129

Calvert, Kenneth L. 156
Chakrabarti, Saikat 156
Chandrasekhar, Santosh 156
Chen, Liqun 218
Clulow, Jolyon 232
Conrado, Claudine 187

Dawoud, Dawoud 87

Eckert, Claudia 203

Farrell, Stephen 142

Grossmann, Ulrich 172
Guajardo, Jorge 187

Hoepman, Jaap-Henk 31
Holczer, Tamás 129

Jatoba, Luciana C. 172
Jensen, Christian D. 142

Kirovski, Darko 16
Krauß, Christoph 203

Maubach, Stefan 187
Mayrhofer, Rene 1
McDonald, Stephen 87
Moore, Tyler 232
Mueller-Glaser, Klaus D. 172

Nagaraja, Shishir 232

Ottenbacher, Joerg 172

Paar, Christof 73
Poschmann, Axel 73
Preneel, Bart 101

Roughan, Matthew 116
Ryan, Mark 218

Safavi-Naini, Rei 58
Schrijen, Geert-Jan 187
Sinclair, Michael 16
Singelée, Dave 101
Singhal, Mukesh 156
Skoric, Boris 187
Smyth, Ben 218
Stork, Wilhelm 172
Stumpf, Frederic 203
Suomalainen, Jani 43

Taban, Gelareh 58
Thueringer, Peter 187
Tombeur, Anton M.H. 187
Tuyls, Pim 187

Uhsadel, Leif 73

Vajda, István 129
Valkonen, Jukka 43
van der Merwe, Johann 87

Wilson, David 16


	Title
	Preface
	Organization
	Table of Contents
	The Candidate Key Protocol for Generating Secret Shared Keys from Similar Sensor Data Streams
	Introduction
	Related Work
	Threat Scenarios
	 The Candidate Key Protocol
	Approach
	Specification

	Implementing CKP with Lossy Channels
	First Experimental Results
	Security Analysis and Discussion
	Conclusions
	References

	The Martini Synch: Joint Fuzzy Hashing Via Error Correction
	Introduction
	Related Work
	Bluetooth Security
	Gesture-Based Device Notification
	Fuzzy Hashing

	The Martini Synch Protocol
	Joint Fuzzy Hashing
	Preliminary Secret
	Error Correction
	Progressive Error Correction
	Dealing with Information Leakage
	Entropy Estimate
	Additional Remarks
	Parameters

	Empirical Evaluation
	Evaluation of The Martini Synch

	A User-Study
	Summary
	References

	Private Handshakes
	Introduction
	State of the Art
	Our Results

	Model and Notation
	System and Adversary Model
	The Private Handshake Problem

	Single Membership Protocols
	Security Proof

	Arbitrary Membership Protocols
	Security Proof

	Conclusions
	References

	Security Associations in Personal Networks: A Comparative Analysis
	Introduction
	Association Protocols
	Association Models in Standards for Personal Networks
	Bluetooth Secure Simple Pairing
	Wi-Fi Protected Setup
	Wireless USB Association Models
	HomePlugAV Protection Modes

	Comparison of Proposed Association Models
	Offline Attacks
	Online Active Attacks
	Associations with Wrong Peers

	Attacks Against Multiple Association Models
	Conclusions
	References

	Key Establishment in Heterogeneous Self-organized Networks
	Introduction
	Related Work
	Our Contribution

	System Model
	Layered Key Pre-Distribution (LKD) Scheme
	Correctness Analysis
	Security Model and Analysis
	Simulation and Discussion
	Concluding Remarks
	References

	Enabling Full-Size Public-Key Algorithms on 8-Bit Sensor Nodes
	Introduction
	Preliminary Assumptions and Introduction to Elliptic Curve Cryptography
	Constrained Devices
	Introduction to Elliptic Curve Cryptography
	Elliptic Curve Cryptography Implementation Issues

	Implementation of Modular Multiplication
	Criteria for an Efficient ECC Implementation
	Implementation of the Modular Multiplication

	Results
	Conclusion and Future Work
	References

	Key Distribution in Mobile Ad Hoc Networks Based on Message Relaying
	Introduction
	Proposed Certificate Distribution Mechanism
	System Model
	Proposed Key Distribution Scheme

	Discussion on the Security and Features of CertRelay
	On the Security of CertRelay
	On the Efficiency of CertRelay
	Performance Evaluation of CertRelay

	Conclusion
	References

	Distance Bounding in Noisy Environments
	Introduction
	Proximity Based Authentication
	Organization of the Paper

	Background
	How Do Distance Bounding Protocols Work?
	Attack Scenarios
	Design Principles for Secure Distance Bounding Protocols

	The Distance Bounding Protocol of Brands and Chaum
	The RFID Protocol of Hancke and Kuhn
	Noise Resilient Mutual Authentication with Distance Bounding
	Performance Analysis
	False Rejection and False Acceptance Ratio
	Numerical Results

	Conclusion
	References

	Multiple Target Localisation in Sensor Networks with Location Privacy
	Introduction
	Problems and Assumptions
	Problem 0
	Problem 1
	Problem 2
	Assumptions

	Solutions: Problem 1
	Solutions: Problem 2
	Conclusion
	References

	On the Effectiveness of Changing Pseudonyms to Provide Location Privacy in VANETs
	Introduction
	Model
	The Concept of the Mix Zone
	The Model of the Mix Zone
	The Operation of the Adversary
	The Level of Privacy Provided by the Mix Zone

	Simulations
	Simulation Settings
	Simulation Results

	Related Work
	Conclusion and Future Work
	References
	A Appendix

	“End-by-Hop” Data Integrity
	Introduction
	The End-by-Hop Data Integrity Service
	End-by-Hop Integrity Mechanism
	Query Integrity
	Response Integrity

	Evaluation
	Threat Model
	Security Analysis

	Related Work
	Future Work
	Conclusions
	References

	Authenticating DSR Using a Novel Multisignature Scheme Based on Cubic LFSR Sequences
	Introduction
	Related Work
	Background
	Cubic LFSR Sequences and Related Public Key Cryptosystems
	A Short Note on DSR

	Authenticating Route Discovery in DSR
	First Construction
	Incorporating Path Caching

	Construction of an Efficient and Scalable Multisignature Scheme
	A Variant of a Generalized ElGamal Signature Scheme Based on LFSR Sequences
	The Proposed Multisignature Scheme CLFSR-M

	A Discussion on Distributing Public keys
	Using a Trusted Third Party
	Towards Fully Distributed Self-organized Bootstrapping

	Theoretical Analysis
	Correctness
	Security
	Performance

	Conclusions
	References

	Security for Mobile Low Power Nodes in a Personal Area Network by Means of Trusted Platform Modules
	Introduction
	Basic Principles
	Trusted Platform Module
	Bluetooth Personal Area Network

	SystemConcept
	Requirements
	Threat Model
	Required Protection
	State of the Art
	Design Alternatives
	Proposed Architecture
	Integrity Measurement and Security Protocol

	Implementation and Results
	Implementation
	Measurements

	Conclusion
	References

	ALGSICS — Combining Physics and Cryptography to Enhance Security and Privacy in RFID Systems
	Introduction
	Physics at the Service of Privacy
	Tag Privacy Protection Via Light Controlled Tag Activation
	Tag Privacy Protection Via Moisture Dependent Contact and Other Sensors

	Sticky Tags and Privacy
	Time-Released Secrets and RFID
	Related Work
	Concluding Remarks
	References

	Detecting Node Compromise in Hybrid Wireless Sensor Networks Using Attestation Techniques
	Introduction
	Background on TCG-Mechanisms
	Attestation Techniques
	TPM-Based Attestation
	Software-Based Attestation

	Setting and Notation
	Setting
	Notation

	Attestation Protocols
	Periodic Broadcast Attestation Protocol (PBAP)
	Individual Attestation Protocol (IAP)

	Analysis
	Security Discussion
	Performance Analysis

	Related Work
	Conclusions and Future Work
	References

	Direct Anonymous Attestation (DAA): Ensuring Privacy with Corrupt Administrators
	Introduction
	Trusted Computing
	Privacy Concerns with Trusted Computing
	Addressing Privacy Concerns
	Contribution

	Preliminaries
	Protocols to Prove Knowledge

	High Level Overview
	Rogue Tagging

	Security Analysis
	DAA Security Properties
	Violation of Privacy in the Presence of Corrupt Administrators
	Fix
	Revised DAA Protocol

	Overcoming Problems with DAA Basenames
	Constructing a Basename
	Using a Basename

	Optimisations
	Reduction in Messages
	Rogue Tagging

	Conclusion
	FurtherWork
	References

	New Strategies for Revocation in Ad-Hoc Networks
	Introduction
	Background
	System Model
	Dealing with Bad Nodes
	Existing Decision Mechanisms

	Reelection
	Reelection for Semi-capable Devices
	Lightweight Reelection with Buddy Lists

	Suicide Attacks
	Suicide Using a Central Authority
	Distributed Suicide Using Signatures
	Flypaper and Trolling Attacks
	Extensions: Probabilistic Suicide and Suicide Pacts

	Analysis and Comparison
	Storage and Communication Costs
	Denial-of-Service Attacks
	Quantifying Suicide Abuse

	Conclusions
	References

	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




