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Summary. High-retrieval precision in content-based image retrieval can be attai-
ned by adopting relevance feedback mechanisms. The user marks all the retrieved
images as being either relevant or not, then the search engine exploits this relevance
feedback to adapt the search to better meet user’s needs. The main difficulties in
exploiting relevance information are (a) the gap between user perception of similarity
and the similarity computed in the feature space used for the representation of
image content and (b) the availability of few training data (users typically label a
few dozen of images. At present, SVM are extensively used to learn from relevance
feedback due to their capability of effectively tackling the above difficulties. As the
performances of SVM depend on the tuning of a number of parameters, in this
chapter a different approach to relevance feedback is proposed. First, images are
represented in the dissimilarity space made up of the dissimilarities from the set of
relevant images. Then a relevance score is computed in terms of the distance from the
nearest nonrelevant image, and the distance from the nearest relevant one. Images
are ranked according to this score and the top k images are displayed. Reported
results show that the performances of the proposed approach are comparable to the
highest performances that can be attained by SVM by suitably tuning the learning
parameters.

14.1 Introduction

Search engines are becoming increasingly popular as far as the amount of
information available in digital form makes it nearly impossible to users to
browse inside predefined categories, as each category may include thousands
of items. On the other hand, search engines employ techniques from the arti-
ficial intelligence domain that allows retrieving data not only according to
the associated metadata used to describe them, but also in term of their
content [16]. To this end, a suitable model of the content is needed. While
search engines for textual documents have reached a good level of maturity
(e.g., the search engine employed by Google), search engines for images are
still far to be accepted by the average user. The main reason is that images
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convey a vast amount of information (images have been used as the first mean
of communication among humans) [33]. Thus every description of an image
is inherently subjective and partial, and search for images based on keywords
may fits users’ needs only partially. This fact explains why researchers are
investigating techniques to retrieve images from databases where the search is
based on image content. This research topic is usually referred to as content-
based image retrieval (CBIR) and it is currently attracting many researchers
from different fields [16,33].

As it is very difficult to capture the complex semantics of an image, the
vast majority of CBIR techniques relies on the representation of images by
low-level features, e.g., color, texture, shape, etc., [8,16,33]. As a consequence,
content-based queries are typically expressed by visual examples in order to
retrieve from the database all images that are “similar” to the examples. It
is easy to see that the effectiveness of CBIR techniques strongly depends on
the choice of the set of visual features, and on the choice of the “metric” used
to model the user’s perception of image similarity. A number of metrics have
been proposed in the literature to adequately measure (dis)similarities in a
given feature space [16,30,33].

However, no matter how suitable for the task at hand the features and the
similarity metric have been designed, the set of retrieved images often fits the
user’s needs only partly. It is easy to see that different users may categorize
images according to different semantic criteria [3, 41]. Thus, if we allow dif-
ferent users to mark the images retrieved with a given query as relevant or
nonrelevant, different subsets of images will be marked as relevant. Accord-
ingly, the need for mechanisms to adapt the CBIR system response based on
some feedback from the user is widely recognized [16,33,41].

This issue has been studied thoroughly in the text retrieval field, where
the relevance feedback concept has been introduced [29]. However, as far as
effective document models have been devised, relevance feedback became less
attractive so that they are rarely used in the text retrieval field. On the other
hand, relevance feedback has been recognized to be necessary in CBIR due
to the inherent subjectivity in measuring the degree of relevance of an image
with respect to a given query.

A number of relevance feedback techniques have been proposed in the lit-
erature to date [41]. Early works on relevance feedback have been formulated
in terms of the optimization of one or more CBIR components, e.g., the for-
mulation of a new query and/or the modification of the similarity metric to
take into account the relevance of each feature to the user query [15, 25, 28].
Other CBIR systems employ parametric similarity metrics whose parameters
are computed from relevance feedback [31,32].

More recently, relevance feedback has been formulated in terms of a clas-
sification problem [37–40]. This formulation requires a careful design, as the
number of training samples is typically small (the user is asked to mark as
being relevant or not a number of images in the order of few dozens), while the
number of features used to represent image content can be large. In addition,
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the problem can be either formulated as a two-class problem (relevant vs.
nonrelevant), or as a (1 + x)-class problem. This second formulation, a.k.a.
“biased learning,” takes into account that the total number of classes in the
image database in unknown, but the user is only interested in one class [40].
Two learning techniques are widely used in this context: support vector ma-
chines (SVM), and discriminant analysis (DA).

SVM are quite popular in the pattern recognition field as they can handle
the above two issues (i.e., small training sets and high dimensionality), and the
reported results are quite good if compared to other techniques. However, it
should be noted that the choice of the most appropriate SVM parameters for
the problem at hand is far from being trivial. Different values of the learning
parameters as well as different choices of the kernel may lead to different
performances. This aspect is almost neglected in research papers, but it needs
to be tackled in order to use SVM in an operational environment.

Discriminant analysis on the other hand has been formulated in a “biased”
environment in account of the lack of knowledge on the number of classes.
Reported results are quite good even if, as for SVM, a number of learning
parameters must be set appropriately in order to get valuable results.

In this chapter, we present a relevance feedback mechanism based on the
representation of the images in the database in terms of their (dis)similarities
from a representation set. The use of the dissimilarity representation of objects
has been recently studied in the pattern recognition field where it provided
alternative solutions to a number of pattern recognition problems [10,22,23].
In particular, it is suited in cases when it is difficult to provide a good feature
representation of data, while it can be easier to provide a set of dissimilarities
from a set of representative objects. It has also been shown that the dissim-
ilarity representation of data can be viewed as an application of case-based
reasoning [26].

As the low-level feature representation of images does not always allow
for capturing the user concept of similarity, the dissimilarity representation
may represent an approach to exploit relevance feedback [5, 12, 20]. It has
been shown that the dissimilarity representation of images allows bridging
the gap between low-level (feature) representation of images and the user’s
perception of similarity, as low-level features are used an intermediate step
between images and relevance feedback computation.

In order to exploit the benefit of the dissimilarity representation of images,
we compute a relevance score for each image of the database in terms of
the kth distance from the set of relevant images, and the kth distance from
the set of nonrelevant images retrieved so far. For this reason we called this
approach “instance based” as, for each image of the database, its relevance
score depends on the distance from one relevant image, and the distance from
one nonrelevant image.

This chapter is organized as follows. In Sect. 14.2, a brief review of the
related works on relevance feedback is presented. In Sect. 14.3, the dissimi-
larity representation of images in the context of CBIR systems is proposed.
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The proposed relevance feedback mechanism based on the nearest neighbor
paradigm is described in Sect. 14.4. Experimental results on an image data set
are reported in Sect. 14.5. Reported results show that the performances of the
proposed method can be compared to other relevance feedback mechanisms
described in the literature. Conclusions are drawn in Sect. 14.6.

14.2 Relevance Feedback for CBIR

It is well known that information retrieval system performances can be imp-
roved by user interaction mechanisms. This issue has been studied thoroughly
in the text retrieval field, where the relevance feedback concept has been intro-
duced [29]. Techniques developed for text retrieval should be suitably adapted
to CBIR, on account of differences in both feature number and meaning, and
in similarity measures [17,27,28].

Basically, relevance feedback strategies are motivated by the observation
that the user is unaware of the distribution of images in the feature space, nor
of the feature space itself, nor of the similarity metric. Therefore, relevance
feedback techniques proposed in the literature involve the optimization of
one or more CBIR components, e.g., the formulation of a new query and/or
the modification of the similarity metric to take into account the relevance of
each feature to the user query.

Query reformulation is motivated by the observation that the image used
to query the database may be placed in a region of the feature space that is
“far” from the one containing images that are relevant to the user. A query
shifting technique for CBIR based on the well-known Rocchio formula, devel-
oped in the text retrieval field has been proposed in [27].

Relevance feedback is used in many CBIR systems to optimize a para-
metric similarity metric. A linear combination of different similarity metrics,
each suited for a particular feature set, has been proposed in [32]. Relevance
feedback information is then used to modify the weights of the combination
to reflect different feature relevance. Santini and Jain also proposed a parame-
terized similarity measure updated according to feedback from the user [31].
Rather than modifying the similarity metric, Frederix et al. proposed a trans-
formation of the feature space by a logistic regression model so that relevant
images represented in the new feature space exhibit higher similarity val-
ues [11]. A probabilistic feature relevance scheme has been proposed in [25],
where a weighted Euclidean distance is used. Theoretical frameworks involving
both the computation of a new query and the optimization of the parameters
of similarity metric have been also proposed [15,28].

A different perspective has been followed in [6] where relevance feedback
technique based on the Bayesian decision theory was first proposed. The prob-
ability of all images in the database of being relevant is estimated, and images
are presented to the user according to the estimated probability. Bayesian deci-
sion theory also inspired a query shifting approach aimed at computing a new
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query whose k-nearest neighbors belongs to the relevant region of the feature
space [13].

More recently, relevance feedback has been formulated in terms of a clas-
sification problem [37–40]. The problem has been either formulated as a two-
class problem (relevant vs. nonrelevant), or as a (1 + x)-class problem. This
second formulation, a.k.a. “biased learning,” takes into account that the total
number of classes in the image database in unknown, but the user is only
interested in one class [40]. Two learning techniques are widely used in this
context: SVM, and discriminant analysis (DA). Reported results showed that
these approaches allow for attaining better results than those provided by
early relevance feedback approaches. A number of papers proposed different
approaches based on the above paradigms. Advanced techniques as well as an
extended overview of the two techniques can be found in [35] and [34].

The use of the dissimilarity representation for relevance feedback in CBIR
has been first proposed in [12]. Other researchers independently proposed
different approaches based on the dissimilarity representation of data where
SVM are used as the final classification tool [5, 20]. Reported results showed
that this representation of images allows bridging the gap between low-level
(feature) representation of images and the user’s perception of similarity.

14.3 Dissimilarity Representation of Images

Dissimilarity representation of data has been proposed in the pattern recog-
nition field as an alternative approach in representing data w.r.t. the feature
representation of data [23]. Instead of representing patterns in terms of a fea-
ture vector, patterns are represented by a vector of (dis)similarities from a
set of representative data. This approach is well suited for those applications
where it is difficult to provide a suitable representation of patterns in terms
of a feature vector. On the other hand, a set of dissimilarities may be more
easily available as it is argued that the notion of proximity between patterns
is more fundamental than that of features [23].

The dissimilarity representation of data is defined w.r.t. a “representa-
tion set”

R = {p1, p2, . . . , pn}

made up of n objects that are used as a reference for all other objects of
interest. An object x can be represented in terms of dissimilarities as a vector

[d(x, p1), d(x, p2), . . . , d(x, pn)]

where d(·, ·) is a distance measure between pair of objects. This distance may
be computed using some intermediate feature representation of patterns.
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14.3.1 Dissimilarity Evaluation and Prototype Selection

The process usually employed by humans in assigning a class label to an object
involves the use of some measure of “similarity” between objects. An object
is thus assigned a label according to the class label of the most “similar”
patterns whose label is known. Such measures of similarity may depend or
not from some quantitative measure made on the objects. These measures
are usually called “features.” It is easy to see that the definition is, suitable
features should depend on the notion of similarity between the objects belo-
nging to the domain of interest. However, as in many applications it is hard
to easily extract a set of effective features, it is common to extract a large
number of candidate features, and then select the more significant subset for
the task at hand. For this selection process to be effective the number of
labeled prototypes should be large w.r.t. the number of extracted features.
Unfortunately in many application domains the use of a large number of fea-
tures is accompanied by a relatively small number of labeled prototypes. As
a consequence, there are a number of difficulties in solving the pattern recog-
nition problem by a statistical formulation. The dissimilarity representation
of data aims at coming back to the roots of pattern recognition and machine
learning, by emphasizing the role of similarity between patterns w.r.t. the
feature representation of patterns [23, 26]. This focus on dissimilarity repre-
sentation however does not exclude the use of feature spaces where patterns
can be represented. On the other hand, it focus on formulating the problem in
terms of dissimilarity between patterns, regardless the way such dissimilarities
are computed [23]. Thus, dissimilarities between patterns may be computed
using some feature spaces, but the problem itself is not formulated in some
feature spaces, but in the dissimilarity space.

In the field of image retrieval for large image databases, usually a large
number of low-level features are extracted as the semantic content of images
typically exhibit a high variability (they are usually referred to “broad dom-
ain” database). In addition, as different users typically have different goals,
the extraction of suitable features is not an easy task. To this end research in
the field of CBIR focused on defining suitable techniques for manipulating the
feature space (feature selection, feature weighting, feature space transforma-
tions, etc.). On the other hand, the use of a dissimilarity space may represent
an alternative solution, as the low-level feature spaces can be used to com-
pute similarities, which are then used to build a new space. Some researchers
recently proposed to use a “manipulation space,” i.e., a space where the dis-
similarity between images are visualized in a 2D space [20]. In this way, the
user may provide the feedback to the system by marking those images that
are relevant to the query. However, it is worth noting that while in the feature
space relevant images may be represented as “distant” points, in the dissimi-
larity space these points should be represented as“close” to each other. This
effect can be explained by observing that two similar images should exhibit
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similar distances from some of the prototypes of the representative set. Thus
the images are close each other in the dissimilarity space.

From the above discussion it is clear that a key role is played by the
selection of the prototypes used to build the representative set [20, 23, 24].
It has been shown that in a number of pattern recognition applications the
selection of prototypes can be performed randomly. On the other hand, a
number of selection techniques can also be used for prototype selection. In
the field of image retrieval, prototypes can be selected by browsing the image
collection [20]. First images are clustered according to some criteria, and then
one representative for each cluster are showed to the user. The user then
selects the images that are more relevant to the query, and they are used as
prototypes to build the dissimilarity space. Prototypes may also be chosen
by employing the well-known editing techniques proposed both to speed-up
nearest neighbor and case-based techniques, and to increase their performance
by eliminating noisy or redundant cases [7,18]. However, as the use of nearest
neighbor and case-based techniques for relevance feedback in image retrieval
is still at an early stage, such techniques are worth to be considered for further
improvements.

In conclusion, it can be said that typically dissimilarities are computed in
some feature spaces, while prototypes may be chosen in a number of ways. The
key concept in the dissimilarity representation is that two similar objects are
close to each other in the dissimilarity space as they typically exhibit similar
distance from at least some of the prototypes used to build the dissimilarity
space.

The use of “manipulation spaces,” where objects are displayed in a 2D
space, may help in devising user-defined dissimilarities. The user may use this
kind of visualization for “moving” relevant images close to each other. Then
this visual movement should be transformed in quantitative dissimilarities to
be used for further processing. These kinds of tools are currently at an early
stage. For example, in [19] one of such tools have been proposed. In this case,
the movement of images is used to compute weights for a weighted distance
metric in some low-level feature space.

Thus, in the image retrieval field, the use of some low-level feature space is
recognized as a useful tool for representing image content. However these fea-
tures cannot be used directly to measure the similarity between images, but
some processing is needed in order to bridge the gap between the low-level
representation and the user perception of similarity. The dissimilarity repre-
sentation is one approach that allows bridging the gap. This representation
may also allow for using some user-defined similarity measure that does not
depend on low-level feature space. However, the definition of such a measure
is not an easy task, and it is argued that such a definition cannot be used as
an alternative to low-level image representation, but as an additional measure
to better estimate similarity between images.
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14.3.2 The Proposed Dissimilarity Representation of Images
for Relevance Feedback

In the proposed relevance feedback mechanism for image retrieval, we define
the set R as the set made up of all the relevant images that the user has
marked during the relevance feedback iterations. Thus the dimensionality of
data strictly depends on the number of relevant images retrieved so far. In
addition, the image representation depends on the user concept of similarity.

Let us consider an image database whose images I are represented in a
d-dimensional low-level feature space, e.g., color, texture, etc. Let us assume
that a dissimilarity metric d(Ij , Ik) has been defined in such a feature space.
In the following, we will neither make any assumption about the feature space,
nor about the similarity metric employed. If R is the set of relevant images
the user has marked during the first k relevance feedback iterations, and n
is the size of R, the proposed dissimilarity representation Idiss of an image I
from the database is the following:

Idiss = [d(I, Ir,1), d(I, Ir,2), . . . , d(I, Ir,n)] (14.1)

where Ir represents an image belonging to R. It is worth noting that (14.1) is
also used to represent the relevant images I1, I2, . . . , INr. This representa-
tion allows using the Euclidean distance measure to compute the dissimilarity
between pairs of images [23].

The proposed dissimilarity representation strictly depends on the set of
images that the user has marked to be relevant. Thus it can be argued that
using this representation, an image Idiss will be as much as relevant as it is
near to the relevant images and, at the same time, far from the nonrelevant
ones.

In the following all the proposed formulas refer to the dissimilarity repre-
sentation of images. Thus, for the sake of clarity, we will omit the subscript
“diss.”

14.4 Instance-Based Relevance Estimation

The proposed mechanism has been inspired by classification techniques based
on the “nearest case,” which are used in pattern recognition and machine
learning for classification and outlier detection [1,2,4,9,36]. The present section
illustrates the rationale behind the use of the nearest case paradigm, and
provides the details of the techniques that we propose to measure the relevance
of images.

Nearest neighbor techniques, as used in statistical pattern recognition,
case-based reasoning, or instance-based learning, are effective in all applica-
tions where it is difficult to produce a high-level generalization of a “class”
of objects. Relevance learning in content base image retrieval may well fit
into this definition, as it is difficult to provide a general model that can be
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adapted to represent different concepts of similarity. In addition, the number
of available cases may be too small to estimate the optimal set of parameters
for such a general model. On the other hand, it can be more effective to use
each “relevant” image as well as each “nonrelevant” image, as “cases” or “in-
stances” against which the images of the database should be compared [14].
Consequently, we assume that an image is as much as relevant as much as its
dissimilarity from the nearest relevant image is small. Analogously, an image
is as much as nonrelevant as much as its dissimilarity from the nearest non-
relevant image is small. As this assumption may not hold in a feature space
representation, images are represented in terms of dissimilarities, as illustrated
in Sect.14.3.

14.4.1 Relevance Score Computation

The degree of relevance can be computed as follows. Let us recall that the
nearest neighbor (NN) classifier is derived from the local estimation of densi-
ties in the neighborhood of the test pattern [9]. Such a local density can be
written as [36]

pNN (I) =
1/N

V (‖I − NN (I)‖) (14.2)

where N is the number of training patterns, I the test image, and NN denotes
the nearest neighbor of I. Thus we can compute the local density of relevant
images in I as

pr
NN (I) =

1/N

V (‖I − NNr (I)‖) (14.3)

where NNr is the nearest relevant image of I. Analogously the local density
of nonrelevant images can be computed as

pnr
NN (I) =

1/N

V (‖I − NNnr (I)‖) (14.4)

where NNnr is the nearest nonrelevant image of I.
These densities can be used to estimate the degree of relevance of an

image as

relevance(I) = P (relevant|I) =
pr

NN

pr
NN + pnr

NN

=
‖I − NNnr (I)‖

‖I − NNr (I)‖ + ‖I − NNnr (I)‖ (14.5)

The relevance score computed according to (14.5) is then used to rank the
images and the first k are presented to the user. It is worth noting that this
relevance score can be thought of as an estimation of the posterior in I, as
it is computed from an estimation of densities. However, as the estimation of
densities cannot be deemed reliable as they are based on a very small training
set, we will refer to this measure of relevance as a “relevance score.”
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14.4.2 Stabilization of the Relevance Score

The proposed score suffers from two problems. First of all, let us consider
the training set size. Typically the number of images presented to the user
by the retrieval system is in the order of few dozens (e.g., 20 images). When
the user marks the first set of images retrieved by the system in response
to the query, typically very few of them are relevant, the remaining being
nonrelevant. It is easy to see that in these cases the density of relevant images
computed according to (14.2) is small almost elsewhere, so that the proposed
score output large values for those images far from the nonrelevant images
(i.e., for those images where the density of nonrelevant images is small too).

To solve this problem, we propose to use the distance of I from a modified
query vector computed according to [13]. This modified query vector is aimed
at moving the search toward regions of the original feature space where it is
more likely to find relevant images. We call this new query vector as “Bayesian
query shifting” (BQS) as its formulations is derived from the Bayes decision
theory:

QBQS = mR +
σ

‖mR − mN‖
(

1 − kR − kN

max (kR, kN )

)
(mR − mN ) (14.6)

where mR and mN are the mean vectors of relevant and nonrelevant images,
respectively, σ is the standard deviation of the images belonging to the neigh-
borhood of the original query, and kR and kN are the number of relevant and
nonrelevant images, respectively. The new query QBQS lies on the line con-
necting the two means, in the mR−mN direction, the magnitude of the shift
depending on the proportion of relevant and nonrelevant images retrieved. It
is easy to see that the larger the number of nonrelevant images retrieved, the
larger the magnitude of the shift. For more details about this technique, the
reader is referred to [13]. It has been shown that this new query vectors allows
attaining good performances in terms of retrieval precision, especially when
the number of relevant images is small.

Let us denote with dBQS the distance of image I from QBQS

dBQS(I) = ‖I − QBQS‖ (14.7)

In order to combine this distance with the relevance score, we need to
transform the distance into a score in [0,1]. We used a Gaussian model and
denoted the resulting score as locality(I):

locality(I) =
1 − e

1−dBQS(I)
/

max
I

dBQS(I)

1 − e
(14.8)

In order to compute the stabilized score, let r and n be the number of rel-
evant and nonrelevant images retrieved after the latter iteration, respectively.
The stabilized score can be computed as follows:
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relevance(I)stab =
(

n/k

1 + n/k

)
· locality(I) +

(
1

n/k + 1

)
· relevance(I)

(14.9)
The weights of the combination are both equal to 1/2 when no relevant

image is retrieved in the latter iteration, while the weights of locality(I) dec-
reases as the number of relevant images increases. The weights of locality(I)
goes to zero when all the retrieved images are relevant.

The second problem in nearest neighbor density estimation is related to
the reliability of the estimation with small sample size. It is worth recalling
that the previous issue was related to the cases when the number of relevant
images is small, while in this paragraph we are addressing the issue of small
training set size, i.e., the fact that the number of retrieved images is small.
In these cases the use of the first nearest neighbor can hardly be considered
a reliable estimation of the local density. In particular this problem is more
severe near the boundary between relevant and nonrelevant images. To solve
this problem, we propose to use the kth distance instead of the distance from
the first nearest neighbor in (14.3)–(14.5) [4, 36].

14.5 Experimental Results

In order to test the proposed method and compare it with other methods
described in the literature we used a subset of the Corel data set (Fig. 14.1).
This data set is currently used for assessing and comparing relevance feedback
techniques.

The data set extracted from the Corel collection is available at the
KDD-UCI repository (http://kdd.ics.uci.edu/databases/CorelFeatures/Corel-
Features.data.html). We used a subset made up of 19,511 images, manually

Fig. 14.1. Some examples of the images contained in the Corel data set
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subdivided into 42 semantic classes. For each image, the four sets of features
available at the Web site have been considered, i.e., Color Histogram (32 fea-
tures), Color Histogram Layout (32 features), Color Moments (nine features),
and Cooccurrence Texture, (16 features). More details on the feature extrac-
tion process can be found in [21]. In particular, the similarity between pairs
of images is computed according to the Manhattan distance for the first two
sets of features, while the Euclidean distance is used for the latter two sets of
features. A linear normalization procedure has been performed, so that each
feature takes values in the range between 0 and 1.

500 images have been randomly extracted and used as query. The top 20
nearest neighbors of each query are returned. Relevance feedback is performed
by marking images belonging to the same class of the query as relevant, and all
other images in the top 20 as nonrelevant. This experimental set up affords an
objective comparison among different methods and is currently used by many
researchers. Performances are computed in terms of the retrieval precision, i.e.,
the average percentage of relevant images among the top 20 images retrieved
by the systems.

The proposed relevance feedback technique has been implemented by con-
sidering the second-NN distance. In particular, we report results attained
by the relevance score computed according to (14.5), and the ones attained
by the stabilized relevance score computed according to (14.9). Thus it is pos-
sible to compare the behavior of the “pure” instance-based technique (14.5)
with the instance-based technique combined with the locality term (14.9).

For the sake of comparison, retrieval performances obtained with three
methods recently described in the literature, are also reported, namely the
BQS and SVM. The BQS technique has been illustrated in Sect. 14.4 as it
is also used in the present chapter in combination with the instance-based
rule. The SVM have been trained using the sets of relevant and nonrelevant
images as a training set of a two-class classification problem, and images
have been ranked according to the SVM output. As SVM training requires
choosing the kernel and the learning parameters, we used two commonly used
kernels, namely the linear and the Gaussian kernel. In particular, for the
SVM with Gaussian kernel, reported results are the best ones attaining with
different values of the learning parameters, while in the case of linear kernel
no parameter optimization is required.

Figures 14.2–14.5 show the results attained with the four sets of features
of the Corel data set. The retrieval performances attained after the query
image is presented to the system are quite low, thus showing that the chosen
feature sets are not suited for the task at hand. In addition, different sets of
features provided different results, thus confirming that the choice of the set
of features is a key aspect of CBIR systems.

It is easy to see that each of the considered relevance feedback techniques
allow improving the retrieval precision. The only exception is the linear SVM,
which is not suited for the Color Histogram and Color Histogram Layout sets
of features. In fact the retrieval performances not only does not improve with
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Fig. 14.2. Average percentage precision for the Color Histogram feature set. Eight
relevance feedback iterations were performed

Fig. 14.3. Average percentage precision for the Color Histogram Layout feature
set. Eight relevance feedback iterations were performed

respect to the first retrieval, but also they get worse. On the other hand, linear
SVM provided performance improvements on the other two sets of features.

The proposed instance-based technique in the dissimilarity space combined
with BQS, provided performances higher than those provided by the SVM
with Gaussian kernel. This superiority is more evident in Figs. 14.3–14.5. It is
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Fig. 14.4. Average percentage precision for the Color Moments feature set. Eight
relevance feedback iterations were performed

Fig. 14.5. Average percentage precision for the Cooccurrence texture feature set.
Eight relevance feedback iterations were performed

worth recalling that the reported performances of the SVM with Gaussian
kernel are the best one attained with different parameter values. On the other
hand, the proposed mechanism does not require setting any parameter. Thus
the proposed technique allows attaining good performances without requiring
parameter tunings.

If we analyze the results, we see that the precision decreases in the first
iteration when the “pure” second-NN technique, and the linear SVM are used.
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This effect is motivated by the fact the in the first iteration very few relevant
images are usually retrieved. As a result SVM and second-NN assign high
scores to images that are different form the nonrelevant images. As the prob-
lem is not a two-class problem but a (1 + x) problem, thus it follows that an
image that is different from some nonrelevant images is not necessarily a rel-
evant image. If the iterations following the first are considered, the precision
attained by the second-NN technique increases in all of the four considered
sets of features. In the case of the linear SVM, the precision increases only in
two out of the four sets of features, namely Color Moments and Cooccurrence
texture.

On the other hand, the performances of BQS allows attaining high per-
formance increases in the first iteration, while the increase is modest in the
following iterations. This behavior may be due to the locality of BQS that
does not allow exploring new regions of the feature space.

Gaussian SVM and the stabilized second-NN (second-NN & BQS) provide
the highest performances. In all the considered feature sets the precision of the
stabilized second-NN is always higher than the one provided by the Gaussian
SVM. The only exceptions are the iterations from 2 to 5 in the Color His-
togram Layout feature set, and the iterations 2 and 3 in the Color Moments
feature set where the performances of the Gaussian SVM are slightly higher
than those provided by the stabilized second-NN.

However, it is worth recalling that reported results for the Gaussian SVM
are related to the best one attained in a number of trials. In a number of
experiments with different values of the learning parameters, the performances
of the Gaussian SVM after the first relevance feedback iteration were usually
smaller than those attained in the first retrieval (i.e., the k nearest neighbors
of the query). As the estimation of the optimal or suboptimal parameters for
the Gaussian SVM in relevance feedback is beyond the state of the art, it can
be concluded that the proposed mechanism is a robust technique in different
image representation contexts.

14.6 Conclusions

The dissimilarity representation of data is receiving increasing attention in
a number of applications. Recent research in relevance feedback for CBIR
proposed some techniques based on this representation of data. This repre-
sentation allows for avoiding the direct use of low-level feature spaces that
may not be suited to the user’s needs.

The dissimilarity representation proposed in this chapter use the set of rele-
vant images retrieved so far as the representation set. Then, images are ranked
according to a relevance score computed by a combination of two terms,
namely a relevance term based on the distances from the second relevant
neighbor and the second nonrelevant neighbor, and a locality term computed
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in terms of a shifted query in the original feature space. These two terms plays
the role of an exploration term and exploitation term, respectively.

Reported results on four feature sets of the Corel image database showed
the superiority of the proposed method with respect to state-of-the-art rel-
evance feedback techniques. In particular it has been pointed out that the
proposed technique does not require any parameter setting, while other rel-
evance feedback techniques require a long phase for tuning the parameters.
Thus it can be concluded that the proposed relevance feedback mechanism is
a robust tool that allows attaining good performances in a number of different
image representations.

As far as the computational complexity of the proposed technique is con-
cerned, a large number of distances are to be computed. Nevertheless, the
response time between two consecutive feedbacks is far below the classic limit
of 1.0s for the user’s flow of thought to stay uninterrupted. Thus, despite the
computational complexity of the algorithm, the response time on a typical
PC configuration can be considered acceptable for a large database. However,
the response time of the implemented algorithm could be further improved
by using some editing techniques for decreasing the number of distances to be
evaluated.
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