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Abstract. In this paper, we prove the existence of a minimal pair of c.e. degrees
a and b such that both of them are cuppable, and no incomplete c.e. degree can
cup both of them to 0’. As a consequence, [a] and [b] form a minimal pair in
M /N Cup, the quotient structure of the cappable degrees modulo noncuppable
degrees. We also prove that the dual of Lempp’s conjecture is true.
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1 Introduction

Friedberg (1956) and Muchnik (1957) proved independently that there are two incom-
parable c.e. degrees. This answers Post’s question positively. Improving this, Sacks
showed that every nonzero c.e. degree a is the joint of two incomparable c.e.
degrees and that the computably enumerable degrees are dense. After seeing this, in
1965, Shoenfield conjectured that for any finite partial orderings P C @, with the least
element O and the greatest element 1, any embedding of P into R (the set of all c.e.
degrees) can be extended to an embedding of () into R. Shoenfield also listed two
consequences of this conjecture:

C1. There are no incomparable c.e. degrees a, b such that a N b (the infimum of a, b)
exists;
C2. For any c.e. degrees 0 < ¢ < a, there is a c.e. degree b < a such thatb U ¢ = a.

Cl1 is refuted by the existence of minimal pairs (Lachlan [7]], Yates [20], indepen-
dently). Therefore, Shoenfield’s conjecture cannot be true. Here we say that two
nonzero c.e. degrees a, b form a minimal pair if a, b have infimum 0.

Say that a degree a is cappable if a is 0 or a half of a minimal pair. A degree is non-
cappable if it is not cappable. The dual notion of the cappable degrees is the cuppable
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degrees. That is, a c.e. degree c is cuppable if there is an incomplete c.e. degree b such
that c U b = 0’. C2 implies that all the nonzero c.e. degrees are cuppable, which turns
out to be wrong, because Yates and Cooper (see [3]]) proved the existence of a nonzero
c.e. degree cupping no incomplete c.e. degree to 0. In [1], Ambos-Spies, Jockusch,
Shore and Soare proved that a c.e. degree is noncappable if and only if it can be cupped
to 0’ via a low c.e. degree. An immediate consequence of this is that all the noncuppable
degrees are cappable, and hence each c.e. degree is either cappable or cuppable, which
was first proved by Harrington.

Note that all the cappable degrees and all the noncuppable degrees form ideals in R,
M and N Cup respectively. It becomes interesting to study the corresponding quotient
structures: R/M, R/N Cup. Schwarz provided in [[15] several structural properties of
‘R /M. Particularly, Schwarz pointed out that Sacks splitting is true in R /M, but there
is no minimal pair in this structure. Sui and Zhang proved in that C2 listed above is
true in R/M . Lempp asked in whether the Shoenfield conjecture holds in R /M.
This problem was solved by Yi in [22]] who claims that Shoenfield conjecture is also
not true in R /M.

Both R/M and R/N Cup have the least and the greatest elements. In R /N Cup, the
least element is the set of all noncuppable degrees, and the greatest element contains
only one element, 0'. It is also easy to see that in R /N Cup, every nonzero element is
cuppable to the greatest element. In [10], Li, Wu and Yang proved that there is a minimal
pair in R /N Cup, and hence Shoenfield conjecture does not hold in R /N Cup neither.
Recently, in [IT], Li, Wu and Yang prove that the diamond lattice can be embedded into
R /N Cup preserving 0 and 1. The construction involves several new features.

Theorem 1. There are two c.e. degrees a and b such that aUb = 0’ (hence [a]U[b] =
[0']), and [a]N[b] = [0], where [a], [b], [0], [0"] are the equivalence classes of a, b, 0,0’
in the quotient structure R /N Cup.

There are several fundamental questions left open, like whether Sacks splitting is true
in R/NClup (it is true in R /M, as proved in [13]) or whether C2 is true in R /N Cup.
Since NCup is also an ideal of M, and M is a upper semi-lattice, we ask what
the quotient structure M /N Cup looks like. It has a least element, but it seems that
there is no greatest element in this structure. If a is a c.e. degree, from now on, we
use [a] to denote the equivalence class in M /N Cup containing a. Thus, [0] is the set
of all noncuppable degrees. In this paper, we first prove that there is a minimal pair in
M /N Cup.
Theorem 2. There are two cuppable c.e. degrees a and b such that a and b form a

minimal pair in the c.e. degrees and [a], [b] form a minimal pair in M /N Cup.

Thus, Shoenfield Conjecture is not true in M /N Cup. The following is the crucial step
to prove Theorem[2l

Theorem 3. There are two cuppable degrees a and b such that a and b form a minimal
pair and that no incomplete c.e. degree can cup both a and b to 0.

The strategy to ensure that no incomplete c.e. degree can cup both a and b to 0 is
different from the one provided in [10]. We will outline the proof of Theorem [3] in
Section 2.
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We prove now that a and b degrees provided in Theorem 3 are exactly the ones we
want in Theorem[2] Since a and b are both cuppable and cappable, [a], [b] are nonzero
elements in M /N Cup. To prove that [a] N [b] = [0], suppose for a contradiction that
there is a c.e. degree ¢ such that [0] < [c] < [a], [b]. Then c is cuppable, and we assume
that c Uw = 0’ with w < 0. Since [c] < [a], [b], there are noncuppable degrees m,
ms, such thatc < aUm;, ¢ < bUmsy, and hence,aUm; Umy Uw = 0,
bUm;UmyUw = 0. Let v = m; Umy U w. Then v cups both a and b to 0’.
According to Theorem[Bl v = m; U ms U w is complete. Since both m;, my are
noncuppable, w = 0’. A contradiction. This completes the proof of Theorem 2l

The existence of noncappable degrees was first proved by Yates in [21]], and this ex-
istence enables us to prove that any nonzero c.e. degree ¢ bounds a cappable degree.
To see this, we consider two cases. If c itself is cappable, then we are done since cap-
pable degrees are downwards closed. Otherwise, let a be any cappable degree. Since
c is assumed to be noncappable, there is a nonzero c.e. degree b below both a and c,
and hence b is cappable. An almost the same argument proves that any nonzero non-
cappable degree bounds a minimal pair. Hence, Lachlan’s nonbounding degrees are all
cappable.

Li and Wang (see Li [9]) proved that it is impossible to take the nonuniformity in
the previous argument away. The nature behind this nonuniformity is that the direct
permitting method and the minimal pair construction are not consistent. In 1996, Lempp
raised the following conjecture:

Conjecture 1. (Lempp, see Slaman [17]) For any c.e. degrees a, b with a £ b, there
is a cappable degree ¢ < a such that ¢ £ b.

Li refuted Lempp’s conjecture in [9] by constructing c.e. degrees a, b with a £ b such
that any cappable degree below a is also below b.

Unlike the cappable degrees, not every nonzero c.e. degree bounds noncuppable de-
grees and such degrees are called plus-cupping degreesﬂ. However, it is true that above
any incomplete c.e. degree, there is an incomplete cuppable degree. We can prove this
as follows: let ¢ be a given incomplete c.e. degree. The case when c itself is cuppable
is trivial. If c is noncuppable, then let a be any incomplete cuppable degree, then a U c
is also incomplete and cuppable. We will provide a uniform construction in Theorem[4]

In [3], Downey and Lempp considered the dual notion of the plus-cupping degrees,
the plus-capping degrees and proved that no plus-capping degrees exist. In this paper,
we prove that the dual of Lempp conjecture is true.

Theorem 4. For any incomplete c.e. degrees a,b with a # b, there is an incomplete
cuppable degree ¢ > a such that ¢ # b.

The proof of Theorem ] employs Sacks coding strategy, Sacks preservation strategy,
and splitting 0’ into ¢ and e. While we will make ¢ > a, we will not require that e is
above a (Harrington’s nonsplitting theorem says that we cannot do this), which leaves

! Harrington’s original notion of plus-cupping degrees is even stronger: a is plus-cupping, in the
sense of Harrington, if for any c.e. degrees b, ¢, if 0 < b < a < c, there is a c.e. degree e
below ¢ cupping b to c. The notion given in this paper was given by Fejer and Soare in [6]].
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enough space for us to combine the splitting strategy with the Sacks coding strategy.
We will outline the proof of Theorem@lin Section 3.

Our notation and terminology are standard and generally follow Cooper and
Soare [[18].

2 Proof of Theorem

In this section, we give the outline of the proof of Theorem 3l We will construct in-
complete c.e. sets A, B, C, D, E, F and p.c. functionals I", A to satisfy the following
requirements:

G:K=rI"%;

H:K=ABD;

P.: E 4 &C;

Qe;E?éQS(?;

R, : &4 = &8 = fistotal = f is computable;
S, BAW —WBW _ K o P W >y K,

where e € w, {(P., P, W,) : e € w} is an effective enumeration of triples (&, ¥, W),
@, ¥ p.c. functionals, W a c.e. set. K is a fixed creative set.

It is easy to see that the P, Q)-requirements ensure that C' and D are incomplete, thus,
by the GG, H-requirements, both A and B are cuppable. The R-requirements ensure that
A and B form a minimal pair, and the S-requirements ensure that no incomplete c.e.
set can cup both A and B to K. Therefore, A and B are exactly the sets Theorem 3]
requires.

2.1 The G and H -Strategies

The G and H-strategies will be dedicated to the construction of the functionals I", A
respectively, which will reduce K to A® C and B & D. As the constructions of A and
I" are the same, we only describe the construction of I", which will be defined such that
for any x, 'Y (z) is defined and equals to K ().

Let {K,}secw be a recursive enumeration of K. I" will be defined by stages as fol-
lows: at stage s,

1. If there are xs such that ' (2)[s] |# K,(x), then let k be the least such z,
enumerate (k) into C, and let I'4“(z) be undefined for all z > k.

2. Otherwise, let k be the least number z such that I"4C(z)[s] is not defined, then
define I'*“ (k)[s] = K,(k) with y(k)[s] a fresh number.

The G-strategy (and H-strategy) has the highest priority, in the sense that at any
time, a number x enters K will require us to put a number < y(z) (< §(x)) into C' (D
respectively) immediately, and no other strategies can stop, or even delay, such actions.

We note that the G-strategy itself never enumerates any element into C'. In the con-
struction, from time to time, we need to enumerate certain y-markers into A to lift the
~-uses, in order to prevent the P-strategies from being injured by the G-strategy.
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Returning to the construction of I', we will ensure that the corresponding y-use
function to have the following basic properties:

1. For any k, s, if I'4C (k)[s] is defined, then y(k)[s] & As U Cs;

2. Forany x,y, if v < y, and y(y)[s] is defined, then y(z) is also defined at this stage,
and y(z)[s] < y(y)[s];

3. Whenever we define (%), we define it as a fresh number, the least number bigger
than any number being used so far;

4. I'4C(x) is undefined at stage s iff at this stage, there is an y < z such that y(y) is
enumerated into A or C.

If I" is constructed as total, the (1) — (4) above will ensure that ¢ = K and G is
satisfied.

2.2 The P and Q-Strategies

All the P and @-strategies will ensure that C' and D are not complete. Again, since the
(Q-strategies are the same as the P-strategies, we only describe how the P-strategies are
satisfied.

A single P-strategy, P. say, will be devoted to find an z such that C'(z) # ®Z(z). Itis
a variant of the Friedberg-Muchnik strategy, modified to cooperate with the G-strategy
(later in the S-strategies, we will see how to modify a P-strategy to work consistently
with the S-strategies). Recall that the G-strategy always enumerates the ~y-markers into
C, but it may happen that a P-strategy wants to preserve a computation ¢ (), but
the G-strategy wants to put a small number into C' or A to code K. If we enumerate
such a number into C, this enumeration can change the computation ¢ (). With this
in mind, when a P-strategy wants to preserve a computation ¢ (), we enumerate a
small number into A first, to lift up the y-uses, to make sure that the computation ¢ ()
will not be changed by the G-strategy. A P-strategy works as follows:

1. Choose k, as a fresh number. Whenever a number n < k enters K, go to 2.
2. Appoint a witness, x > k say as a fresh number.

3. Wait for a stage s at which ¢ (z)[s] |= 0.

4. Enumerate y(k)[s] into A and « into E, and stop.

By x > k, the enumeration of v(k)[s] into A lifts all v(n), (n > k), to big numbers
and so, if after stage s, no n < k enters K, then since every y(n) with n > k is defined
as big numbers after stage s, ¢ (z) is protected from the enumeration of the G-strategy.
Therefore,

of (z) = O (2)[s] = 0 # 1 = Egia(z) = B(x).

P, is satisfied.

Now consider the case when some n < k enters K, at stage s’ > s say. Then at
this stage, v(n)[s'], which may be less than . (x)[s], is enumerated into C, according
to the G-strategy. This enumeration can change the computation ®¢ (z). If so, we go
to 2 by choosing another witness for P., since ¢¢ (x) may converge later to 1, and
we cannot obtain a disagreement between E and @< at x. Such a process can happen
at most k£ many times, and after the last time, when @ec(a;’ ) converges to 0 again, we
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enumerate (k)[s] and 2’ into C, and the computation of ¢ (') can never be injured
by the G-strategy afterwords, and P, is satisfied forever.

As usual, we call the parameter k above the “killing point” of this P-strategy. When
anumber < k enters K, then we reset this strategy by invalidating all of the parameters
we have defined, except k. As discussed above, since k is fixed, this strategy can be
reset at most k + 1 many times.

2.3 The R-Strategies

There is no conflict between the GG, H -strategies (coding K into A® C and B® D) and
the R-strategies since in general, we only put the v, 6-markers into C' and D to rectify
I" and A, and we only put numbers into A or B when a P strategy or ()-strategy acts.
This is consistent with the minimal pair construction.

2.4 The S-Strategies

In the following, we describe how to make the P, ()-strategies work consistently with
the G, H and the S-strategies. First, an S-strategy will construct a p.c. function © such
that if AW = wBW — K @ F is true, then ©" will be totally defined and compute
K correct.

Let a be an S, strategy. First we define the length agreement function as follows:

Definition 1. (1) {(a,s) = max{x : for all y < z, @2V (y)[s] = ¥BW(y)[s] =
K, @ Fs(y)}; (2) m(o, s) = max{0,€(a,t) : t < s andt is an a-stage}.

Say that s is c-expansionary if s = 0 or £(«v, s) > m(«, s) and s is an a-stage. O is
defined at the a-expansionary stages. That is, for a particular n, if @ (n) is not defined
at stage s, and £(a, s) > 2n, then we define OV (n)[s] = K(n) with use 05(n) = s.
After ©W (n) is defined, only W’s changes below @ (n)[s] or 1.(n)[s] can redefine
OW (n) with a new use.

The trouble is that we can enumerate numbers into A and B, by P and )-strategies,
respectively, and can lift the uses ¢.(n) and 1. (n) to bigger numbers (bigger than s).
Now W may change below these new uses (but above s), and at the next c-expansionary
stage, we can see that n enters K, and both 4" (2n) and w5 W (2n) converge and
equal to K (n) = 1. However, since W has not change below s, O (n) is kept defined
as 0. Thus O% is wrong at n, and we should avoid such a scenario.

We apply a strategy of constructing the noncuppable degrees to get around of this
problem. That is, before we enumerate a number into A or B, we first enumerate ap-
propriate numbers into F' to force W to change on small numbers, so that the trouble
situation we described above will never happen. In the construction of noncuppable
degrees, we need to satisfy the following requirements:

AW = K@ F = 3I(I4 = K).

To be consistent with this kind of the requirements, when a P-strategy chooses x as an
attacker, at stage sq say, to make A not computable, it also chooses z, and at the next
expansionary stage (we measure the length of agreement between &V and K @ F
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at each stage, and we say a stage is expansionary, if the length of agreement is bigger
than previous ones and also bigger than 2z + 1), we allow the definition of I" to be
extended. Now suppose we want to put a number x into A, what we do first is to put
z into F, and wait for the next expansionary stage, which will provides W -changes on
numbers small enough to undefine all I'(m) defined after stage so. We only put z into
A after W has such changes, that is, after we say the next expansionary stage.

In our argument, we will do almost the same thing. Let 3 be a P-strategy (for
Q-strategies, the same, except that we will put (k) into B), and suppose that 5 D

Qp 2 Qp_1 2 -1 2 ap, where ay, a1, -+, a1, qq are the S-strategy with
priority higher than (. Then, § first defines its “killing point” k and then its attackers
Zo, 1, , T, and an auxiliary number 2q, 21, - - - , 2. Suppose (3 does this at stage so.

Now, for each 7 < n, we say that a stage s is a;;-expansionary if the length of agreement
between @i "¢, Wa "t and K & F is greater than 2z; + 1 for each j with 0 < j < k.

When S finds that @g(a@k) converges to 0 for the first time, at stage s; say, then
puts xy into F, (k) into A immediately, to lift v(k) to a big number, and puts 2, into
F, and for each 7, wait for the next a;-expansionary stage. J itself is satisfied, unless
(3 is reset because of changes of K below k (if so, we wait for such a stage s; again,
but with zj, and zj, replaced with x;_; and z;_; respectively). Now consider those ;-
strategies. Fix ¢, and assume that sy is the next a;-expansionary stage. Then between
stages s1 and s, no small numbers are enumerated into B, and hence we must have a
change of the corresponding W, on some small numbers. It means that between stages
s1 and sg, all of the @, defined by «; after stage so are undefined, and therefore, ©
can be redefined correctly. 3s action is consistent with these «; strategies.

This completes the basic ideas of proof of Theorem[3l We can now implement the
whole construction by a tree argument.

3  Proof of Theorem [d

Given c.e. sets A, B with A 21 B, we will construct c.e. sets C' and F, and a partial
computable functional I, to satisfy the following requirements:

G:K=1TIC%F;

P.:C+# @f;

Qe:C#éé;
R.: B # &1,

where e € w, {®. : e € w} is an effective enumeration of p.c. functionals @, and K is
a fixed creative set.

Note that the G and P-strategies ensure that C' and hence A @ C' is cuppable, while
the Q-strategies ensure that A @ C' is strictly above A, and the R-strategies ensure that
A @ C is incomplete.

We have seen in Section 2 how to make the P, )-strategies consistent with the G,
H-strategies respectively.

3.1 The Q-Strategies

All the @-strategies ensure that C' is not reducible to A, and a single Q)-strategy is
exactly the Sacks coding strategy. That is, a single Q-strategy will run (infinitely) many
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cycles, 4, each of which will choose a witness x;, with the purpose of making C'(x;) #
&4 (x;), and all these cycles will define a p.c. functional A to threaten the assumption
that A is incomplete. If a cycle i fails to make C(z;) # ®2(x;), then this cycle will
code K (7) into A via A. A cycle ¢ works as follows:

1. Choose x; as a fresh number.

2. Wait for a stage s such that &' (z;)[s] converges to 0.

Define A% (i)[s] = K (i) with use (i) = ¢.(i)[s]. If A changes below 6(i) before
5, then go back to 2.

Start cycle ¢ + 1 and wait for K (i) to change.

Enumerate z; into C.

Wait for A to change below 6(i).

Define A4 (i) = K (i) = 1 with use §(7) = —1 and start cycle i + 1. In this case,
the A-changes will undefine A4 (j) for each j > i.

bt

Nk

If cycle 4 waits at 2 forever, then @' (x;) does not converge to 0 and hence C(z;) =
0 # &4 (x;) and Q. is satisfied. In this case, cycle does not care whether A (7) is defined,
since this cycle can satisfy the Q. requirement directly, in stead of relying on A4,

If cycle i waits at 6 forever, then & (x;) does converge to 0, C(z;) = 1 # 0 =
@4 (z;) and hence Q. is again satisfied. In this case, cycle i does not care whether
A4 (i) computes K () correctly neither.

If cycle i waits at 4 forever or 7 happens, then A4 (4) is defined and equals to K (7).
In these two cases, cycle i cannot satisfy Q., but succeed in defining A% (i) = K (4).

Without loss of generality, suppose that no cycle waits at 2 or 6 forever. If every
cycle eventually waits at 4 or 7 permanently, then for each i, A4 (i) is defined and
equals to K (¢), and hence K = A4, and A is complete. A contradiction. Therefore,
there are cycles going from 4 back to 2 infinitely often, which makes A“ (7) undefined.
However, in this case, @f(mi) diverges, which shows that @f(xi) # C(x;), and Q. is
satisfied again.

3.2 The R-Strategies

All the R-strategies will ensure that B is not reducible to A @ C'. From this we can see
that A @ C'is incomplete, and hence, the () and the R strategies will ensure that A @ C'
is strictly between A and K.

A single @-strategy is simply the Sacks preservation strategy, which also runs (in-
finitely) many cycles, to define a partial function © to threaten B £ A. Fix i. Cycle i
works as follows:

1. Wait for a stage s such that 2 (4)[s] |= Bs(i).

2. Put arestraint on C' to prevent small numbers being enumerated into C, to preserve
the computation ¢ (7). Define ©4 (i)[s] = B(i) with use 84(i) = @, (7). Start
cyclei + 1.

3. Wait for A to change below ¢, s (i) or B to change at i.

4. If A changes first, then go back to 1. In this case, QA(Z') is undefined, and all cycles
after 7 are canceled.
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5. If B changes at ¢ first, then we get a temporary disagreement between @g"c () and
B(i). Again, wait for A to change below ¢ (7).
5a. If A never changes, then we will have #C (i) = 0 # 1 = B(i), and R, is
satisfied.
5b. Otherwise, go back to 1. In this case, the A-changes also undefine ©4 (j) for
all j > i.

If cycle i goes back from 4 or 5b to 1 infinitely often, then @ (3) is not defined.
However, in this case, ¢ (i) diverges and hence, - (i) # B(i). If cycle i waits at
1 or 5a forever, then ®2C (i) # B,(i) is again true. In any case, R, is satisfied. If cycle
i waits at 3 forever from some stage on, then ©4 (i) is defined and equals to B(i).

Because B £ A, it cannot be true that every cycle would wait at 3 forever. Suppose
i is the least such cycle. Then as discussed above, R, is satisfied since &2 (i) # B(i).

This completes the description of the basic strategies to prove Theorem[@dl The whole
construction can proceed on a priority tree.

References

1. Ambos-Spies, K., Jockusch Jr., C.G., Shore, R.A., Soare, R.I.: An algebraic decomposition
of the recursively enumerable degrees and the coincidence of several degree classes with the
promptly simple degrees. Trans. Amer. Math. Soc. 281, 109-128 (1984)

2. Cooper, S.B.: Minimal pairs and high recursively enumerable degrees. J. Symbolic Logic 39,
655-660 (1974)

3. Cooper, S.B.: On a theorem of C. E. M. Yates. Handwritten notes (1974)

4. Cooper, S.B.: Computability Theory, Chapman & Hall/CRC Mathematics, Boca Raton, FL,
New York, London (2004)

5. Downey, R., Lempp, S.: There is no plus-capping degree. Arch. Math. Logic 33, 109-119
(1994)

6. Fejer, P.A., Soare, R.I.: The plus-cupping theorem for the recursively enumerable degrees.
In: Logic Year 1979-80: University of Connecticut, pp. 49-62 (1981)

7. Lachlan, A.H.: Lower bounds for pairs of recursively enumerable degrees. Proc. London
Math. Soc. 16, 537-569 (1966)

8. Lachlan, A.H.: Bounding minimal pairs. J. Symb. Logic 44, 626—642 (1979)

9. Li, A.: On a conjecture of Lempp. Arch. Math. Logic 39, 281-309 (2000)

10. Li, A., Wu, G., Yang, Y.: On the quotient structure of computably enumerable degrees mod-
ulo the noncuppable ideal. In: Cai, J.-Y., Cooper, S.B., Li, A. (eds.) TAMC 2006. LNCS,
vol. 3959, pp. 731-736. Springer, Heidelberg (2006)

11. Li, A., Wu, G., Yang, Y.: Embed the diamond lattice into R/NCup preserving 0 and 1. In
preparation

12. Miller, D.: High recursively enumerable degrees and the anticupping property. In: Logic Year
1979-80: University of Connecticut, pp. 230-245 (1981)

13. Sacks, G.E.: On the degrees less than 0. Ann. of Math. 77, 211-231 (1963)

14. Sacks, G.E.: The recursively enumerable degrees are dense. Ann. of Math. 80, 300-312
(1964)

15. Schwarz, S.: The quotient semilattice of the recursively enumerable degrees modulo the cap-
pable degrees. Trans. Amer. Math. Soc. 283, 315-328 (1984)

16. Shoenfield, J.R.: Applications of model theory to degrees of unsolvability. In: Addison, J.W.,
Henkin, L., Tarski, A. (eds.) The Theory of Models, Proceedings of the 1963 International
Symposium at Berkeley, Studies in Logic and the Foundations of Mathematics, pp. 359-363.
Holland Publishing, Amsterdam (1965)



62

17.

18.

19.
20.

21.
22.

R. Bie and G. Wu

Slaman, T.: Questions in recursion theory. In: Cooper, S.B., Slaman, T.A., Wainer, S.S. (eds.)
Computability, enumerability, unsolvability. Directions in recursion theory. London Mathe-
matical Society Lecture Note Series, vol. 224, pp. 333-347. Cambridge University Press,
Cambridge (1996)

Soare, R.I.: Recursively Enumerable Sets and Degrees. Perspective in Mathematical Logic,
Springer-Verlag, Berlin, Heidelberg, New York

Sui, Y., Zhang, Z.: The cupping theorem in R/ M. J. Symbolic Logic 64, 643—-650 (1999)
Yates, C.E.M.: A minimal pair of recursively enumerable degrees. J. Symbolic Logic 31,
159-168 (1966)

Yates, C.E.M.: On the degrees of index sets. Trans. Amer. Math. Soc. 121, 309-328 (1966)
Yi, X.: Extension of embeddings on the recursively enumerable degrees modulo the cap-
pable degrees. In: Computability, enumerability, unsolvability, Directions in recursion theory
(eds. Cooper, Slaman, Wainer), London Mathematical Society Lecture Note Series 224, pp.
313-331



	A Minimal Pair in the Quotient Structure M/NCup
	Introduction
	Proof of Theorem 3
	The $G$ and $H$-Strategies
	 The $P$ and $Q$-Strategies
	The $R$-Strategies
	The $S$-Strategies

	Proof of Theorem 4
	The $Q$-Strategies
	The $R$-Strategies




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




