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Abstract. Algorithms for route planning in transportation networks
have recently undergone a rapid development, leading to methods that
are up to one million times faster than Dijkstra’s algorithm. We outline
ideas, algorithms, implementations, and experimental methods behind
this development. We also explain why the story is not over yet because
dynamically changing networks, flexible objective functions, and new
applications pose a lot of interesting challenges.

1 Introduction

Computing an optimal route in a transportation network between specified
source and target nodes is one of the showpieces of real-world applications of
algorithmics. We frequently use this functionality when planning trips with cars
or public transportation. There are also many applications like logistic planning
or traffic simulation that need to solve a huge number of shortest-path queries
in transportation networks. In most of this paper we focus on the simplest case,
a static road network with a fixed cost for each edge. The cost function may
be any mix of travel time, distance, toll, energy consumption, scenic value, . . .
associated with the edges. Some of the techniques described below work best if
the cost function is positively correlated with travel time. The task is to compute
the costs of optimal paths between arbitrary source-target pairs. Some prepro-
cessing is allowed but it has to be sufficiently fast and space efficient to scale to
the road network of a continent.

The main part of this paper is Section 2, which explains the ideas behind
several practically successful speedup techniques for static routing in road net-
works. Section 3 makes an attempt to summarize the development of perfor-
mance over time. In Section 4 we outline generalizations for public transporta-
tion, time-dependent edge weights, outputting optimal paths, and dynamically
changing networks. Section 5 describes some experiences we made with imple-
menting route planning algorithms for large networks. Then, Section 6 explains
our experimental approach giving some examples by applying it to the algo-
rithms we implemented. We conclude in Section 7 with a discussion of some
future challenges.
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2 Static Routing in Large Road Networks

We consider a directed graph G = (V, E) with n nodes and m = Θ(n) edges.
An edge (u, v) has the nonnegative edge weight w(u, v). A shortest-path query
between a source node s and a target node t asks for the minimal weight d(s, t)
of any path from s to t. In static routing, the edge weights do not change so
that it makes sense to perform some precomputations, store their results, and
use this information to accelerate the queries. Obviously, there is some tradeoff
between query time, preprocessing time, and space for preprocessed information.
In particular, for large road networks it would be prohibitive to precompute and
store shortest paths between all pairs of nodes.

2.1 “Classical Results”

Dijkstra’s Algorithm [1]—the classical algorithm for route planning—main-
tains an array of tentative distances D[u] ≥ d(s, u) for each node. The algorithm
visits (or settles) the nodes of the road network in the order of their distance
to the source node and maintains the invariant that D[u] = d(s, u) for visited
nodes. We call the rank of node u in this order its Dijkstra rank rks(u). When
a node u is visited, its outgoing edges (u, v) are relaxed, i.e., D[v] is set to
min(D[v], d(s, u) + w(u, v)). Dijkstra’s algorithm terminates when the target
node is visited. The size of the search space is O(n) and n/2 (nodes) on the
average. We will assess the quality of route planning algorithms by looking at
their speedup compared to Dijkstra’s algorithm, i.e., how many times faster they
can compute shortest-path distances.

Priority Queues. Dijkstra’s algorithm can be implemented using O(n) prior-
ity queue operations. In the comparison based model this leads to O(n log n)
execution time. In other models of computation (e.g. [2]) and on the average
[3], better bounds exist. However, in practice the impact of priority queues on
performance for large road networks is rather limited since cache faults for ac-
cessing the graph are usually the main bottleneck. In addition, our experiments
indicate that the impact of priority queue implementations diminishes with ad-
vanced speedup techniques since these techniques at the same time introduce
additional overheads and dramatically reduce the queue sizes.

Bidirectional Search executes Dijkstra’s algorithm simultaneously forward
from the source and backwards from the target. Once some node has been vis-
ited from both directions, the shortest path can be derived from the information
already gathered [4]. In a road network, where search spaces will take a roughly
circular shape, we can expect a speedup around two —one disk with radius d(s, t)
has twice the area of two disks with half the radius. Bidirectional search is im-
portant since it can be combined with most other speedup techniques and, more
importantly, because it is a necessary ingredient of the most efficient advanced
techniques.
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Geometric Goal Directed Search (A∗). The intuition behind goal directed
search is that shortest paths ‘should’ lead in the general direction of the target.
A∗ search [5] achieves this by modifying the weight of edge (u, v) to w(u, v) −
π(u) + π(v) where π(v) is a lower bound on d(v, t). Note that this manipulation
shortens edges that lead towards the target. Since the added and subtracted
vertex potentials π(v) cancel along any path, this modification of edge weights
preserves shortest paths. Moreover, as long as all edge weights remain nonnega-
tive, Dijkstra’s algorithm can still be used. The classical way to use A∗ for route
planning in road maps estimates d(v, t) based on the Euclidean distance between
v and t and the average speed of the fastest road anywhere in the network. Since
this is a very conservative estimation, the speedup for finding quickest routes is
rather small. Goldberg et al. [6] even report a slow-down of more than a fac-
tor of two since the search space is not significantly reduced but a considerable
overhead is added.

Heuristics. In the last decades, commercial navigation systems were developed
which had to handle ever more detailed descriptions of road networks on rather
low-powered processors. Vendors resolved to heuristics still used today that do
not give any performance guarantees: use A∗ search with estimates on d(u, t)
rather than lower bounds; do not look at ‘unimportant’ streets, unless you are
close to the source or target [7]. The latter heuristic needs careful hand tun-
ing of road classifications to produce reasonable results but yields considerable
speedups.

2.2 Exploiting Hierarchy

Small Separators. Road networks are almost planar, i.e., most edges intersect
only at nodes. Hence, techniques developed for planar graphs will often also work
for road networks. Using O(n log2 n) space and preprocessing time, query time
O(

√
n log n) can be achieved [8,9] for directed planar graphs without negative

cycles. Queries accurate within a factor (1+ ε) can be answered in near constant
time using O((n log n)/ε) space and preprocessing time [10]. Most of these the-
oretical approaches look difficult to use in practice since they are complicated
and need superlinear space.

The first published practical approach to fast route planning [11] uses a set
of nodes V1 whose removal partitions the graph G = G0 into small components.
Now consider the overlay graph G1 = (V1, E1) where edges in E1 are shortcuts
corresponding to shortest paths in G that do not contain nodes from V1 in their
interior. Routing can now be restricted to G1 and the components containing s
and t respectively. This process can be iterated yielding a multi-level method. A
limitation of this approach is that the graphs at higher levels become much more
dense than the input graphs thus limiting the benefits gained from the hierarchy.
Also, computing small separators and shortcuts can become quite costly for large
graphs.
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Reach-Based Routing. Let R(v) := maxs,t∈V Rst(v) denote the reach of node
v where Rst(v) := min(d(s, v), d(v, t)). Gutman [12] observed that a shortest-
path search can be stopped at nodes with a reach too small to get to source or
target from there. Variants of reach-based routing work with the reach of edges
or characterize reach in terms of geometric distance rather than shortest-path
distance. The first implementation had disappointing speedups (e.g. compared
to [11]) and preprocessing times that would be prohibitive for large networks.

Highway Hierarchies. (HHs) [13,14] group nodes and edges in a hierarchy of
levels by alternating between two procedures: Contraction (i.e., node reduction)
removes low degree nodes by bypassing them with newly introduced shortcut
edges. In particular, all nodes of degree one and two are removed by this pro-
cess. Edge reduction removes non-highway edges, i.e., edges that only appear on
shortest paths close to source or target. More specifically, every node v has a
neighborhood radius r(v) we are free to choose. An edge (u, v) is a highway edge
if it belongs to some shortest path P from a node s to a node t such that (u, v)
is neither fully contained in the neighborhood of s nor in the neighborhood of
t, i.e., d(s, v) > r(s) and d(u, t) > r(t). In all our experiments, neighborhood
radii are chosen such that each neighborhood contains a certain number H of
nodes. H is a tuning parameter that can be used to control the rate at which the
network shrinks. The query algorithm is very similar to bidirectional Dijkstra
search with the difference that certain edges need not be expanded when the
search is sufficiently far from source or target. HHs were the first speedup tech-
nique that could handle the largest available road networks giving query times
measured in milliseconds. There are two main reasons for this success: Under
the above contraction routines, the road network shrinks in a geometric fashion
from level to level and remains sparse and near planar, i.e., levels of the HH are
in some sense self similar. The other key property is that preprocessing can be
done using limited local searches starting from each node. Preprocessing is also
the most nontrivial aspect of HHs. In particular, long edges (e.g. long-distance
ferry connections) make simple minded approaches far too slow. Instead we use
fast heuristics that compute a superset of the set of highway edges.

Routing with HHs is similar to the heuristics used in commercial systems.
The crucial difference is that HHs are guaranteed to find the optimal path. This
qualitative improvement actually make HHs much faster than the heuristics.
The latter have to make a precarious compromise between quality and size of
the search space that relies on manual classification of the edges into levels of the
hierarchy. In contrast, after setting a few quite robust tuning parameters, HH-
preprocessing automatically computes a hierarchy aggressively tuned for high
performance.

Advanced Reach-Based Routing. It turns out that the preprocessing tech-
niques developed for HHs can be adapted to preprocessing reach information
[15]. This makes reach computation faster and more accurate. More impor-
tantly, shortcuts make queries more effective by reducing the number of nodes
traversed and by reducing the reach-values of the nodes bypassed by shortcuts.
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Reach-based routing is slower than HHs both with respect to preprocessing time
and query time. However, the latter can be improved by a combination with
goal-directed search to a point where both methods have similar performance.

Highway-Node Routing. In [16] we generalize the multi-level routing scheme
with overlay graphs so that it works with arbitrary sets of nodes rather than
only with separators. This is achieved using a new query algorithm that stalls
suboptimal branches of search on lower levels of the hierarchy. By using only
important nodes for higher levels, we achieve query performance comparable to
HHs. Preprocessing is done in two phases. In the first phase, nodes are classified
into levels. We currently derive this information from a HH. In the second phase,
we recursively compute the shortcuts bottom up. Shortcuts from level � are found
by local searches in level � − 1 starting from nodes in level �. This second phase
is very fast and easy to update when edge weights change.

Distance Tables. For HHs the network size shrinks geometrically from level to
level. Once a level L has size Θ(

√
n), we can afford to precompute and store a

complete distance table for nodes in level L [14]. Using this table, we can stop a
HH search when it has reached level L. To compute the shortest-path distance, it
then suffices to lookup all shortest-path distances between nodes entering level
L in forward and backward search respectively. Since the number of entrance
nodes is not very large, one can achieve a speedup close to two compared to
pure HH search.

Transit Node Routing precomputes not only a distance table for important
(transit) nodes but also all relevant connections between the remaining nodes
and the transit nodes [17,18]. Since it turns out that only about ten such access
connections are needed per node, one can ‘almost’ reduce routing in large road
networks to about 100 table lookups. Interestingly, the difficult queries are now
the local ones where the shortest path does not touch any transit node. We
solve this problem by introducing several layers of transit nodes. Between lower
layer transit nodes, only those routes need to be stored that do not touch the
higher layers. Transit node routing (e.g., using appropriate levels of a HH for
transit node sets) reduces routing times to a few microseconds at the price of
preprocessing times an order of magnitude larger than HHs alone.

2.3 Advanced Goal-Directed Search

Edge Labels. The idea behind edge labels is to precompute information for
an edge e that specifies a set of nodes M(e) with the property that M(e) is a
superset of all nodes that lie on a shortest path starting with e. In an s–t query,
an edge e need not be relaxed if t �∈ M(e). In [11], M(e) is specified by an angular
range. More effective is information that can distinguish between long range and
short range edges. In [19] many geometric containers are evaluated. Very good
performance is observed for axis parallel rectangles. A disadvantage of geometric
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containers is that they require a complete all-pairs shortest-path computation.
Faster precomputation is possible by partitioning the graph into k regions that
have similar size and only a small number of boundary nodes. Now M(e) is
represented as a k-vector of edge flags [20,21,22] where flag i indicates whether
there is a shortest path containing e that leads to a node in region i. Edge
flags can be computed using a single-source shortest-path computation from
all boundary nodes of the regions. In [23] a faster variant of the preprocessing
algorithm is introduced that takes advantage of the fact that for close boundary
nodes the respective shortest-path trees are very similar.

Landmark A∗. Using the triangle inequality, quite strong bounds on shortest-
path distances can be obtained by precomputing distances to a set of around 20
landmark nodes that are well distributed over the far ends of the network [6,24].
Using reasonable space and much less preprocessing time than for edge labels,
these lower bounds yield considerable speedup for route planning.

Precomputed Cluster Distances (PCD). In [25], we give a different way
to use precomputed distances for goal-directed search. We partition the network
into clusters and then precompute the shortest connection between any pair of
clusters U and V , i.e., minu∈U,v∈V d(u, v). PCDs cannot be used together with
A∗ search since reduced edge weights can become negative. However, PCDs yield
upper and lower bounds for distances that can be used to prune search. This
gives speedup comparable to landmark-A∗ using less space. Using the many-
to-many routing techniques outlined in Section 4, cluster distances can also be
computed efficiently.

2.4 Combinations

Bidirectional search can be profitably combined with almost all other speedup
techniques. Indeed, it is a required ingredient of highway hierarchies, transit
and highway-node routing and it gives more than the anticipated factor two
for reach-based routing and edge flags. Willhalm et al. have made a systematic
comparison of combinations of pre-2004 techniques [26,27]. Landmark A∗ har-
monizes very well with reach-based routing [15] whereas it gives only a small
additional speedup when combined with HHs [28]. The reason is that in HHs,
the search cannot be stopped when the search frontiers meet. However, the same
approach is very effective at speeding up approximate shortest-path queries.

3 Chronological Summary—The Horse Race

In general it is difficult to compare speedup techniques even when restricting
to road networks because there is a complex tradeoff between query time, pre-
processing time and space consumption that depends on the network, on the
objective function, and on the distribution of queries. Still, we believe that some
ranking helps to compare the techniques. To keep things manageable, we will re-
strict ourselves to average query times for computing optimal travel times in one
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Table 1. Chronological development of the fastest speedup techniques. As date for the
first publication, we usually give the submission deadline of the respective conference.
If available, we always selected measurements for the European road network even if
they were conducted after the first publication. Otherwise, we linearly extrapolated the
preprocessing times to the size of Europe, which can be seen as a lower bound. Note
that not all speedup techniques have been preprocessed on the same machine.

method first date data size space preproc. speedup
pub. mm/yy from n/106 [B/node] [min]

separator multi-level [11] 04/99 [30] 0.1 ? > 5 400 52
edge flags (basic) [20] 03/04 [31] 6 13 299 523
landmark A∗ [6] 07/04 [32] 18 72 13 28
edge flags [21,22] 01/05 [23] 1 141 2 163 1 470
HHs (basic) [13] 04/05 [13] 18 29 161 2 645

reach + shortc. + A∗ [15] 10/05 [32] 18 82 1 625 1 559
[32] 08/06 [32] 18 32 144 3 830

HHs [14] 04/06 [14] 18 27 13 4 002
HHs + dist. tab. (mem) [14] 04/06 [14] 18 17 55 4 582
HHs + dist. tab. [14] 04/06 [14] 18 68 15 8 320
HHs + dist. tab. + A∗ [28] 08/06 [28] 18 76 22 11 496
high-perf. multi-level [33] 06/06 [34] 18 181 11 520 401 109
transit nodes (eco) [17] 10/06 [17] 18 110 46 471 881
transit nodes (gen) [17] 10/06 [17] 18 251 164 1 129 143
highway nodes (mem) [16] 01/07 [16] 18 2 24 4 079

of the largest networks that have been widely used—the road network of (West-
ern) Europe provided by the company PTV AG and also used (in a slightly
different version) in the 9th DIMACS Implementation Challenge [29]. We take
the liberty to speculate on the performance of some older methods that have
never been been run on such large graphs and whose actual implementations
might fail when one would attempt it. In Tab. 1 we list speedup techniques in
chronological order that are ‘best’ with respect to speedup for random queries
and the largest networks tackled at that point. Sometimes we list variants with
slower query times if they are considerably better with respect to space con-
sumption or manageable graph size.

Before [11] the best method would have been a combination of bidirectional
search with geometric A∗ yielding speedups of 2–3 over unidirectional Dijkstra.
The separator-based multi-level method from [11] can be expected to work even
for large graphs if implemented carefully. Computing geometric containers [11,19]
is still infeasible for large networks. Otherwise, they would achieve much larger
speedups then the separator-based multi-level method. So far, computing edge
flags has also been too expensive for Europe and the USA but speedups beyond
1 470 have been observed for a graph with one million nodes [23]. Landmark A∗

works well for large graphs and achieves average speedup of 28 using reasonable
space and preprocessing time [6]. The implementation of HHs [13] was the first
that was able to handle Europe and the USA. This implementation wins over all
previous methods in almost all aspects. A combination of reach-based routing
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with landmark A∗ [15] achieved better query times for the USA at the price of a
considerably higher preprocessing time. At first, that code did not work well on
the European network because it is difficult to handle the present long-distance
ferry connections, but later it could be considerably improved [32]. By introduc-
ing distance tables and numerous other improvements, highway hierarchies took
back the lead in query time [14] at the same time using an order of magnitude less
preprocessing time than [13]. The cycle of innovation accelerated even further in
2006. Müller [33] aggressively precomputes the pieces of the search space needed
for separator-based multi-level routing. At massive expense of space and prepro-
cessing time, this method can achieve speedups around 400 000. (The original
implementation cannot directly measure this because it has large overheads for
disk access and parsing of XML-data). Independently, transit node routing was
developed [17], that lifts the speedup to six orders of magnitude and completely
replaces Dijkstra-like search by table lookups. Since transit node routing needs
more space and preprocessing time than other methods, the story is not finished
yet. For example, [16] achieves speedups comparable to HHs, using only a few
bytes per node.

4 Generalizations

Many-to-Many Routing. In several applications we need complete distance
tables between specified sets of source nodes S and target nodes T . For exam-
ple, in logistics optimization, traffic simulation, and also within preprocessing
techniques [25,17]. HHs (and other non-goal-directed bidirectional search meth-
ods [11,15,16]) can be adapted in such a way that only a single forward search
from each source node and a single backward search from each target node is
needed [35]. The basic idea is quite simple: Store the backward search spaces.
Arrange them so that each node v stores an array of pairs of the form (t, d(v, t))
for all target nodes that have v in their backward search space. When a forward
search from s settles a node v, these pairs are scanned and used to update the
tentative distance from s to t. This is very efficient because the intersection be-
tween any two forward and backward search spaces is only around 100 for HHs
and because scanning an array is much faster than priority queue operations
and edge relaxations governing the cost of Dijkstra’s algorithm. For example,
for |S| = |T | =10000, the implementation in [35] needs only one minute.

Outputting Paths. The efficiency of many speedup techniques stems from
introducing shortcut edges and distance table entries that replace entire paths
in the original graph [11,13,15,14,33,17]. A disadvantage of these approaches
is that the search will output only a ‘summary description’ of the optimal
path that involves shortcuts. Fortunately, it is quite straightforward to aug-
ment the shortcuts with information for unpacking them [28,35,17]. Since we
can afford to precompute unpacked representations of the most frequently needed
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long-distance shortcuts, outputting the path turns out to be up to four times
faster than just traversing the edges in the original graph.

Flexible Objective Functions. The objective function in road networks de-
pends in a complex way on the vehicle (fast? slow? too heavy for certain bridges?,
. . . ) the behavior and goals of the driver (cost sensitive? thinks he is fast?, . . . ),
the load, and many other aspects. While the appropriate edge weights can be
computed from a few basic parameters, it is not feasible to perform preprocess-
ing for all conceivable combinations. Currently, our best answer to this problem
is highway-node routing [16]. Assuming that the important nodes are important
for any reasonable objective function, only the second phase of preprocessing
needs to be repeated. This is an order of magnitude faster than computing
a HH.

Dynamization. In online car navigation, we want to take traffic jams etc. into
account. On the first glance, this is the death blow for most speedup techniques
since even a single traffic jam can invalidate any of the precomputed informa-
tion. However, we can try to selectively update only the information affected
by the traffic jam and/or relevant to the queries at hand. Several solutions are
proposed at this conference. Landmark A∗ can be dynamized either by noticing
that lower bounds remain valid when edge weights can only increase, or by us-
ing known dynamic graph algorithms for updating the shortest-path trees from
the landmarks [36]. We have developed highway-node routing for this purpose
[16] because it allows fast and easy updates (2–40ms per changed edge weight
depending on the importance of the edge).

Public Transportation and Time-Dependent Edge Weights. The stan-
dard query in public transportation asks for the earliest arrival at the target
node t given a departure time and the source node s. This means we are (ex-
plicitly or implicitly) searching in a time-dependent network where nodes are
some point in space-time. This means that bidirectional search cannot be used
out of the box since we do not know the target node in the time-dependent
network. This is puzzling because the most successful schemes described above
use bidirectional search. This leaves us with the choice to use the most effective
unidirectional method, or to somehow make bidirectional search work. An ob-
vious fix is to guess the arrival time. This can be done using binary search and
there are many ways to tune this (e.g. by interpolation search).

Parallelization. Most preprocessing techniques and many-to-many routing are
easy to parallelize [35]. Parallelizing the queries seems difficult and unnecessary
(beyond executing forward and backward search in parallel) because the search
spaces are already very small when using one of the best available techniques.
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5 Implementation

Advanced algorithms for routing in road networks require thousands of lines
of well written code and hence require considerable programming skill. In par-
ticular, it is not trivial to make the codes work for large networks. Here is
an incomplete list of problems and complications that we have seen in routing
projects: Graphs have to be glued together from several files. Tools for reading
files crash for large graphs. Algorithm library code cannot handle large graphs
at all. The code slows down by factor six when switching from a custom graph
representation to an algorithm library. 32-bit code will not work. Libraries do
not work with 64-bit code.

Our conclusion from these experiences was to design our own graph data
structures adapted to the problem at hand. We use C++ with encapsulated
abstract data types. Templates and inline functions make this possible without
performance penalties.

Although speedup techniques developed by algorithmicists come with high
level arguments why they should yield optimal paths, few come with a detailed
correctness proof.1 There are plenty of things that can go wrong both with the
algorithms and their implementations. For example, we had several cases where
the algorithm considered was only correct when all shortest paths are unique.
The implementation can help here with extensive consistency checks in asser-
tions and experiments that are always checked against naive implementations,
i.e., queries are checked against Dijkstra’s algorithm and fast preprocessing al-
gorithms are checked against naive or old implementations. On the long run
one also needs a flexible visualization tool that can draw pieces of large graphs,
paths, search spaces, and node sets. Since we could not find tools for this purpose
that scale to large road networks, we implemented our own system [37].

6 Experiments

Before 2005, speedup techniques were difficult to compare since studies were
either based on very small graphs or on proprietary data that could not be used
by other groups. In particular, for ‘newcomers’ it was almost impossible to start
working in this field. In [13] we were able to obtain two large road networks
for the subcontinents Western Europe and the USA. The European network
was made available for scientific use by the company PTV AG. We extracted
the USA network from publicly available geographical data [38]. Since then,
variants of these graphs have been used for most studies. We view it as likely
that the sudden availability of data and the fast rate of innovation since then are
not a coincidence. These networks are not directly annotated with edge weights
but with lengths and road categories. By setting average speeds for each road
category one can obtain realistic estimates of travel time.

Another important issue are which queries should be measured. The obvious
choice is to use randomly selected node pairs on the largest available graph.
1 We are working on one for HHs.
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Fig. 1. Query performance of various speedup techniques against Dijkstra rank. The
median speedups of HHs and highway-node routing cross at r = 218 since HHs are
augmented with distance tables and goal direction. These techniques are particularly
effective for large r and could also be adapted to highway-node routing.

Although this is a meaningful number, it is not quite satisfactory since most
queries will produce very long paths (thousands of kilometers) that are actually
rare in practice. Other studies therefore use random queries on a variety of
subgraphs. However, this leads to a plethora of arbitrary choices that make it
difficult to compare results. In particular, authors will always be tempted to
choose only those subgraphs for which their method performs well.

Sets of real world queries would certainly be interesting, but so far we do
not have them and it is also unlikely that a sample taken from one server is
actually representative for the entire spectrum of route planning applications.
We therefore chose a more systematic approach [13] that has also been adopted
in several other studies: We generate a random query with a specified ‘locality’
r by choosing a random starting node s, and a target node t with Dijkstra rank
rks(t) = r (i.e., the r-th node visited by a Dijkstra search from s). In our studies,
we generate many such queries for each r which is a power of two. We then plot
the distribution with median, quartiles, and outliers for each of these values of r.
For the European road network, Fig. 1 shows the results for highway hierarchies
combined with a distance table and goal-directed search, transit node routing,
and highway-node routing. We view it as quite important to give information on
the entire distribution since some speedup techniques have large fluctuations in
query time.
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In some cases, e.g., for HHs, it is also possible to compute good upper bounds
on the search space size of all queries that can ever happen for a given graph
[14]. We view this as a quite good surrogate for the absence of meaningful worst
case upper bounds that would apply to all conceivable networks.

7 Conclusions and Open Problems

Speedup techniques for routing in static road networks have made tremendous
progress in the last few years. Were it not for challenging applications such as
logistics planning and traffic simulation, we could even say that the methods
available now are too fast since other overheads like displaying routes or trans-
mitting them over the network are the bottleneck once the query time is below
a few milliseconds.

A major challenge is to close the gap to theory, e.g., by giving meaningful
characterizations of ‘well-behaved’ networks that allow provably good worst-
case bounds. In particular, we would like to know for which networks the existing
techniques will also work, e.g., for communication networks, VLSI design, social
networks, computer games, graphs derived from geometric routing problems, . . .

Even routing techniques themselves are not quite finished yet. For example,
we can look at better ways to select transit and highway nodes. We could also try
to integrate edge labels with hierarchical routing schemes so that hierarchies help
to approximate edge labels that in turn allow strong goal direction for queries.

Perhaps the main academic challenge is to go beyond static point-to-point
routing. Public transportation and road networks with time-dependent travel
times are an obvious generalization that should also be combined with updates
of edge weights due to traffic jams. Further beyond that, we want multi-criteria
optimization for individual paths and we want to compute social optima and
Nash-equilibria taking the entire traffic in an area into account.

The main practical issue is how to transfer the academic results into applica-
tions. Many details have to be taken care of, like turn penalties, implementations
on mobile devices, user specific objective functions, and compatibility with ex-
isting parts of the applications. The difficulty here is not so much scientific but
one of finding the right approach to cooperation between academia and industry.
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