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3.1 Introduction to Future Anthropogenic
Climate Change Projections

This chapter focuses on summarising projections
of future anthropogenic climate change for the
Baltic Sea Basin. This includes the science of
climate change and how future projections are
made, taking into account anthropogenic influence
on greenhouse gases (GHG). Looking forward to-
ward future climates requires using state-of-the-
art modelling tools to represent climate processes.

The chapter begins with an overview of the
current understanding of global anthropogenic cli-
mate change and how this is applied for projec-
tions into the 21st century. Important processes
for the global climate and their representation
in global climate models (GCMs) are introduced.
Projected global changes are summarised and then
put into specific context for the Baltic Sea Basin.
This includes discussion of the performance of such
models for the present climate. A range of future
climate outcomes is presented, originating from
using several GCMs and from using a set of differ-
ent projected GHG emissions scenarios.

Due to the coarse scales of GCMs, downscaling
techniques are used to produce detailed results on
regional to local scales. Methods for both statis-
tical downscaling and dynamical downscaling us-
ing regional climate models (RCMs) are described.
Results for the key climate variables of precipita-
tion and temperature, and others, are summarised
for the Baltic Sea Basin. Projections of anthro-
pogenic climate change are further coupled to hy-
drological and oceanographic processes via mod-
els to assess basinwide climate change impacts.
Hydrological modelling shows how climate-driven
changes impact on the distribution and timing of
runoff into the Baltic Sea. Oceanographic mod-
elling shows corresponding changes in water tem-
perature, sea ice, salinity and sea levels.

3.2 Global Anthropogenic Climate Change

Before presenting anthropogenic climate change
projections for the Baltic Sea Basin, it is necessary

to give a brief overview of the current understand-
ing of global anthropogenic climate change dur-
ing and after the 21st century. In our discussion,
we draw heavily on the IPCC Third Assessment
Report (IPCC 2001a), particularly its chapter on
projections of future anthropogenic climate change
(Cubasch et al. 2001).

Changes in the global climate can occur both
as a result of natural variability and as a response
to anthropogenic forcing. Part of the natural vari-
ability is forced, that is, caused by external factors
such as solar variability and volcanic eruptions;
part is unforced, that is, associated with the in-
ternal dynamics of the climate system. The most
important source of anthropogenic climate forcing
is changes in the atmospheric composition. In-
creases in CO2 and other greenhouse gases make
the atmosphere less transparent for thermal radi-
ation and therefore tend to warm up the surface
and the troposphere.

However, human activities have also increased
the concentrations of several aerosol types. The
net effect of anthropogenic aerosols is thought to
be to cool the global climate, although this effect is
quantitatively much less well known than the im-
pact of increasing greenhouse gases. The relative
importance of aerosol-induced cooling, as opposed
to greenhouse-gas-induced warming, is likely to
decrease in the future.

External factors that may cause changes in
the global climate are commonly compared in
terms of globally averaged radiative forcing. Ra-
diative forcing measures, in approximate terms,
the change in the energy balance of the Earth–
atmosphere system that a given change in exter-
nal conditions would induce with no compensating
changes in climate (for the exact definition, see
IPCC 2001a, p. 795). Positive radiative forcing
tends to increase and negative forcing decrease the
global mean temperature. The magnitude of the
temperature response depends on several feedback
processes acting in the climate system and needs
to be estimated with climate models. Model sim-
ulations suggest that the ratio of the response to
the magnitude of the forcing is approximately the
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Fig. 3.1. Estimates of globally averaged radiative forcing resulting from various changes in external conditions
from the year 1750 to the year 2000 (IPCC 2001a, Summary for Policymakers, Fig. 3). For each forcing agent,
the bar shows the best estimate of the forcing and the vertical line the uncertainty range mainly based on the
variation among published studies. See IPCC (2001a) for further details

same for different forcing agents (e.g. Forster et al.
2000; Joshi et al. 2003).

Estimates of the present-day radiative forcing
from IPCC (2001a) are shown in Fig. 3.1. In-
creases in CO2, CH4, N2O and other long-lived
greenhouse gases since the preindustrial time are
estimated to have caused a positive forcing of
about 2.5Wm−2. This value is associated with
only a relatively small uncertainty, unlike the ef-
fects of many other forcing agents. Stratospheric
ozone depletion has caused a slight negative and
increases in tropospheric ozone probably a slightly
larger positive forcing. The direct effect of an-
thropogenic aerosols, associated with the scatter-
ing and absorption of solar radiation by aerosol
particles, varies in sign between different aerosol
types but the net forcing is probably negative. The
indirect aerosol forcing associated with aerosol-
induced increases in cloud albedo and lifetime
is most probably negative. However, as the es-
timated uncertainty range 0 to −2Wm−2 indi-
cates, the magnitude of this effect is poorly known.
Among the other forcing agents included in the
figure, changes in land use are estimated to have
caused a slight negative forcing. The forcing asso-

ciated with changes in solar irradiance is thought
to be positive, mainly because of increases in so-
lar irradiance in the first half of the 20th cen-
tury.

Many of the forcing agents that are thought to
have affected the global climate in recent decades
and centuries are poorly known in quantitative
terms. Nevertheless, the forcing estimates shown
in Fig. 3.1 clearly suggest that the largest con-
tribution to the observed global warming in the
industrial era has come from increased greenhouse
gas concentrations. This is the case especially for
the last few decades when the increase in green-
house gas concentrations has been most rapid. Es-
timates of greenhouse gas emissions and concen-
trations for the rest of the 21st century (discussed
below) suggest that positive greenhouse gas forc-
ing will become increasingly dominant in the fu-
ture.

3.2.1 Global Warming in the 21st Century

In their projections of global climate change in
the 21st century, Cubasch et al. (2001) focused
on climate changes resulting from anthropogenic
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changes in the atmospheric composition. They
estimated that changes in greenhouse gas and
aerosol concentrations would raise the global mean
temperature1 by 1.4–5.8 C̊ between the years 1990
and 2100. The lower limit of this uncertainty inter-
val is approximately twice the global mean warm-
ing observed in the 20th century. The upper limit
is similar to the difference between present-day
and ice-age conditions (e.g. Weaver et al. 1998).
The wide uncertainty interval takes into account
two sources of uncertainty: that due to the future
emissions of greenhouse gases and aerosol precur-
sors, and that associated with the response of the
global mean temperature to a given change in the
atmospheric composition. These two factors are
discussed in more detail below. It is important
to note that there are additional sources of un-
certainty that may not be adequately accounted
for by this range of projected changes, such as the
conversion of emissions to atmospheric concentra-
tions of GHGs and aerosols. Such issues are also
further discussed below.

Projections of future anthropogenic climate
change require estimates of future greenhouse gas
and aerosol concentrations. Such estimates are
dependent on information about future emissions.
Because the emissions depend on factors such as
population growth, economic growth, structure of
economy, methods for producing energy and so on,
precise prediction of them is impossible. Instead,
several emissions scenarios are used. Such sce-
narios are based on alternative but plausible and
internally consistent sets of assumptions about
the demographic, socioeconomic and technologi-
cal changes that together determine the evolution
of emissions in the future.

A comprehensive set of emissions scenarios, the
so-called SRES (Special Report on Emissions Sce-
narios) scenarios were developed and described by
Nakićenović et al. (2000). The SRES scenarios
were built around four narrative storylines that
describe the evolution of the world in the 21st

century. Altogether, 40 different emissions sce-
narios were constructed, 35 of which were detailed
enough to be used in anthropogenic climate change
projections. Six of these (A1B, A1T, A1FI, A2, B1
and B2) were chosen by the IPCC as illustrative
marker scenarios. The main underlying assump-
tions behind these scenarios are described in An-
nex 6.

1The temperature discussed here and in the following
refers to the two-meter level air temperature, if not other-
wise stated.

The various SRES emissions scenarios remain
relatively similar during the early parts of the 21st

century. In particular, they all indicate an increase
in global CO2 emissions in the next few decades
(Fig. 3.2a), as a result of increasing energy con-
sumption required by increasing population and
world economy. Towards the late 21st century, the
scenarios tend to diverge. Some of them (e.g. A1FI
and A2) project a strong increase in CO2 emissions
throughout the century, leading by the year 2100
to emissions several times larger than today. In
some other scenarios (e.g. A1T and B1), however,
the CO2 emissions peak by the mid-21st century
and fall below the present level by the year 2100.
These differences are reflected in the CO2 concen-
trations derived from the emissions (Fig. 3.2b). In
the year 2100, the B1 emission scenario is calcu-
lated to lead to a CO2 level of about 550 parts per
million (ppm), as compared to a present-day level
of about 375 ppm. The corresponding value for the
highest scenario (A1FI) is about 970 ppm. How-
ever, even for the B1 scenario with the largest de-
crease in CO2 emissions after 2050, the CO2 con-
centration still continues to rise slowly in the end
of the 21st century.

The SRES scenarios also describe the emis-
sions of several other greenhouse gases, including
methane (CH4) and nitrous oxide (N2O). The re-
sulting concentrations are quite variable across the
scenarios, particularly for CH4 which has a rela-
tively short lifetime and therefore responds rapidly
to changes in emissions. The A2 scenario is cal-
culated to lead to a CH4 concentration of about
3700 parts per billion (ppb) in the year 2100 (as
compared to 1760 ppb in the year 2000), while the
corresponding value for the B1 scenario is below
1600 ppb. For N2O, all the SRES scenarios in-
dicate an increase in the atmospheric concentra-
tion, although the rate of the increase depends
on the projected emissions that vary substantially
among the scenarios. Many of the scenarios also
indicate an increase in average tropospheric ozone
(O3) concentration, as a result of increases in pol-
lutants that participate in the formation of O3.
Most of the SRES scenarios suggest that the net
effect from changes in non-CO2 greenhouse gases
will strengthen the global warming during this
century; this effect is likely to be smaller than that
of increasing CO2, but it is not negligible.

Anthropogenic increases in atmospheric aerosol
concentrations, which are thought to have sup-
pressed the greenhouse-induced warming during
the 20th century (Mitchell et al. 2001), will not
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Fig. 3.2. Summary of some key factors related to global anthropogenic climate change in the 21st century, as
presented in the IPCC Third Assessment Report (IPCC 2001a, Summary for Policymakers, Fig. 5). (a) shows
the CO2 emissions of the six illustrative SRES scenarios along with an older scenario (IS92a) used in the IPCC
Second Assessment Report. (b) shows projected CO2 concentrations. (c) shows anthropogenic SO2 emissions.
Note that the older IS92a scenario, with very large SO2 emissions in the late 21st century, is now believed to
be unrealistic. (d) and (e) show the projected global mean temperature and sea level responses, respectively.
The “several models all SRES envelope” in (d) and (e) shows the temperature and sea level rise, respectively,
for a simple climate model forced with all 35 SRES scenarios and tuned separately to mimic the behaviour of
seven complex climate models. The “model average all SRES envelope” shows the average from these models
for the range of scenarios. Note that the diagrams do not include all sources of uncertainty

necessarily continue to do so in the future. The
main contributor to anthropogenic aerosol-indu-
ced cooling, SO2 emissions, are still projected to
increase in a global mean sense during the first
decades of the 21st century in most SRES scenar-
ios, which would suppress the warming during this
period. By the end of the century, however, the
world-wide introduction of cleaner technologies is
projected to reduce the global SO2 emissions dis-
tinctly below present-day levels (Fig. 3.2c). Due
to the very short lifetime of tropospheric aerosols,
this would result in an immediate decrease in
sulphate aerosol concentrations. The large pro-
jected increases in greenhouse gas concentrations,
in combination with small or negative changes in
aerosol concentrations, would imply a large in-
crease in the total anthropogenic radiative forcing
(Fig. 3.3).

The second source of uncertainty included in
the quoted 1.4–5.8 C̊ range is the imprecisely
known response of the climate system to changes
in atmospheric composition. To account for this
uncertainty, Cubasch et al. (2001) used the re-
sults of seven different general circulation mod-
els (GCMs) to calibrate a simple climate model,
which was run separately for all 35 SRES sce-
narios and with parameters corresponding to each
of the seven GCMs. The GCMs were not used
directly to simulate the climate evolution under
all the SRES scenarios, because this would have
been extremely demanding in terms of comput-
ing resources. However, the differences in sim-
ulated global mean warming between the GCMs
and the calibrated simple model are likely to be
small. Various types of climate models are de-
scribed in more detail in Annex 6.



3.2. Global Anthropogenic Climate Change 137

	������� 	���

 
��

��
< �

�*
&

�	
�

W���
����

��

�

�

�

�

�




Q

	

�

�

!� +
!�F
!�%
!	
F�
F	
+��	�
+��	�
+��	�

���A�����&�A�
�AA��K\�
��J�A'�

Fig. 3.3. Best-estimate historical anthropogenic radiative forcing up to the year 2000 followed by radiative
forcing for the six illustrative SRES scenarios. The shading shows the envelope of the forcing that encompasses
the full set of 35 SRES scenarios. Forcing estimates for three earlier scenarios (IS92a, IS92c and IS92e) are
also shown (IPCC 2001a, Technical Summary, Fig. 19)

The computed evolution of the global mean
temperature, presented as differences from 1990,
is shown in Fig. 3.2d. The differences among the
SRES scenarios remain relatively modest during
the first decades of the century but grow rapidly
thereafter, when the different emission and con-
centration projections diverge. Averaging the re-
sults of the seven models, the estimate of warming
from the year 1990 to the year 2100 is 2.0 C̊ for the
lowest and 4.6 C̊ for the highest SRES scenario. A
direct comparison of these numbers with the full
range of 1.4–5.8 C̊ would suggest that differences
between emission scenarios are a larger source of
uncertainty in century-scale global warming than
differences among climate models. However, be-
cause the set of seven models used for generat-
ing these temperature projections did not include
the least and most sensitive of all climate models,
Cubasch et al. (2001) concluded that the uncer-
tainties related to emission scenarios and climate
models are of comparable importance.

The 1.4–5.8 C̊ range should not be interpreted
as giving the absolutely lowest and highest possi-
ble global mean temperature changes by the year
2100. In fact, several sources of uncertainty are
excluded or included only partially. One factor
that is excluded is the uncertainty related to de-
riving the concentrations of CO2 and other green-
house gases from emissions. Due to uncertainties

in modelling the carbon cycle and particularly its
response to anthropogenic climate changes, the ac-
tual CO2 concentration resulting from the high
A1FI emissions scenario in the year 2100 might be
as low as 820 ppm or as high as 1250 ppm, as com-
pared to the estimate used of 970 ppm (Prentice et
al. 2001). The full uncertainty in estimating the
radiative effects of atmospheric aerosols is also ex-
cluded, although the relative importance of this
uncertainty will decrease when the greenhouse-
gas-induced warming becomes increasingly domi-
nant over the aerosol-induced cooling (Wigley and
Raper 2001). Moreover, as noted above, the range
does not necessarily capture the total uncertainty
associated with climate models. Similarly, al-
though a wide range of different emission scenarios
are used, it is not inconceivable that the real emis-
sions would fall outside this range. For example,
because the SRES scenarios exclude new policy
measures to control greenhouse gas emissions, suc-
cess in international climate policy could in prin-
ciple allow the emissions to fall below the SRES
interval, or become less for some certain world de-
velopment alternative.

The 1.4–5.8 C̊ range also excludes natural cli-
mate variability which could either amplify or
counteract the anthropogenic warming. Model
simulations (e.g. Bertrand et al. 2002) and re-
cent estimates of past climate variability (Moberg
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et al. 2005) suggest that the natural variations of
global mean temperature may amount to a few
tenths of C̊ per century. This is not negligible,
but considering the wide uncertainty interval in
anthropogenic warming it only represents a rela-
tively small additional uncertainty. On the other
hand, natural climate variability increases towards
smaller spatial scales. It may therefore have a sub-
stantial effect on regional climate changes, partic-
ularly in the near future when the anthropogenic
forcing is still relatively weak (e.g. Hulme et al.
1999).

Despite the excluded uncertainties, tempera-
ture changes that fall somewhere in the middle of
the 1.4–5.8 C̊ range seem to be more likely than
changes that fall at the extremes or outside of
this range. Wigley and Raper (2001) estimated
probability distributions of future global warming
by assuming equal likelihood for all 35 SRES sce-
narios and a log-normal probability distribution
for climate sensitivity approximately representing
the models used by Cubasch et al. (2001). Unlike
Cubasch et al. (2001), they also allowed for un-
certainty in the carbon cycle and aerosol forcing,
but they found these additional sources of uncer-
tainty to be of only secondary importance. They
estimated the 5–95% uncertainty range of global
warming from 1990–2100 as 1.7–4.9 C̊, with a me-
dian of 3.1 C̊. The corresponding 5–95% range for
the warming in 1990–2070 was 1.3–3.3 C̊ and that
for 1990–2030 0.5–1.2 C̊. However, their analysis
makes several simplifying assumptions, so that the
actual uncertainty ranges may be wider.

3.2.2 Geographical Distribution of Anthropo-
genic Climate Changes

Global warming is expected to vary both geo-
graphically and seasonally (Cubasch et al. 2001).
Continents are generally expected to warm more
rapidly than the oceans, so that nearly all land
areas are likely to warm faster than the global
average (Fig. 3.4a). Particularly strong warm-
ing is projected for Northern Hemisphere high-
latitude areas in winter, not only over land but
even more over the Arctic Ocean, where the warm-
ing is greatly amplified by reduced sea ice. Most
other ocean areas are likely to warm less rapidly
than the global average. The simulated warming
tends to be particularly modest over the South-
ern Ocean and in the northern North Atlantic.
In these areas, the ocean is well-mixed to great
depths, and surface warming is therefore retarded

by the slow warming of the deep ocean. In addi-
tion, most models simulate a decrease in the North
Atlantic thermohaline circulation. This also acts
to reduce the warming in the northern North At-
lantic and actually leads in some models to local
cooling in this area. Although the large-scale pat-
terns of temperature change are reasonably sim-
ilar between various models (e.g. Harvey 2004),
there are substantial variations at smaller horizon-
tal scales. These variations are caused mostly by
differences in the models themselves, but also by
unforced variability (“noise”) superimposed on the
forced anthropogenic climate change signal (e.g.
Räisänen 2001a). The variation between different
GCM simulations within the Baltic Sea Basin is
addressed in more detail in Sect. 3.3.

There will likely be a slight increase in the
globally averaged precipitation during this cen-
tury. Most models suggest a 1–2% increase in
global precipitation for each 1 C̊ increase in global
mean temperature (Cubasch et al. 2001; Räisä-
nen 2001a). However, more so than with temper-
ature, precipitation changes will vary geographi-
cally (Cubasch et al. 2001; Räisänen 2001a; Har-
vey 2004; see also Fig. 3.4b). High-latitude ar-
eas are expected to experience a general increase
in precipitation, particularly in winter, when in-
creases are also likely in many mid-latitude areas.
Increases are also expected in most tropical re-
gions, although there is less consistency in pre-
cipitation change between different models at low
latitudes than at high latitudes (Cubasch et al.
2001; Giorgio et al. 2001; Räisänen 2001a). By
contrast, most subtropical regions and many re-
gions in the lower midlatitudes are likely to suffer a
decrease in mean precipitation. Simulated precip-
itation changes have a lower signal-to-noise ratio
than temperature changes. Precipitation changes
will therefore be more difficult to discern from nat-
ural variability than temperature changes, at least
during the early stages of anthropogenic climate
change. Partly for the same reason, precipita-
tion changes are generally less consistent among
the models than temperature changes, although
the agreement tends to be better at high latitudes
than at low latitudes (Räisänen 2001a).

The patterns of anthropogenic climate change
shown in Fig. 3.4b were generated by averaging
the results of 20 climate models. These are given
in a normalized form as the ratio of the local tem-
perature or precipitation change to the change in
the global mean temperature. This way of pre-
sentation is justified by the model-based evidence
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Fig. 3.4. Typical patterns of annual mean temperature and precipitation change in global climate models,
both scaled for a 1 C̊ increase in global mean temperature. These maps are based on the idealised CMIP2
simulations in which CO2 gradually doubles in 70 years (see Sect. 3.3.1). The temperature and precipitation
changes in the 20-year period surrounding the doubling of CO2 were first evaluated for 20 models and then
averaged over all of them. Finally, the changes were divided by the global 20-model mean warming in these
simulations (1.7 C̊). Note that the geographical distribution of the changes differs between the models

that local anthropogenic climate changes tend to
scale approximately linearly with the change in
the global mean temperature (Mitchell et al. 1999;
Huntingford and Cox 2000; Mitchell 2003; Harvey
2004). However, this pattern scaling principle only
holds for the deterministic climate change signal
associated with external forcing such as increased
greenhouse gas concentrations, not for the noise
associated with internally generated natural vari-
ability. For some climate variables, such as precip-
itation and windiness, it might take a long time be-
fore the anthropogenic climate change signal grows
large enough that it can be easily discerned from
the noise.

The detailed geographical patterns of change
are model-dependent. They also depend to some
extent on the forcing agents included in the simu-
lation. Simulations that include changes in aerosol
concentrations may give somewhat different pat-
terns of anthropogenic climate change from sim-
ulations that only include increasing greenhouse
gas concentrations, even for the same global mean
warming.

A warmer atmosphere will be able to contain
more water vapour. As a result, the high extreme
values of daily precipitation are likely to increase
even in many of those areas where the average
precipitation remains unchanged or decreases (e.g.
Zwiers and Kharin 1998; Hegerl et al. 2004). On
the other hand, the number of precipitation days
is likely to decrease in many regions of the world,
including some regions with a slight increase in the
average precipitation (Hennessy et al. 1997; Räisä-
nen and Joelsson 2001; Räisänen et al. 2003).

3.2.3 Global Sea Level Rise

The thermal expansion of sea water, together with
melting of glaciers, is computed to increase the
globally averaged sea level by 9–88 cm from the
year 1990 to the year 2100 (Fig. 3.2e). The uncer-
tainty range is mostly associated with uncertain-
ties in modelling anthropogenic climate change,
ocean heat uptake and glacier behaviour. Because
globally averaged sea level responds to anthro-
pogenic climate changes with a substantial time
lag, differences between emissions scenarios have
only a limited effect on the projected sea level
changes during this century.

3.2.4 Global Warming and Sea Level Rise
After the Year 2100

The changes in global climate are expected to con-
tinue after the year 2100. Even if the atmospheric
greenhouse gas concentrations were stabilised, the
global mean temperature would still continue to
rise for several centuries, although at a reduced
rate. The additional global warming following the
stabilisation of the atmospheric composition might
exceed 1 C̊ (Cubasch et al. 2001, Fig. 9.19). The
thermal expansion of sea water will continue for
several centuries even after the surface tempera-
ture has stabilised, as the warming gradually pen-
etrates deeper into the ocean. The total increase
in global sea level due to thermal expansion alone
might reach 1–3m by the year 3000, assuming that
atmospheric greenhouse concentrations were sta-
bilised at a level equivalent to a quadrupling of
the pre-industrial CO2 concentration (Church et
al. 2001). In addition to this, a gradual melting of
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the Greenland ice sheet appears likely if the local
warming in Greenland exceeds 3 C̊ (Huybrechts
and De Wolde 1999). This would increase the
global sea level by about 7m. For a mid-range
scenario with a warming of 5.5 C̊ in Greenland,
about 3m of this increase would be realized by the
year 3000 (Church et al. 2001, Fig. 11.16). A de-
crease in the mass of the West Antarctic Ice Sheet
could also potentially increase the global sea level,
by up to 6m for a complete melting of the ice
sheet. Whether changes in this ice sheet are likely
to make a significant contribution to global sea
level rise during the next millennium is, however,
still debated (Church et al. 2001).

3.3 Anthropogenic Climate Change in the
Baltic Sea Basin: Projections from
Global Climate Models

Global climate models, also known as general cir-
culation models (the acronyme GCM is used in
both meanings and the two terms are used in-
terchangeably in this text) are used for numeri-
cal simulations of the global climate. These mod-
els aim to represent all the physical processes of
the atmosphere, land surface and oceans which
are thought to be important for determining the
evolution of climate on time scales extending up
to several centuries. Modelling over climatological
time scales on a global basis is computationally de-
manding, and this constrains the resolution that
can be used in the models. The horizontal reso-
lution of GCMs tends to be some 300 km in the
atmosphere and often about 150 km in the oceans.
This is sufficient for the models to reproduce the
major atmospheric and oceanic circulation pat-
terns and trends for climatological variables over
continental scales.

3.3.1 Global Climate Model Experiments

This section addresses projections of 21st century
anthropogenic climate change in the Baltic Sea
Basin using simulations made with global atmos-
phere–ocean general circulation models (GCMs).
The focus is on changes in time mean tempera-
ture and precipitation. However, to help the in-
terpretation of the temperature and precipitation
changes, changes in the atmospheric circulation
and in the North Atlantic thermohaline circula-
tion are also discussed briefly.

Before proceeding to specific aspects for the
Baltic Sea Basin, some general issues related to

anthropogenic climate change simulations are dis-
cussed. Three main questions are addressed in
this introductory subsection: (i) what kind of an-
thropogenic climate change experiments have been
made with GCMs, (ii) which sets of model exper-
iments are used in this assessment, and (iii) how
anthropogenic climate changes are estimated from
the simulations.

Anthropogenic climate change experiments can
be broadly divided into two classes: scenario ex-
periments and sensitivity experiments. Scenario
experiments are conducted to provide plausible
projections of future climate. A prerequisite for
this is that the external forcing used in the sim-
ulations – changes in the concentrations of differ-
ent atmospheric greenhouse gases and aerosols – is
consistent with a plausible and internally consis-
tent emissions scenario, such as one of the SRES
scenarios. By contrast, sensitivity experiments are
mainly motivated by the need to study model be-
haviour. The forcing in these experiments is usu-
ally simple, such as an increase in atmospheric
CO2 with no other changes.

In this section, results from both sensitivity ex-
periments and scenario experiments on anthro-
pogenic climate changes in the Baltic Sea Basin
are discussed. In addition to results extracted
from published literature, some updates of ear-
lier calculations are presented. These updates are
based on two sets of model simulations: the so-
called CMIP2 experiments (Meehl et al. 2000),
and experiments based on the SRES forcing sce-
narios available from the IPCC Data Distribution
Centre (http://ipcc-ddc.cru.uea.ac.uk/).

CMIP2, the second phase of the Coupled Model
Intercomparison Project, is an intercomparison of
standard idealised anthropogenic climate change
experiments made with many climate models. For
this assessment, CMIP2 results for 20 models were
available. Each model has been used to make
two 80-year simulations: a control simulation with
constant (approximately present-day) CO2 con-
centration and an increased greenhouse gas sim-
ulation with gradually (1% per year compound)
increasing CO2.

The increase in CO2 concentration in the
CMIP2 greenhouse runs, with a doubling over 70
years, is faster than that projected to occur under
any of the SRES scenarios. On the other hand,
the concentrations of other greenhouse gases such
as CH4 and N2O are kept constant in CMIP2, al-
though increases in these gases are actually likely
to amplify the global warming in the real world.
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As a result, the rate of global warming in the
CMIP2 greenhouse runs compares well with sim-
ulations based on mid-range SRES forcing scenar-
ios. The same conclusion holds for the main geo-
graphic patterns of anthropogenic climate change.
This is both because the increase in CO2 is pro-
jected to be the main cause of anthropogenic cli-
mate change during this century and because the
geographic patterns of simulated anthropogenic
climate change tend to be reasonably insensitive to
the exact nature of the forcing (Boer and Yu 2003;
Harvey 2004). Anthropogenic climate changes in
the CMIP2 simulations are reported in Sect. 3.3.3.

The main limitation of the CMIP2 data set in
the context of projecting anthropogenic climate
changes is the fact that the experiments are based
on a single forcing scenario and lack aerosol ef-
fects. As a result, this set of simulations will tend
to underestimate the uncertainty of anthropogenic
climate changes in the real world.

An analysis of the temperature and precipita-
tion changes in the Baltic Sea Basin in the SRES
simulations is given in Sect. 3.3.4. This analysis
is based on a smaller number of models than are
available in CMIP2, but it allows us to explore how
the simulated anthropogenic climate changes de-
pend on the assumed evolution of greenhouse gas
and aerosol emissions. Readers interested in quan-
titative, internally consistent projections of an-
thropogenic climate change in the Baltic Sea Basin
should primarily use the SRES-based information
in Sect. 3.3.4, rather than the CMIP2-based re-
sults in Sect. 3.3.3. In addition, the SRES-based
GCM simulations are more directly comparable
with the regional climate model results reported
in Sect. 3.5 than the CMIP2 simulations.

The models used in this section are listed in
Table 3.1. CMIP2 simulations are available for
20 models and SRES simulations for seven mod-
els. One of the SRES models (CCSR/NIES2) is,
however, excluded for most of the analysis as ex-
plained below. Most of the models in the SRES
data set also participated in CMIP2. However,
the SRES data set includes a more recent ver-
sion of the Canadian Centre for Climate Mod-
elling and Analysis model (CGCM2) than CMIP2
(CGCM1).

Model-based estimates of anthropogenic cli-
mate change are usually computed from the dif-
ference in climate between two simulated periods,
a scenario period and a control period. In tran-
sient scenario simulations, which typically span
the whole time range from some time in the 19th

or 20th century to the late 21st century, the con-
trol period is often chosen as 1961–1990, corre-
sponding to the presently used WMO normal pe-
riod. One or more scenario periods are chosen
from later times in the same continuous simula-
tion, as demonstrated in Fig. 3.5. In sensitiv-
ity experiments, a separate control run with no
anthropogenic forcing is often made to estimate
the control period climate, as already mentioned
for the CMIP2 simulations. In neither case are
anthropogenic climate changes estimated by com-
paring simulated future climate directly with ob-
served present-day climate, due to systematic er-
rors in the models. Differences between simulated
and observed present-day climate are often com-
parable to, or in some cases even larger than, dif-
ferences between simulated future and present-day
climates. However, if model errors are assumed to
have similar effects on the simulated present-day
and future climates, their net effect approximately
vanishes when taking the difference.

The performance of models in simulating pre-
sent-day climate provides one means for estimat-
ing their reliability. Prior to presenting model-
based projections of future anthropogenic cli-
mate change, the simulation of present-day cli-
mate in the Baltic Sea Basin is therefore discussed
(Sect. 3.3.2). It is difficult to compress the evalu-
ation of model-simulated climate into a single fig-
ure of merit, and it is even more difficult to con-
vert this information to a quantitative estimate of
model credibility in simulating anthropogenic cli-
mate changes. This is partly because the mod-
els are complex, but also because good perfor-
mance in simulating the present climate in some
area might hide compensating errors between dif-
ferent parts of the model. In fact, models that
simulate the present climate with similar skill may
simulate widely different changes in climate when
forced with increased greenhouse gas concentra-
tions (e.g. Murphy et al. 2004; Stainforth et al.
2005). Thus, when anthropogenic climate change
simulations are available for several models, a com-
parison between the simulated changes probably
gives a more direct measure of uncertainty than
an evaluation of the control climates. However, it
is important to remember the caveat that anthro-
pogenic climate changes in the real world may in
principle fall outside the range of model results.

In what follows, the ability of global climate
models to simulate the present climate in the
Baltic Sea area (Sect. 3.3.2) is first addressed. Af-
ter this, model-simulated anthropogenic climate
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Fig. 3.5. Estimation of anthropogenic climate changes from a model-simulated time series (in this case, the
summer mean temperature in northern Europe in the HadCM3 simulation forced by the SRES-A2 scenario).
The first horizontal line shows the mean of the time series for years 1961–1990, and the remaining three lines the
means for periods 2010–2039, 2040–2069 and 2070–2099. Temperature changes for the latter 30-year periods
are calculated by subtracting the mean for 1961–1990 from the mean in the corresponding period

changes in the region are addressed (Sects. 3.3.3–
3.3.4). The aims in Sect. 3.3.3 are more qualita-
tive than quantitative. The purpose is to give an
overview of the typical features of anthropogenic
climate change in the Baltic Sea Basin in green-
house gas experiments and of the intermodel dif-
ferences, but the results are not intended to be
interpreted as quantitative anthropogenic climate
change projections for the real world. Exam-
ples of such quantitative projections are given in
Sect. 3.3.4 for different SRES emission scenarios.

3.3.2 Simulation of Present-day Climate from
Global Climate Models

Although the global geographic distributions of
present-day temperature and precipitation clima-
tes are generally well simulated by GCMs, biases
on the regional scale may be substantial (McAva-
ney et al. 2001; Giorgi et al. 2001). Model per-
formance in simulating the climate in northern
Europe has been the subject of several studies,
including multi-model intercomparisons by Räisä-
nen (1994, 2000) and Jylhä et al. (2004). In this
subsection, these earlier studies are complemented
and updated by presenting some results specifi-
cally tailored for the Baltic Sea Basin. Area means

of simulated temperature and precipitation were
then calculated over the land area in the Baltic
Sea Basin, indicated by shading in Fig. 3.9. The
model results were compared with observational
estimates derived from the University of East An-
glia Climate Research Unit (CRU) climatology
(New et al. 1999) representing the period 1961–
1990.

Figure 3.6 compares the seasonal cycles of tem-
perature and precipitation, as averaged over the
land area in the Baltic Sea Basin, between the
CMIP2 control simulations and the CRU analy-
sis. The variation between the models is large. In
a few extreme cases, simulated monthly temper-
atures differ by about 8–10 C̊ from the observa-
tional estimate. The largest cold and warm bi-
ases tend to occur in the winter half-year, from
November to April, but in one model there is also
a very large warm bias in summer. However, be-
cause the simulated temperatures are distributed
on both sides of the observed values, the 20-model
mean temperatures are mostly close to those ob-
served. A slight average cold bias is present in
most months of the year, but this bias is gener-
ally small compared with the differences among
the models. The only exception is spring, when
the cold bias is about 2 C̊.
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Fig. 3.6. Average seasonal cycles of (a) temperature and (b) precipitation over the total land area of the
Baltic Sea Basin. The thin solid lines represent the control run climates of the 20 individual CMIP2 models
and the thick solid line the 20-model mean. The dashed lines give observational estimates derived directly
from the CRU climatology (New et al. 1999). For precipitation, a corrected observational estimate is also given
(dotted, see text for details)

A more detailed look at different parts of the
Baltic Sea Basin reveals that temperature biases
vary across the region. In winter, in particular,
there is a marked contrast between the eastern
parts (Finland and western Russia) and the north-
western parts (particularly central and northern
Sweden) of the basin. In the former area, average
simulated winter temperatures are 1–4 C̊ below
the observed values, in the latter several C̊ above
them (see Fig. 2 in Räisänen 2000). Räisänen
(2000) attributed the warm bias in north-western
Scandinavia to the relatively coarse resolution of
the models, which allows the influence of the At-
lantic Ocean to extend further inland in the sim-
ulations than in reality. He likewise noted that
the smoothening and lowering of the Scandina-
vian mountains associated with the coarse reso-
lution might also contribute to the warm bias in
this area.

The seasonal cycle of precipitation is simulated
less well by the models than that of temperature
(Fig. 3.6b). The scatter among the models is large
in all seasons, but it is particularly pronounced in
late summer (July–August). A few of the mod-
els simulate an annual minimum of precipitation
in this time of the year, in contrast to the maxi-
mum shown by observations, but there are also a
few models with an over-pronounced summer max-
imum in precipitation.

Verification of model-simulated precipitation is
complicated by the tendency of gauge measure-
ments to underestimate the actual precipitation,
particularly in winter when much of the precipita-
tion falls as snow. The CRU analysis is based in
most regions on uncorrected measurements (New
et al. 1999) and it thus also suffers from this
problem. Figure 3.6b therefore also shows a cor-
rected precipitation estimate, which was obtained
by multiplying the uncorrected CRU values with
coefficients based on the work of Rubel and Hantel
(2001), as detailed in Jones and Ullerstig (2002)
and Räisänen et al. (2003) (see also Sect. 2.1.3).
The correction is relatively small in summer but
it amounts to about 40% in winter and 19% in the
annual mean (Räisänen et al. 2003). The 20-model
mean simulated annual precipitation is 30% above
the uncorrected observational estimate, but only
9% above the corrected estimate. If the correction
is not too small, a large majority of the models
simulate too much precipitation in winter and in
spring (Fig. 3.6b).

The ability of GCMs to simulate small-scale re-
gional variations in precipitation is severely lim-
ited by the coarse resolution of these models. This
is particularly evident in the vicinity of high orog-
raphy, such as the Scandinavian mountains. Ob-
servations show a very steep contrast between
abundant precipitation on the western slopes of
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Fig. 3.7. Annual area means of temperature (horizontal axis) and precipitation (vertical axis) over the Baltic
Sea Basin land area (a) in the CMIP2 control simulations and (b) in the SRES simulations for the years
1961–1990. The plus sign (+) represents the observational estimate derived directly from the CRU climatology
and the cross (×) the estimate including the precipitation correction mentioned in the text

the mountain range and much less precipitation
on the eastern side, but in GCMs this contrast
is much less pronounced (Rummukainen et al.
1998; Räisänen and Döscher 1999; Räisänen 2000).
Thus, some of the precipitation that should fall
down in Norway spills in the models over to the
Baltic Sea Basin, particularly to central and north-
ern Sweden.

Simulated annual area means of temperature in
the Baltic Sea Basin land area vary from −0.8 C̊
to 7.1 C̊, 14 of the 20 models being colder than the
CRU observational estimate of 4.2 C̊ (Fig. 3.7a).
The 20-model range in annual area mean precip-
itation is from 460 to 1080mm, to be compared
with uncorrected and corrected observational es-
timates of 610 and 720mm. For comparison,
Fig. 3.7b shows the control period (1961–1990) an-
nual area means of temperature and precipitation
for the set of models that will be used in Sect. 3.3.4
for deriving projections of anthropogenic climate
change under the SRES forcing scenarios. Among
these models, the annual area mean precipitation
is between 680 and 880mm, being thus reason-
ably close to the corrected observational estimate.
The simulated annual area mean temperature is
within 1 C̊ of the observed value in four of the
seven models but clearly too low in the remaining
three models.

One of the factors that affect the simulated tem-
perature and precipitation climate is the simu-

lation of atmospheric circulation. The observed
(National Centres for Environmental Prediction
reanalysis; Kistler et al. 2001) and average CMIP2
control run distributions of winter and summer
mean sea level pressure are compared in Fig. 3.8.
The general features of the observed and simulated
pressure distributions are very similar, although
this similarity hides substantial variations among
the individual models (Räisänen 2000). However,
the wintertime extension of the Icelandic low to-
wards the Barents Sea is not simulated well. The
average simulated pressure in winter is slightly too
high over the northernmost North Atlantic and
the Barents Sea, and slightly too low over Europe
approximately at 50◦–65◦ N. A similar pattern
of pressure biases occurs in spring (not shown).
These biases in the average pressure field suggest
that in most models the eastern end of the North
Atlantic cyclone track is too zonally oriented, with
too little cyclone activity over the European sec-
tor of the Arctic Ocean and too much activity over
the European mainland. Räisänen (2000) specu-
lated that this may contribute to the mentioned
excess of winter and spring precipitation over at
least some parts of northern and central Europe.

A few studies have compared model-simulated
interannual variability with observations. Jylhä
et al. (2004) note that the interannual standard
deviation of Finland area mean temperature in
1961–1990 was 1.1 C̊, whereas the six models stud-
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Fig. 3.8. Distribution of mean sea level pressure in winter (top) and summer (bottom) as observed in 1961–1990
(Kistler et al. 2001) and as averaged over the CMIP2 simulations. Contours are drawn at every 2 hPa

ied by them simulated values between 0.9 C̊ and
1.3 C̊. The coefficient of variation of observed an-
nual area mean precipitation was 12%, whereas
model-simulated values ranged from 8% to 13%.
Räisänen (2001b) averaged the local interannual
standard deviation of monthly temperature and
precipitation over 19 models and over all land grid
boxes within Finland, Sweden, Norway and Den-
mark. He found the models to reproduce the ob-
served seasonal cycle of temperature variability,
with much larger variability in winter than in sum-
mer. The magnitude of the simulated variability
was also in agreement with observations except in
April and November, when the simulated variabil-
ity was too large. The average standard deviation
of monthly precipitation was close to that observed
in winter and spring but below the observed val-
ues in summer and autumn. However, because the
simulated mean precipitation was too high in win-
ter and spring, the relative variability of monthly
precipitation was too small in all months.

This is qualitatively as expected, because the
resolution of the models is not sufficient to cap-
ture the details of individual precipitating weather
systems. However, the simulated relative variabil-
ity still remained below the observational estimate
when the latter was derived from observations first
aggregated to model grid boxes.

The atmospheric circulation over Europe (see
also Annex 1.2) varies substantially from year to
year, which leads to variations in temperature,
precipitation, windiness and other aspects of the
surface climate. A large part of this variation
is associated with the North Atlantic Oscillation
(NAO; Hurrell and van Loon 1997; Hurrell et al.
2003; Annex 7), particularly in winter. A positive
(negative) NAO index indicates stronger (weaker)
than average westerly flow over the North At-
lantic at about 50–60◦ N. Global climate mod-
els simulate NAO variability with many proper-
ties in agreement with observations, including its
spatial signature in the pressure (Osborn et al.
1999) and temperature fields (Stephenson and Pa-
van 2003), and the temporal autocorrelation struc-
ture (Stephenson and Pavan 2003). However, as
pointed out by Stephenson and Pavan (2003) and
Osborn (2004), different models simulate NAO
variability with different skill, the amplitude of the
variability also varying between models.

The causes of the observed strong positive trend
in the NAO index from the early 1960’s to the
early 1990’s are still poorly understood. In the
light of model simulations, the trend appears to be
at the outer limits of what could be expected from
internal variability alone, although this conclusion
may be sensitive to the exact definition of the NAO
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index and to the magnitude of the simulated inter-
nal variability (Osborn 2004; Selten et al. 2004).
This suggests that the trend might have been at
least in part externally forced. However, it is not
clear whether the trend can be attributed to in-
creased greenhouse gas concentrations, since most
models simulate only modest changes in NAO in
response to greenhouse gas forcing (Räisänen and
Alexandersson 2003; Osborn 2004). Stratospheric
ozone depletion might also have affected the trend
in the NAO index (Volodin and Galin 1999), but
recent model results do not support the idea that
it would have made a major contribution (Shin-
dell et al. 2001; Gillett et al. 2003). Scaife et al.
(2005) show that the observed NAO trend is repro-
duced well in a climate model simulation with a
prescribed increasing trend in stratospheric west-
erlies resembling that observed from 1965 to 1995.
However, their study does not explain why the
stratospheric winds changed. Similarly, although
studies by Hurrell et al. (2004), Hoerling et al.
(2004) and Selten et al. (2004) suggest that the
observed trend in the NAO index has been partly
triggered by changes in the distribution of sea sur-
face temperature in the tropical Indian Ocean, the
cause of these changes (internal variability or an-
thropogenic forcing) is still unclear.

3.3.3 Projections of Future Climate from
Global Climate Models

In this and the following subsection, we assess
GCM-simulated anthropogenic climate changes in
northern and central Europe in general and within
the Baltic Sea Basin in particular. The aim of this
subsection is to give an overview of the tempera-
ture and precipitation changes typically simulated
by GCMs when forced by increasing greenhouse
gas concentrations, of the differences in the model
projections and of the factors that may affect the
simulated temperature and precipitation changes
and the intermodel differences. Most of this sub-
section is based on the idealised CMIP2 simula-
tions, which are available for a significantly larger
number of models than simulations based on the
more detailed SRES forcing scenarios.

3.3.3.1 Temperature and Precipitation

The globally and annually averaged warming at
the time of the doubling of CO2 in the CMIP2 sim-
ulations varies from 1.0 to 3.1 C̊, with a 20-model
mean of 1.7 C̊. The 20-model mean in north-
ern Europe is about 2.5 C̊, or 50% larger than

the global mean warming, with somewhat greater
warming in winter than in summer (left column
of Fig. 3.9). The warming in winter typically in-
creases from southwest to northeast, from the At-
lantic Ocean towards the inner parts of Eurasia
and the Arctic Ocean. The warming in summer
has a slight tendency to increase towards south-
east, but the gradient in this season is weaker
than in winter. The changes in spring and autumn
are generally between those in winter and summer
(e.g. Räisänen 2000). The simulated annual pre-
cipitation increases, on the average, by about 10%
in northern Europe (middle column of Fig. 3.9). In
Central Europe, including the southernmost parts
of the Baltic Sea Basin, the average model results
suggest an increase in precipitation in winter but a
decrease in summer. In northern Europe, precip-
itation increases in most models throughout the
year, but less in summer than in the other seasons
(Räisänen 2000, 2001b).

All the CMIP2 models simulate an increase
in both the annual area mean temperature and
the annual area mean precipitation in the Baltic
Sea Basin land area. However, the magnitude of
the changes varies substantially among the mod-
els (Fig. 3.10a). The range in annual tempera-
ture change is from 0.7 C̊ to 6.9 C̊ with a mean of
2.6 C̊, and that in precipitation change from 3%
to 22% with a mean of 8%. One of the models
(CCSR/NIES2) simulates much larger increases
in both temperature and precipitation than any
of the others. This model also stands out as the
one with the largest global mean warming in the
CMIP2 data set (3.1 C̊, to be compared with the
second largest value of 2.1 C̊).

Some variation between the anthropogenic cli-
mate changes simulated by the various models
would be expected simply as a result of the
internal variability that accompanies the forced
anthropogenic climate change in the simulations
(Cubasch et al. 2001; Räisänen 2000, 2001a).
However, the differences in change between the
models are too large to be explained by this fac-
tor alone. An estimation of internal variability in
the CMIP2 simulations using the method of Räisä-
nen (2001a) suggests that only about 7% of the
intermodel variance in Baltic Sea Basin land area
annual mean temperature change is due to inter-
nal variability. For annual precipitation change,
the corresponding fraction is 17%. This implies
that most of the differences in precipitation change
and, particularly, temperature change are directly
caused by the differences between the models. The
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Fig. 3.9. Changes in temperature (left ), precipitation (middle) and sea level pressure (right ) around the time
of the doubling of CO2 (model years 61–80) as averaged over the CMIP2 models. Results are shown for winter
(DJF = December–January–February), summer (JJA = June–July–August) and the annual mean (ANN). The
contour interval is 1 C̊ for changes in temperature, 5% for changes in precipitation and 0.5 hPa for changes in
sea level pressure. The shading indicates the Baltic Sea Basin land area

same conclusion also generally holds for seasonal
temperature and precipitation changes, although
the relative importance of internal variability is
larger on the seasonal than on the annual time
scale.

The changes in temperature and precipitation
tend to be positively correlated (Fig. 3.10a). This
is the case in winter, spring and autumn, but
not in summer. As argued by Räisänen (2000),
the positive correlation in winter and in the tran-
sitional seasons is consistent with the Clausius–
Clayperon relationship. The larger the increase in
temperature, the larger the increase in the capa-
bility of air to bring moisture from lower latitudes
and the Atlantic Ocean to northern Europe. The
lack of positive correlation in summer is consis-

tent with the smaller relative importance of atmo-
spheric moisture transport, as opposed to the local
evaporation, in providing the precipitating water
in this season (Numaguti 1999). In addition, feed-
backs associated with soil moisture and/or cloudi-
ness may play a role. When evaporation becomes
restricted by a drying out of the soil, this tends
to induce both a decrease in precipitation and an
increase in temperature due to increased sensible
heat flux and increased solar radiation allowed by
reduced cloudiness (Wetherald and Manabe 1995;
Gregory et al. 1997).

The simulated annual mean warming in the
Baltic Sea Basin is strongly correlated (r = 0.8, al-
though this is reduced to r = 0.6 if CCSR/NIES2
is excluded) with the global mean warming as
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Fig. 3.10. (a) Changes in annual area mean temperature (horizontal axis) and precipitation (vertical axis) in
the Baltic Sea Basin land area in the CMIP2 simulations, (b) Changes in global mean temperature (horizontal
axis) and Baltic Sea Basin land area mean temperature (vertical axis; note the difference in scale), (c) Control
run mean temperature (horizontal axis) and temperature change in the Baltic Sea Basin land area (vertical
axis). The models for which SRES simulation data are also available are shown with special symbols, as
detailed in the first panel

shown in Fig. 3.10b. Despite this correlation, the
ratio between the warming in the Baltic Sea Basin
and the global mean warming varies considerably
between the models. In three of the 20 models, the
warming in the Baltic Sea Basin is more than twice
the global mean warming, and in another three
models the Baltic Sea Basin warms less than the
world on the average. In the remaining 14 models,
the warming in the Baltic Sea Basin exceeds the
global mean warming but less than by a factor of
two.

There is a slight tendency of the Baltic Sea
Basin annual mean temperature to increase more
in those models in which the simulated control
run temperatures are low (Fig. 3.10c). This ten-
dency, which is strongest in winter, is consis-
tent with the idea that feedbacks associated with
changes in snow and ice cover should be stronger
in a colder climate with more extensive snow and
ice cover (Rind et al. 1995). In addition, mod-
els with low wintertime near-surface temperatures
are more likely to have a stable boundary layer
characterized by a surface inversion (e.g. Räisänen
1994). Strong stability suppresses vertical mixing
in the atmosphere and may therefore allow strong
greenhouse-gas-induced warming in the lowest tro-
posphere even if the warming at higher levels is
modest (Mitchell et al. 1990).

3.3.3.2 Atmospheric and Oceanic Circulation

Temperature and precipitation changes in the
Baltic Sea Basin may also be affected by changes

in atmospheric and oceanic circulation. To charac-
terise the changes in atmospheric circulation in the
CMIP2 simulations, the average changes in time
mean sea level pressure are shown in the right col-
umn of Fig. 3.9 (because of incomplete data avail-
ability, only 17 models are included in the average
in this case). The maps suggest a slight decrease in
sea level pressure over the northernmost North At-
lantic and the Arctic Ocean throughout the year,
and smaller decreases or slight increases further
south over the Atlantic Ocean and in central Eu-
rope. This pattern of change implies a slight in-
crease in westerly winds over the northern North
Atlantic and northern Europe, qualitatively simi-
lar to the recent wintertime changes. However, the
amplitude of the 17-model mean pressure changes
is very small, although partly as a result of op-
posing changes in different models (e.g. Räisänen
2000).

Some studies have addressed how simulated cir-
culation changes impact on changes in tempera-
ture and precipitation. Regression-based calcula-
tions of Rauthe and Paeth (2004) suggest that, in
winter, average model-simulated changes in atmo-
spheric circulation would warm northern Europe
by 0.2–0.6 C̊ by the year 2050 from the period
1900–1980, as compared with a total warming of
about 3 C̊ for the forcing scenario used in their cal-
culations. They also found a circulation-induced
increase in winter precipitation in northern Eu-
rope, particularly Norway, but little contribution
to either the changes in temperature or precipita-
tion in central Europe. Their results indicate that,
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although circulation changes may make some con-
tribution to European temperature and precipita-
tion changes, they are not likely to be the dom-
inant agent of change. Similarly, Stephenson et
al. (2006) found that changes in the NAO index
only have a minor effect on the changes in winter
temperature and precipitation in the CMIP2 simu-
lations. In another study, Jylhä et al. (2004) com-
pared the simulated temperature changes in Fin-
land under the SRES A2 and B2 forcing scenarios
with the changes in the westerly component of the
geostrophic wind. In all seasons except for sum-
mer, they found a positive correlation between the
two parameters, with models with a larger increase
in westerly flow simulating larger warming. How-
ever, they only studied results from five models.

In summary, results from global climate mod-
els would suggest that changes in the atmospheric
circulation are likely to have only a secondary im-
pact on future changes in temperature and pre-
cipitation in the Baltic Sea Basin. On the other
hand, simulations with regional climate models
(see Sect. 3.5) indicate that circulation changes
may nevertheless be very important for some as-
pects of anthropogenic climate change, such as
changes in average and extreme wind speeds and
the regional details of precipitation change in
mountainous areas.

The relatively modest role that circulation
changes appear to play in most anthropogenic
climate change simulations is in apparent con-
trast with recently observed interdecadal varia-
tions in climate. In particular, a persistently posi-
tive phase of the NAO has been pointed out as the
main cause of the series of mild winters that has
characterised the climate in northern Europe since
the late 1980’s (Tuomenvirta and Heino 1996; Räi-
sänen and Alexandersson 2003; Sect. 2.1.2.1). If
the model results are realistic, they imply that the
recent circulation changes, particularly the strong
positive trend in NAO from the 1960’s to the
1990’s, cannot be necessarily extrapolated to the
future. At least in some climate models, NAO
trends comparable to that recently observed oc-
cur purely as a result of internal climate variability
(e.g. Selten et al. 2004). On the other hand, some
studies (Shindell et al. 1999; Gillett et al. 2003)
have suggested that current climate models may
underestimate the sensitivity of the atmospheric
circulation to greenhouse gas forcing.

Another significant source of uncertainty for fu-
ture anthropogenic climate change in Europe is the
behaviour of the North Atlantic Ocean circulation.

At present, the Atlantic Ocean transports about
1.2PW of heat poleward of 25◦ N, or 20–30% of
the total heat flux carried by the atmosphere–
ocean system at this latitude (Hall and Bryden
1982). The large northward heat transport in the
Atlantic Ocean is one of the reasons for the rel-
atively mild climate in northern and central Eu-
rope, as compared with other regions in the same
latitude zone. Much of the oceanic heat transport
is due to the so-called thermohaline circulation
(THC). This circulation includes the Gulf Stream
and the North Atlantic Drift at the surface, and a
southward return flow in the deep ocean. The sur-
face and deep currents are connected by convective
sinking of water that is thought to occur at several
locations in the northernmost North Atlantic.

In experiments with increased greenhouse gas
concentrations, most GCMs simulate a decrease
in the strength of the THC. This is caused by
a decrease in the density of the surface water
in the northern North Atlantic, which suppresses
ocean convection. Both increased water tempera-
ture and reduced salinity associated with increased
precipitation and river runoff may reduce the wa-
ter density, but the precise mechanisms seem to
be model-dependent (Cubasch et al. 2001). More
importantly, the magnitude of the change differs
greatly between different models. While most of
the models studied by Cubasch et al. (2001) sim-
ulated a 30–50% decrease in the THC by the year
2100 when forced with a middle-of-the-range forc-
ing scenario, some of them showed only a small
decrease and one (Latif et al. 2000) no decrease
at all. None of these models simulated a complete
shutdown of the THC in the 21st century, although
some simulations (e.g. Stocker and Schmittner
1997; Stouffer and Manabe 2003) suggest that this
might be possible later.

Another important question is the sensitivity of
the European climate to changes in the THC. In
some simulations with increasing greenhouse gas
concentrations, weakening of the THC leads to
slight local cooling in the northern North Atlantic.
However, the cooling is generally limited to a small
area. Thus, higher temperatures are simulated in
Europe despite reduced THC intensity (as shown
by the results presented in this report), although
the decrease in THC may act to reduce the mag-
nitude of regional warming.

However, there have been at least two model
simulations in which changes in the THC have lead
to slight cooling along the north-western coasts of
Europe. In the GISS2 CMIP2 simulation (Rus-



3.3. Anthropogenic Climate Change in the Baltic Sea Basin 151

Fig. 3.11. Differences in percent between control and scenario for the seasonal means of the geostrophic wind
speed from 17 CMIP2 GCM simulations. The mean and the error bar (± one standard deviation) of the
changes in the 17 GCMs are also plotted (from Chen et al. 2006)

sell and Rind 1999), slight cooling is simulated in
northern and western Scandinavia. Most of the
Baltic Sea Basin warms up even in this model, but
the warming is weaker than in the other CMIP2
simulations. A later version of the same model
simulates stronger warming in northern Europe
(Russell et al. 2000), but results similar to those of
Russell and Rind (1999) were recently reported for
another model by Schaeffer et al. (2004). In both
cases the cooling in northern Scandinavia is an ex-
tension of stronger cooling in the sea area between
Scandinavia and Svalbard. Schaeffer et al. (2004)
show that the cooling is caused by a local expan-
sion of sea ice triggered by a shutdown of ocean
convection in this area. Other convection sites re-
main active in their model, so that the overall in-
tensity of the THC is only moderately reduced.
Their analysis suggests that the impact of THC
changes on the atmospheric climate depends not
only on the overall change in THC intensity but
also on the regional details of the change. The at-
mospheric climate appears to be particularly sen-
sitive to changes in ocean convection near the ice
edge.

In summary, there is uncertainty in both the
future changes in the Atlantic THC and the sen-
sitivity of the European climate to these changes.
However, models give at most very limited sup-
port to the idea that changes in the THC would
turn the greenhouse-gas-induced warming to cool-
ing. Furthermore, the risk of cooling appears to

decrease with increasing distance from the north-
western coastlines of Europe.

3.3.3.3 Large-scale Wind

Analysis of surface wind at regional scale for
present climate is rare, as are such studies in the
anthropogenic climate change context. This is due
to the facts that homogeneous wind measurements
hardly exist (Achberger et al. 2006) and analysis
of model simulations is usually focused on tem-
perature and precipitation. The few works deal-
ing with change in wind concern wind high up
in the atmosphere (Pryor and Barthelmie 2003),
surface wind (10m) from reanalysis (Pryor et al.
2005a; “reanalysis” is described in Sect. 3.5.1.1),
or geostrophic wind derived from surface pres-
sure data (Alexandersson et al. 2000; see also
Sect. 2.1.5.4). Recently, Chen and Achberger
(2006) analysed surface wind measurements at a
few Swedish stations in relation to the large scale
geostrophic wind over the Baltic Sea. They ex-
pressed this in terms of circulation indices (Chen
et al. 2006; see also Fig. 3.16) as well as grid-
ded 10m wind in relation to the geostrophic wind
of the NCEP reanalysis for the grid box over
Stockholm (57.5–60◦ N, 15–17.5◦ E). They con-
cluded that there is a strong relationship be-
tween the observed station and the grid surface
wind speeds, as well as with the geostrophic wind
speeds. This opens the possibility of estimating
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changes in regional surface wind using information
on geostrophic wind derived from surface pres-
sure data. They used simulated sea level pressure
from the standardised global climate model simu-
lations of the CMIP2 project (Meehl et al. 2000;
see Sect. 3.3.1) to estimate changes in the surface
wind over the Baltic region centered around Stock-
holm.

The GCM-simulated changes in the geostrophic
wind are estimated by comparing means from the
last 30-year period in the enhanced greenhouse
runs with means from the entire 80-year period in
the control runs. The last 30 years of the CMIP2
scenario approximately represent the period when
doubling of CO2 from present day levels is reached,
and the difference between the future and present
climates can be considered as a response to the
doubled CO2.

Since 17 different GCMs were used, the spread
of the estimates can be taken as a measure of the
uncertainty associated with global climate models
(Chen et al. 2006). Figure 3.11 displays the rela-
tive change in geostrophic wind. As there exists
a close linear relationship between the large scale
geostrophic and the grid surface (10m) winds over
the period 1948–2004, the percent change in the
geostrophic wind speed would reflect the percent
change in the surface wind if the linear relation
also holds in the future. Whether this assump-
tion will be valid or not depends on the changes in
the vertical stability of the atmosphere. The ma-
jority of models indicate an increase in the wind
speed, mainly caused by an increased westerly
wind. With the help of a t-test at the 5% level, it
was determined that none of the negative changes
are considered significant, while some of the pos-
itive changes in each season are significant (2, 2,
3, 3 and 5 of 17 for winter, spring, summer, au-
tumn and annual means, respectively). The mean
changes for winter, spring, summer, autumn and
annual means are 3.5%, 2.6%, 4.9%, 5% and 3.8%,
respectively.

3.3.4 Probabilistic Projections of Future Cli-
mate Using Four Global SRES Scenarios

According to present understanding, it is likely
that future radiative forcing will fall within the
range defined by the four SRES scenarios B1, B2,
A2 and A1FI (for a brief description of the scenar-
ios, see Annex 6). Therefore, it is reasonable to
employ this set of SRES scenarios in constructing
anthropogenic climate change projections, instead

of a single CMIP2 or SRES scenario. Each SRES
scenario is based on internally consistent assump-
tions about future development, in contrast to the
idealised CMIP2 scenario.

In this subsection we concentrate on present-
ing anthropogenic climate change projections for
the time period 2070–2099, relative to the baseline
period 1961–1990. This is a commonly studied pe-
riod as the ratio of climate change signal to noise
due to internal variability is higher than for ear-
lier years. Moreover, the various SRES scenarios
do not diverge much until the middle of the 21st

century (Fig. 3.2d). Scenarios for time periods
earlier than 2070–2099 will be discussed briefly at
the end of this subsection.

As far as the authors are aware, there exists
no published research dealing with SRES-based
climate projections just for the Baltic Sea Basin.
Therefore, we have carried out the same calcula-
tions made in Ruosteenoja et al. (2007), tailoring
the analysis for this region.

In the IPCC Data Distribution Centre, SRES-
forced simulations were available for seven GCMs
(Table 3.1). Of these models, CCSR/NIES2 sim-
ulates very large increases in temperature and
precipitation compared to the remaining models
(Fig. 3.10a), the projections of the other six mod-
els being much closer to one another. Further-
more, the control climate of CCSR/NIES2 is far
too cold. Giorgi and Mearns (2002) suggested
that, in order for a GCM to have good reliabil-
ity in simulating regional anthropogenic climate
change, the model should simulate the present-day
climate with a small bias and climate projections
should not be too different from those given by
other GCMs. CCSR/NIES2 fails to fulfill either
of these conditions. In addition, the spatial res-
olution of that model is lower than in any other
GCM for which SRES runs are available (see Ta-
ble 3.1). Consequently, we omit CCSR/NIES2 in
this analysis. The six models incorporated in the
analysis have a horizontal grid spacing of ∼ 400 km
or smaller in the Baltic Sea Basin.

The responses to the A2 and B2 forcing sce-
narios have been simulated by all six of the mod-
els (see Table 3.1). The low-forcing B1 response
was available for HadCM3 and CSIRO Mk2, while
the high-forcing A1FI response was only avail-
able for HadCM3. Furthermore, HadCM3 was the
only model for which ensemble runs were avail-
able, the ensemble size being three for the A2 and
two for the B2 scenario. For most of the mod-
els, projections for the highest (A1FI) and lowest
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Fig. 3.12. The four subregions employed in representing the probability intervals of temperature and precip-
itation change

(B1) forcing scenario were composed employing a
super-ensemble pattern-scaling technique, devel-
oped and assessed in Ruosteenoja et al. (2007).
This method uses linear regression to represent
the relationship between the local GCM-simulated
temperature/precipitation response and the global
mean temperature change simulated by a sim-
ple climate model. The method has several ad-
vantages, for example, the noise caused by natu-
ral variability is reduced, and the method utilises
the information provided by GCM runs performed
with various forcing scenarios effectively. The
super-ensemble method proved especially useful in
a situation with only one A2 and one B2 simula-
tion available for an individual GCM. In such a
case, the conventional time-slice scaling from an
individual GCM response would excessively trans-
fer noise to the scaled response.

In anthropogenic climate change impact re-
search, it is generally not adequate only to con-
sider a deterministic estimate of the change, but
it is also of interest to know a range inside which
the projected anthropogenic climate change is ex-
pected to fall. We constructed 95% probability in-
tervals of spatially averaged temperature and pre-
cipitation change for two maritime and two conti-
nental regions of the Baltic Sea Basin. In winter in
particular, there is a distinct south-west to north-

east gradient in the geographical distribution of
average model-simulated temperature change.

The mean of 20 CMIP2 simulations is given
in Fig. 3.9, and a qualitatively similar pattern
was obtained by averaging the six SRES simu-
lations (not shown). Therefore, both the Baltic
Sea and the continental runoff area were divided
into a south-western and north-eastern subregion
(Fig. 3.12). The NE maritime region covers the
Gulf of Finland and the Gulf of Bothnia, the SW
region the Baltic Proper. Considering hydrolog-
ical applications, the two continental subregions
correspond to the runoff areas of the maritime sub-
regions. In individual GCMs horizontal resolution
is much coarser than in Fig. 3.12, and therefore
the results are not sensitive to the details of the
subdivision.

Since we have analysed six GCMs only, mod-
elled anthropogenic climate change projections ap-
plied as such do not give a statistically represen-
tative picture of regional anthropogenic climate
change. Instead, we have fitted the normal (Gaus-
sian) distribution to the set of model projections.
The validity of the normal distribution approxi-
mation was assessed in Ruosteenoja et al. (2007).
In all, the projections of the various GCMs were
found to follow the normal distribution fairly well.
Utilising the Gaussian approximation, we can con-
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struct 95% probability intervals (i.e. 2.5–97.5%)
for the temperature (T ) and precipitation (P )
change:

I∆T = ∆T ± 1.96s∆T ; I∆P = ∆P ± 1.96s∆P

where the means (denoted by an overline) and
standard deviations (s) are calculated from the
responses of the six models, separately for each
season, region and forcing scenario.

In calculating the means and standard devia-
tions needed to determine the probability inter-
vals, the total weight assigned to the HadCM3 en-
semble runs was twice that given to each of the
other models. Probability intervals for temper-
ature change are given in absolute terms, while
precipitation changes are expressed here in per-
centages to facilitate application of the results to
impact studies. In transforming the precipitation
changes into percentages (100%×DP/P ), the de-
nominator P is the baseline-period precipitation
averaged over the six GCMs, the weights being as
stated above.

The 95% probability intervals for temperature
change for each season, region and scenario are
depicted in Fig. 3.13. Even at the lower end
of the interval, the inferred temperature change
is invariably positive. In winter and spring, the
north-eastern part of the Baltic Sea Basin tends
to warm more than the south-eastern one, while
in the other seasons differences among the regions
are smaller. As far as the medians of the inter-
vals are concerned, the warming is a monotonic
function of the strength of the radiative forcing,
the A1FI forcing producing nearly double warm-
ing compared to B1.

However, the probability intervals are quite
broad, reflecting the large scatter among the pro-
jections of the various models. For example, in
both north-eastern regions the extreme estimates
for springtime temperature response to the A1FI
forcing range from < 3 C̊ to more than 10 C̊. An-
other striking feature is the fact that the proba-
bility intervals representing different forcing sce-
narios overlap strongly. Even for the B1 forcing,
the upper estimates are 4–6 C̊, the lower estimates
mostly being ∼1–2 C̊.

The 95% probability intervals for precipitation
change are presented in Fig. 3.14. With the ex-
ception of some regions in the intermediate sea-
sons, the 95% probability intervals intersect the
zero line. Consequently, in most cases even the
sign of the future precipitation change cannot be

established firmly. Especially in winter, the pro-
jections provided by the various models diverge
strongly, and probability intervals of the change
are broad. Compared with the large uncertainties
in the projections, differences among the various
subregions are fairly small. In studying the me-
dian estimate, summertime precipitation seems to
change little, by ±10%. In other seasons an in-
crease of 10–30% is projected.

As a rule of thumb, other probability inter-
vals can be derived from Figs. 3.13 and 3.14 in a
straightforward manner by adjusting the length of
the bar while keeping the middle point unchanged.
For instance, to obtain the 90% interval (i.e., an in-
terval excluding 5% of probability density at both
ends) the bar lengths must be multiplied by the
factor 1.645/1.960, in accordance with the fitted
normal distribution.

The time trends of change in temperature and
precipitation for the four emissions scenarios are
shown in Fig. 3.15. In the response to the A2
radiative forcing scenario, temperature increases
fairly linearly in time (Fig. 3.15a). For the A1FI
scenario, warming is more rapid in the second half
of the century, while both B scenarios show de-
creasing rates of warming during this time. The
scenarios deviate little from one another before
2030. However, the actual temperatures in indi-
vidual decades are affected by natural variability
as well as by anthropogenic forcing. In the curves
depicted in Fig. 3.15a, this influence is suppressed
by taking an average of several models and by the
application of temporal smoothing. As a conse-
quence of internal natural variability, one can ex-
pect that the actual tridecadal mean temperatures
may fluctuate up to 1 C̊ around the general warm-
ing trend (the estimate for the magnitude of nat-
ural variability is given in Fig. 3.15a). These as-
sessments do not take into account possible future
changes in external natural forcing agents, such as
the intensity of solar radiation.

In the simulations of future precipitation, as
shown in Fig. 3.15b, the influence of natural vari-
ability is thought to be much stronger than in
the temperature projection. For example, the
B2-forced precipitation change shows an apparent
rapid increase during the coming decades, whilst
later in the century the rate of change appears to
be much slower. However, it is difficult to know
if this is a reliable feature of the B2 scenario or
just a consequence of the fact that the effects of
natural variability are not filtered out completely
even when averaged over several models.
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Fig. 3.13. Seasonal GCM-driven 95% probability intervals of absolute temperature change (vertical bars)
from 1961–1990 to 2070–2099 for four subregions (defined in Fig. 3.12), derived from SRES-forced simulations
performed with six GCMs. Intervals are given separately for the A1FI (red ), A2 (black ), B2 (blue) and B1
(green) scenarios. The dot in the centre of the bar denotes the median of the interval

Fig. 3.14. Seasonal GCM-derived 95% probability intervals of precipitation change in percent. Intervals are
given separately for the A1FI (red ), A2 (black ), B2 (blue) and B1 (green) scenarios. The dot in the centre of
the bar denotes the median of the interval
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Fig. 3.15. Annual mean temperature (left) and precipitation anomalies for Finland relative to the mean of
the baseline period 1961–1990. Before the 1980’s the anomalies are based on observations, after that on the
mean of projections given by four GCMs (HadCM3, ECHAM4, NCAR-PCM and CSIRO-Mk2). Projections
are given separately for the A1FI, A2, B2 and B1 SRES radiative forcing scenarios. Curves are smoothed
by applying 30-year running means. The vertical bars on the left indicate the 95% probability intervals for
differences between two arbitrarily-chosen 30-year mean temperatures/precipitations in a millennial control
run with unchanged atmospheric composition, performed with two coupled GCMs (left bar – HadCM3; right
bar – CGCM2); these bars give a measure for internal natural variability (adapted from Jylhä et al. 2004)

Climate models are evolving continuously, and
we can anticipate that their ability to simulate the
response to anthropogenic climate forcing will im-
prove. The results discussed in this subsection are
based on a fairly small number of climate models.
In the future, new more accurate models are likely
to improve our picture of expected anthropogenic
climate change.

3.4 Anthropogenic Climate Change in the
Baltic Sea Basin: Projections from
Statistical Downscaling

Statistical downscaling (also called empirical
downscaling) is a way to infer local information
from coarse scale information by constructing em-
pirical statistical links between large scale fields
and local conditions (e.g. Zorita and von Storch
1997). Such statistical links can be used to de-
velop detailed local climate scenarios based upon
the output from global climate models. A number
of statistical downscaling studies have been per-
formed for the Baltic Sea Basin during the last
few years (Hanssen-Bauer et al. 2005). Statisti-
cal downscaling often involves analysis of observed
predictands and predictors, establishing downscal-
ing models between the two, and applying them to
global climate model outputs. This section focuses

on the last step for the Baltic region. Special at-
tention is paid to future projections.

3.4.1 Statistical Downscaling Models

Most of the downscaling studies for the Baltic Sea
Basin have so far been focused on monthly mean
temperature and precipitation (e.g. Murphy 1999,
2000), although other variables have also been
used as predictands.

For example, Linderson et al. (2004) tried to
develop downscaling models for several monthly
based statistics of daily precipitation (e.g. 75 and
95 percentiles and maximum values for daily pre-
cipitation) in southern Sweden, but found that
skillful models can only be established for monthly
mean precipitation and frequency of wet days.
Kaas and Frich (1995) developed downscaling
models for monthly means of daily temperature
range (DTR) and cloud cover (CC) for 10 Nordic
stations. Omstedt and Chen (2001), Chen and Li
(2004), and Chen and Omstedt (2005) developed
downscaling models for annual maximum sea ice
cover over the Baltic Sea and sea level near Stock-
holm. Even the phytoplankton spring bloom in
a Swedish lake has been linked to large scale at-
mospheric circulation and may thus be projected
by statistical downscaling (Blenckner and Chen
2003).
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Several large scale climate variables have been
used as predictors of the statistical models. Due to
its strong influences on the local climate (e.g. Chen
and Hellström 1999; Busuioc et al. 2001a,b), at-
mospheric circulation is usually the first candidate
as predictor. Among various ways to character-
ize the circulation, the Sea Level Pressure (SLP)
based geostrophic wind and vorticity, u, v and ζ
(see Fig. 3.16), are widely used (e.g. Chen 2000;
Linderson et al. 2004).

Fig. 3.16. Map showing the predictor domain of the
statistical model (adapted from Chen et al. 2006)

In their downscaling study of CC and DTR,
Kaas and Frich (1995) stated that the inclusion of
tropospheric temperature information among the
predictors is of fundamental importance for es-
timating greenhouse gas induced changes. They
thus used both the 500–1000 hPa thickness and
the sea level pressure (SLP) fields as predictors.
Several potential “signal-bearing” predictors have
been tested for downscaling precipitation. Hell-
ström et al. (2001) used large-scale absolute hu-
midity at 850 hPa (q850) as predictor for precipita-
tion, in addition to circulation indices. They con-
clude that changes in q850 seem to convey much of
the information on precipitation changes projected
by ECHAM4. Linderson et al. (2004) tested sev-
eral predictors for monthly mean precipitation and
frequency of wet days, including large-scale pre-
cipitation, humidity and temperature at 850 hPa
and a thermal stability index. They concluded
that large-scale precipitation and relative humid-
ity at 850 hPa were the most useful predictors in
addition to the SLP based predictors u, v and ζ.
Relative humidity was more important than pre-
cipitation for downscaling frequency of wet days,
while large-scale precipitation was more important
for downscaling precipitation.

3.4.2 Projections of Future Climate from
Statistical Downscaling

3.4.2.1 Temperature

Benestad (2002b, 2004) downscaled temperature
scenarios for localities in northern Europe using
17 climate simulations from 10 different global cli-
mate models, mainly based on the emission sce-
nario IS92a. A total of 48 downscaled temper-
ature scenarios were produced by using different
global simulations, predictors and predictor do-
mains. Though the models show a considerable
spread concerning projected warming rates, some
results seem to be robust. The projected warm-
ing rates are generally larger inland than along the
coast. The 48 scenario ensemble mean projected
January warming rate during the 21st century in-
creases from slightly below 0.3 C̊ per decade along
the west coast of Norway to more than 0.5 C̊ per
decade in inland areas in Sweden, Finland and
Norway (Benestad 2002b). This is shown in terms
of probabilities by Benestad (2004), who concludes
that under IS92a, the probability of a January
warming of 0.5 C̊ per decade or more is less than
10% along the Norwegian west coast, but more
than 70% in some inland areas in Sweden and Fin-
land. Another robust signal is that the projected
warming rates in Scandinavia are larger in winter
than in summer. Some models also show a ten-
dency for larger warming rates at higher latitudes,
though distance to the open sea seems to be more
important than latitude.

3.4.2.2 Precipitation

Some statistically downscaled scenarios for precip-
itation were produced applying only SLP-based
predictors (Busuioc et al. 2001b, Benestad 2002b).
These may be used to evaluate possible conse-
quences of changes in the atmospheric circula-
tion for future precipitation but not for estimat-
ing the total effect of increased concentrations of
greenhouse-gases on precipitation conditions. The
following is thus focused on precipitation studies
including additional predictors.

Hellström et al. (2001) used the SLP-based pre-
dictors (geostrophic wind and vorticity: u, v, ζ)
and large-scale q850 to deduce precipitation sce-
narios for Sweden from the global models HadCM2
and ECHAM4/OPYC3. Changes in precipitation
conditions were projected by studying the differ-
ences between 10-year control and scenario time-
slices. The downscaled precipitation scenarios for
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Fig. 3.17. Regional changes in percent for downscaled annual precipitation for four regions in Sweden and for
all of Sweden. Region 1 = southernmost, Region 2 = south, Region 3 = north, Region 4 = northernmost. The
numbered models are specified in Fig. 3.11. The mean and the error bar (± one standard deviation) of the
changes in the 17 GCMs are also plotted (adapted from Chen et al. 2006)

winter and spring show increased precipitation
in northern and north-western Sweden (approxi-
mately +20%) and reduced precipitation (approx-
imately −20%) in southern Sweden.

During autumn both models project a substan-
tial increase in north-western Sweden, but only
minor changes in the southernmost part. During
summer HadCM2 projects a substantial increase
over the entire country, while ECHAM4/OPYC3
indicates an increase in northern and a reduc-
tion in central and southern Sweden. Hellström
et al. (2001) conclude that change in vorticity is
the greatest contributor to the projected precipita-
tion changes in southern Sweden, while q850 have
greater effect in the northern parts of the coun-
try. The modelled reduction in spring and winter
precipitation in southern Sweden is linked to re-
duced vorticity, while the projected all-season pre-
cipitation increase in northern Sweden is mainly
attributed to increased humidity.

Based on the Canadian Global Circulation
Model 1 (CGCM1), Linderson et al. (2004) estab-
lished scenarios of precipitation amount and fre-
quency of wet days for the Scania region in south-
ern Sweden. The CGCM1 simulation applied a
greenhouse forcing corresponding to the observed
one during the 20th century and thereafter the

IS92a emission scenario up to the year 2100. The
downscaled scenario shows a significant increase
of the annual mean precipitation (∼ 10%) and a
slight decrease (∼ 1.5%) in the frequency of wet
days. The downscaled increase is slightly more
than the GCM based large scale change in the an-
nual precipitation (8%), which may be interpreted
as an enhanced effect of local topography implic-
itly included in the statistical downscaling model
(Achberger 2004).

The results indicate an increase in precipitation
intensity almost all year round, but especially dur-
ing winter. The increase in precipitation during
winter and spring is associated with an increase
in westerly flow and vorticity, but also with an
increase in the large-scale precipitation. The sum-
mer decrease is linked to a decrease in vorticity
and westerly flow and an increase of northerly flow.
The circulation changes, however, may to some ex-
tent be specific to CGCM1.

Chen et al. (2006) downscaled precipitation sce-
narios for Sweden based on the 17 CMIP2 GCMs
(Meehl et al. 2000; Sect. 3.3.1 introduces CMIP2),
using large scale precipitation as predictor in addi-
tion to geostrophic wind and vorticity. They com-
pared the precipitation conditions during years
50–80 of the scenario period (in CMIP2 the dou-
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bling of CO2 occurs in year 70) with an 80-year
control run, and concluded that the ensemble of
scenarios suggests an overall increase in annual
precipitation, as shown in Fig. 3.17. The increase
in precipitation is more significant in northern
than in southern Sweden. This overall positive
trend can be attributed to the increased large-scale
precipitation and the westerly wind. The seasonal
precipitation in autumn, winter and spring is ex-
pected to increase, whereas there is an indication
of decreasing summer precipitation in the south-
ern half of the country. The estimated uncertainty
is nearly independent of region. However, there is
a seasonal dependence; the estimates for winter
show the highest level of confidence, and the esti-
mate for summer the least.

3.5 Anthropogenic Climate Change in the
Baltic Sea Basin: Projections from
Regional Climate Models

Dynamical downscaling describes the process of
downscaling from global scales to regional or lo-
cal scales using dynamical models. For climate
studies, this typically consists of applying a cou-
pled atmosphere–land surface model to a limited
area of the globe at scales considerably finer than
those used for global climate models. For example,
horizontal scales are typically some tens of kilo-
metres versus hundreds of kilometres for GCMs.
Like statistical downscaling, dynamical downscal-
ing requires driving inputs from a global model.
However, dynamical downscaling differs from sta-
tistical downscaling in that it includes explicit rep-
resentation of physical processes for every grid
square included in its domain. Critical variables
from GCM simulations define driving inputs at the
boundaries of the regional climate model (RCM)
domain.

3.5.1 Interpreting Regional Anthropogenic
Climate Change Projections

Regional climate modelling has been developed
and used for dynamical downscaling of GCM re-
sults over the past 15 years. The first studies for
Europe, including the southern half of the Baltic
Sea Basin, were those of Giorgi et al. (1990) and
Giorgi and Marinucci (1991). Since their introduc-
tion, the spatial and temporal resolution of RCMs
has become finer and the level of output detail
has increased considerably (e.g. Giorgi et al. 1992;

Christensen et al. 1998; Jones et al. 1995 and 1997;
Christensen et al. 2007).

Only a few studies have specifically focused
on the Baltic Sea Basin (e.g. Jacob et al. 2001;
Räisänen and Joelsson 2001; Kjellström and Ru-
osteenoja 2007), but a succession of European
Union funded research projects with focus on re-
gional downscaling over Europe has produced a
host of European-wide studies with results rele-
vant for the Baltic Sea Basin (i.e. Regionalization,
RACCS, MERCURE, PRUDENCE, MICE, EN-
SEMBLES).

There is uncertainty associated with regional
anthropogenic climate change projections, which
can be summarised as the combination of biases
related to the formulation of the regional climate
model, lateral boundary conditions and initial con-
ditions from the driving global model, and choice
of emissions scenario. This section first addresses
the question of the formulation of the RCMs by
reviewing experiments in which the RCMs should
represent the present climate. This is followed by
an inventory of available RCMs and anthropogenic
climate change experiments, and then results for
projections of the future climate.

3.5.1.1 Simulation of Present-day Climate from
Regional Climate Models

An important step in climate modelling is to eval-
uate how well models perform for the present cli-
mate (e.g. Achberger et al. 2003). This typically
consists of performing model simulations for ret-
rospective observed periods using boundary con-
ditions that best represent observations. In lieu of
actual observations at RCM boundaries, “reanaly-
sis” data are often used. These data sets consist
of results from numerical weather prediction mod-
els that are driven (and constrained) by as many
actual observations as possible to produce repre-
sentation of meteorological variables on a uniform
model grid at sub-daily time scales (Uppala et al.
2005). Reanalysis data produced within Europe
to date include ERA-15 (1979–1993) and ERA-40
(1957–2001). Other reanalysis data that are com-
monly used are the NCEP reanalysis data (1948–
present, Kalnay et al. 1996; Kistler et al. 2001).

The subject of RCM evaluation was the theme
of the European project MERCURE, which used
reanalysis data from ERA-15 as reported by Hage-
mann et al. (2002, 2004) for the Baltic Sea Basin.
Five regional models were analysed. In gen-
eral, temperature and precipitation values aver-
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aged over larger areas like the Baltic Sea Basin
matched closely with results from observations
and the driving reanalysis data. For the Baltic
Sea Basin the authors concluded that although av-
erage precipitation is generally overestimated to
some extent, except during summer, the annual
cycle is well described. For temperature, two of
the models show a very close match to the ob-
served annual cycle, while two of the others show
an exaggerated seasonal cycle with biases of ±2 C̊
for individual months. For other quantities, like
model generated runoff, evapotranspiration and
snowpack, the agreement between individual mod-
els and observations is not as good as for temper-
ature and precipitation. Examples include both
under- and overestimations for individual months
as well as leads and lags of up to 2 months in the
timing of the seasonal cycles. A further conclusion
was that the higher resolution of RCMs resulted in
more realistic smaller-scale variation as compared
to GCMs, for example better orographic precipi-
tation and better temporal detail. Additional as-
pects of the same simulations were analysed by
Frei et al. (2003) and by Vidale et al. (2003).

A prominent deficiency of European climate
simulations is a tendency toward excessive summer
drying that most RCMs show, especially in south-
eastern Europe, but also in the southern part of
the Baltic Sea Basin for some RCMs. This is char-
acterised by temperatures that are too high and
both precipitation and evapotranspiration that are
too low. This was also noted in the first European
multi-RCM project using reanalysis data, as re-
ported in Christensen et al. (1997). Jones et al.
(2004), using another RCM, attributed this phe-
nomenon to model deficiencies, in particular for
cloud and radiation processes.

In summary, RCMs have been shown to repro-
duce the mean climate and observed climate vari-
ability over Europe for the last decades. This in-
cludes not just the large-scale circulation but also
other variables. For instance, near-surface temper-
ature is most often simulated to within 1–2 C̊ from
the observations over areas similar in size to the
Baltic Sea Basin. Also, the seasonal cycle of pre-
cipitation is reproduced to within the uncertainties
given by the observational data sets. Despite this
agreement between the observed and simulated cli-
mate, individual RCMs do show more substantial
errors for some variables in different regions and
seasons. Furthermore, extreme values are by their
nature difficult to validate and an extensive evalu-
ation of model performance in terms of simulating

extreme conditions is lacking. However, it can be
noted that errors in simulating extreme conditions
often tend to be larger than errors in mean condi-
tions. This is discussed in more detail in Sect. 3.6.

An example of a common deficiency in the
RCMs is the inability of RCMs to simulate high
wind speeds over land without an additional gust
parameterization (Rockel and Woth 2007).

3.5.1.2 Regional Climate Models and Anthro-
pogenic Climate Change Experiments

Regional anthropogenic climate change projec-
tions covering the entire Baltic Sea Basin first be-
came available with the work reported by Jones et
al. (1995, 1997). A general compilation of RCMs
and earlier studies was undertaken by the IPCC
(Giorgi et al. 2001). Since then, a number of sim-
ulations have been performed, some of which are
compared in Christensen et al. (2001) and Rum-
mukainen et al. (2003) for the Nordic region.

In the European project PRUDENCE, ten dif-
ferent regional climate models were used to carry
out more than 25 experiments, a majority of
which were based on a common global anthro-
pogenic climate change experiment (Christensen
et al. 2007). The PRUDENCE matrix of exper-
iments addressed some of the uncertainties men-
tioned above (Déqué et al. 2007). These most re-
cent studies were based on anthropogenic climate
change simulations using a 30-year period as a con-
trol to represent the present climate and a 30-year
future period based on a documented emissions
scenario.

A summary of the RCM future climate simu-
lations referred to in the following discussion is
shown in Table 3.2. Here, and in Sect. 3.6, fo-
cus is on reporting projections for the key vari-
ables of temperature, precipitation, wind and
snow. The ability of the RCMs to reproduce
the control climate, typically for the period 1961–
1990, is first discussed. Future climate scenario
experiments for the period 2071–2100 are then
presented. In addition to material from pub-
lished literature, this includes the most recently
available results from the PRUDENCE data cen-
tre (http://prudence.dmi.dk/). Seasonal averages
are highlighted from two specific PRUDENCE
RCMs – RCAO and HIRHAM – that were
used to downscale simulations from two GCMs
– HadCM3/HadAM3H and ECHAM4/OPYC3
– forced by the SRES-A2 emissions scenario
(Nakićenović et al. 2000; see also Annex 6). Thus,
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a range of experiment results reflecting some of the
uncertainties originating from both boundary con-
ditions and RCM formulation differences is pre-
sented.

In addition, scatter plots for different subre-
gions of the Baltic Sea Basin that include simu-
lations addressing further aspects of uncertainty
are presented to illustrate a more comprehensive
spread of anthropogenic climate change projec-
tions in the region. This includes simulations
with numerous RCMs, GCM ensemble simulations
downscaled with the same RCM, RCM simula-
tions with different horizontal resolution, and sim-
ulations using additional emissions scenarios. It
should be noted, however, that the GCMs and
emissions scenarios reported here are only a subset
of those available (cf. Sect. 3.3).

3.5.2 Projections of Future Climate from
Regional Climate Models

3.5.2.1 Temperature

The air temperature discussed below refers to the
two-meter level air temperature in the models.
This corresponds to a typical height common to
most observation stations.

Temperature, control climate

Temperature biases in the Baltic Sea Basin for
control experiments downscaled with RCMs have
been shown to be generally positive for the winter
season when compared to observations (Räisänen
et al. 2003; Giorgi et al. 2004a). However, these
biases are typically less than 2 C̊. An exception is
larger warm biases in the mountainous interior of
northern Scandinavia. These larger biases, which
are also seen in the global models (cf. Sect. 3.3.3),
may partly be related to the fact that the ob-
servations come primarily from cold valley sta-
tions while RCM output is averaged from grid-
boxes covering a range of elevations, as discussed
in Räisänen et al. (2003). The milder winter cli-
mate shown in these studies can be related to the
excessive north–south pressure gradient over the
North Atlantic inherited from the global models
(cf. Sect. 3.3.3). It should be noted that the size
and even sign of the temperature bias is sensitive
to the boundary conditions (cf. Fig. 3.6a).

Regarding summer temperature, Räisänen et al.
(2003) and Giorgi et al. (2004a) found a relatively
large bias (1–2 C̊) in summer temperature specific

to the south-eastern part of the Baltic Sea Basin,
while biases in spring and autumn were small for
the entire region. Vidale et al. (2007) also showed
a positive bias in temperature in the south-eastern
part of the Baltic Sea Basin for one of the RCMs
that they analysed. This bias in the south-eastern
part of the Baltic Sea Basin is thought to be re-
lated to the summer drying bias mentioned above
for the reanalysis boundary experiments in south-
eastern Europe (cf. Sect. 3.5.1.1).

Seasonal cycle of temperature, future climate

In future scenarios, as snow cover retreats north
and east, the climate in the Baltic Sea Basin un-
dergoes large changes, particularly during the win-
ter season. A common feature in all regional down-
scaling experiments is the stronger increase in win-
tertime temperatures compared to summertime
temperatures in the northern and eastern parts
of the Baltic Sea Basin (e.g. Giorgio et al. 1992;
Jones et al. 1997; Christensen et al. 2001; Déqué
et al. 2007), as shown in Fig. 3.18. This pattern
of anthropogenic climate change is also seen from
the global climate models (e.g. Fig. 3.9), but here,
with higher horizontal resolution, regional features
have a more pronounced impact on the results.
For instance, the strong reduction in sea ice in the
Bothnian Bay (presented in Sect. 3.8) leads to a
substantial increase in air temperature over the
Bothnian Bay.

The projected temperature change for summer
is shown in Fig. 3.19. Warming in this season
is most pronounced further south in Europe, and
consequently, it is to the south of the Baltic Sea
that the warming is strongest in the Baltic Sea
Basin. Figures 3.20 and 3.21 show a wider range
of RCM model results, whereby additional exper-
iments are included as outlined in the figure cap-
tion. These figures summarise change in temper-
ature against change in precipitation for northern
and southern subregions of the Baltic Sea Basin.
In some models the summertime warming south
of the Baltic Sea is as large, or even larger, than
that during winter.

As seen in Fig. 3.19, a local maximum over the
Baltic Sea stands out in the experiments forced
with boundary conditions from HadAM3H. This
feature is associated with a strong increase in
Baltic Sea SSTs (sea surface temperatures) for
these experiments, which is larger than in any of
the other GCMs discussed in Sect. 3.3.4 (Kjell-
ström and Ruosteenoja 2007).
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ić

en
ov

i ć
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Fig. 3.18. RCM simulated temperature change in C̊ for winter (DJF) between the periods 1961–1990 and
2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from the HIRHAM Model
and the lower plots are from the RCAO Model. Plots on the left used GCM boundary conditions from
HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by the thick blue line
(note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two RCM downscaling
experiments, see Sect. 3.5.2.3 )

Experiments to investigate this further with
the help of a regional coupled atmosphere–oce-
an model showed the excessive SSTs used in
HadAM3H to be unrealistic (Kjellström et al.
2005). Such anomalies from GCMs can have con-
sequences for the hydrological cycle over the Baltic
Sea and parts of the surrounding land areas.

Figures 3.20 and 3.21 show area mean changes
of temperature and precipitation for winter and
summer, respectively, for 25 of the PRUDENCE
experiments, which included 10 different RCMs,
some run for three different GCM ensemble mem-
bers, three different driving GCMs and two emis-
sion scenarios. The figures summarise results for
the same four areas shown in Fig. 3.12 (two over

land and two over sea). The overall ranges in tem-
perature in Fig. 3.20 are smaller than the ranges
estimated for the SRES-A2 and SRES-B2 experi-
ments based on 6 GCMs, as illustrated in Fig. 3.13.

This implies that the largest uncertainty in
these regional climate projections is due to the
boundary conditions from the GCMs, as shown
by Déqué et al. (2007). Nevertheless, there is ad-
ditional uncertainty illustrated in Fig. 3.20 that is
due to the formulation of the individual RCMs.

The open dots in the plot show the different pro-
jections from the common experiment performed
in PRUDENCE, in which the RCMs were forced
by lateral boundary conditions and SSTs from
one GCM (HadAM3H). This experiment illus-
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Fig. 3.19. RCM simulated temperature change in C̊ for summer (JJA) between the periods 1961–1990 and
2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from the HIRHAM Model
and the lower plots are from the RCAO Model. Plots on the left used GCM boundary conditions from
HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by the thick blue line
(note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two RCM downscaling
experiments, see Sect. 3.5.2.3 )

trates that there is a considerable spread between
the projections due to RCM formulation. This
spread is even larger during summer, as shown
for the land areas in Fig. 3.21 (since the excessive
HadAM3H Baltic Sea summer SSTs are unrealis-
tically high, as discussed above, all experiments
utilising those as lower boundary conditions have
been excluded from the sea regions in Fig. 3.21).
Compared to the ranges given by the GCMs in
Fig. 3.13 the ranges from Fig. 3.21 are almost as
large, indicating the relative importance of RCM
uncertainty in climate projections for summer in
this region.

Interannual variability of temperature, future
climate

Räisänen et al. (2003) and Giorgi et al (2004a)
showed that the interannual variability of temper-
ature was simulated well in their respective con-
trol simulations as compared to gridded observa-
tions (CRU data). In the future anthropogenic
climate change simulations analysed by Räisänen
et al. (2003), interannual variability decreased in
northern Europe during winter. They related this
to the reduction in snow and ice in mid and high
latitudes, as also seen in global models (Räisänen
2002). They also found large differences between
different emission scenarios that they attributed
to a relatively low signal-to-noise ratio.
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Fig. 3.20. Changes in winter (DJF) area mean temperature and precipitation for the areas defined in Fig. 3.12
The “©” symbol denotes 7 RCMs from the common PRUDENCE experiment based on the same GCM
(HadAM3H). The “×” symbol denotes other regional downscaling experiments from PRUDENCE, which in-
cluded different driving GCMs, different emission scenarios, higher horizontal resolution and several ensemble
members

Giorgi et al. (2004b) found increasing interan-
nual variability south of the Baltic Sea during
summer (JJA) and autumn (SON) in two future
scenarios, SRES–A2 and SRES–B2. Schär et al.
(2004) and Vidale et al. (2003) also found increas-
ing interannual summer (JJA) temperature vari-
ability for Central Europe, including the southern
part of the Baltic Sea Basin. The standard de-
viation of the interannual variability increased by
20 to 80% between the different RCMs in their
study, all of which used the same emissions sce-
nario. They linked this to the dynamics of soil-
moisture storage and the associated feedbacks on
the surface energy balance and precipitation.

Diurnal temperature range, future climate

The diurnal temperature range (DTR) is defined
as the average difference between daily maxi-

mum and minimum temperatures. In future an-
thropogenic climate change scenarios, both Chris-
tensen et al. (2001) and Rummukainen et al.
(2003) found a stronger decrease of the DTR in
fall and winter than during summer for the Nordic
region. The reduction around 2050 amounts to
0.6 ± 0.4 C̊ in winter, where the central value is
the mean from all experiments and the range is
given by the spread within the ensemble.

Räisänen et al. (2003) also found a larger change
in DTR in northern Europe during the period
late autumn to spring than in summer. The re-
duction of DTR in their scenarios, analysed over
Sweden for the period 2071–2100, was of the or-
der of 1 C̊ for the winter months. They also
noted that the night-to-day temperature variabil-
ity in northern Europe is small during mid-winter
and that much of the simulated changes in DTR
may be affected by irregular day-to-day variations.
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Fig. 3.21. Changes in summer (JJA) area mean temperature and precipitation for the areas defined in
Fig. 3.12 The “©” symbol denotes 7 RCMs from the common PRUDENCE experiment based on the same
GCM (HadAM3H). The “×” symbol denotes other regional downscaling experiments from PRUDENCE, which
included different driving GCMs, different emission scenarios, higher horizontal resolution and several ensemble
members (note that the common experiment is not shown for the sea areas due to unrealistically high Baltic
Sea summer SSTs in HadAM3H )

It should be noted that some models have prob-
lems in adequately simulating daily maximum
and minimum temperatures for control periods
(Moberg and Jones 2004; Kjellström et al. 2007;
see also Sect. 3.6.2.1).

3.5.2.2 Precipitation

Precipitation, control climate

Inadequate observations contribute to difficulties
in verifying precipitation results from climate
models. Jones et al. (1995) compared large-scale
precipitation over Europe from an RCM and its
driving model to observed precipitation climatol-
ogy (Legates and Wilmott 1990). They showed
the RCM precipitation to be around 30% higher
than the driving GCM and higher than observa-
tions, except for summer. They concluded that

the large scale precipitation from the RCM could
be realistic anyway, as observed precipitation was
probably underestimated due to gauge undercatch
errors, particularly for winter (see also Annex 5).

Several studies (Christensen et al. 1998; Rum-
mukainen et al. 2001; Rutgersson et al. 2002)
have similarly concluded that RCM precipitation
in northern Europe is higher than the driving
models and generally higher than observed data
sets except for summer. Christensen et al. (1998)
linked positive precipitation biases to exaggerated
cyclone activity and high SSTs in the GCM control
simulation, as compared to observations. They
also attributed some of the bias to undercatch in
precipitation observations.

The credibility of precipitation in climate mod-
els does not depend only on mean values. Hell-
ström et al. (2001) studied the annual cycle of
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precipitation in Sweden and Hanssen-Bauer et al.
(2003) focused on regional variability in Norway.
Both concluded that RCM simulations improved
significantly, according to the driving GCM. Rum-
mukainen et al. (2001) further concluded that al-
though a large part of RCM biases can be at-
tributed to the driving models, the RCMs added
value to GCM simulations.

However, division of precipitation into inten-
sity classes reveals a “drizzle problem”, which is
that the models exhibit too many days with light
precipitation (defined as less than 1mm day−1)
and too few dry days (defined as less than 0.1mm
day−1), compared to observations (Christensen et
al. 1998). The problem was shown to be more pro-
nounced at finer RCM resolutions. According to
Räisänen et al. (2003), relative interannual vari-
ability of precipitation from RCMs seems to be
underestimated in the Baltic area, probably con-
nected to the unrealistically high number of rainy
days.

In more recent studies, Hagemann and Jacob
(2006) compared the PRUDENCE RCM results
to two observed precipitation databases that at-
tempt to correct for gauge undercatch (CMAP,
Xie and Arkin 1997; and GPCP, Huffman et al.
1997). They showed annual precipitation values
for the Baltic Sea Basin to be close to an aver-
age of the two databases. They argued that the
average of the two databases should exhibit realis-
tic corrections for winter precipitation. Kjellström
and Ruosteenoja (2007) also compared Baltic Sea
Basin precipitation to observed databases (GPCP
as above; and CRU, New et al. 1999). Their anal-
ysis of the seasonal cycle showed a general over-
estimation of winter precipitation. They also sug-
gested that observational databases over the sea
may be biased toward high summer precipitation
due to erroneous influence of coastal precipitation.

Winter precipitation, future climate

As with results from global model experiments,
regional projections for winter precipitation show
increases over most of Europe (e.g. Déqué et al.
1998). Details of the geographical distribution
for precipitation changes vary with different RCM
simulations, however. The main source of dis-
agreement in the RCM results is likely the differ-
ent large-scale anthropogenic climate change sig-
nals from the GCM simulations employed. These
differences are not just due to the consequences of
different model formulations, but are also due to

the fact that slow climate variations like the NAO
can have different phases in the global simulations
used to drive the RCMs.

The analysis by Déqué et al. (2007) of the mul-
tiple PRUDENCE simulations systematically at-
tributes variations in results to different RCMs,
emissions scenarios, GCM boundaries and varia-
tion between GCM ensemble members. For winter
precipitation over the Baltic area, GCM boundary
conditions are estimated to account for some 61%
of the total variance and the choice of RCM for
some 34% (Déqué, pers. comm. 2005). In sum-
mer, these roles are reversed with 74% of the vari-
ation attributable to choice of RCM for the Baltic
area. However, there is an even wider distribu-
tion between choice of RCM, GCM and emissions
scenario for most other European subregions.

This can be illustrated through an examina-
tion of Fig. 3.22, which shows winter precipita-
tion change. The large-scale anthropogenic cli-
mate change in the ECHAM4/OPYC3 simulation
leads to an intensification of the zonal flow, basi-
cally increasing the number and intensity of low-
pressure systems from the Atlantic that hit Nor-
way. The HadAM3H model turned the flow in
a more south-easterly direction, leading to a de-
crease in precipitation in mid-Norway.

Simulations from the PRUDENCE common ex-
periment tend to agree about an increase of more
than 25% in a southwest to northeast band from
England to Finland. In Fig. 3.20 this increase in
winter precipitation can also be seen in the four
subregions. The ECHAM4/OPYC3 experiments
using the RCAO (Räisänen et al. 2003, 2004) and
HIRHAM models (Christensen and Christensen
2004) show less agreement, as seen in Fig. 3.22.
While both simulations exhibit increased precipi-
tation of over 25% for most of northern Europe,
the increase in precipitation is larger and covers
an area much farther east in the RCAO simula-
tion.

It is important to note that the boundary fields
for these two sets of simulations are the same for
the control period but not for the scenario period.
The two simulated 2071–2100 time periods have
different NAO phases, which is reflected in the
downscaling results (see e.g. Ferro 2004). Hence,
the larger difference between the two RCM pro-
jections using ECHAM4/OPYC3 scenario simula-
tions compared to the two RCM projections using
HadAM3H simulations can be attributed to dif-
ferences in large-scale circulation in two different
ECHAM4/OPYC3 scenario simulations.
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Fig. 3.22. RCM simulated precipitation change in percent for winter (DJF) between the periods 1961–1990
and 2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from the HIRHAM
Model and the lower plots are from the RCAO Model. Plots on the left used GCM boundary conditions from
HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by the thick red line
(note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two RCM downscaling
experiments, see Sect. 3.5.2.3 )

Summer precipitation, future climate

For future summers, regional anthropogenic cli-
mate change simulations show increases in precip-
itation for northern parts of the Baltic Sea Basin
and decreases to the south, as shown in Fig. 3.23
for four simulations. This results in only a small
average change for the basin as a whole. The di-
viding line between increase and decrease for the
full range of PRUDENCE simulations generally
goes across the southern half of Norway and Swe-
den continuing eastward through the Baltic coun-
tries (Kjellström and Ruosteenoja 2007).

As discussed above (Sect. 3.5.2.1) SSTs from
simulations driven by HadAM3H show a large

anomalous summer heating of the Baltic Sea,
which in turn leads to a local increase in precip-
itation (Kjellström and Ruosteenoja 2007). Rep-
resentation of summer precipitation over parts of
the Baltic Sea Basin is therefore particularly sen-
sitive to how thermal conditions in the Baltic Sea
itself are input to the RCMs.

Precipitation and temperature, future scenarios

Figures 3.20 and 3.21 provide a comprehensive
comparison of the projected anthropogenic climate
change signals in temperature and precipitation
between RCMs in the northern and southern sub-
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Fig. 3.23. RCM simulated precipitation change in percent for summer (JJA) between the periods 1961–
1990 and 2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from the HIRHAM
Model and the lower plots are from the RCAO Model. Plots on the left used GCM boundary conditions from
HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by the thick red line
(note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two RCM downscaling
experiments, see Sect. 3.5.2.3 )

regions of the Baltic Sea Basin. The trend is for
wintertime climate to become milder and generate
more precipitation in both sub-regions. As dis-
cussed for the GCMs in Sect. 3.3.3.1, there tends
to be a positive correlation between increasing
temperature and precipitation, particularly over
the north-eastern land area in most RCMs – the
warmer the wetter. During summer there is no
such correlation in the north, where all models get
warmer to a different degree and most get wetter
by between 5 to 20%. In the south, there is a ten-
dency of an inverse correlation for summer – the
warmer the drier.

3.5.2.3 Wind

To date, studies on future wind changes using
RCMs were based mainly on two sets of sim-
ulations. One such set was performed within
SWECLIM (Swedish Regional Climate Modelling
Programme) and is described in detail by Rum-
mukainen et al. (2000; 2004). The other set is
more recent and includes eight different RCMs
from the PRUDENCE project (Christensen et al.
2002). The results presented below focus mostly
on results from the same two RCAO control sim-
ulations discussed above for temperature and pre-
cipitation. Wind speed in the following discus-
sion refers to the mean velocity of the near surface
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wind. This is generally the model wind speed at a
height of 10m from the surface.

Several parameters can be used to describe the
temporal and spatial changes in wind speed and
direction. A summary of the relevant quantities
is given by Pryor and Barthelmie (2004). Be-
sides generally applied parameters such as means,
autocorrelations and percentiles, they also de-
scribed quantities especially useful for the wind-
power industry. These are the Weibull distribu-
tion and energy density, which are described in
detail by the Danish Wind Industry Association
(www.windpower.org).

Wind, control climate

Pryor and Barthelmie (2004) compared wind
speed from the two RCAO control simulations to
NCEP reanalysis data for the period 1961–1990.
They found that these RCM simulations accu-
rately represented the dominant wind direction
from southwest to southeast. However, they un-
derestimated the prevalence of westerly winds in
a band oriented southwest to northeast across the
centre of the Baltic Sea Basin and overestimated
the frequency of northeasterly and easterly winds
in the south of the basin. Qualitatively RCAO
driven by HadAM3H showed greater similarity to
the NCEP reanalysis data than RCAO driven by
ECHAM4/OPYC3.

Comparing to gridded observations (CRU
data), Räisänen et al. (2003) found that the sim-
ulated seasonal cycle of wind speed in the RCAO
simulations was in good agreement for the Baltic
Sea Basin as a whole. However, summer mini-
mums occurred one month earlier (July) in the
control simulations compared to observations. In
amplitude, both simulations overestimated the av-
erage observed wind speeds in winter and under-
estimated them in summer. Räisänen et al. (2003)
ascribe this to two possible factors: 1) deficiencies
in the RCM in simulating the boundary layer near
surface conditions, and 2) an uneven distribution
of observation stations.

Wind, future climate

Overall, Pryor and Barthelmie (2004) found that
the spatial patterns of wind results from RCAO
driven by ECHAM4/OPYC3 show larger changes
between control and scenario than RCAO driven
by HadAM3H. This is particularly true for mean
wind speed as shown in Figs. 3.24 and 3.25, en-

ergy density, and the upper percentiles of the wind
speed distribution. They argued that the differ-
ences in the two projected SRES-A2 future climate
simulations from RCAO are due to differences in
mean sea level pressure and transient activity.

This is in line with the findings by Räisänen
et al. (2003), who show future changes in mean
annual wind speed to fall mostly between −4
to +4% over Scandinavia for RCAO driven by
HadAM3H for both SRES-A2 and SRES-B2 sce-
narios. Corresponding results from RCAO driven
by ECHAM4/OPYC3 are about 8% for SRES-A2
and slightly less for SRES-B2.

A statistical analysis by Pryor and Barthelmie
(2004) showed only small similarities in mean wind
speed change between the two RCAO simulations,
both for winter and summer and even less so in the
annual mean. They ascribe the large differences
between the anthropogenic climate change signals
to the different GCMs used to drive the RCM.
Figures 3.24 and Fig. 3.25 show these differences
related to choice of GCM for summer and winter.

Again, the different NAO phases in the bound-
ary conditions from ECHAM4/OPYC3 show up
in the winter climate. The more positive phase
of NAO in the boundaries is indicative of stronger
winds on average. This is due both to the stronger
pressure gradient in itself and to the warmer cli-
mate with less stably stratified conditions on av-
erage.

Regarding the seasonal cycle, Räisänen et al.
(2003) found that the largest increases in future
climate wind speed occur in simulations driven by
ECHAM4/OPYC3 in winter and early spring over
Sweden and northern Europe, as shown for SRES-
A2 in Fig. 3.24 for winter. They occur when the in-
crease in north–south pressure gradient is largest.
Over land areas, these increases are up to 12% for
the SRES-A2 and some 7% for the SRES-B2 sce-
narios, as an average over Sweden for DJF. Cor-
responding simulations driven by HadAM3H show
almost no change over land for winter. Figure 3.25
illustrates that there is an opposite trend for sum-
mer from these simulations, as they show a de-
crease in wind speed over most of the Baltic Sea
Basin. However, statistical analysis showed that
only the ECHAM4/OPYC3 driven results for win-
ter are statistically significant at the 95% level.

Over the Baltic Sea itself, simulated wind
changes are modified by stability effects associ-
ated with changes in SST and ice cover. The
winter increases in the ECHAM4/OPYC3 driven
RCM simulations are up to about 18% in SRES-
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Fig. 3.24. RCM simulated wind speed change in percent for winter (DJF) between the periods 1961–1990
and 2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from the HIRHAM
Model and the lower plots are from the RCAO Model. Plots on the left used GCM boundary conditions from
HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by the thick blue line
(note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two RCM downscaling
experiments, see Sect. 3.5.2.3 )

A2 and 13% in SRES-B2, as an average over
the entire Baltic Sea for DJF. Corresponding
HadAM3H driven simulations show an increase of
less than 5%, as an average over the entire Baltic
Sea. The largest increases occur over the central
and northern part of the sea, where ice cover de-
creases in the scenario runs. Summer changes over
the Baltic Sea show a decrease of up to 7% for
ECHAM4/OPYC3 driven simulations and an in-
crease of about 5% for HadAM3H driven simula-
tions, as an average over the entire Baltic Sea for
JJA.

Regarding the latter, this reflects the large
increase in Baltic Sea SSTs discussed above

(Sect. 3.5.2.1), which leads to reduced surface sta-
bility and thereby higher wind speed (Räisänen et
al. 2003).

Pryor and Barthelmie (2004) interpreted future
wind changes with respect to the use of wind as
an energy source by defining wind resource classes
calculated from energy density in each model grid
cell. This is defined as “poor” for energy density
less than 70 Wm−2, or “good” for energy density
greater than 140Wm−2. Using these definitions,
Pryor and Barthelmie (2004) found that the num-
ber of grid cells rated as “poor” decreased and the
number of grid cells rated as “good” increased for
almost all the simulations they analysed.
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Fig. 3.25. RCM simulated wind speed change in percent for summer (JJA) between the periods 1961–1990
and 2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from the HIRHAM
Model and the lower plots are from the RCAO Model. Plots on the left used GCM boundary conditions from
HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by the thick blue line
(note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two RCM downscaling
experiments, see Sect. 3.5.2.3 )

3.5.2.4 Snow

Snow, control climate

Räisänen et al. (2003) found that the mean annual
duration of snow season as simulated by RCAO is
in good agreement with the observations of Raab
and Vedin (1995) for Sweden. The mean annual
maximum water content of the RCM snow pack
tends to be slightly too low in southern Sweden
and slightly too high in northern Sweden. A large
positive bias occurs for the inland of northern Swe-
den (looking specifically at two available observa-
tion stations). This was attributed to orographic
effects. In reality much of the precipitation in the

north falls on the western side of the Scandina-
vian mountains. Due to orographic smoothing, the
RCMs tend to generate more precipitation on the
eastern side of the actual mountain divide.

Christensen et al. (1998) examined the depen-
dence of snow cover on RCM resolution and found
that a higher resolution significantly increases
snow cover and delays spring snow melt due to
the more realistic description of mountain topog-
raphy. Räisänen et al. (2003) showed that dif-
ferences due to GCM driving models were found
to be modest, except for southern Sweden where
ECHAM4/OPYC3 driven simulations show more
snow and a longer snow season than for HadAM3H
driven simulations. Jylhä et al. (2007) evaluated
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Fig. 3.26. RCM simulated snow depth reduction in percent for winter (DJF) between the periods 1961–
1990 and 2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from the HIRHAM
Model and the lower plots are from the RCAO Model. Plots on the left used GCM boundary conditions from
HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by the thick red line
(note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two RCM downscaling
experiments, see Sect. 3.5.2.3 )

an ensemble mean of results from seven different
PRUDENCE RCM simulations and found good
agreement with the observations of Heino and Ki-
taev (2003) for the simulated number of days with
snow cover (see also Annex 1.3.5).

Snow, future climate

Since snow changes follow changes in tempera-
ture, there is a general decrease in snow vari-
ables due to atmospheric warming in the RCM
future scenarios. Results described by Räisänen
et al. (2003) show a future decrease in mean
annual maximum snow water equivalent every-
where over northern Europe from RCAO simula-
tions. ECHAM4/OPYC3 driven results show a
clear north–south gradient in change of snow wa-

ter equivalent for both scenarios with only small
deviations over Swedish inland areas. Reduction
in snow water equvalent is some 60 to 80% in the
southern part of the Baltic Sea Basin up to about
latitude 62◦ N, some 40 to 60% between 62◦ N and
66◦ N, and less than 40% north of 66◦ N. There
is also a clear region with relatively small changes
down to 20% east of the Scandinavian mountains.
For northern areas of the Baltic Sea Basin differ-
ences in results due to different driving GCMs are
small, as shown in Fig. 3.26. Further south, for
example in Denmark, the differences are larger in
relative terms (Fig. 3.26) but small in absolute
terms (Fig. 3.27).

Giorgi et al. (2004b) also found a general de-
crease in snow depth in their simulations with an-
other RCM. There is a general decrease over the
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Fig. 3.27. RCM simulated snow depth reduction in mm of equivalent water for winter (DJF) between the
periods 1961–1990 and 2071–2100 using the SRES-A2 emissions scenario. The upper plots show results from
the HIRHAM Model and the lower plots are from the RCAO Model. Plots on the left used GCM boundary
conditions from HadAM3H; plots on the right used ECHAM4/OPYC3. The Baltic Sea Basin is indicated by
the thick red line (note: ECHAM4/OPYC3 scenario simulations used as boundaries are different for the two
RCM downscaling experiments, see Sect. 3.5.2.3 )

whole model domain. Over southern Sweden and
Norway the decrease is about 50 to 100%. Over
Denmark, Germany, and Poland and most parts
of the Baltic States, where the present climate
snow depth is already small, snow vanishes to-
tally in the scenario simulations. These results
were further confirmed by Jylhä et al. (2007). All
seven RCMs analysed agreed about substantial de-
creases in snow depth. The mean annual decrease
evaluated from the RCMs was shown to be some
50 to 70% for northern Europe and 75 to 90% for
eastern Europe.

Räisänen et al. (2003) also found that the de-
crease in the duration of the snow season is greater
in the SRES-A2 scenario than in SRES-B2. It is
also greater in ECHAM4/OPYC3 driven simula-

tions than in HadAM3H simulations. For all cases,
the greatest changes (some 45 to 90 days) occur
in the same area, a belt extending from central
Scandinavia to the Baltic countries. This region
showed a reasonable snow season in the control
run, but with milder temperatures and is therefore
more sensitive to scenario temperature increases
than northern Scandinavia. South of this belt, the
snow season was generally short even in the con-
trol run. Jylhä et al. (2007) found from the multi-
model ensemble mean of RCMs driven with the
HadAMH3 SRES-A2 scenario that mean changes
were largest in areas that also had the largest de-
cline in the number of frost days. This occurred
primarily in mountainous areas and around the
northern Baltic Sea, with a projected decrease of
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more than 60 snow cover days. They also found
that the portion of days with only a thin snow
cover increases.

3.6 Projections of Future Changes in
Climate Variability and Extremes
for the Baltic Sea Basin

In the previous section, mean changes in atmo-
spheric parameters were described. Such changes
do not imply per se that extreme values also
change in the same way. The occurrence of ex-
tremes is of great interest due to their considerable
impact on mankind – e.g. droughts, floods and
storms. Reinsurance companies, for instance, un-
dertake their own investigations on extremes, since
windstorms and floods are the two natural hazards
that have caused the highest economic losses over
Europe during the past century (Munich Re Group
1999).

3.6.1 Interpreting Variability and Extremes
from Regional Anthropogenic Climate
Change Projections

A common way to interpret climate variability and
changes in extremes from regional anthropogenic
climate change projections is to study the change
in the distribution of key variables. Changes in
mean and/or variance of the distribution func-
tion lead to different future projections. For some
quantities, such as temperature, a normal distri-
bution may be applied. More difficult to interpret
are those quantities that generally cannot be ap-
proximated by a normal distribution, such as pre-
cipitation.

Some examples of how to interpret changes to
normally distributed temperature are as follows:

• Increase in mean shifts the distribution function
to a warmer climate. There will be fewer cold
and more hot days, and more hot extremes.

• Decrease in mean shifts the distribution to a
colder climate with fewer hot and more cold
days, and more cold extreme events.

• Increase in variance broadens the distribution
function, resulting in a larger variability of tem-
peratures, but also in both more cold and ex-
tremely cold days and more hot and extremely
hot days.

• Decrease in variance narrows the distribution
function, leading to less variability and fewer
extreme events, both cold and hot.

For more quantitative assessment of future
changes, the percentiles of a distribution function
can be calculated. Change in percentile values be-
tween 1st to 5th and between 95th to 99th are com-
monly used to define changes in extremes. The
percentiles can be calculated either directly from
the empirical distributions or from fitted distribu-
tion functions. As another approach for investigat-
ing changes in extremes, one can define a thresh-
old value for the chosen variable and then deter-
mine the number of events exceeding this thresh-
old for both present and future climates. For ex-
ample, evaluating the number of times that the
wind speed exceeds a certain value can be used to
assess changes in storm events.

3.6.2 Projections of Future Climate Variability
and Extremes

3.6.2.1 Temperature Variability and Extremes

Temperature variability and extremes, control
climate

Overestimation of maximum temperatures in sum-
mer dominates in central and southern Europe and
is associated with excessive drying of soils in the
RCMs, as discussed in Sect. 3.5.1.1 (e.g. Vidale
et al. 2007). In northern Europe, including the
Baltic Sea Basin, the problem of dry soils and
excessively high temperatures was not as large,
and most PRUDENCE RCMs instead tended to
underestimate the highest daily maximum tem-
peratures (Kjellström et al. 2007). Räisänen et
al. (2003) discussed the underestimation of high
temperatures during summer in northern Europe,
which they related to an over-representation of
cloudy and rainy conditions in the RCAO simu-
lations.

In winter, Räisänen et al. (2003) found that 30-
year average minimum temperatures were too low
for Sweden. Kjellström et al. (2007) showed that
RCAO produces a cold bias for the 1st percentile
of the daily minimum temperatures over Scandi-
navia during winter, while the other RCMs ex-
hibit a warm bias for these extreme temperatures.
Further, they found that all the RCMs overesti-
mate the 5th percentile of diurnal average temper-
ature for the 1961–1990 period when compared to
the long observational records of daily tempera-
tures in Stockholm, Uppsala and St. Petersburg,
as shown in Fig. 3.28. Jylhä et al. (2007) found
that the PRUDENCE RCMs generally capture the
observed spatial patterns in the annual number of
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frost days (defined as days with a minimum air
temperature below 0 C̊) and freezing point days
(defined as days with a minimum air temperature
below 0 C̊ and a maximum temperature above
0 C̊, i.e. days during which the air temperature
crosses the 0 C̊ threshold).

Kjellström et al. (2007) further compared the
simulated daily maximum and minimum temper-
atures from the control climate of ten different
RCMs to observations from a large number of Eu-
ropean stations. They found considerable biases in
some of the models. Taken as regional averages,
these biases fall within ±3 C̊ in most regions for
the 95th and 5th percentiles of daily maximum and
minimum temperatures in summer and winter, re-
spectively. A general tendency is that the biases
are smaller for the more central percentiles than
for the more extreme ones, and biases in the ex-
tremes are substantially larger than biases in the
seasonal averages reported in Sect. 3.5.2.1. This
implies that the conclusions regarding extremes
are not as robust as those regarding seasonal av-
erages.

Summertime warm temperatures, future climate

Kjellström (2004) investigated how probability
distributions of diurnal averaged temperatures
change in four different future scenarios. It was
found that the asymmetry of these distributions
changes differently depending on location and sea-
son. For summer, the changes are almost uniform
over northern Scandinavia, while there are large
differences between different parts of the proba-
bility distributions in the southern parts of the
Baltic Sea Basin. The differences are manifested
as a larger change of, for instance, the 99th per-
centile than the median, implying larger than av-
erage temperature increase on the warmest days.
It was noted that the largest differences are found
in areas where projected changes to components of
the hydrological cycle are large, such as for cloud
cover and soil moisture.

For the same set of simulations Räisänen et al.
(2004) investigated changes in 30-year averages
of yearly maximum and minimum temperatures.
They found increases in maximum temperatures
that were similar to the increases in summer mean
temperatures for the Baltic Sea and Sweden while
the maximum temperatures increased more than
the average south of the Baltic Sea. The changes
related to heat waves investigated by Beniston et
al. (2007) showed that while the duration of heat

waves (defined as the maximum length of all heat
waves) increased only slightly, the number, fre-
quency (defined as the total length of all heat
waves) and intensity of heat waves increased sub-
stantially (by more than a factor of 5) in the Baltic
Sea Basin.

Kjellström et al. (2007) showed that the differ-
ences between RCM projections of daily maximum
temperatures are larger than differences between
mean temperatures. For the Baltic Sea Basin some
RCMs project the 95th percentile of daily maxi-
mum temperature to increase by 3 to 5 C̊, while in
others the increase lies from 5 to more than 10 C̊.
They also found that, although there is a large
inter-model variability, the anthropogenic climate
change signal is well beyond natural variability, as
derived from the long series of daily temperature
measurements in Stockholm, Uppsala and St. Pe-
tersburg, as seen in Fig. 3.28.

Wintertime cold temperatures, future climate

A snow covered surface is a crucial requirement
to attain really low temperatures. The large win-
tertime temperature increase projected for north-
eastern Europe in Sect. 3.5.2.1 is to a large extent
related to the withdrawal of the snow cover. Tem-
peratures on the coldest days increase dramati-
cally in the future scenarios. For instance, Kjell-
ström (2004) showed individual daily increases of
more than 15 C̊ in parts of eastern Europe and
Russia, while the average daily temperatures in-
crease more modestly by 3 to 7 C̊. The largest
differences between the increase of temperature on
the coldest days and the increase in the median
were found to be similar to the area where the
length of the snow season decreases the most (cf.
Sect. 3.5.2.4).

Ferro et al. (2005) showed some of the complex
changes in the probability distributions for daily
minimum temperatures in the Baltic Sea Basin,
including greater changes on the coldest days as
compared to the mean. Räisänen et al. (2004)
showed a high degree of nonlinearity between the
average increase in winter temperature and the in-
crease in the 30-year average of yearly minimum
temperatures. They also pointed out the fact that
the average minimum temperatures in the control
run simulations were too cold over Sweden, a fact
that could contribute to the large anthropogenic
climate change signal (see above). However, they
concluded that this is unlikely to be the only cause
of the large increases.
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Fig. 3.28. Daily mean temperature deviation from the 1961–1990 observed median in C̊, values of which are
shown along the top. Shown are the 5th percentile for winter on the left and the 95th percentile for summer on
the right. Three stations are given – Stockholm (St), Uppsala (Up) and Saint Petersburg (SP). Three boxplots
are shown for each station; the left shows the observed spread between different overlapping 30-year periods
from the last 200 years, the middle shows the spread between the different RCMs for the control period, and
the right shows RCM spread for the future SRES-A2 simulations. In each boxplot the box extends from the
lower to the upper quartile, with the line inside the box denoting the median. The vertical lines extend from
the lower (upper) quartile to the minimum (maximum) value. Values of the 1961–1990 observed median are
shown along the top (based on data from Kjellström et al. 2007)

Kjellström et al. (2007) found, similarly to the
case for high temperatures in summer, a larger
inter-model variability for extremely low temper-
atures than for the mean. Some RCMs project
changes in the 5th percentile of daily average tem-
peratures of 4 to 7 C̊ while in others the changes
are 7 to 12 C̊ in the Baltic Sea Basin. Again, and
even more pronounced, it was shown that the pro-
jected changes of minimum temperatures are well
outside of the observed climate variability during
the last 200 years, as seen in Fig. 3.28.

3.6.2.2 Precipitation Extremes

Due to its very nature as infrequent, sporadic
events occurring on small spatial scales, simulating
extreme precipitation in RCMs is much more dif-
ficult than simulating mean precipitation. Hence,
care has to be taken to extract meaningful results
from RCM studies. To date, only limited evalua-
tion has been performed.

Precipitation extremes, control climate

Christensen et al. (1998) investigated heavy pre-
cipitation (defined as exceeding 10mm day−1) in
an RCM at two different resolutions (57 km and
19 km) and its driving GCM. The results were
compared to observations over the Nordic coun-
tries. The RCM simulations showed a more repre-

sentative number of high-intensity rain days than
the GCM, with the finer resolution simulation
showing the highest number.

Christensen et al. (2002) compared results from
RCM simulations at 22 km resolution to 20 years
of gridded observations over Denmark (Scharling
2000). They also showed high-intensity events to
be more frequent with higher spatial resolution,
but the regional model did not produce a sufficient
number of extreme events even though the mean
precipitation was realistic (see also Christensen
and Christensen 2004). However, in contrast to
the driving GCM, the high-resolution RCM sim-
ulation showed a realistic annual variation of the
decay exponent (i.e. the exponent of an exponen-
tial fit to the probability of exceedance as a func-
tion of daily precipitation values). Räisänen et al.
(2003) concluded that extreme precipitation was
underestimated in RCMs. Semmler and Jacob
(2004) looked at daily precipitation over the Ger-
man state of Baden–Württemberg and found real-
istic magnitudes and regional variation for 10-year
return periods compared to gridded observations.

Available validation studies are thus insufficient
to provide definite statements about the relative
merits of different regional climate models, or at
what resolution they could best be applied. How-
ever, the studies do show that RCMs provide more
realistic descriptions of extreme precipitation than
GCMs.
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Precipitation extremes, future climate

Christensen et al. (2001) compiled results of sev-
eral independent regional simulations showing
that heavy precipitation (defined as exceeding
10mm day−1) increased significantly over Scan-
dinavia following a similar but less significant in-
crease in mean precipitation over the same area.
Räisänen and Joelsson (2001) showed that spa-
tial aggregation of a simple statistic, the annual-
maximum precipitation event, increased the sta-
tistical significance. Their 10-year simulations
showed a significant increase of this quantity when
averaged over the entire RCM domain, which en-
compassed central and northern Europe. The
method was extended in Räisänen et al. (2004)
and applied to 30-year simulations (as presented
in Sect. 3.5). Christensen et al. (2002) found that
the decay exponent decreased in summer, which
indicates more intense extreme rainfall, although
the statistical significance of this result was not
assessed.

Some results for projected future changes in
precipitation extremes are common for several
downscaling experiments. The decrease of sum-
mer precipitation in southern Europe is seen in
several numerical experiments (Cubasch et al.
2001; Giorgi et al. 2001). However, in spite
of this reduction the extreme precipitation gen-
erally shows an increase (e.g. Christensen and
Christensen 2003, 2004; Räisänen and Joelsson
2001; Räisänen et al. 2004; Beniston et al. 2007).
Christensen and Christensen (2004) similarly show
a larger increase for heavy precipitation than
mean precipitation for two river catchments in the
Baltic Sea Basin, Oder and Torne, as simulated
with two different driving models, HadAM3H and
ECHAM4/OPYC3. This result was also found to
apply over the entire Baltic Sea Basin and the
Baltic Sea itself; however, the anomalous increase
in Baltic Sea SSTs from HadAM3H are problem-
atic for this experiment (see Sect. 3.5.2.1).

A further analysis over Europe in Beniston et
al. (2007) shows that several models share the ten-
dency to exhibit increasingly positive changes for
higher return periods (see also Kjellström 2004).
However, some models (e.g. HadRM3H) have such
large reductions in precipitation frequency that
even the highest extremes have negative changes.
Räisänen et al. (2004) found that the projected
future reduction in precipitation in Central and
Southern Europe is due to a reduction in precipita-
tion frequency and not in intensity. They showed

that average intensity changes only slightly, while
extreme values tend to increase. Winter precip-
itation extremes were also analysed by Beniston
et al. (2007). For most of Europe, including the
Baltic Sea Basin, extreme winter precipitation was
shown to increase, roughly proportional to the in-
crease in mean precipitation.

3.6.2.3 Wind Extremes

Characteristics of changes in wind extremes can
be expressed by several different parameters, for
example as changes in the upper percentiles (e.g.
90th, 95th, 99th) of the daily mean wind or of
the daily maximum wind speed. For calcula-
tions of higher wind speeds additional techniques
are needed, such as gust parameterisation. Us-
ing such parameterisations, the number of storm
peak events can be determined. Another method
for assessing changes in storm events is applying a
combination of maximum wind speed and pressure
changes (Leckebusch and Ulbrich 2004).

Wind extremes, control climate

Rockel and Woth (2007) studied the 99th per-
centile of daily mean wind speed for SRES-A2 sce-
nario simulations from eight different RCMs. For
north-eastern Europe monthly averages of the 99th

percentile from all the control simulations varied
between about 13 to 17 m s−1 for January and 10
to 12m s−1 for July (Fig. 3.29). However, over
land these quantities can only be used to assess
a qualitative change in wind speed, as regional
models are hardly producing wind speeds above
17m s−1 (cf. Sects. 3.5.1.1 and 3.5.2.3).

Wind extremes, future climate

An increase of strong winds over the whole Baltic
Sea Basin was reported by Pryor and Barthelmie
(2004). They investigated the change in the 90th

percentile and found an increase in the southern
part of the Baltic Sea Basin and southern to mid-
Sweden of up to 0.7m s−1 over land areas. Over
the northern part of the basin, the increase was
lower, less than 0.4m s−1. The largest increase
occurs over the Baltic Sea itself, with more than
0.7m s−1. These numbers were taken from the
RCAO simulation driven by ECHAM4/OPYC3;
values from the corresponding simulation driven
by HadAM3H are generally lower as discussed
below (see also Sect. 3.5.2.3). Following Pryor
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Fig. 3.29. 99th percentile of daily mean wind speed over Scandinavian land area from eight different RCMs
driven by HadAM3H boundary conditions. The plot on the left shows results for the present climate (1961–
1990). The plot on the right shows change in future climate for the SRES-A2 scenario (scenario 2071–2100
minus present day 1961–1990). Open circles denote outliers (i.e. where the distance from either the lower 25%
or the upper 75% quartile is larger than 1.5 times the interquartile distance) (from Rockel and Woth 2007)

and Barthelmie, the differences in future change
of extreme wind speed may be indicative of a
change in the NAO teleconnection patterns. In
agreement with dynamic scales, up to 50% of
the interannual variability in the 90th percentile
winter wind speeds in the Baltic Sea Basin can
be attributable to variations in NAO (Pryor and
Barthelmie 2003).

Rockel and Woth (2007) studied daily mean
wind speed over land for SRES-A2 scenario sim-
ulations from eight different RCMs. Looking at
the 90th percentile, half of the models determine a
future increase in wind speed of around 1m s−1 in
February and a decrease of around 1m s−1 in April
over north-eastern Europe (Fig. 3.29). Individual
models show values of up to 2m s−1 (July) and
nearly −2m s−1 (April). For September the 99th

percentile of wind speed decreases between 0 and
about 1m s−1, with a model mean of 0.5m s−1.

Generally, the changes in extreme wind speed
follow those in mean wind speed (Räisänen et
al. 2003). RCAO driven by ECHAM4/OPYC3
shows an increase of about 8%; in terms of an-
nual maximum wind speed, the projected changes
over Sweden are 8% and 6% for the SRES-A2 and
SRES-B2 scenarios, respectively. RCAO driven
by HadAM3H shows a decrease of about 4%; the
corresponding changes in annual maximum wind
speed are −3% and −2% over Sweden for the
SRES-A2 and SRES-B2 scenarios, respectively.

However, only the results from the RCAO sim-
ulations driven with ECHAM4/OPYC3 are sta-
tistically significant at the 95% level. The large-
scale geographical patterns of change and differ-
ences between the different simulations of annual
maximum wind speed broadly follow those of the
annual mean wind speed (Räisänen et al. 2004).
The largest increases occur in northern Europe in
the regions of western Norway and Sweden.

The results described above are based directly
on model calculated wind. As such, this wind
speed does not realistically reflect the occurrence
of wind peaks or gusts. Gusts occur on finer
temporal and spatial scales than those resolved
by RCMs. Thus, a sub-grid parameterisation is
necessary to properly account for them. For two
of the eight RCMs used in PRUDENCE, maxi-
mum wind speed results included gust parameteri-
sation. Rockel and Woth (2007) studied the future
change in the number of storm peak events (de-
fined as wind speeds greater than 17.2m s−1) for
the SRES-A2 scenario with HadAM3H boundary
conditions. They found an increase of about 10%
over the southern part of the Baltic Sea Basin and
a decrease of about 10% in the northern part for
both models. In the middle of the Baltic Sea Basin
the two models show opposite behaviour. One
gives a decrease of about 10%, whereas the other
shows storm peak events to increase by about 10%.
As the same gust parameterisation is implemented
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in both models, other differences in the models
must be responsible for these discrepancies.

3.7 Projections of Future Changes in Hy-
drology for the Baltic Sea Basin

Hydrological regimes vary according to how the
local and regional climate varies; looking toward
future climate, both change and variability in cli-
mate will produce changes in hydrological condi-
tions. This section focuses on the hydrological
response to projected changes in climate for the
Baltic Sea Basin. Hydrological studies focusing
on anthropogenic climate change are often asso-
ciated with analysing impacts to water resources,
thus combining the science of anthropogenic cli-
mate change with applications for society. The
following hydrological assessment strives primarily
to summarise responses of the hydrological system
and does not attempt to cover the full details of
the studies on impacts included in the literature,
although some overlap is unavoidable.

Most studies conducted within the Baltic Sea
Basin do not cover the entire basin. Many are
often of national interest and concentrate only on
certain river basins. Therefore to be complete, a
short summary of relevant studies is included here,
even though they do not address the continental
scale of the full Baltic Sea Basin.

3.7.1 Hydrological Models and Anthropogenic
Climate Change

Although both global and regional climate mod-
els include representation of the hydrological cycle
and resolve the overall water balance, they typi-
cally do not provide sufficient detail to satisfacto-
rily address how a changing climate can impact
on hydrology (Varis et al. 2004). Due to this,
hydrological models are used to further investi-
gate hydrological responses to anthropogenic cli-
mate change. Many researchers have estimated
how hydrological conditions may change with an-
ticipated climate change for a host of different
drainage basins around the world (e.g. Arnell 1999;
Bergström et al. 2001; Gellens and Roulin 1998;
Grabs et al. 1997; Hamlet and Lettenmaier 1999;
Kaczmarek et al. 1996; Sælthun et al. 1998; Ve-
hviläinen and Huttunen 1997). The common ap-
proach for such studies is to first evaluate represen-
tative anthropogenic climate changes from the cli-
mate models and then to introduce these changes
to a hydrological model for the basin in question.

Many such studies were based on anthropogenic
climate change results from global general circula-
tion models (GCMs), some used statistical down-
scaling methods, and more recent studies included
results from regional climate models (RCMs).

3.7.2 Interpreting Anthropogenic Climate
Change Projections for Hydrology

Transferring the signal of anthropogenic climate
change from climate models to hydrological mod-
els is not a straightforward process. In a perfect
world one would simply use outputs from climate
models as inputs to hydrological models, but me-
teorological variables from climate models are of-
ten subject to systematic biases. For example, in
the Alpine region of Europe, many RCMs exhibit
a dry summertime precipitation bias on the order
of 25% (Frei et al. 2003). For northern Europe,
including parts of the Baltic Sea Basin, precip-
itation biases tend toward overestimation (Hage-
mann et al. 2004; see also Sect. 3.5.1.1). Hydrolog-
ical regimes are particularly sensitive to precipita-
tion, and such biases strongly affect the outcome
of hydrological model simulations. Uncertainties
in observations further complicate the analysis of
precipitation biases.

Due to climate model biases, most studies of
the hydrological response to anthropogenic cli-
mate change to date have resorted to the practice
of adding the change in climate to an observational
database that is then used as input to hydrological
models to represent the future climate (Andréas-
son et al. 2004; Bergström et al. 2001; Kilsby et
al. 1999; Lettenmaier et al. 1999; Middelkoop et
al. 2001; Sælthun et al. 1999). This common ap-
proach for impacts modelling has been referred to
as the delta change approach (Hay et al. 2000),
and variations of this approach have been the de
facto standard in anthropogenic climate change
impacts modelling for some time. According to
Arnell (1998), this requires two important assump-
tions. One is that the base condition represents a
stable climate both for the present and for a future
without anthropogenic climate change. Secondly,
the atmospheric model scenarios represent just the
signal of anthropogenic climate change, ignoring
multi-decadal variability. However, the longer the
time period of climate model simulations, the more
multi-decadal variability is smoothed out.

A major disadvantage of the delta change ap-
proach is that representation of extremes from
future climate scenarios effectively gets filtered
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Fig. 3.30. RCM partitioning of precipitation into evapotranspiration and runoff generation over the total
Baltic Sea Basin for control simulations representing the period 1961–1990. Also shown are calibrated results
from the HBV-Baltic hydrological model (HBV-base; see Sect. 3.7.4), which are thought to give a reasonably
accurate representation of the partitioning. All RCM simulations with the exception of 3 were forced by the
global HadAM3H (also shown); the exceptions are HIRHAM-E and RCAO-E forced by ECHAM4/OPYC3,
and HadRM3P forced by HadAM3P (from Graham et al. 2007b)

out in the transfer process. The delta change
extremes are simply the extremes from present
climate observations that have either been en-
hanced or dampened according to the delta fac-
tors. For this reason, researchers have recently
been investigating more direct methods for repre-
senting the future climate in assessments of the
hydrological response to anthropogenic climate
change. This employs applying some form of scal-
ing (modification) to RCM outputs to try to cor-
rect for biases before transfer to hydrological mod-
els. Such methods also have limitations, which
can be severe, but they are more consistent with
the RCMs and provide additional answers that are
missing in the delta change approach (Arnell et
al. 2003; Graham et al. 2007a; Lenderink et al.
2007).

Yet another approach is to use runoff results di-
rectly from climate models. This applies primarily
to RCMs, where horizontal model scales are be-
coming finer and are approaching scales more rep-
resentative of large-scale hydrological processes.
RCM model runoff output is in the form of runoff
generation, which is the instantaneous excess wa-
ter per model grid square, without any transla-

tion or transformation for groundwater, lake and
channel storage, or transport time. As such, this
runoff value is difficult to compare to observa-
tions and it does not provide flow rates through
rivers into the sea. River routing schemes can be
used to route climate model runoff (mmday−1) to
river discharge (m3 s−1) (Hagemann and Dümenil
1999; Lohmann et al. 1996); this mainly affects
timing and seasonal distribution. However, since
this approach makes no corrections to runoff vol-
umes, water balance biases from the climate mod-
els greatly influence the results.

The partitioning of precipitation into evapo-
transpiration and runoff is critical for realistic rep-
resentation of the hydrological cycle. Graham et
al. (2007b) investigated the hydrological perfor-
mance of 13 RCM control simulations over the
Baltic Sea Basin with a simple comparison of
the partitioning of annual RCM precipitation into
evapotranspiration and total runoff generation, as
shown in Fig. 3.30. They found that the major-
ity of RCMs investigated tended to underestimate
the partitioning of precipitation into runoff. This
is likely due to a general overestimation of evapo-
transpiration in the basin.
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3.7.3 Country Specific Hydrological Assess-
ment Studies

As mentioned above, many hydrological studies
do not cover the entire Baltic Sea Basin. This
section gives a concise summary of known studies
on a country specific basis. Some of these were
conducted over the total territory of the coun-
try in question, while others concentrated on spe-
cific river basins or specific subbasins. Figure 3.31
shows a map giving the approximate locations
of documented studies. A short section on each
country follows. Note that although the Czech
Republic, Slovakia and Ukraine also have areas
within the Baltic Sea Basin, they are not included
here due to their relatively small contributions of
runoff.

Belarus

One study was conducted and reported in the As-
sessment of Potential Impact of Climatic Changes
in the Republic of Belarus (World Bank 2002)
and in BALTEX conference proceedings (Kalinin
2004). Three different incremental climate scenar-
ios were used, 1) an increase in temperature by
2 C̊, 2) a decrease in precipitation by 10%, and 3)
a combination of both changes. A water balance
model was used to calculate monthly mean and
annual mean river runoff and total evapotraspira-
tion. The entire territory of Belarus was included.

According to the first scenario, river runoff
would decrease by 10%, and total evapotranspira-
tion would increase by 4.7% (World Bank 2002).
According to the second scenario, river runoff
would decrease by 24.5%, and total evaporation
would decrease by 5.4%. In this case, the maxi-
mum runoff and total evaporation reduction would
take place in July with 29.7% and 7%, respec-
tively. In the third scenario runoff would decrease
by 29.3% on average, and total evapotranspiration
would decrease by 0.7% on average. The max-
imum runoff and total evapotranspiration reduc-
tion would take place in July with 45.2% and 5.1%,
respectively. River runoff appeared to be quite
sensitive to the simultaneous precipitation reduc-
tion and air temperature rise.

A further analysis looked at how a temperature
increase of 1.5 C̊ by the year 2025 would affect
groundwater. This showed a groundwater level
recession of approximately 0.03–0.04m relative to
the current level (Kalinin 2004).

Fig. 3.31. Locations of country specific studies con-
ducted to analyse the hydrological response to pro-
jected anthropogenic climate change in the Baltic Sea
Basin. Countries that included their total territory in
the studies are indicated with diagonal striping. Oth-
erwise, the general location of basins studied is indi-
cated with hatched circles

Denmark

Andersen et al. (2006) used 30-year HIRHAM
RCM control and SRES-A2 simulations driven
by ECHAM4/OPYC3 in the NAM rainfall-runoff
model for the Gjern River basin. They found mean
annual runoff to increase by 7.5% in the future cli-
mate. Seasonally, their results show considerably
higher runoff during winter. They found summer
runoff to increase in streams that are predomi-
nantly groundwater fed and to decrease in streams
with a low base-flow index, typically loamy catch-
ments. Summer runoff reductions of 40–70% were
projected for the latter stream type.

Thodsen et al. (2005) and Thodsen (2007)
looked at the impact of projected anthropogenic
climate change on the Odense River, also using
the NAM rainfall-runoff model with a HIRHAM
SRES-A2 simulation (GCM unspecified). They
found that runoff would increase for the period De-
cember to August, with as much as 30% in Febru-
ary. A decrease in runoff was shown for September
to November, with as much as 40% in September.
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They also found that extremes would be more pro-
nounced, both at high flows and at low flows.

Estonia

A coordinated study using the same set of anthro-
pogenic climate change scenarios generated by two
GCMs was reported in the Country Case Study
on Anthropogenic Climate Change Impacts and
Adaptation Assessments in the Republic of Esto-
nia (Tarand and Kallaste 1998) and other publi-
cations (Kallaste and Kuldna 1998; Järvet et al.
2000; Roosaare 1998). Additionally, another study
using five incremental scenarios was conducted for
the Lake Võrtsjärv (Järvet 1998).

The MAGICC model (Wigley and Raper 1987;
1992a; 1992b) and SCENGEN program were used
for anthropogenic climate change scenario genera-
tion in the country case study (Keevallik 1998).
Three alternative IPCC GHG emissions scenar-
ios (IS92a, IS92c, IS92e) were combined with re-
sults of two GCM experiments (HadCM2 and
ECHAM3). As a result, six anthropogenic climate
change scenarios up to year 2100 were prepared
for modelling anthropogenic climate change im-
pact on river runoff. The three IPCC scenarios
were qualitatively labeled as MIN (IS92c), MID
(IS92a) and MAX (IS92e), as used in the discus-
sion below.

Several different hydrological models and tools
were used for the analysis of river runoff, evapo-
transpiration, groundwater and water supply. The
water balance model WATBAL was used for river
runoff with a monthly time step. The entire ter-
ritory of Estonia, subdivided into western Estonia
with strong influence from the Baltic Sea, and cen-
tral and eastern Estonia with a more continental
climate. The territory was further subdivided into
36 river basins. In some studies the watershed of
the Väike-Emajŏgi River was studied in greater
detail.

Evapotranspiration was shown to increase un-
der all six scenarios studied. The predicted
changes would affect evapotranspiration more in
the cold season than in the growing season. How-
ever, the change in the magnitude is much smaller
on the annual scale, as the cold season evapotran-
spiration constitutes only 10–13% of the annual
evapotranspiration. The most significant increase
was simulated using the ECHAM3-MAX scenario.
In absolute values, the ECHAM3-MAX scenario
predicted evapotranspiration increases of 16mm
in June and about 4mm in January.

The modelled changes in the mean annual
runoff in different basins and scenarios range from
−1% to +74%. The largest increases were found
for the Emajŏgi River, and for a number of small
river basins. An increase in total annual runoff by
20–40% (HadCM2-MID) and 30–60% (ECHAM3-
MID) was modelled for the year 2100.

Seasonal dynamics of runoff were analysed for
several rivers and showed the projected runoff in-
crease in winter to have the largest impact. The
maximum increase for the Emajŏgi River was pro-
jected for April or May (depending on the model
and scenario). Runoff maximums in spring were
shown to decrease considerably in the central and
western parts of Estonia. This is related to the
projection that the duration of snow cover would
also decrease considerably. Among the single river
basins studied, the projection for the small Lŏve
Rive on the Saaremaa Island stands out; it showed
the lowest increase in every scenario.

Groundwater recharge was shown to increase
on average by 20–40% according to these simu-
lations with a maximum increase of up to 75%
increase. The ratio of the groundwater contri-
bution to river runoff would increase from 30 to
40%. The modelling results also indicated a rise
of long-term mean annual groundwater levels by
about 0.5–0.8m in northern Estonia, and 0.2–
0.4m in southern Estonia. Furthermore, consider-
able changes would occur in the seasonal dynamics
of the groundwater regime, with rising water lev-
els in spring and autumn. This would tend toward
an earlier onset of flooding.

Finland

As outlined by Bergström et al. (2003), three
major studies concerning anthropogenic climate
change and hydrology have been conducted in Fin-
land. The Nordic research programme on Climate
Change and Energy Production (CCEP; Sælthun
et al. 1998) was carried out during 1991–1996. The
multidisciplinary Finnish Research Programme on
Climate Change (SILMU) was carried out dur-
ing 1991–1995 (SILMU 1996; Vehviläinen and
Huttunen 1997) and more recently, the ILMAVA
project (ILMAVA 2002). Additional studies have
focused on hydrological impacts and design floods
(Tuomenvirta et al. 2000).

The CCEP research programme used an an-
thropogenic climate change scenario based on sta-
tistically downscaled information from four differ-
ent General Circulation Models. The SILMU sce-
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narios were based on an intercomparison study of
GCM simulation results (Räisänen 1994). For the
ILMAVA project (ILMAVA 2002), two SRES sce-
narios (A2 and B2; Nakićenović et al. 2000) from
the HadCM3 GCM were used.

All of the studies used the operational wa-
tershed models of the Finnish Environment In-
stitute (SYKE; Vehviläinen 1994), which are
based on a Finnish version of the HBV-model
(Bergström 1976). All studies thus far have used
the delta change approach for transferring the an-
thropogenic climate change signal from climate
models to hydrological models and have relied on
GCM models.

The drainage basins used for hydrological stud-
ies were selected to represent different regions of
Finland, as shown in Fig. 3.31. Starting with
the CCEP project, subbasins from southern and
northern Finland were used. In the SILMU
project, a similar selection of drainage basins was
chosen, but larger areas in the southeast were in-
cluded. For the ILMAVA project, basins produc-
ing most of Finland’s hydropower were chosen.

The trend of results from the more recent
ILMAVA project is similar to results from the ear-
lier CCEP and the SILMU projects. The pro-
jected anthropogenic climate change was shown to
strongly affect the seasonal distribution of runoff
and other water balance terms. With increased
temperature, snow cover diminishes or almost van-
ishes in southern Finland, and its duration be-
comes shorter. Frequent thawing periods result
in increased occurrence of winter floods and de-
creased spring floods. Summers become drier due
to the longer summer season, and increases occur
in both evapotranspiration and lake evaporation.

There are differences between the results of
these studies, as seen for changes in runoff. An-
nual runoff from the Kemihaara subbasin (Kemi-
joki basin, northern Finland) was found to in-
crease by 2% in the CCEP project, whereas in
the SILMU project essentially no annual change
was found. Results from ILMAVA showed an-
nual runoff in this sub-basin to increase by 5 to
8%. In the Oulujoki drainage basin (mideastern
Finland), the CCEP project reported nearly no
change in annual runoff, but results from the IL-
MAVA project showed an annual increase of 2 to
7%. For the Vuoksi drainage basin (south-eastern
Finland), changes in annual runoff varied between
−1 to +4% (CCEP), −2% (SILMU) and 0 to +8%
(ILMAVA). These differences were due primarily
to differences of climate scenarios, especially re-

garding precipitation. However, it was also found
that results were quite sensitive to how evapotran-
spiration and lake evaporation are represented.

Results from the SILMU project also showed
that changes in maximum flows for large basins
with a high concentration of lakes depend strongly
on the location of the site within the lake sys-
tem. For upper subbasins of large basins and
basins without lakes, the maximum discharge de-
creased by 20 to 60% due to smaller spring floods.
However, maximum inflows to the central lakes
of large basins increased by some 3 to 17%, as
snowmelt and precipitation accumulate into these
lakes during winter, when no evaporation takes
place. Thus, due to increased volume accumulat-
ing in large lakes, the maximum discharge of the
lakes would increase.

Germany

No specific studies were found for German basins
flowing into the Baltic Sea. However, runoff from
German territory is included in projections of the
hydrological response for the Oder River. See re-
lated studies under Poland.

Latvia

Related studies were reported in the Third Na-
tional Communication of the Republic of Latvia
under the United Nations Framework Conven-
tion on Climate Change (Ministry of Environmen-
tal Protection and Regional Development 2001),
BALTEX conference proceedings (Butina et al.
1998a), and Proceedings of the Second Interna-
tional Conference on Climate and Water (Butina
et al. 1998b; Jansons and Butina 1998).

Anthropogenic climate change scenarios from
the UKMO GCM transient scenario (Murphy and
Mitchell 1994) and the GENESIS GCM (Thomp-
son and Pollard 1995) scenario were used. The
results of the GENESIS GCM were represented in
the form of monthly corrections to meteorological
parameters received from maps of low resolution
(Henderson-Sellers and Hansen 1995). Doubling of
the atmospheric CO2 concentration was assumed.
The climate scenario predicts a 3–3.5 C̊ rise in air
temperature and a 20–25% increase in precipita-
tion.

All of Latvia was included in the Third National
Communication. Studies by Butina et al. (1998b)
were done in the Liulupe basin (17,600 km2),
its subbasin Viesite-Sudrabkalni, and the Berze
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basin. Hydrological assessments were made using
the HBV hydrological model (Bergström 1995).

According to the assessment in the Third Na-
tional Communication, groundwater levels in the
lowest coastal zone of Riga Bay could rise by 50–
70 cm. Risk of floods would increase in the lower
reaches of the large rivers Liulupe, Daugava and
Gauja. Rising groundwater level could cause se-
rious problems to people living in lowlands in the
coastal zone where elevation above sea level is only
0.7 to 2.0m.

Butina et al. (1998b) reported that, due to
higher temperatures, more winter precipitation
would fall as rain instead of snow. The spring
snowmelt would shift from April to February or
even earlier. River flow would be higher during all
seasons according to the GENESIS scenario, but
not for the UKMO GCM scenario. The UKMO
GCM transient scenario showed river flow to in-
crease by 11% on average (ranging from −7 to
+36%), while, according to the GENESIS sce-
nario, river flow would increase on average by 83%
(ranging from 55 to 120%).

Jansons and Butina (1998) used the same sce-
narios to investigate changes in runoff and nutrient
load for the small agricultural Berze catchment.
According to the GENESIS scenario, annual flow
would increase by 57%, but the UKMO GCM sce-
nario showed no significant increase in flow. Flood
peaks increased by 32% with GCM GENESIS in-
put, while the UKMO GCM scenario predicted
a decrease in flood peaks. The GCM GENESIS
scenario generated an increase in summer flow,
whereas a moderate decrease was projected using
the UKMO GCM scenario.

Lithuania

Studies were reported in Lithuania’s Second Na-
tional Communication under the Framework Con-
vention on Climate Change (Ministry of the En-
vironment 2003) and in BALTEX conference pro-
ceedings (Rimkus 2001). The National Communi-
cation used scenario results from the GFDL GCM.
Rimkus used results from five GCMs over Lithua-
nia; these were HadCM2, ECHAM4, CGCM1,
GFDL-R15 and CSIRO-Mk2.

According to the GFDL model, the average
summer temperature by 2050 would exceed the
recent average by 1.7 C̊, and the average win-
ter temperature would be 1.2–1.3 C̊ higher. The
summer precipitation would increase slightly un-
til 2020 and then start decreasing in the subse-

quent period. The amount of summer precipita-
tion by 2050 would be 5–6% lower than the present
level, and the winter precipitation would be 5–
6.5% higher.

No hydrological models were used for the assess-
ment described in the Second National Communi-
cation; only analysis of the climate model outputs
was carried out. This included assessment of pos-
sible effects over all of Lithuania. One outcome
from this study was that the extensive wetlands of
the country would become dryer with accelerated
succession.

Rimkus (2001) used an analysis of regression
links between climate variables. Data from the
nearest grid points were used to assess changes in
snow water equivalent in Lithuania. Two cases
were analysed: 1) the mean temperature for the
snow accumulation period would rise by 1.5 C̊
and precipitation would rise by 8mm (as expected
around the year 2040); 2) the mean temperature of
the snow accumulation period would rise by 3.0 C̊
and precipitation would increase by 14mm (as ex-
pected around the year 2065).

Results from Rimkus (2001) showed that maxi-
mum snow depth in Lithuania would decrease sig-
nificantly under anthropogenic climate change sce-
narios. For the reference period 1961–1990, max-
imum snow water equivalent was 40mm on aver-
age, ranging from 21 to 60mm. Average maximum
snow water equivalent would decrease to 34mm,
with temperature and precipitation increasing by
1.5 C̊ and 8mm, respectively. Average maximum
snow water equivalent would decrease to 28mm,
with temperature and precipitation increasing by
3.0 C̊ and 14mm, respectively.

Norway

In addition to the Nordic research programme on
Climate Change and Energy Production (CCEP;
Sælthun et al. 1998) during 1991-1996 (see also
Finland and Sweden), two national projects on an-
thropogenic climate change and hydrological im-
pacts have been performed in Norway (Bergström
et al. 2003). These were “Climate change and
water resources” (Sælthun et al. 1990) conducted
prior to CCEP, and “Climate change and energy
production potential” (Roald et al. 2002; Skaugen
et al. 2002; Skaugen and Tveito 2002), which was
carried out during 2000–2002.

Sælthun et al. (1990) used anthropogenic cli-
mate change scenarios based on the NCAR model
(Washington and Meehl 1989). No downscaling
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procedure was applied. Two climate scenarios
were used: one based on what was considered the
most probable changes of precipitation and tem-
perature, and one based on greater changes. As
described under Finland, CCEP used an anthro-
pogenic climate change scenario based on statis-
tically downscaled information from four differ-
ent General Circulation Models (Sælthun et al.
1998). Local and regional climate scenarios have
also been studied in the RegClim project since
1997. This has focused mainly on results originat-
ing from ECHAM4/OPYC3 simulations using the
IPCC IS92a scenario. Regional downscaling from
both statistical techniques (Hanssen-Bauer et al.
2000, 2001; Benestad 2002a) and RCM modelling
(Bjørge et al. 2000) was used.

Runoff simulations were performed with the
HBV Model (Bergström 1995). Evapotranspi-
ration was estimated according to temperature
based methods developed by Sælthun et al. (1990),
which were further improved in later studies
(Sælthun 1996). In Sælthun et al. (1990) 7 basins
were used, in Sælthun et al. (1998) 10 basins, and
in Roald et al. (2002) 42 basins. These basins are
distributed over all of Norway and represent dif-
ferent hydrological regimes. Future water balance
changes for the whole of Norway were also included
in Roald et al. (2002), Engen-Skaugen et al. (2005)
and Roald et al. (2006).

Sælthun et al. (1990) concluded that correct
modelling of evapotranspiration is important when
it comes to estimating the future water balance
(Fossdal and Sælthun 1993). The annual evapo-
transpiration increase was 40–55mm in mountain-
ous areas, 45–100mm in transitional areas and 50
to 110mm in lowland areas. The corresponding
increase in annual runoff for mountainous areas
was more than 750mm. In lowland and forested
inland basins, annual runoff was shown to decrease
in response to increased evapotranspiration. The
wettest scenario resulted in increased runoff over
all of Norway, up to 15% on the west coast.

Sælthun et al. (1998) drew similar conclusions.
Evapotranspiration was shown to increase due to
increased summer temperature and longer snow
free periods. Annual evapotranspiration would in-
crease between 100 and 200mm over 100 years,
and precipitation would increase between 15 and
20% for the same period. An evapotranspiration
increase of 100mm would counterbalance the pre-
cipitation increase in areas where present annual
precipitation is less than 700mm. The annual
runoff would therefore increase in western areas

and decrease in inland areas. Results from Roald
et al. (2002) showed that runoff would increase
over almost all of Norway, following the same pat-
tern as the increase in precipitation.

The scenarios in Sælthun et al. (1990) and
Sælthun et al. (1998) showed a drastic change in
the seasonal distribution of runoff, with increases
in winter, reduced spring flood peaks with earlier
occurrence and decreases in summer. The changes
were mostly controlled by the effect of tempera-
ture on snow processes. The seasonal distribution
would not change much in coastal regions that do
not have stable snow cover under the present cli-
mate. The largest changes were shown for the
lower elevations of regions that now have a sta-
ble snow cover during winter. Roald et al. (2002)
showed that summer runoff would decrease and
autumn runoff would increase, especially on the
west coast.

Sælthun et al. (1990) concluded that melting of
Norwegian glaciers would increase and the sum-
mer discharge in glacier basins would therefore
increase. Most of the glaciers would also expe-
rience a negative mass balance, resulting in re-
duced volume. The long-term effect would be re-
duced summer runoff in basins that have glaciers
today. However, high altitude glaciers in mar-
itime climates with high precipitation might main-
tain their volume and even grow. In Roald et al.
(2002), simulations suggested that glaciers would
accumulate and the effect on runoff would be neg-
ative, as opposed to a state of equilibrium.

Poland

Kaczmarek et al. (1997) used data from several
GCMs with their hydrological model CLIRUN
(Kaczmarek 1996; Kaczmarek 1993) for studying
three middle-size catchments in Poland. These
were followed up by additional studies with up-
dated models (Kaczmarek 2003; Kaczmarek 2004).
De Roo and Schmuck (2002) report on studies
using different incremental scenarios. The early
studies by Kaczmarek focused on the Warta basin,
which is the largest tributary to the Oder River.
De Roo and Schmuck analysed the entire Oder
basin. Later studies by Kaczmarek covered other
regions of Poland.

Kaczmarek et al. (1997) noted that current (i.e.
1997) climate models did not offer the degree of
watershed specific information required for hydro-
logical modelling. Moreover, the results for river
flow showed great differences depending on the



3.7. Projections of Future Changes in Hydrology for the Baltic Sea Basin 187

different models used (Kaczmarek 1996). Gutry-
Korycka (1999) also noted that the information
from GCMs was not sufficient for definite projec-
tions of the influence of warming on river flow in
the second half of the 21st century. Similarly, re-
sults on hydrological drought frequency differed
considerably between the models, both in magni-
tude and direction (Kaczmarek and Jurak 2003).

De Roo and Schmuck (2002) used the LIS-
FLOOD Model in their studies together with seven
different incremental scenarios. They looked at,
1) annual precipitation increases of 15% and 22%,
2) annual precipitation decreases of 10% and 15%,
3) an average annual temperature increase and de-
crease of 1 C̊ and 4) a combined 15% increase
in precipitation and 1 C̊ increase in temperature.
They reported that a 15% increase in precipitation
showed a sharp increase in maximum discharge of
600–900m3 s−1 at all major gauge locations. A
decrease in precipitation by 10% resulted in a de-
crease of peak discharge of 430–560 m3 s−1. A pre-
cipitation decrease by 15% led to a decrease of
peak discharge of 590–810 m3 s−1.

Kaczmarek (2003) studied the influence of cli-
mate change on the water balance in Poland for
the period 2030-2050 using the CLIRUN3 hy-
drological model and two anthropogenic climate
change scenarios: GFDL (warm and dry) and
GISS (warm and wet). They projected a de-
crease in river flow and soil moisture in summer
and autumn. The flood season would also shift
from March–April to January–February, in accor-
dance with results from the EU project “Impact of
Climate Change on Water Resources in Europe”
(from the 4th Framework Programme).

Kaczmarek (2004) stated that although it is cer-
tain that a warmer climate will accelerate the hy-
drological cycle, less is known about impacts at
river basin levels. In the maritime parts of Europe,
he reports a tendency toward increasing stream-
flow during winter. Furthermore, a reduction dur-
ing low flow periods is expected, which could lead
to increased drought frequency and, in most catch-
ments, increased flood frequency. For Poland it-
self, projected flow characteristics vary between
models and scenarios.

Russia

Two studies were reported in Meteorology and Hy-
drology (Kondratyev and Bovykin 2003; Meleshko
et al. 2004), one study in Water Resources (Grig-
oryev and Trapeznikov 2002), and one study in an

INTAS Report (Kondratyev 2001). The study per-
formed by Meleshko et al. (2004) covers the entire
Baltic Sea Basin and is summarised in Sect. 3.7.4.
Kondratyev and Bovykin (2003) used climate sce-
narios from ECHAM4/OPYC3 calculated for the
Lake Ladoga drainage basin (258,000 km2) for the
period 2001–2100 (Arpe et al. 2000; Golitsyn et
al. 2002). They coupled this to a model of hy-
drological regimes and nutrient fluxes for the sys-
tem catchment and lake. This was applied for
the much smaller Lake Krasnoye and its drainage
basin (168 km2) with the help of regression equa-
tions (Kondratyev et al. 1998; Kondratyev and
Bovykin 2000). For Kondratyev (2001), eight dif-
ferent incremental scenarios were used instead.

According to Kondratyev and Bovykin (2003),
a moderate increase in river discharge was pro-
jected for Lake Krasnoye. Snow water equivalent
was shown to decrease by 25–28%. Soil moisture
in the watershed would increase by 7–8% in au-
tumn and winter, and decrease by 10–18% in sum-
mer. Spring floods would start earlier. The lake
level would be characterised by earlier spring max-
imums and a 10 cm lower water level in summer,
as compared to the 1964–1984 reference period.

Results from Kondratyev (2001) summarised
characteristics of annual runoff, maximum water
discharge in the tributaries, soil moisture in au-
tumn, and numerous nutrient transport variables
for the Lake Krasnoye catchment. Their findings
showed mean annual runoff changes from −26%
to +35%, maximum runoff changes from −59%
to +66% and autumn soil moisture changes from
−26% to +14%.

Grigoryev and Trapeznikov (2002) used prob-
abilistic incremental scenarios for Lake Ladoga.
They applied a transfer function model with cli-
mate characteristics as input and water level in the
lake as output. According to their probabilistic
climate scenario, the water level in Lake Ladoga
would decrease by 50 cm.

Sweden

Sweden also participated in the Nordic research
programme on Climate Change and Energy Pro-
duction (CCEP; Sælthun et al. 1998) during 1991–
1996 (see also Finland and Norway). This re-
sulted, among others, in a comprehensive study
of evapotranspiration effects (Lindström et al.
1994). Sensitivity studies of climate change ef-
fects on hydrology were conducted in an early
study of effects on river regulation (Carlsson and
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Sanner 1996). From 1997 to 2003, hydrologi-
cal impacts studies concerning anthropogenic cli-
mate change were mainly produced within the
Swedish Regional Climate Modelling Programme
(SWECLIM; Bergström et al. 2001; Gardelin et
al. 2002a; Gardelin et al. 2002b; Graham et al.
2001; Andréasson et al. 2002; Andréasson et al.
2004). Most recently, hydrological impact stud-
ies were conducted within the EU PRUDENCE
project (Graham et al. 2007a).

As described under Finland, the CCEP re-
search programme used an anthropogenic cli-
mate change scenario based on statistically down-
scaled information. The anthropogenic climate
change scenarios from SWECLIM came primar-
ily from RCM modelling. Most simulations
were based on three different GCMs, HadCM2,
HadAM3H and ECHAM4/OPYC3, downscaled
with the Rossby Centre regional climate models
RCA (Rummukainen et al. 2001; Jones et al. 2004)
and RCAO (Döscher et al. 2002). Some use of
statistically downscaled scenarios was also made
(Bergström et al. 2003). Earlier SWECLIM sim-
ulations were based on business as usual (BaU)
emissions scenarios (Houghton et al. 1992), while
more recent simulations used the SRES (A2 and
B2) scenarios (Nakićenović et al. 2000).

The HBV hydrological model was used in the
Swedish studies (Bergström et al. 2001; Graham
et al. 2001). Particular effort was placed on de-
veloping appropriate representation of evapotran-
spiration processes and on the interface used for
transferring anthropogenic climate change infor-
mation from climate models to hydrological mod-
els. Most studies to date used the delta change ap-
proach for transferring the signal of anthropogenic
climate change to hydrological models. The PRU-
DENCE studies also investigated the use of pre-
cipitation scaling.

Six test basins representing different climate
and hydrological regimes in Sweden were initially
chosen for impacts analysis within both CCEP
and SWECLIM. They were later supplemented
by two additional basins, the Lule River Basin,
representing a high degree of river regulation,
and Lake Vänern, the basin containing Sweden’s
largest lake. Limited analyses to address soil frost
and groundwater dynamics were also made in the
Svartberget experimental forest site in northern
Sweden. In the last year of SWECLIM, a hydro-
logical model was developed to conduct hydrolog-
ical change studies over all of Sweden using some
1000 subbasins.

Results from the HBV model using eight differ-
ent regional climate simulations from RCA1 and
four simulations from RCAO were reported by
Andréasson et al. (2004). A general tendency is
the shift in the runoff regime towards decreasing
spring flood peaks and increasing autumn and win-
ter flows. Mean annual change in runoff from the
simulations shows increasing runoff in northern
basins and decreasing runoff in southern basins.
In the northernmost basin (Suorva) there is lit-
tle impact on the magnitude of spring runoff as
snow accumulation is less affected in this region.
However, the timing of snowmelt is affected in all
basins. Summer flows are severely reduced in the
two southernmost basins, Blankaström and Torse-
bro.

The more recent RCAO scenario results gener-
ally show higher runoff during winter and lower
spring runoff than results from the earlier RCA1
scenarios. The relative range of changed runoff
between different simulations is larger towards the
south of the country. This may be explained partly
by increasing rates of projected evapotranspira-
tion further south and associated uncertainty in
modelling changes to future evapotranspiration.
For a majority of the basins, the RCA1-HadCM2
simulations show greater impact on runoff than
for RCA1-ECHAM4/OPYC3 simulations. Re-
garding RCAO simulations, impacts driven by
ECHAM/OPYC3 are generally larger than those
driven by HadAM3H.

Attempts to make some assessment of extreme
flows were included in Bergström et al. (2001),
Gardelin et al. (2002a) and Andréasson et al.
(2004). These papers present changes in 100-year
flood events obtained from hydrological modelling
and frequency analysis. They report a decrease
in the frequency of high spring floods and an in-
crease in the frequency of flooding events for au-
tumn and winter in many basins. However, such
conclusions are subject to great uncertainty as the
delta change approach used for these studies does
not provide good representation of changes in vari-
ability coming from the climate models.

3.7.4 Baltic Sea Basinwide Hydrological
Assessment

Studies addressing the hydrological response to
anthropogenic climate change specifically for the
Baltic Sea Basin are not numerous. On a global
scale, IPCC (2001b) presented hydrological mod-
elling results for all continents. On a Euro-
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pean scale, Arnell (1999), Strzepek and Yates
(1997), Lehner et al. (2001) and Meleshko et al.
(2004) presented hydrological modelling results
that include the Baltic Sea Basin. On regional
scales, Graham (1999b) presented early results
that specifically address the Baltic Sea Basin.
These were updated to include improved methods
and newer RCM scenarios in Graham (2004) and
to include an ensemble of RCM models in Gra-
ham et al. (2007b). Finally, both Hagemann and
Jacob (2007) and Graham et al. (2007b) present
results for the Baltic Sea Basin using runoff rout-
ing methods. A summary of results from these
studies follows below. All used the delta change
approach, unless otherwise noted.

3.7.4.1 Projected Changes in Runoff

Included in the global scale results presented
by the IPCC are maps showing change in an-
nual runoff at the end of the 21st century from
macroscale hydrological modelling. Results us-
ing two different GCM simulations (HadCM2,
HadCM3) are shown there in mm yr−1 (IPCC
2001b, Fig. TS-3). Although the two simulations
show contradictory trends for other regions around
the globe, results for the Baltic Sea Basin are
qualitatively similar. The trend shown is for in-
creased annual runoff in the north of the basin
and decreased runoff in the south. Magnitudes
range from up to +150mm yr−1 in the north to
−150mm yr−1 in the south. For comparison, the
observed total mean annual runoff to the Baltic
Sea is some 280mm yr−1 (Bergström and Carls-
son 1994). Close examination of the IPCC maps,
however, reveals that the location where projected
runoff change goes from positive to negative varies
considerably between the two simulations. For in-
stance, in Finland for simulations using HadCM2 a
positive change in runoff is shown, while for sim-
ulations using HadCM3 much of the country is
shown with a negative change.

More detail is found in Arnell (1999), where
the results from macroscale hydrological modelling
using four different GCM simulations (based on
HadCM2 and CCC) are shown. In this case, the
projected future climate is the middle of the 21st

century, the 2050s. Here again, an increase in
runoff is simulated for the northern areas of the
Baltic Sea Basin and a decrease is simulated for
the southern areas. Results are expressed in terms
of percent change in annual runoff and range from
some +50% to −25% for the Baltic Sea Basin.

Although Arnell (1999) comments that there are
large areas of agreement over Europe between the
simulations, he specifically notes that discrepan-
cies are high in the eastern Baltic region. Results
for this area show a reduction of runoff by up to
20% in one simulation and an increase of over 25%
in another simulation. Arnell (1999) also notes
that by the 2050s snow cover at the end of March
will have disappeared across eastern Poland, Be-
larus, Ukraine and the Baltic sea coast. This is
broadly comparable to more recent findings from
RCMs (see Sect. 3.5.2.4).

Meleshko et al. (2004) used results from
seven GCMs (CGCM2, CSIRO-Mk2, CSM1.4,
ECHAM4/OPYC3, GFDL-R30-c, HadCM3 and
PCM). They applied a simple balance equation
to define annual discharge for large river basins
from GCM inputs of precipitation and evapotran-
spiration. This was done for the entire Baltic Sea
Basin. Projections using the ensemble of seven
GCMs showed an overall increase in total river
runoff to the Baltic Sea of 1.9% for the period
2041–2060 and 5.7% for the period 2080–2099.

Graham (1999b) presented results using the
HBV-Baltic hydrological model (Graham 1999a)
together with climate model simulations from the
RCA Model (Rummukainen et al. 1998). HBV-
Baltic is a large-scale hydrological modelling ap-
plication that covers the total Baltic Sea Basin
up to its outflow into Öresund and the Danish
Belts, as shown in Fig. 3.32. Three RCM simula-
tions representing “business as usual” GHG emis-
sions scenarios with forcing from two different
GCM simulations (HadCM2, ECHAM4/OPYC3)
were presented. Two of these simulations used a
horizontal resolution of 88 km and were referred
to as RCA88-H and RCA88-E for HadCM2 and
ECHAM4/OPYC3 forcing, respectively. The ef-
fects from the RCA88-E scenario simulations were
quite different to those from RCA88-H, particu-
larly in the southern Baltic river basins. Total
river discharge to the Baltic Sea decreased consid-
erably for the RCA88-E simulation but increased
somewhat for the RCA88-H simulation. These
early simulations were based on 10-year time peri-
ods for the present compared to 10-year time pe-
riods for the future, which are relatively short in
terms of representing interannual variability.

In Graham (2004) and Graham et al. (2007b), a
number of additional hydrological response simu-
lations were carried out using HBV-Baltic. These
used 30-year time periods to represent both the
future climate and the control climate (present
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Fig. 3.32. Basin boundaries
for HBV-Baltic. The five main
Baltic Sea drainage basins are
shown with thick lines (adapted
from Graham 1999a)

climate). Graham et al. (2007b) used many of the
RCM simulations from PRUDENCE (Christensen
et al. 2007; see Sect. 3.5.1.2). This showed the en-
semble of RCMs driven by the same GCM with the
same GHG emissions scenario to result in a range
of potential outcomes that follow similar mean
trends. Based on the SRES-A2 emissions scenario
(see Annex 6), Fig. 3.33 shows results of river dis-
charge summarised as total inflows to the five main
subregional Baltic Sea drainage basins and for the
total Baltic Sea Basin. Results using nine RCM
simulations with global forcing from HadAM3H
(referred to as the common PRUDENCE experi-
ment in Sect. 3.5.2) are shown in the left plot of
the figure. Results using 2 RCM simulations with
global forcing from ECHAM4/OPYC3 are shown
in the right plot of the figure.

General trends in the north show increases in
wintertime river flow coupled with somewhat lower
and earlier springtime peak flows. This reflects the
substantial changes that warmer temperatures will
inflict on the snow regime in the north. Trends in

the south show more pronounced effects on sum-
mertime river flow. River flow to the Gulf of Fin-
land exhibits a combination of these effects, de-
pending on which simulations one examines, even
though these flows are highly dictated by the out-
flow from Lake Ladoga. River flow to the total
Baltic Sea Basin is an integration of the combined
effects to the five main sub-drainage basins.

The range of outcomes helps to characterise
the uncertainty contributed from using different
RCMs. As shown in Fig. 3.33 for RCMs driven by
HadAM3H, this range is fairly narrow for much
of the year. However, during late summer and
autumn months larger deviations occur, which is
most obvious in the plot for the total Baltic Sea
Basin. Although it is not easily seen from the
plots, much of this deviation originates from the
Gulf of Finland and other eastern drainage basins.

According to Kjellström and Ruosteenoja
(2007), the climate change signal for precipita-
tion in this area is affected by different approaches
in the RCMs for representing feedback from the
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Fig. 3.33. Mean river discharge from HBV-Baltic using the delta change approach for RCM-A2 scenarios at
∼ 50 km resolution, driven by global forcing from HadAM3H (left ) and ECHAM4/OPYC3 (right ). The plots
summarise results using nine different RCMs with HadAM3H forcing and two RCMs with ECHAM4/OPYC3.
The scenarios represent future climate for the period 2071–2100 compared to the control period 1961–1990
(adapted from Graham et al. 2007b)

Baltic Sea itself. In particular, anomalously high
sea surface temperatures can have an effect (SSTs;
see also Sect. 3.5.2.2). One of the two models
that shows the greatest increase in river flow from
the eastern side of the Baltic sea Basin is also
the model that Kjellström and Ruosteenoja (2007)
show to produce the greatest precipitation change
in that region due to anomalous SSTs.

Effects on modelled river discharge from using
different GCMs to drive the RCMs are seen by
comparing the left and right plots in Fig. 3.33,
although not as many simulations were available
using ECHAM4/OPYC3. According to these re-
sults, forcing with ECHAM4/OPYC3 produced
a considerably different river discharge response
than simulations with forcing from HadAM3H.
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Fig. 3.34. Modelled percent volume change in river discharge from HBV-Baltic simulations using RCM
scenarios for the period 2071–2100 compared to the control period 1961–1990. This is summarised by season
for the five main Baltic Sea drainage basins (Fig. 3.32); December, January, February (DJF); March, April, May
(MAM); June, July, August (JJA), and September, October, November (SON). Each bar represents the range
of results between the simulations performed for SRES-A2 forced by HadAM3H (H/A2, 9 simulations), SRES-
B2 forced by HadAM3H (H/B2, 3 simulations), SRES-A2 forced by ECHAM4/OPYC3 (E/A2, 2 simulations),
and SRES-B2 forced by ECHAM4/OPYC3 (E/B2, 2 simulations) (created with results from Graham 2004 and
Graham et al. 2007b)

River discharge in general tends to be higher for
the ECHAM4/OPYC3 driven simulations. Such
differences were also reported by Graham (2004),
where simulations from the SRES-B2 scenarios
were presented as well. There it was observed that
the GCM model used for boundary conditions has
as much impact on total river flow as the emissions
scenarios used.

Changes in river flow to the Baltic Sea are fur-
ther summarised in Fig. 3.34 as percent volume
change per season. This figure includes results
based on RCMs using two different GHG emissions
scenarios (SRES-A2, SRES-B2) and two differ-
ent GCMs (HadAM3H, ECHAM4/OPYC3). The
length of each bar in the figure shows the range
of results for each case, although the number of
simulations varies between the cases (see figure
caption for detail). Qualitatively, there are over-
all similarities between the different simulations.
In many instances, the results tend to fall within
the same sign (positive or negative) for the given
seasons. However, the degree of similarity varies
among the different subregions. The considerable
differences obtained by using different GCMs are

also apparent in these plots (e.g. compare H/A2
results to E/A2 results). This figure also shows
that the largest range of uncertainty with respect
to the relative change in volume occurs in the Gulf
of Riga drainage basin, as evidenced by numerous
long bars.

Two runoff routing schemes have been applied
to the Baltic Sea Basin to date. These are the
RCroute scheme (Graham 2002; Graham et al.
2007b) and the HD Model (Hagemann and Dü-
menil 1999; Graham et al. 2007b; Hagemann and
Jacob 2007). Both of these were used to produce
routed river flow directly from RCM results. As
stated above, hydrological response studies from
river routing techniques are highly influenced by
RCM biases. Therefore they are best used when
converted to percent change in river discharge, as
done in the reported literature. It was reported
that despite large differences in individual RCM
simulations, the overall signal of the ensemble
mean response was in agreement between RCroute
and the HD Model (Graham et al. 2007b). These
were also qualitatively in agreement with the var-
ious results using HBV-Baltic as presented above.
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However, choosing a single RCM from this group
of results as a basis for further impact studies
would result in quite different answers depending
on the RCM used.

There is a notable difference between the two
river routing approaches in that RCroute uses
runoff generation directly from the RCMs and
the HD Model performs its own re-partitioning of
RCM precipitation into runoff and evapotranspira-
tion (Hagemann and Jacob 2007). This is a likely
explanation to why results from the HD Model
show a narrower range of uncertainty around the
mean than those from RCroute, as it effectively
filters out some of the biases in precipitation par-
titioning in the RCMs.

3.7.4.2 Projected Changes in Evapotranspiration

Although evapotranspiration is a critical compo-
nent of the water balance, comprehensive anthro-
pogenic climate change effects on this variable are
little reported for the Baltic Sea Basin. One rea-
son for this is that there is a large amount of un-
certainty associated with evapotranspiration and
projected future climates (Bergström et al. 2001).

Hydrological studies typically include calcula-
tion of their own estimates of evapotranspiration,
both for the present climate and for future cli-
mates. This has shown to produce reasonable es-
timates for present climates as calibration can be
performed against observations of river flow. How-
ever, using the same calibrated evapotranspiration
parameterisations for the future can be suspect,
particularly for temperature based methods.

For this reason, delta change techniques have
come into use for estimating evapotranspiration
as well (Andréasson et al. 2004; Lenderink et al.
2007). There are various ways to perform such es-
timates, but a main objective is that the annual
percent change in evapotranspiration matches the
annual percent change as simulated by climate
models, while preserving the water balance in
the hydrological simulations. This approach was
applied by Graham (2004); estimates of future
change in evapotranspiration from four simula-
tions for the Baltic Sea Basin are presented from
that work in Table 3.3.

3.7.5 Synthesis of Projected Future Hydrolog-
ical Changes

Many different studies using numerous models and
approaches to evaluating projections of hydrolog-
ical change within the Baltic Sea Basin are sum-

marised above. The studies were conducted on
a broad range of scales, using different levels of
detail and different future scenario simulations.
Although it is difficult to assemble such an ar-
ray of results into definite conclusions, there are
common signals and similarities shown. A funda-
mental conclusion is that the assumed projected
future anthropogenic climate changes provide the
greatest source of uncertainty for projected future
hydrological changes.

Some robust findings are that snow and cold
weather processes were shown to be sensitive
to anthropogenic climate change throughout the
Baltic Sea Basin. Warmer temperatures will
impact greatly on snowpack volumes and dura-
tion, resulting in considerable impact to timing of
runoff. Simultaneous increases and/or decreases
in precipitation will strongly affect corresponding
runoff volumes. However, the response of evapo-
transpiration is a key process in determining how
runoff volumes will change and how groundwater
levels will in turn be affected.

Further conclusions are that there will be a
north–south gradient in how projected future hy-
drological changes occur over the Baltic Sea Basin,
and effects during cold months show larger rela-
tive change than for warm months. According to
analyses using an ensemble of RCM anthropogenic
climate change scenarios, the following conclud-
ing remarks were made by Graham et al. (2007b)
for scenario simulations for the period 2071–2100
compared to control simulations for the period
1961–1990.

• On average for the total basin, summer river
flows show a decrease of as much as 22%, while
winter flows show an increase of up to 54%.

• On the large scale, annual river flows show an
increase in the northernmost catchments of the
Baltic Sea Basin, while the southernmost catch-
ments show a decrease.

• The occurrence of medium to high river flow
events shows a higher frequency.

• High flow events show no pronounced increase
in magnitude on the large scale.

• The greatest range of variation in flow due to
different RCMs occurs during summer to au-
tumn.

The authors point out, however, that there are de-
ficiencies in the methods used for performing hy-
drological response studies. Although the delta
change approach may provide usable estimates of
mean changes, representation of changes to ex-
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Table 3.3. Mean annual evapotranspiration change in percent estimated from four anthropogenic climate change
scenarios simulated with the RCAO Model. This is the difference between the scenario period 2071–2100 and the control
period 1961–1990. These are summarised for the five main Baltic Sea drainage basins (Fig. 3.32) and the total Baltic
Sea Basin. H/A2, H/B2, E/A2 and E/B2 are simulation descriptors for the HadAM3H and ECHAM4/OPYC3 GCMs
with SRES-A2 and SRES-B2 scenarios, respectively (adapted from Graham 2004)

Bothnian Bothnian Gulf of Finland Gulf of Riga Baltic Proper Total Baltic Sea
Bay Basin Sea Basin Basin Basin Basin Basin

RCAO-H/A2 23% 19% 19% 15% 11% 16%
RCAO-H/B2 13% 11% 12% 10% 6% 10%
RCAO-E/A2 20% 24% 22% 19% 15% 19%
RCAO-E/B2 15% 17% 17% 16% 13% 15%

treme events is inadequate. Using methods incor-
porating a precipitation bias correction approach
with RCM simulations versus the delta approach
resulted in higher peak flows for the projected
future climate. However, there are considerable
differences in the performance between different
RCMs, not only with regard to precipitation, but
also temperature (see Sect. 3.5). Such differences
can vary regionally as well. It is difficult to estab-
lish uniform procedures for scaling such critical
variables and the question also arises as to how
much scaling is reasonable without adversely af-
fecting the original anthropogenic climate change
signal. Furthermore, river flow routing of RCM-
generated runoff can be used to analyse both
model performance and scenario trends, but re-
gard must be given to the precipitation biases that
most RCMs show.

3.8 Projections of Future Changes in the
Baltic Sea

3.8.1 Oceanographic Models and Anthro-
pogenic Climate Change

The Baltic Sea is located in the transition zone be-
tween continental and maritime climate regimes.
Under present climate conditions (see e.g. An-
nex 1.1 and Sect. 2.3), about half of the Baltic
Sea is ice-covered in winter. Baltic Sea salinity is
controlled by river runoff, net precipitation, and
water exchange with the North Sea. Regional sea
surface temperature varies with season but is also
affected by the ocean circulation. The region is
also characterised by land uplift and subsidence,
which exert long-term effects on the coastal ge-
ometry. Anthropogenic climate change will likely
affect regional sea ice and water temperature, as
well as sea level and, possibly, salinity and oxygen
conditions in the Baltic Sea deeps.

These aspects have been studied thoroughly
using four regional coupled atmosphere–ocean
modelling projections (Döscher and Meier 2004;
Meier et al. 2004a) based on HadAM3H and
ECHAM4/OPYC3 GCM driven simulations from
RCAO, each forced by both B2 and A2 emission
scenarios (cf. Table 3.1). In addition, so-called
delta-change experiments have been performed
(Meier 2006). In these, the 30-year monthly mean
changes of the forcing functions for the Baltic Sea
model RCO were calculated from the time slice
experiments. These changes were added to recon-
structed atmospheric surface fields and runoff for
the period 1902–1998 (Kauker and Meier 2003).
The results of both RCAO and RCO are com-
pared with other studies on anthropogenic climate
change in the Baltic Sea.

3.8.2 Projected Changes in Sea Ice

Since anthropogenic climate change might affect
the ice season in the Baltic Sea considerably, the
Baltic Sea ice in changing climate has been investi-
gated in several studies (e.g. Tinz 1996, 1998; Haa-
pala and Leppäranta 1997; Omstedt et al. 2000;
Haapala et al. 2001; Meier 2002b, 2006; Meier et
al. 2004a). These authors have applied different
methods, based upon either statistical or dynami-
cal downscaling of GCM results. The models used
vary in complexity.

The main conclusion from these studies is that
the projected decrease of ice cover over the next
100 years is dramatic, independent of the applied
models or scenarios. For instance, Haapala et
al. (2001) applied two different coupled ice–ocean
models for the Baltic Sea using the same atmo-
spheric forcing. They found that overall the simu-
lated changes of quantities such as ice extent and
ice thickness, as well as the interannual variations
of these variables, were fairly similar in both mod-
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Fig. 3.35. Mean number of ice days averaged for regional downscaling simulations of HadAM3H and
ECHAM4/OPYC3: control (left panel ), B2 scenario (middle panel ), and A2 scenario (right panel ) (adapted
from Meier et al. 2004a)

els. However, looking in more detail, differences
were also reported, such as the spatial distribu-
tions of ice thickness.

RCAO results suggest that the Baltic Sea ice ex-
tent may decrease by 57 or 71% towards the end
of the 21st century in the B2 and A2 scenarios,
respectively (Meier et al. 2004a). The Bothnian
Sea, large areas of the Gulf of Finland and Gulf
of Riga, and the outer parts of the south-western
archipelago of Finland would become ice-free in
the mean. The length of the ice season would de-
crease by 1–2 months in the northern parts and
2–3 months in the central parts of the Baltic Sea
(Fig. 3.35).

None of the simulated winters in 2071–2100 are
completely ice-free due to a non-linear sensitivity
of the simulated sea ice cover on the winter mean
air temperature (Fig. 3.36). Severe ice winters are
projected to be more sensitive to anthropogenic
climate change than mild ice winters. These re-
sults are in accordance with earlier studies based
on uncoupled ice-ocean modelling (Meier 2002b).

However, based upon the variability of the en-
tire 20th century, an ice-free winter was found as-
suming changes of atmospheric surface variables
corresponding to an A2 scenario (Meier 2006). Us-
ing the process-oriented PROBE-Baltic model and
results from the first simulations with the RCA
model, Omstedt et al. (2000) found that the sce-
nario simulation indicates a maximum ice extent
close to the observed long-term minimum and that
there is no ice during 3 out of 10 winters. Miętus
et al. (2004) also report that the ice season is likely

to become shorter due to higher sea water temper-
ature.

In addition to scenarios, sensitivity studies were
performed (e.g. Omstedt and Nyberg 1996; Om-
stedt et al. 1997; Meier 2002b, 2006). These stud-
ies show that the summer heat content may affect
only the subsequent ice season. The time scale
of the upper layer heat content amounts to a few
months at the maximum. The sensitivity of ice
cover and ice thickness to changes in salinity is
relatively small.

3.8.3 Projected Changes in Sea Surface Tem-
perature and Surface Heat Fluxes

The ensemble average annual mean sea surface
temperature (SST) increases by 2.9 C̊ from 1961–
1990 to 2071–2100. The ensemble consists of
the four RCAO scenario simulations described
by Räisänen et al. (2004). The SST increase is
strongest in May and June (Fig. 3.37), and in
the southern and central Baltic Sea (Döscher and
Meier 2004). Details of the spatial SST patterns
in the scenarios can partly be explained by sea
ice reduction. In the northern basins the future
year-to-year variability of mean SST was projected
to increase because of melting ice. Results based
on coupled and uncoupled ocean simulations are
rather similar, as seen for example in Fig. 3.37
(Meier 2006).

All RCAO scenarios showed changes in the sea-
sonal cycle of atmosphere–to–ocean heat transfer
(Döscher and Meier 2004). There is a reduced heat



196 3. Projections of Future Anthropogenic Climate Change

Fig. 3.36. Scatterplot of annual maximum ice extent in the Baltic Sea and winter mean (December through
February) air temperature at Stockholm: RCAO-H (plus signs), RCAO-E (triangles), control (blue), B2 (green),
and A2 (red ). RCAO-H and RCAO-E denote simulations using RCAO with lateral boundary data from
HadAM3H and ECHAM4/OPYC3, respectively (from Meier et al. 2004a)

loss in autumn, increased heat uptake in spring,
and reduced heat uptake in summer. The overall
heat budget change is characterised by increased
solar radiation (due to reduced cloudiness and re-
duced surface albedo in winter), which is balanced
by changes in the remaining heat flux components,
i.e. net longwave radiation (out of the ocean) is
increased, sensible heat flux (out of the ocean) is
reduced, and latent heat flux (out of the ocean) is
increased.

To date, dynamical downscaling experiments of
Baltic Sea climate were only performed for limited
periods. As the time slices were too short to prop-
erly spin up initial stratification for future climate,
Meier (2002a) investigated the uncertainty of SST
scenarios caused by the unknown future salinity,
comparing scenarios with and without spin-up. He
found that area mean SST changes do not differ
much and that horizontal anomaly patterns are
similar. However, some local differences were not
negligible. The largest positive and negative dif-
ferences were found in winter and summer, respec-
tively, both in the Bothnian Bay.

Sensitivity studies showed that the heat content
of the Baltic Sea is much more sensitive to changes
in the wind forcing than the heat content of the

North Sea (Schrum and Backhaus 1999). How-
ever, the opposite is true for the heat flux from
the water to the atmosphere during autumn, be-
cause advective and atmospheric heat flux changes
are working in the same direction in the Baltic Sea
but in opposite directions in the North Sea.

3.8.4 Projected Changes in Sea Level and
Wind Waves

In the following, scenarios of mean sea level and
storm surges are discussed separately, because
many studies focus only on mean sea level changes.

Sea level change is not expected to be geograph-
ically uniform in the Baltic Sea, so information
about its distribution is needed for the assess-
ments of the impact on coastal regions. It is there-
fore important to analyse the long-term trend in
changes of sea level, to study the variability of an-
nual mean sea level in regions of interest, and to
assess the importance of the corresponding meteo-
rological and oceanographic parameters, especially
wind distributions, as well as air and water tem-
peratures.

Since the end of the 19th century a possibly
anthropogenic climate change related eustatic sea
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Fig. 3.37. Mean annual cycle of monthly sea surface temperature change: RCAO-H/B2 (blue solid line),
RCAO-H/A2 (black solid line), RCAO-E/B2 (green solid line), and RCAO-E/A2 (red solid line). Dashed lines
denote the corresponding RCO scenarios (adapted from Meier 2006)

level rise of about 1mm yr−1 has been observed
at the Swedish station Stockholm (Ekman 1988).
Other long-term sea level records indicate similar
trends (Church et al. 2001; Sect. 2.3.2).

Utilising different methods, several studies sug-
gest an accelerated sea level rise by the end of
the 21st century. For instance, using a statisti-
cal downscaling method Heyen et al. (1996) found
a slight increase of Baltic sea level anomalies in
winter when air pressure from a GCM greenhouse
experiment is downscaled. It was found that a
global mean sea level rise of 50 cm from 1990 to
2080 would lead to a sea level rise of 33–46 cm in
Danish waters (Fenger et al. 2001).

It can be expected that by the year 2100 many
regions currently experiencing a relative fall in sea
level will instead have a rising relative sea level
(Fenger et al. 2001). Johansson et al. (2004) cal-
culated mean sea level scenarios for the 21st cen-
tury at the Finnish coast. They considered land
uplift, the projected global average sea level rise
and the projected trends of the leading sea level
pressure component in GCM scenarios. The latter
was used to estimate changes of the water balance
associated with changes of the NAO.

Johansson et al. (2004) concluded that the past
trend of decreasing mean sea level in the Gulf of
Finland (Sect. 2.3.2) will not continue in the future
because the accelerated global average sea level
rise will balance the land uplift. Indeed, land uplift
and the global average sea level rise, according to
Church et al. (2001), seem to be the dominant
contributions to the future changes of mean sea
level in the Baltic Sea (Meier et al. 2004b).

Model studies concerning future sea levels have
been carried out as well. The local hydrodynam-

ically driven sea level change component in the
semi-enclosed sub-basins of the Estonian coastal
sea due to changes in wind climate was analysed
on the basis of sensitivity and scenario runs of a
2D hydrodynamic model (Suursaar et al. 2006). It
was demonstrated that every change in long-term
wind regime (e.g. in average wind speed, variabil-
ity or directional distribution) has an effect on the
established sea level regime; the effect is different
along the coastline, and it depends on coastline
configuration. Following the observed trend to-
wards an increase in atmospheric westerlies, the
hydrodynamic model simulations predicted an in-
crease of up to 5–6 cm in annual means in some
windward bays of the Gulf of Riga, if the aver-
age wind speed increases by 1–2m s−1. This local
sea level rise component could be up to 9–11 cm
in winter months, while in summer a sea level rise
is unlikely. Further enhancement of the seasonal
signal in sea level variations in the form of lower
return periods for extreme sea level events is an-
ticipated.

In dynamical downscaling experiments for the
entire Baltic Sea performed at the Rossby Centre
using either HadCM2 or ECHAM4/OPYC3, in-
creased winter mean sea levels were found mainly
in the gulfs (Meier 2001; Meier et al. 2004b).
These changes follow approximately the wind
speed changes averaged over the Baltic Sea sur-
face (see e.g. Räisänen et al. 2004).

However, compared to land uplift and the global
average sea level rise, wind induced seasonal sea
level changes may be smaller. The downscaling
experiments indicate that in the future climate
the risk of coastal inundation may be largest in
the eastern and southern parts of the Baltic Sea
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(Meier et al. 2004b). This agrees with Miętus et
al. (2004), who project a Baltic sea level rise of 33–
125 cm in the 21st century (75 cm on average) at
the Polish coast due to global sea level rise (Church
et al. 2001) and changes in atmospheric circulation
patterns.

In the scenarios there is no overall agreement
whether the intensity or frequency of storm surges
will increase in future climate in addition to the
mean sea level rise. Using statistical downscal-
ing, Baerens and Hupfer (1999) found that storm
surges at the German Baltic Sea coast will not
change significantly.

However, regional wind changes could have ad-
ditional impact on surge heights (Meier 2006). For
instance, the 100-year surge in the Gulf of Riga
could change from the present 2m to a future 1.9–
3.3m relative to the mean sea level for the period
1903–1998 (Fig. 3.38). The future range comes
from using different scenarios. Although modelled
wind speed changes are rather uniform with sim-
ilar percent changes in mean and extreme wind
speeds (Räisänen et al. 2004), extreme sea levels
will increase significantly more than the mean sea
level (Meier et al. 2004b; Meier 2006).

Miętus (1999) studied an ECHAM3 time-slice
experiment using statistical downscaling (under
doubled CO2-concentration as compared to the
late 1980s) and found no statistically significant
changes in mean wave height but an increase in
wave height range (see also Miętus 2000). In-
creased wind speed variability and increased oc-
currence of strong and very strong winds were
also projected. More frequent north-western and
south-western wind may increase the amount of
water in the Baltic Sea at the Polish coast and
change the gradient of the water surface. This
would also lead to a sea level rise of about 0.07–
0.09 cm year−1 at the Polish coast as well as to in-
creased wave amplitudes and higher levels of storm
surges. Increased sea level variability is projected,
most notably at the eastern part of the coast. An-
other approach, using ECHAM1-LSG and transfer
functions and a CO2-trebling scenario for the late
2060s, also shows a clear increase in sea level (Mię-
tus 1999).

Several studies have focused on the assessment
of the impact of rising mean sea level and in-
creased storm surge frequency on coastal processes
like erosion and sediment transport. For instance,
Orviku et al. (2003) concluded that the most
marked coastal changes in Estonia result from a
combination of strong storms, high sea levels in-

duced by storm surges, ice free seas and unfrozen
sediments, all of which enhance erosion and trans-
port of sediments above the mean sea level and
inland relative to the mean coastline. Kont et
al. (2003) selected seven case study areas char-
acterising all shore types of Estonia for sea level
rise vulnerability and adaptation assessment. Ac-
cording to their scenarios the longest coastline sec-
tion recession (6.4 km) would occur on the west-
ern coast of the Estonian mainland. Meier et al.
(2006a) combined the results of calculated sea level
changes in the Baltic Sea with scenarios of global
average sea level rise, land uplift and digital el-
evation models to estimate flood prone areas in
future climate. Regional and local maps of flood
prone areas can serve as decision support for spa-
tial planning. The planning of cities located at
the eastern and south-eastern coasts of the Baltic
proper, the Gulf of Riga and the Gulf of Finland
would be especially affected.

Using surface winds from the Rossby Cen-
tre scenarios and a simplified wave model, sce-
nario simulations of the wave climate have been
performed (Meier et al. 2006a). Meier et al.
(2006a) found that the annual mean significant
wave height and the 90th percentile may increase
by about 0–0.4 and 0–0.5m, respectively. In all
scenarios performed, the largest increases were
found in the Gulf of Bothnia and in the east-
ern Gotland Sea when lateral boundary data from
ECHAM4/OPYC3 were applied.

3.8.5 Projected Changes in Salinity and Verti-
cal Overturning Circulation

The long spin-up time and the positive bias of
precipitation and runoff in many control simula-
tions of state-of-the-art regional climate models
(cf. Sects. 3.5 and 3.7) make it difficult to per-
form projections for salinity. In several studies,
future stratification was spun up in long simula-
tions. Omstedt et al. (2000) and Meier (2002a)
carried out 100-year long scenario simulations us-
ing the repeated atmospheric forcing of a time slice
experiment.

Assuming that the variability of the 20th cen-
tury will not change, 100-year long delta-change
experiments were performed by Meier (2006).
Thereby, the negative impact of the positive bias
of the freshwater inflow is avoided. However, it
was assumed there that the hydrological changes
are large compared to the model biases, which is
actually not the case.
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Fig. 3.38. 100-year surge (in cm) of the hindcast experiment using RCO (upper left panel ) relative to the
mean sea level for the period 1903–1998 and 3 selected regional scenarios of the 100-year surge (in cm): “lower
case” scenario (RCO-H/B2) with a global average sea level rise of 9 cm (upper right panel ), “ensemble average”
scenario with a global average sea level rise of 48 cm (lower left panel ), and “higher case” scenario (RCO-E/A2)
with a global average sea level rise of 88 cm (lower right panel ) (from Meier 2006)
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Fig. 3.39. Median profiles of salinity at Gotland Deep for 16 future climate projections from RCO for the
period 2071–2100 (colored lines) and for the present climate for the period 1961–1990 (black solid line, shaded
areas indicate the ±2 standard deviation band calculated from two-daily values for 1903–1998 ). The projections
include A2 and B2 emissions scenarios from 7 different RCMs driven by 5 GCMs. Effects of both wind and
freshwater inflow changes are included. A detailed discussion of salinity biases of the RCO model is given by
Meier (2006) (from Meier et al. 2006b)

In projections performed at the Rossby Cen-
tre (Räisänen et al. 2004) the total mean annual
river flow to the Baltic Sea changes between −2
and +15% of present-day flow (Graham 2004). In
some of the scenarios, the monthly mean wind
speed over sea increases, especially in winter and
spring, up to 30%. Both increased freshwater in-
flow and increased mean wind speeds could cause
the Baltic Sea to drift into a new state with sig-
nificantly lower salinity (Fig. 3.39).

However, even with the highest projected fresh-
water inflow, the Baltic Sea will not be trans-
formed into a freshwater sea, because the re-
lationship between freshwater supply and aver-
age salinity of the final steady-state is non-linear
(Meier and Kauker 2003b). A pronounced halo-
cline would still be expected to remain and sep-
arate the upper and lower layers in the Baltic
Proper, limiting the impact of direct wind-induced
mixing to the surface layer. Although salinity
in the entire Baltic Sea might be significantly
lower at the end of the 21st century, stability
and deep water ventilation will very likely change
only slightly (Fig. 3.40) because only the changing
wind-induced mixing alters vertical and horizontal
gradients of density on time scales longer than 20
years (Meier 2006).

Sixteen salinity projections were performed by
Meier et al. (2006b) using seven RCMs, five driv-
ing global models and two emissions scenarios
(Fig. 3.39). These results show mean salinity

change by the end of the 21st century (2071–2100)
to range between +4 and −45%, although the pos-
itive change is not statistically significant. This
substantial range in results is mainly due to dif-
ferences in precipitation and wind speed changes
in the Baltic Sea Basin from the different simu-
lations. However, several of the scenario simula-
tions suggest that future salinity will be consid-
erably lower compared to the simulated variabil-
ity of present climate. Salinity changes will have
large impacts on species distributions, growth and
reproduction of organisms (see Chap. 5).

Based upon model simulations, the sensitivity
of the average steady-state salinity to the exter-
nal forcing (e.g. freshwater supply, wind speed and
amplitude of the sea level in Kattegat) has been
estimated in several studies (e.g. Stigebrandt 1983;
Gustafsson 1997; 2000b, 2004; Schrum 2001; Meier
and Kauker 2003b; Rodhe and Winsor 2002, 2003;
Stigebrandt and Gustafsson 2003; Meier 2005).

It was found that the sensitivity of the steady-
state salinity to the freshwater supply is non-
linear. In different model approaches the results
agree rather well. For instance, the sensitivity
of the three-dimensional general circulation model
RCO (Meier and Kauker 2003b) is only slightly
higher than the sensitivity of the process oriented
model by Stigebrandt (1983). Even with 100%
increased freshwater supply the Baltic Sea can-
not be classified as a freshwater sea. Further,
the sensitivity in different sub-basins was stud-
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Fig. 3.40. Median profiles of age at Gotland Deep: RCO hindcast simulation for 1961–1990 (black solid
line, the shaded area indicates the range between the first and third quartiles) and four scenario simulations for
2071–2100 (dotted line: RCO-H/B2, dashed line: RCO-H/A2, dash-dotted line: RCO-E/B2, long-dashed line:
RCO-E/A2) (adapted from Meier 2006). The age is the time elapsed since a particle left the sea surface and
is a measure of deep water renewal

ied when the changing freshwater supply is non-
uniform (Stigebrandt and Gustafsson 2003). In
contrast to these investigations, Rodhe and Win-
sor (2002, 2003) found a much larger sensitivity to
freshwater inflow. An explanation could be that in
the empirical model of Rodhe and Winsor (2002)
the freshwater content anomaly depends only on
the freshwater supply and not on the wind forcing,
as found by Meier and Kauker (2003a).

Meier (2005) investigated not only the sensitiv-
ity of modelled salinity but also the sensitivity of
modelled age to freshwater supply, wind speed and
amplitude of the sea level in Kattegat (Fig. 3.40).
In steady-state the average salinity of the Baltic
Sea is most sensitive to perturbations of freshwa-
ter inflow. Increases in freshwater inflow and wind
speed both result in decreased salinity, whereas
increases in the Kattegat sea level results in in-
creased salinity. The average age is most sensitive
to perturbations of the wind speed. Especially, de-
creased wind speed causes significantly increased
age of the deep water. On the other hand, the
impact of changing freshwater or sea level in Kat-
tegat on the average age is comparatively small,
suggesting invariance of stability and ventilation
in the steady-state. Immediately after the onset
of increased freshwater inflow, the saltwater inflow
into the Baltic Sea drops significantly due to in-
creased recirculation (Meier 2005). After the typ-
ical response time scale, the vertical overturning
circulation partially recovers.

3.9 Future Development in Projecting An-
thropogenic Climate Changes

Global climate models play a central role in pro-
jecting future anthropogenic climate change, both
by providing estimates of change on large horizon-
tal scales and by providing the large-scale infor-
mation needed by various downscaling methods.
Further improvement of these models is therefore
essential. This concerns especially the parameter-
isation of sub-grid scale phenomena (such as cloud
processes, radiative transfer, convection, small-
scale mixing in the atmosphere and the ocean, as
well as the exchange of heat, water and momen-
tum between the atmosphere and the other com-
ponents of the climate system) which are crucially
important for the response of climate to external
forcing. Success in improving global climate mod-
els will require huge efforts from the international
community, focusing not only on modelling per se
but also on collecting and making widely available
detailed observations that will help to guide the
development of the models.

Model improvements are also needed for re-
gional climate models. Even if the horizontal reso-
lution is better in those models than in the global
climate models, they still have the problem of pa-
rameterisation of sub-grid scale processes. It is
likely that in the next five to ten years horizon-
tal resolutions of only a few kilometres will be-
come common. Even at such finer scales, many
phenomena remain unresolved, including individ-
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ual clouds. Reanalysis-driven experiments with
regional climate models can be compared to high-
resolution gridded datasets. Since the horizontal
resolution in the models is likely to improve, the
observational datasets also need to be represented
on finer grids. In this way errors and systematic
biases can be identified, leading to further im-
provements in model formulation. Furthermore,
global climate models can benefit from improved
parameterisations in regional climate models since
the horizontal resolution in the global models will,
in a few years time, be close to that of today’s
regional models.

Climate models should evolve to also include
other processes than those of the more “tradi-
tional” physical climate system. Complex interac-
tion and feedback processes involving the biogeo-
chemical cycles makes it necessary to introduce
other model components to the climate models.
Examples of such components are, among oth-
ers: fully coupled models of atmospheric chem-
istry, aerosol models, interactive vegetation mod-
els, models describing the carbon cycle, and mod-
els including marine chemistry.

Despite the efforts put into improving climate
models, it is likely that the projections from differ-
ent models will continue to differ for many years to
come, particularly on regional scales. Therefore,
it is also important to ask how to best deal with
these differences. Is it reasonable to assume that
all models give equally likely projections, or should
the projections be weighted according to model
quality (e.g. in simulating present-day climate)?
First steps toward the latter direction have been
taken (e.g. Giorgi and Mearns 2002, 2003; Mur-
phy et al. 2004), but as yet there is only limited
understanding of which aspects of the present-day
climate simulation matter most for simulation of
projected anthropogenic climate changes. On the
other hand, it is also important to evaluate the
possibility that the behaviour of the real climate
system might fall outside the range of conventional
model results (e.g. Allen and Ingram 2002; Stain-
forth et al. 2005).

Both statistical and dynamical downscaling
have proved to have added value for assessing re-
gional climate in comparison with global models,
although they may show different results. Com-
parison of future scenarios downscaled by the two
approaches may form a basis for assessing un-
certainties associated with the downscaling. The
two approaches have different advantages and dis-
advantages due the nature of the methods used.

While the dynamical approach may have prob-
lems with biases, the statistical approach basi-
cally avoids this problem as it is a data-based
method. However, being physically based, dy-
namical methods realistically simulate non-linear
effects and other dynamical features, whereas sta-
tistical methods often lack the full range of the
true variability. Therefore, choice of the approach
to be used depends mainly on the questions to
be addressed. One important advantage of the
statistical approach is that it can deal with local
scales, including site scale. In the interim before
the resolution of RCMs is considerably improved,
it provides an alternative way to create the local
anthropogenic climate change scenarios needed for
many impact studies.

Hydrological studies have shown that biases in
precipitation from climate models make it difficult
to directly use meteorological outputs in hydro-
logical and water resources oriented applications.
Evapotranspiration is also a source of much un-
certainty, both in climate models and hydrological
models. The combination of biases in meteoro-
logical variables and the need for high resolution
has to date precluded using the actual hydrolog-
ical components from climate models for detailed
assessment of hydrological impacts. Continued
work to improve the hydrological processes in both
global and climate models, including river routing
techniques, is needed.

Such development, together with finer resolu-
tion, as mentioned above, would serve to enhance
the quality and utility of climate model simula-
tions, particularly if it leads to better represen-
tation of extreme hydrological events. Recognis-
ing that biases may be around for some time to
come, hydrological development should also focus
on improved methods to filter out biases without
misrepresenting the anthropogenic climate change
signal coming from climate models.

Regarding ocean processes, the shortcomings of
global models are limiting for many variables. For
instance, sea level scenarios for the Baltic Sea re-
main rather uncertain due to the large uncertainty
of the global average sea level rise. In addition,
overestimation of precipitation by regional climate
models considerably affects salinity in the Baltic
Sea. Salinity is not only biased by the erroneous
freshwater surplus; mixing also has a considerable
impact.

As mixing is approximately proportional to
the third power of the wind speed, any wind
speed biases strongly impact on Baltic Sea cli-
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mate. Consequently, mixing and other variables,
such as sea level extremes, are typically underes-
timated as RCMs commonly underestimate high
wind speeds.

To improve scenarios for the Baltic Sea, the
horizontal resolution of ocean models should be
increased such that mesoscale processes are in-
cluded. Description of important processes like
saltwater plume dynamics, entrainment and inter-
leaving needs to be improved as well. Thus, fur-
ther work to improve Baltic Sea models should
focus on advanced mixing parameterisations (e.g.
including Langmuir circulation and breaking of in-
ternal waves) and the coupling between ocean and
state–of–the–art wave models.

3.10 Summary of Future Anthropogenic
Climate Change Projections

Increasing greenhouse gas (GHG) concentrations
are expected to lead to a substantial warming of
the global climate during this century. Cubasch
et al. (2001) estimated the annual globally av-
eraged warming from 1990 to 2100 to be in the
range of 1.4 to 5.8 C̊. This range in temperature
change takes into account differences between cli-
mate models and a range of anthropogenic emis-
sions scenarios, but it excludes other uncertainties
(for example, in the carbon cycle) and should not
be interpreted as giving the absolute lowest and
highest possible changes in the global mean tem-
perature during the period considered.

Projected future warming in the Baltic Sea
Basin generally exceeds the global mean warm-
ing in GCM (global climate model) simulations.
Looking at the annual mean from an ensemble of
20 GCM simulations, regional warming over the
Baltic Sea Basin would be some 50% higher than
global mean warming. In the northern areas of
the basin, the largest warming is generally simu-
lated in winter; further south the seasonal cycle of
warming is less clear.

However, the relative uncertainty in the re-
gional warming is larger than that in the global
mean warming. Taking the northern areas of the
basin as an example, the warming from late 20th

century to late 21st century could range from as
low as 1 C̊ in summer (lowest scenario for sum-
mer) to as high as 10 C̊ in winter (highest sce-
nario for winter). The simulated warming would
generally be accompanied by an increase in pre-
cipitation in the Baltic Sea Basin, except in the
southernmost areas in summer. The uncertainty

for precipitation change is, however, larger than
that for temperature change, and the coarse reso-
lution of GCMs does not resolve small-scale vari-
ations of precipitation change that are induced by
the regional topography and land cover.

A more geographically detailed assessment of
future anthropogenic climate change in the Baltic
Sea Basin requires the use of statistical or dynam-
ical downscaling methods. Yet, as only a lim-
ited number of GCM simulations have been down-
scaled by RCMs (regional climate models) or sta-
tistical downscaling methods, the range of results
derived from such downscaling experiments does
not fully reflect the range of uncertainties in the
GCM projections. Accepting this, the range of
results from available downscaling studies is pre-
sented below as it gives an indication of plausible
future changes. All values refer to changes pro-
jected for the late 21st century, represented here
as differences in climate between the years 1961–
1990 and 2071–2100. All references to “northern”
and “southern” areas of the Baltic Sea Basin are
defined by the subregions shown in Fig. 3.12.

Consistent with GCM studies, all available
downscaling studies also indicate increases in tem-
perature during all seasons for every subregion of
the Baltic Sea Basin. Combined results show a
projected warming of the mean annual tempera-
ture by some 3 to 5 C̊ for the total basin. Sea-
sonally, the largest part of this warming would oc-
cur in the northern areas of the Baltic Sea Basin
during winter months and in the southern areas
of the Baltic Sea Basin during summer months.
Corresponding changes in temperatures would be
4 to 6 C̊ in winter and 3 to 5 C̊ in summer, as
estimated from a matrix of regional climate model
experiments.

As noted above, these ranges most probably
underestimate the real uncertainty. The diurnal
temperature range – the difference between daily
maximum and minimum temperature – would
decrease, most strongly in autumn and winter
months. Such levels of warming would lead to a
lengthening of the growing season, defined here
as the continuous period when daily mean tem-
perature exceeds 5 C̊. Taking an example from
one RCM indicates that the growing season length
could increase by as much as 20 to 50 days for
northern areas and 30 to 90 days for southern ar-
eas by the late 21st century. The range depends
on the range of different emissions scenarios used.

Projected changes in precipitation from down-
scaling studies also depend both on differences in
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GHG emissions scenarios and differences between
climate models. Moreover, precipitation results
are more sensitive than temperature results to the
statistical uncertainty in determining climatolog-
ical means from a limited number of simulated
years, particularly at regional scales. Seasonally,
winters are projected to become wetter in most of
the Baltic Sea Basin and summers to become drier
in southern areas for many scenarios. Northern
areas could generally expect winter precipitation
increases of some 25 to 75%, while the projected
summer changes lie between −5 and 35%. South-
ern areas could expect increases ranging from some
20 to 70% during winter, while summer changes
would be negative, showing decreases of as much
as 45%.

Taken together, these changes lead to a pro-
jected increase in annual precipitation for the en-
tire basin. In broad terms, these results are con-
sistent with GCM studies of precipitation change,
although the projected summer decrease in the
southern areas of the basin tends to be larger and
extend further north in the available RCM stud-
ies than in most reported GCMs. This difference
reflects the fact that the few GCM simulations
that have been downscaled by RCMs also show
this pattern of summer precipitation change.

Projected changes in wind differ widely between
various climate models. Differences in the circula-
tion patterns of the driving GCMs are particularly
important for the modelled outcome of this vari-
able. From the RCM results presented here, only
those driven by the ECHAM4/OPYC3 GCM show
statistically significant changes for projected fu-
ture climate scenarios. For mean daily wind speed
over land areas, this would amount to a mean in-
crease of some 8% on an annual basis and a maxi-
mum mean seasonal increase of up to 12% during
winter. The corresponding mean seasonal increase
over the Baltic Sea in winter, when decrease in ice
cover enhances near-surface winds, would be up to

18%. For RCMs driven by the HadAM3H GCM,
the changes are small and not statistically signif-
icant. Modelled changes in extreme wind gener-
ally follow the same pattern as for the mean wind;
however, the spatial resolution of both GCMs and
RCMs is far too coarse to accurately represent the
fine scales of extreme wind.

As the downscaled projections for wind dif-
fer widely, there is no robust signal seen in the
RCM results. Looking at projected changes in
large-scale atmospheric circulation from numerous
GCMs, they indicate that an increase in windiness
for the Baltic Sea Basin would be somewhat more
likely than a decrease. However, the magnitude of
such a change is still highly uncertain and it may
take a long time before projected GHG-induced
changes in windiness, if ever, emerge from back-
ground natural variability. It can be noted, more-
over, that ECHAM4/OPYC3 is one of the GCMs
that gives higher values of change in large-scale
wind.

Hydrological studies using climate change pro-
jections show that increases in mean annual river
flow from the northernmost catchments would oc-
cur together with decreases in the southernmost
catchments. Seasonally, summer river flows would
tend to decrease, while winter flows would tend to
increase, by as much as 50%. The southernmost
catchments would be affected by the combination
of both decreased summer precipitation and in-
creased evapotranspiration. Oceanographic stud-
ies show that mean annual sea surface tempera-
tures could increase by some 2 to 4 C̊ by the end of
the 21st century. Ice extent in the sea would then
decrease by some 50 to 80%. The average salinity
of the Baltic Sea could range between present day
values and decreases of as much as 45%. However,
it should be noted that these oceanographic find-
ings, with the exception of salinity, are based upon
only four regional scenario simulations using two
emissions scenarios and two global models.
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