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Abstract. The performance of Information Retrieval Systems (IRSs) is usually measured using 
two different criteria, precision and recall. In such a way, the problem of tuning an IRS may be 
considered as a multi-objective optimization problem. In this contribution, we focus on the 
automatic learning of Boolean queries in IRSs by means of multi-objective evolutionary tech-
niques. We present a comparative study of four multi-objective evolutionary optimization tech-
niques of general-purpose (NSGA-II, SPEA2 and two MOGLS) to learn Boolean queries. 
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1   Introduction 

Information Retrieval (IR) may be defined as the problem of selecting documentary 
information from storage in response to searches provided by a user in form of que-
ries [2], [24]. IRSs deal with documentary databases containing textual, pictorial or 
vocal information and they process user queries to allow the user to access relevant 
information in an appropriate time interval. 

The Boolean IR model [26] is frequently used to build queries in the IRSs. How-
ever, it presents some limitations: a Boolean query is defined by a set of terms joined 
by the logical operators AND, OR and NOT, but to build Boolean queries is not usu-
ally easy neither very intuitive [2]. This problem becomes a more serious issue if the 
users do not have previous experience with the model. A possible solution to over-
come this problem is to build automatic aid tools to assist users to express their in-
formation needs by means of Boolean queries. Inductive Query By Example (IQBE) 
[5], where a query describing the information contexts of a set of key documents pro-
vided by the user is automatically derived or learned, is an useful paradigm to assist 
users to express queries. 
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Some approaches based on the IQBE paradigm to learn queries have been pro-
posed in the specialized literature [8], [9], [10], [18], [20], [25]. They are based on a 
kind of Evolutionary Algorithms (EA) [1] as it is Genetic Programming (GP) [19], 
where queries are represented as expression syntax trees and adapted using selection, 
crossing and mutation methods. They are usually guided by a fitness function that 
combines precision and recall [7] (the traditional performance measures in IR) in an 
unique objective. One of the main characteristics of this approach is that it only pro-
vides a single solution query in each run (the one that maximizes the fitness function). 
However, there exist a kind of EAs specially designed for multi-objective problems, 
MOEAs, which are able to obtain different solutions to the problem in a single run 
[6]. As multi-objective problems are characterized by the fact that several objectives 
have to be simultaneously optimized, there is not usually a single best solution solv-
ing the problem, that is, being better than the remainder with respect to every objec-
tive, but there exist a set of solutions which are superior to the remainder when all the 
objectives are considered. This set is called the Pareto set. These solutions are known 
as non-dominated solutions [4], while the remainder are known as dominated solu-
tions. Since none of the Pareto set solutions is absolutely better than the other non-
dominated solutions, all of them are equally acceptable regarding the satisfaction of 
all the objectives. 

Recently an IQBE MOEA in the context of automatic learning of Boolean queries 
in IRSs has been proposed [9]. This IQBE MOEA is based on the first version of 
Strength Pareto Evolutionary Algorithm (SPEA) [30] and uses GP concepts to extend, 
toward the multi-objective context, the single-objective Boolean IQBE EA proposal 
of Smith and Smith [25]. However, there exist other MOEAs which usually improve 
the performance of SPEA [12], [13], [15], [29]. 

In this work, a comparative study of the performance of four of the currently most 
successful MOEAs applied to the automatic learning of Boolean queries will be done. 
The studied MOEAs are: the second version of Non-dominated Sorting Genetic Algo-
rithm (NSGA-II) [12], the second version of Strength Pareto Evolutionary Algorithm 
(SPEA2) [29], and two MOGLS (MOEAs using Local Search): MOGLS-I [13] and 
MOGLS-J [15]. All of them are adapted to use GP concepts and optimize both objec-
tives (precision and recall) simultaneously, extending the Smith and Smith IQBE EA 
[25] proposal to the multi-objective context. Experimental results show that NSGA-II, 
adapted with GP concepts, obtain the best performance in the context of automatic 
learning of Boolean queries. 

To do this, this paper is structured as follows. In Section 2 IRSs' foundations and 
the IQBE paradigm are drawn. Section 3 describes the four MOEAs with GP concepts 
which are used. In Section 4 the experimentation framework is described, and finally 
Section 5 presents some conclusions. 

2   Preliminaries 

In this section, we introduce the foundations of the IRSs, their components and proce-
dure of evaluation and a brief description of the IQBE paradigm. 

2.1   Information Retrieval Systems 

An IRS is basically composed by three main components [3]: 
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The documentary database: This component stores the documents and the representa-
tion of their contents. Textual documents representation is typically based on index 
terms (that can be either single terms or sequences), which work as content identifiers 
for the documents. We assume that the database is built like in usual IRSs [2], [24]. 
Therefore, IRS-user interaction is unnecessary because it is built automatically. The 
database stores a finite set of documents },,{ 1 mddD = , a finite set of index terms 

},,{ 1 lttT = , and the representation 
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index terms according to their significance in describing the content of a document in 
order to improve the retrieval of documents.  

The query subsystem: It allows users to formulate their information needs (queries) 
and presents the relevant documents which are retrieved by the system. To do this, 
each query is expressed as a combination of index terms which are connected by the 
Boolean operators AND (∧), OR (∨), and NOT (¬). 

The matching mechanism: It evaluates the degrees (the Retrieval Status Value (RSV)) 
to which the document representation satisfy the requirements expressed in the query, 
and it retrieves the documents that are judged to be relevant. To evaluate Boolean 
queries, the matching function uses a constructive bottom-up process based on the 
separability criterion [27]. This process includes two steps: 

• Firstly, the documents are evaluated according to their relevance only to the terms 
of the query. In this step, a partial relevance degree is assigned to each document 
with respect to every term in the query. 

• Secondly, the documents are evaluated according to their relevance to the Boolean 
combination of the terms (their partial relevance degree), and so on, working in a 
bottom-up fashion until the whole query is processed. In this step, a total relevance 
degree is assigned to each document that is used to rank the documents from the 
most relevant one to the less relevant. 

2.2   Evaluation of Information Retrieval Systems 

There are several ways to measure the quality of an IRS, such as the system efficiency 
and effectiveness, and several subjective aspects related to user satisfaction [2]. Tradi-
tionally, the retrieval effectiveness is based on the document relevance with respect to 
the users needs. There are different criteria to measure this aspect, but precision and 
recall are the most used. Precision is the ratio between the relevant documents re-
trieved by the IRS in response to a query and the total number of documents retrieved, 
whilst recall is the ratio between the number of relevant documents retrieved and the 
total number of relevant documents for the query that exist in the database [26]. The 
mathematical expression of each of them is: 
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where Drr is the number of relevant documents retrieved, Dtr is the total number of 
documents retrieved and Drt is the total number of relevant documents for the query 
which exist in the database. P and R are defined in [0, 1], being 1 the optimal value. 

We notice that the only way to know all the relevant documents existing for a 
query in the database (value used in the R measure) is to evaluate all documents. Due 
to this fact and tacking into account that relevance is subjective, there are some classic 
documentary databases (TREC, CACM, Cranfield) available, each one with a set of 
queries for which the relevance judgments are known, so that they can be used to ver-
ify the new proposals in the field of the IR [2], [22]. In this contribution, we use the 
Cranfield collection. 

2.3   The IQBE Paradigm 

The IQBE paradigm was proposed by Chen [5] as a process in which users provide 
documents (examples) and an algorithm induces (or it learns) the key concepts of the 
examples with the purpose of finding other and equally relevant documents. In this 
way, IQBE can be seen as a technique to assist users in the query building process by 
using automatic learning methods. 

It works taking a set of relevant documents (and optionally non-relevant docu-
ments) provided by the user (they can be obtained from a preliminary query or from a 
browsing process through the documentary database) and applying an automatic 
learning process to generate a query that describes the user information needs (repre-
sented by the previous set of documents). The query that is obtained can be executed 
in other IRSs to obtain new relevant documents. In this way, it is not necessary for the 
user to interact with the IR process which is mandatory in other techniques for query 
refinement as the relevance feedback [22]. 

Several IQBE techniques for different IR models have been proposed [7]. The 
most used IQBE models are based on GP concepts, with queries being represented by 
expression syntax trees and the algorithms are articulated on the basis of the classic 
operators: cross, mutation and selection. 

3   Structure of the MOEAs with GP Concepts 

3.1   Components 

The four studied MOEAs with GP (MOEAs-GP) concepts share the following com-
ponents: 

• Codification scheme: Boolean queries are encoded in expression syntax trees, 
whose terminal nodes are query terms and whose inner nodes are the Boolean op-
erators AND, OR and NOT. 

• Crossover operator: subtrees are randomly selected and crossover in two randomly 
selected queries. 

• Mutation operator: changes a randomly selected term or operator in a randomly se-
lected tree. 

• Initial population: all individuals of the first generation are generated in a random 
way. The population is created including all the terms in the relevant documents 
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provided by the user. Those that appear in more relevant documents will have 
greater probability of being selected. 

• Objectives to optimize: precision and recall. 
• Local search: it is based on the Crossover Hill-Climbing (XHC) algorithm defined 

in [21] and adapted to expression syntax trees. This XHC operator uses hill-
climbing as the move accepting criterion of the search and uses crossover as the 
move operator. XHC maintains a pair of predecessors and repeatedly performs 
crossover on this pair until some number of offspring, noff , is reached. Then, the 
best offspring is selected and it replaces the current solution only if it is better. The 
process iterates nit times and returns the final current solution. This XHC requieres 
values for noff and nit, and a starting pair of parents. 

3.2   NSGA-II-GP 

NSGA-II [12] is a very complete algorithm since, not only incorporates a strategy of 
preservation of an elite population, but in addition, it uses an explicit mechanism to 
preserve diversity. 

NSGA-II works with a population of offsprings Qt, which is created using a prede-
cesor population Pt. Both populations (Qt and Pt) are combined to form a unique 
population Rt, with a size 2·M, that is examined in order to extract the front of the 
Pareto. Then, an arrangement on the non-dominated individuals is done to classify the 
Rt population. Although this implies a greater effort compared with the arrangement 
of the set Qt, it allows a global verification of the non-dominated solutions that as 
much belong to the population of offsprings a the one of the predecesors. 

Once the arrangement of the non-dominated individuals finishes, the new genera-
tion (population) is formed with solutions of the different non-dominated fronts, tak-
ing then alternatively from each of the fronts. It begins with the best front of non-
dominated individuals and continues with the solutions of the second one, later with 
third one, etc. 

Since the Rt size is 2·M, it is possible that some of the front solutions have to be 
eliminated to form the new population. 

In the last states of the execution, it is usual that the majority of the solutions are in 
the best front of not-domintad solutions. It is also probable the size of the best front of 
the combined population Rt be bigger than M. It is then, when the previous algorithm 
assures the selection a diverse set of solutions of this front by means of the method of 
niches. When the whole population converges to the Pareto-optimal frontier, the algo-
rithm continues, so that the best distribution between the solutions is assured. 

3.3   SPEA2-GP 

SPEA2 [29] introduces elitism by explicitly maintaining an external population. This 
population stores a fixed number of the non-dominated solutions found from the be-
ginning of the simulation. 

In each generation, the new non-dominated solutions are compared with the exist-
ing external population and the resulting non-dominated solutions are preserved. In 
addition, SPEA2 uses these elite solutions in the genetic operations with the current 
population to guide the population towards good regions in the search space. 
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The algorithm begins with a randomly created population P0 of size M and an ex-
ternal population P0 (initially empty) which has a maximum capacity M. In each gen-
eration t, the best non-dominated solutions (belonging to the best non-dominated 
front) of the populations Pt and Pt are copied in the external population Pt+1. If the 
size of Pt+1 exceeds M, then Pt+1 is reduced by means of a truncate operator; on the 
other hand, Pt+1 is filled up with dominated solutions from Pt and Pt. This truncate 
operator is used to maintain the diversity of the solutions. 

From Pt+1, a pool of individuals is obtained applying a binary tournament selection 
operator with replacement. These individuals are crossed and mutated to obtain the 
new generation Pt+1. 

3.4   MOGLS-GP-I 

MOGLS is an hybrid approach that combines concepts of MOEAs and Local Search 
for improving the current population. Several alternatives have been proponed in the 
specialized literature [13], [14], [15], [16]. In this paper we have chosen to study the 
performance of two of them, MOGLS-GP-I [13] and MOGLS-GP-J [15]. MOGLS-
GP-I, is an adapted version of the first Ishibuchi proposal [13] which includes GP 
concepts. This approach has great part of its effort in obtaining the most extended 
Pareto front possible. To do so, it associates each individual of the population with 
weighting vector that points the direction, in the objective space, with which that in-
dividual was generated. These directions are later considered when generating new 
individuals. 

This algorithm maintains elitism using two sets of solutions: the current population 
and a provisional population of non-dominated solutions. The algorithm begins gen-
erating an initial population of Npop individuals, it evaluates them and updates the pro-
visional population with the non-dominated individuals. Next, Npop - Nelite predecessor 
solutions are obtained considering their direction vectors. After the crossing and mu-
tation processes, the population will be completed with Nelite non-dominated individu-
als of the provisional population. Next, a local search (XHC) is applied to all Npop in-
dividuals of the current population. In this stage, the direction vector of each 
individual will guide the local search process. Finally, the following generation is ob-
tained with the Npop improved individual of the actual population. 

3.5   MOGLS-GP-J 

In this subsection we describe an adapted version of the first Jaszkiewicz proposal 
[15] which use GP concepts. We call it MOGLS-GP-J. This MOGLS implements the 
idea of simultaneous optimization of all weighted Tchebycheff or all weighted linear 
utility functions by random choice of the utility function optimized in each iteration. 
The general idea of this MOGLS is similar to that used by Ishibuchi [13]. The main 
difference is in the the way that the solutions are selected for recombination. A Cur-
rent Set of solutions (CS) is used. CS is initially filled up with S random solutions. In 
each iteration, the algorithm randomly draws an utility function u. From CS, k differ-
ent solutions (with the best u evaluations) are selected to form a Temporary Popula-
tion (TP). A crossover operador is applied to two randomly selected parents from the 
TP, and the new resulting solution x is locally optimized using the XHC local search 
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operator. A Potentially Efficient (PE) set, with non-dominated solutions is updated 
with the new solution x. The random selection of utility functions may be seen as a 
mechanism that introduces some additional diversification. 

3.6   Evaluation of MOEAs 

In multi-objective optimization problems, the definition of the quality concept is sub-
stantially more complex than in single-objective ones, since the processes of optimi-
zation imply several different objectives. In the specialized literature several quantita-
tive measures have been proposed [6], [11], [17], [28]. The most used is the C 
measure, whose expression: 
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measures the ratio of individuals of the Pareto A that are dominated by individuals of 
the Pareto B. A value of 1 indicates that all individuals of the Pareto A are dominated 
by individuals of the Pareto B; on the other hand, a value of 0 indicates that none of 
the individuals of A is dominated by individuals of B. 

4   Experimental Study 

The experimental study has been developed using the Cranfield collection, componed 
by 1398 documents about Aeronautics. The 1398 documents have been automatically 
indexed in the usual way, removing the stop-words, and obtaining 3857 different in-
dex terms in total. A tf·idf scheme1 [22] has been used to represent the relevant index 
terms in the documents. Cranfield provides 225 queries, of which, those that have 20 
o more relevant documents have been selected. The seven resulting queries (#1, #2, 
#23, #73, #157, #220 and #225) have 29, 25, 33, 21, 40, 20, 25 relevant documents 
associated respectively. Our MOEA-GP approaches based on the IQBE paradigm 
generate a set of queries from a relevant and a non-relevant documents sets. To do so, 
it is necessary to consider sufficiently representative number of positive examples 
(relevant documents), so queries with more relevant documents associated have been 
selected. 

The studied MOEAs in this contribution have been run 30 times for each query (a 
total of 840 runs) with different initializations for each selected query during the same 
fixed number of fitness function evaluations (50.000) in a 1.5GHz Pentium Mobile 
computer with 2Gb of RAM. The common  parameter values considered are a maxi-
mum of 19 nodes for trees, 0.8 arid 0.2 for crossover and mutation probabilities, re-
spectively and population size of M = 800 queries. Additionally, MOGLS-GP-I and 
MOGLS-GP-J use an elite population size = 200, local search probability = 0.3, noff = 
3 and nit = 10; MOGLS-GP-J use an initial population S = 1600; and SPEA2-GP use 
an elite population size = 200. 

From each run a pareto set is obtained. The four pareto sets obtained by each run 
and query are compared with the performance C measure (in Table 1, average results 
                                                           
1 To do so, we use the classical Salton’s SMART IR [23]. 
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of the C measure for each pair of MOEAs and query are showed). The experimental 
results show that NSGA-II, with GP concepts (NSGA-II-GP), is the IQBE MOEA 
technique that achieves a better performance achieves, i.e., it achieves better non-
dominated solutions sets (view values in bold type-style in Table 1) in the process of 
learning Boolean queries in IRSs, than the other studied IQBE MOEAs. 

Table 1. Average results of the C measure for each queries and pair of MOEAs-GP studied. 
W=NSGA-II, X=SPEA2, Y=MOGLS-GP-I and Z=MOGLS-GP-J. 

Query C(W,X) / C(X,W) C(W,Y) / C(Y,W) C(W,Z) / C(Z,W) 
#1 0.908 / 0.031 0.803 / 0.129 0.861 / 0.071 
#2 0.973 / 0.013 0.902 / 0.037 0.936 / 0.025 

#23 0.917 / 0.022 0.895 / 0.030 0.922 / 0.017 
#73 0.952 / 0.026 0.943 / 0.044 0.955 / 0.036 
#157 0.934 / 0.002 0.925 / 0.002 0.933 / 0.005 
#220 0.924 / 0.019 0.917 / 0.036 0.920 / 0.027 
#225 0.940 / 0.007 0.909 / 0.007 0.927 / 0.007 

Query C(X,Y) / C(Y,X) C(X,Z) / C(Z,X) C(Y,Z) / C(Z,Y) 
#1 0.067 / 0.888 0.157 / 0.700 0.704 / 0.240 
#2 0.068 / 0.867 0.176 / 0.681 0.675 / 0.204 

#23 0.053 / 0.852 0.207 / 0.639 0.713 / 0.179 
#73 0.033 / 0.869 0.156 / 0.715 0.641 / 0.207 
#157 0.064 / 0.846 0.158 / 0.739 0.639 / 0.234 
#220 0.054 / 0.877 0.196 / 0.693 0.698 / 0.229 
#225 0.037 / 0.865 0.150 / 0.679 0.719 / 0.164 

5   Conclusions 

In this contribution he have presented a comparative study of performance, in the 
Boolean IR models context, of four of the most currently successful MOEAs in the 
specialized literature has been done. The studied MOEAs have been applied on the 
automatic learning of Boolean queries problem. The original proposals [12], [13], 
[15], [29] have been adapted to use GP concepts. All of them extend the Smith and 
Smith's IQBE EA propose [25] to work in a multi-objective context. The experimental 
results show that NSGA-II, with GP concepts (NSGA-II-GP), is the best IQBE 
MOEA technique, i.e., it achieves better non-dominated solutions sets in the process 
of learning Boolean queries in IRSs, than the other studied IQBE MOEAs. 

In future works, we will perform a more exhaustive comparative study, using addi-
tional IQBE MOEAs and bigger database collections like TRECs. 
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