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Preface 

This book comprises a selection of papers from IFSA 2007 on new methods for analy-
sis and design of hybrid intelligent systems using soft computing techniques. Soft 
Computing (SC) consists of several computing paradigms, including fuzzy logic, neu-
ral networks, and genetic algorithms, which can be used to produce powerful hybrid 
intelligent systems for solving problems in pattern recognition, time series prediction, 
intelligent control, robotics and automation. Hybrid intelligent systems that combine 
several SC techniques are needed due to the complexity and high dimensionality of 
real-world problems. Hybrid intelligent systems can have different architectures, 
which have an impact on the efficiency and accuracy of these systems, for this reason 
it is very important to optimize architecture design. The architectures can combine, in 
different ways, neural networks, fuzzy logic and genetic algorithms, to achieve the 
ultimate goal of pattern recognition, time series prediction, intelligent control, or other 
application areas.  

This book is intended to be a major reference for scientists and engineers interested 
in applying new computational and mathematical tools to design hybrid intelligent 
systems. This book can also be used as a reference for graduate courses like the fol-
lowing: soft computing, intelligent pattern recognition, computer vision, applied arti-
ficial intelligence, and similar ones. The book is divided in to twelve main parts. Each 
part contains a set of papers on a common subject, so that the reader can find similar 
papers grouped together. Some of these parts are comprised from papers of organized 
sessions of IFSA 2007 and we thank the session’s organizers for their incredible job 
on forming these sessions with invited and regular papers. We begin the book with an 
introductory paper by the father of Fuzzy Logic, Prof. Lotfi Zadeh, which describes 
future lines of research for the area. 

In Part I, we begin with a set of papers on “Type-2 Fuzzy Logic: theory and appli-
cations” that describe different contributions to the theory of type-2 fuzzy logic and its 
applications to real-world problems. The papers on interval type-2 fuzzy logic theory 
provide new concepts and tools that can be used for future applications, while the 
papers on applications show results of using interval type-2 fuzzy logic on problems 
of control, time series prediction and pattern recognition. 

In Part II, we have a set of papers on “Fuzzy Clustering: theory and applications” 
that describe different contributions to the theory of fuzzy clustering and its applica-
tions to real-world problems. The theoretical papers on fuzzy clustering show ad-
vances to the methods of clustering, while the papers on applications show real-world 
problems solved using different fuzzy clustering algorithms. 

In Part III, we have a set of papers on “Intelligent Identification and Control” that 
describe different contributions to the theory of system identification and intelligent 
control with fuzzy logic and its applications to real-world problems. The theoretical 
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papers on intelligent identification and control show advances to the methods of  
obtaining models and achieving intelligent control of non-linear plants, while the 
papers on applications show real-world problems solved using different fuzzy logic or  
hybridmethods. 

In Part IV, we have a set of papers on “Time Series Prediction” that describe dif-
ferent contributions to the theory and methodologies for time series prediction and its 
applications to real-world problems. The theoretical papers on times series prediction 
show advances to the methods of prediction and forecasting, while the papers on  
applications show real-world problems solved using different fuzzy logic methods. 

In Part V, we have a set of papers on “Pattern Recognition” that describe different 
contributions to the theory and methodologies for pattern recognition and its applica-
tions to real-world problems. The theoretical papers on pattern recognition show ad-
vances to the methods for image recognition, while the papers on applications show 
real-world problems solved using different fuzzy logic and hybrid models. In particu-
lar, there are papers on face, fingerprint and voice recognition. 

In Part VI, we have a set of papers on “Evolutionary Computation” that describe 
different contributions to the theory and methodologies of evolutionary computing and 
its applications to real-world problems. The theoretical papers on evolutionary com-
puting show advances to the methods of optimization with search techniques, while 
the papers on applications show real-world problems solved using different evolution-
ary algorithms. 

In Part VII, we have a set of papers on “Fuzzy Modeling” that describe different 
contributions to the theory and methodologies of fuzzy logic modeling and its applica-
tions to real-world problems. The theoretical papers on fuzzy modeling show ad-
vances to the methods of modeling problems using fuzzy systems, while the papers on 
applications show real-world problems solved using different fuzzy logic methods. 

In Part VIII, we have a set of papers on “Intelligent Manufacturing and Schedul-
ing” that describe different contributions to the theory and methodologies for intelli-
gent manufacturing and scheduling and its applications to real-world problems. The 
theoretical papers on intelligent manufacturing show advances to the methods of 
scheduling, quality control and production planning, while the papers on applications 
show real-world problems solved using different fuzzy logic and hybrid methods. 

In Part IX, we have a set of papers on “Intelligent Agents” that describe different 
contributions to the theory and methodologies of building and designing intelligent 
agents and its applications to real-world problems. The theoretical papers on intelli-
gent agents show advances to the methods of agent’s creation and learning, while the 
papers on applications show real-world problems solved using different architectures 
of intelligent agents. 

In Part X, we have a set of papers on “Neural Networks Theory” that describe dif-
ferent contributions to the theory and methodologies for designing and building neural 
network models and its applications to real-world problems. The theoretical papers on 
neural networks show advances to the methods of learning and design of neural mod-
els, while the papers on applications show real-world problems solved using different 
neural network models. 

In Part XI, we have a set of papers on “Robotics” that describe different contribu-
tions to the theory and methodologies for robot control and identification and its  
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applications to real-world problems. The theoretical papers on robotics show advances 
to the methods of intelligent control and planning of autonomous robots and manipu-
lators, while the papers on applications show real-world problems solved using differ-
ent fuzzy logic methods. 

In Part XII, we have a set of papers on “Fuzzy Logic Applications”, that describe 
different contributions to the theory and applications to real-world problems of fuzzy 
models. The theoretical papers on fuzzy logic show advances to the methods of fuzzy 
modeling, while the papers on applications show real-world problems solved using 
different fuzzy logic methods. 

We end this preface of the book by giving thanks to all the people who have help or 
encourage us during the making of this book. We would like to thank our colleagues 
working in Soft Computing, which are too many to mention each by their name. Of 
course, we need to thank our supporting agencies in our countries for their help during 
this project. We have to thank our institutions for always supporting our projects.  
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S.M. Szilágyi, L. Szilágyi, Z. Benyó . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 737

Tuning FCMP to Elicit Novel Time Course Signatures
in fMRI Neural Activation Studies
Mark D. Alexiuk, Nick J. Pizzi, Witold Pedrycz . . . . . . . . . . . . . . . . . . . . . . . 746

Part XI: Robotics

Moving Object Tracking Using the Particle Filter and SOM
in Robotic Space with Network Sensors
TaeSeok Jin, JinWoo Park . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 759

Robust Stability Analysis of a Fuzzy Vehicle Lateral Control
System Using Describing Function Method
Jau-Woei Perng, Bing-Fei Wu, Tien-Yu Liao, Tsu-Tian Lee . . . . . . . . . . . 769

Self-tunable Fuzzy Inference System: A Comparative Study
for a Drone
Hichem Maaref, Kadda Meguenni Zemalache, Lotfi Beji . . . . . . . . . . . . . . . . 780

Optimal Path Planning for Autonomous Mobile Robot
Navigation Using Ant Colony Optimization and a Fuzzy Cost
Function Evaluation
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Abstract. As we move further into the age of machine intelligence and automated decision-
making, a long-standing problem becomes more pressing and more complex. The problem is: 
How to reason and compute with information described in natural language. The basic impor-
tance of this problem derives from the fact that much of human knowledge—and especially 
world knowledge—is expressed in natural language.  

Existing techniques for dealing with the problem are based, for the most part, on bivalent 
logic. Bivalent-logic-based theories of natural language have achieved a measure of success, 
but a basic question which arises is: Can bivalent-logic-based theories lead to the solution of 
many complex problems which are encountered in the realm of natural language understand-
ing? In my view, the answer is: No. The reason is rooted in a fundamental mismatch between 
the precision of bivalent-logic-based methods and the imprecision of natural languages—
especially in the realm of semantics. 

A natural language is basically a system for describing perceptions. Perceptions are intrinsi-
cally imprecise, reflecting the bounded ability of human sensory organs, and ultimately the 
brain, to resolve detail and store information. Imprecision of perceptions is passed on to natural 
languages. More specifically, in natural language almost everything is a matter of degree that 
is, fuzzy. By contrast, in bivalent logic every proposition is either true or false, with no shades 
of truth allowed.  

A radical view which is articulated in my lecture is that the foundation for theories of natural 
language should be shifted from bivalent logic to fuzzy logic—a logic in which, as in natural 
language, everything is a matter of degree. Furthermore, in fuzzy logic everything is or is al-
lowed to be granulated, with a granule being a clump of values drawn together by indistin-
guishability, similarity, proximity or functionality. Granulation is what humans employ in 
coping with the imprecision of perceptions. It should be noted that granulation is the basis for 
the concept of a linguistic variable—a concept which plays a pivotal role in almost all applica-
tions of fuzzy logic.  

Giving the entrenchment of bivalent logic in natural language theories, a shift from bivalent 
logic to fuzzy logic will certainly be hard to accept. Still, acceptance in my view, is only a 
matter of time.  

A shift from bivalent logic to fuzzy logic has many ramifications. In my lecture, atten-
tion is focused on computation with information described in natural language, or NL-
Computation for short. NL-Computation is closely related to Computing with Words. 

In conventional modes of computation, the objects of computation are values of variables. In 
NL-Computation, the objects of computation are not values of variables, but states of informa-
tion about the values of variables, with the added assumption that information is described in 
natural language. A simple example: f is a function from reals to reals, with Y=f(X). Described 
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in a natural language, the information about X is: if X is small then Y is small; if X is medium 
then Y is large; if X is large then Y is medium. Similarly, the information about X is: usually X 
is medium. What is the valued of Y? Another simple example: (a) overeating causes obesity; 
and (b) obesity causes high blood pressure. I overeat and am obese. What is the probability that 
I will develop high blood pressure? 

More generally, the point of departure in NL-Computation is (a) an input dataset, p, which 
consists of a system of propositions expressed in natural language; and (b) a question, q, like-
wise expressed in natural language. The output dataset is an answer to q, ans (q|p). The input 
dataset is closed (circumscribed) if no propositions are allowed to be added to the input dataset; 
and it is open if propositions can be added from an external knowledge base, especially world 
knowledge. The default assumption is that the input dataset is closed.  

In general, propositions in the input dataset are not well-posed for computation. In NL-
Computation, the first step is precisiation of meaning of p and q. Precisiation is carried out 
through translation of p and q into what is termed a precisiation language, PL. Conventional 
meaning representation languages are based on bivalent logic and are not expressive enough to 
serve the function of precisiation. In NL-Computation, there are two tracks: (a) precisiation 
through translation into PRUF (Possibilistic Relational Universal Fuzzy) through the use of 
test-score semantics (Zadeh 1978, 1982); and (b) translation into GCL (Generalized Constraint 
Language) (Zadeh 2006). In my lecture, attention is focused on translation into GCL—a preci-
siation language which is maximally expressive. 

The concept of a generalized constraint plays a pivotal role in NL-Computation. Briefly, a 
generalized constraint is expressed as X isr R, where X is the constrained variable, R is a con-
straining relation and r is an indexical variable which defines the way in which R constrains X. 
The principal constraints are possibilistic, veristic, probabilistic, usuality, random set, fuzzy 
graph and group. Generalized constraints may be combined, qualified, propagated, and coun-
terpropagated, generating what is called the Generalized Constraint Language, GCL. The key 
underlying idea is that information conveyed by a proposition may be represented as a general-
ized constraint, that is, as an element of GCL. 

In our approach, NL-Computation involves three modules: (a) Precisiation module; (b) Pro-
toform module; and (c) Computation module. An object of precisiation, p, is referred to as 
precisiend, and the result of precisiation, p*, is called a precisiand. Usually, a precisiend is a 
proposition, a system of propositions or a concept. A precisiend may have many precisiands. 
Definition is a form of precisiation. A precisiand may be viewed as a model of meaning. The 
degree to which the intension (attribute-based meaning) of p* approximates to that of p is re-
ferred to as cointension. A precisiand, p*, is cointensive if its cointension with p is high, that is, 
if p* is a good model of meaning of p. 

The Protoform module serves as an interface between Precisiation and Computation mod-
ules. In essence, its function is that of summarization, abstraction and generalization. 

The Computation module is a system of rules of deduction. Basically, the rules of deduction 
are the rules which govern propagation and counterpropagation of generalized constraints. The 
principal rule of deduction is the extension principle (Zadeh 1965, 1975). Basically, the exten-
sion principle relates the generalized constraint on the output dataset to that on the input data-
set. In this way, an answer to the question, q, is related to a generalized constraint on the input 
dataset, p.  

The generalized-constraint-based computational approach to NL-Computation opens the 
door to a wide-ranging enlargement of the role of natural languages in scientific theories. Par-
ticularly important application areas are decision-making with information described in natural 
language, economics, systems analysis, risk assessment, search, question-answering and theo-
ries of evidence. 



Part I

Type-2 Fuzzy Logic: Theory and Applications
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A Method for Response Integration in Modular Neural 
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Abstract. We describe in this paper a new method for response integration in modular neural 
networks using type-2 fuzzy logic. The modular neural networks were used in human person 
recognition. Biometric authentication is used to achieve person recognition. Three biometric 
characteristics of the person are used: face, fingerprint, and voice. A modular neural network of 
three modules is used. Each module is a local expert on person recognition based on each of the 
biometric measures. The response integration method of the modular neural network has the 
goal of combining the responses of the modules to improve the recognition rate of the individ-
ual modules. We show in this paper results of a type-2 fuzzy approach for response integration 
that improves performance over type-1 fuzzy logic approaches. 

1   Introduction 

Today, a variety of methods and techniques are available to determine unique iden-
tity, the most common being fingerprint, voice, face, and iris recognition [10]. Of 
these, fingerprint and iris offer a very high level of certainty as to a person's identity, 
while the others are less exact. A large number of other techniques are currently being 
examined for suitability as identity determinants. These include (but are not limited 
to) retina, gait (walking style), typing style, body odour, signature, hand geometry, 
and DNA. Some wildly esoteric methods are also under development, such as ear 
structure, thermal imaging of the face and other parts of the body, subcutaneous  
vein patterns, blood chemistry, anti-body signatures, and heart rhythm, to name a few 
[14]. 

The four primary methods of biometric authentication in widespread use today are 
face, voice, fingerprint, and iris recognition. All of these are supported in our ap-
proach, some more abundantly than others. Generally, face and voice are considered 
to be a lower level of security than fingerprint and iris, but on the other hand, they 
have a lower cost of entry. We describe briefly in this section some of these biometric 
methods. 

Face Recognition. Facial recognition has advanced considerably in the last 10 to 15 
years. Early systems, based entirely on simple geometry of key facial reference 
points, have given way to more advanced mathematically-based analyses such as Lo-
cal Feature Analysis and Eigenface evaluation. These have been extended though the 
addition of "learning" systems, particularly neural networks. 



6 J. Urías et al. 

Face recognition systems are particularly susceptible to changes in lighting sys-
tems. For example, strong illumination from the side will present a vastly different 
image to a camera than neutral, evenly-positioned fluorescent lighting. Beyond  
this, however, these systems are relatively immune to changes such as weight gain, 
spectacles, beards and moustaches, and so on. Most manufacturers of face recognition 
systems claim false accept and false reject rates of 1% or better. 

Voice Recognition. Software systems are rapidly becoming adept at recognising and 
converting free-flowing speech to its written form. The underlying difficulty in doing 
this is to flatten out any differences between speakers and understand everyone uni-
versally. Alternatively, when the goal is to specifically identify one person in a large 
group by their voice alone, these very same differences need to be identified and  
enhanced. 

As a means of authentication, voice recognition usually takes the form of speak-
ing a previously-enrolled phrase into a computer microphone and allowing the 
computer to analyse and compare the two sound samples. Methods of performing 
this analysis vary widely between vendors. None is willing to offer more than cur-
sory descriptions of their algorithms--principally because, apart from LAN authen-
tication, the largest market for speaker authentication is in verification of persons 
over the telephone. 

Fingerprint Recognition. The process of authenticating people based on their finger-
prints can be divided into three distinct tasks. First, you must collect an image of a 
fingerprint; second, you must determine the key elements of the fingerprint for con-
firmation of identity; and third, the set of identified features must be compared with a 
previously-enrolled set for authentication. The system should never expect to see a 
complete 1:1 match between these two sets of data. In general, you could expect to 
couple any collection device with any algorithm, although in practice most vendors 
offer proprietary, linked solutions. 

A number of fingerprint image collection techniques have been developed. The 
earliest method developed was optical: using a camera-like device to collect a high-
resolution image of a fingerprint. Later developments turned to silicon-based sensors 
to collect an impression by a number of methods, including surface capacitance, 
thermal imaging, pseudo-optical on silicon, and electronic field imaging. 

As discussed, a variety of fingerprint detection and analysis methods exist, each 
with their own strengths and weaknesses. Consequently, researchers vary widely on 
their claimed (and achieved) false accept and false reject rates. The poorest systems 
offer a false accept rate of around 1:1,000, while the best are approaching 
1:1,000,000. False reject rates for the same vendors are around 1:100 to 1:1000. 

2   Proposed Approach for Recognition 

Our proposed approach for human recognition consists in integrating the information 
of the three main biometric parts of the person: the voice, the face, and the fingerprint 
[14]. Basically, we have an independent system for recognizing a person from each of 
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its biometric information (voice, face, and fingerprint), and at the end we have an in-
tegration unit to make a final decision based on the results from each of the modules. 
In Figure 1 we show the general architecture of our approach in which it is clearly 
seen that we have one module for voice, one module for face recognition, and one 
module for fingerprint recognition. At the top, we have the decision unit integrating 
the results from the three modules. In this paper the decision unit is implemented with 
a type-2 fuzzy system. 

 

Fig. 1. Architecture of the proposed modular approach 

3   Modular Neural Networks 

This section describes a particular class of "modular neural networks", which have a 
hierarchical organization comprising multiple neural networks; the architecture basi-
cally consists of two principal components: local experts and an integration unit, as 
illustrated in Figure 2. In general, the basic concept resides in the idea that combined 
(or averaged) estimators may be able to exceed the limitation of a single estimator 
[3]. The idea also shares conceptual links with the "divide and conquer" methodol-
ogy. Divide and conquer algorithms attack a complex problem by dividing it into 
simpler problems whose solutions can be combined to yield a solution to the com-
plex problem [1] [6] [13]. When using a modular network, a given task is split up 
among several local experts NNs [4]. The average load on each NN is reduced in 
comparison with a single NN that must learn the entire original task, and thus the 
combined model may be able to surpass the limitation of a single NN. The outputs of 
a certain number of local experts (Oi) are mediated by an integration unit. The inte-
grating unit puts the outputs together using estimated combination weights (gi). The 
overall output Y is 
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Fig. 2. Architecture of a modular neural network 

Yi = Σgi OI (1) 

Nowlan, Jacobs, Hinton, and Jordan [5] described modular networks from a com-
petitive mixture perspective. That is, in the gating network, they used the "softmax" 
function, which was introduced by McCullagh and Nelder [7]. More precisely, the 
gating network uses a softmax activation gi of ith output unit given by 

Gi = exp (kui)/ Σj exp (kuj) (2) 

Where ui is the weighted sum of the inputs flowing to the ith output neuron of the gat-
ing network. Use of the softmax activation function in modular networks provides a 
sort of "competitive" mixing perspective because the ith local expert's output Oi with a 
minor activation ui does not have a great impact on the overall output Yi. 

4   Integration of Results for Person Recognition Using Fuzzy Logic 

On the past decade, fuzzy systems have displaced conventional technology in differ-
ent scientific and system engineering applications, especially in pattern recognition 
and control systems.  The same fuzzy technology, in approximation reasoning form, is 
resurging also in the information technology, where it is now giving support to deci-
sion making and expert systems with powerful reasoning capacity and a limited quan-
tity of rules [17]. For the case of modular neural networks, a fuzzy system can be used 
as an integrator or results [10]. 
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The fuzzy sets were presented by L. A. Zadeh in 1965 to process / manipulate 
data and information affected by  unprobabilistic uncertainty / imprecision [15]. 
These were designed to mathematically represent the vagueness and uncertainty of 
linguistic problems; thereby obtaining formal tools to work with intrinsic impreci-
sion in different type of problems; it is considered a generalization of the classic set 
theory. 

Type-2 fuzzy sets are used for modeling uncertainty and imprecision in a better 
way. These type-2 fuzzy sets were originally presented by  Zadeh in 1975 and are es-
sentially “fuzzy fuzzy” sets where the fuzzy degree of membership is a type-1 fuzzy 
set [16].  The new concepts were introduced by Mendel [11] [12] allowing the charac-
terization of a type-2 fuzzy set with a superior membership function and an inferior 
membership function; these two functions can be represented each one by a type-1 
fuzzy set membership function.  The interval between these two functions represent 
the footprint of uncertainty (FOU), which is used to characterize a type-2 fuzzy set. 
The uncertainty is the imperfection of knowledge about the natural process or natural 
state. The statistical uncertainty is the randomness or error that comes from different 
sources as we use it in a statistical methodology [2]. 

5   Modular Neural Networks with Type-2 Fuzzy Logic as a 
Method for Response Integration 

As was mentioned previously, type-2 fuzzy logic was used to integrate the responses 
of the three modules of the modular network. Each module was trained with the cor-
responding data, i.e. face, fingerprint and voice. Also, a set of modular neural net-
works was built to test the type-2 fuzzy logic approach of response integration. The 
architecture of the modular neural network is shown in Figure 3. From this figure we 
can appreciate that each module is also divided in three parts with the idea of also di-
viding each of the recognition problems in three parts. 

Experiments were performed with sets of 20 and 30 persons. The trainings were 
done with different architectures, i.e. different number of modules, layers and nodes. 

As can be appreciated from Figure 3, the first module was used for training with 
voice data. In this case, three different words were used for each person. The words 
used were: access, presentation, and hello. 

The second module was used for traing with person face data. In this case, two dif-
ferent photos were taken from each person, one in a normal position and the other 
with noise. The idea is that training with noise will make the recognition more robust 
to changes in the real world. We show in Figure 4 the photos of two persons in a nor-
mal situation and in a noisy situation. 

The third module was used with fingerprint data of the group of persons. The  
fingerprint information was taken with a scanner. Noise was added for training the 
neural networks. 

In all cases, each module is subdivided in three submodules, in this way making 
easier the respective recognition problem. 
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Fig. 3. Architecture of the Modular Network used for the recognition problem 

Normal Images

Images with Noise

 

Fig. 4. Sample Photos of Faces in a Normal and Noisy Situation 

6   Simulation Results 

A set of different trainings for the modular neural networks was performed to test the 
proposed type-2 fuzzy logic approach for response integration in modular neural  
networks. We show in Table 1 some of these trainings with different numbers of  
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Table 1. Sample Trainings of the Modular Neural Network 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

modules, layers and nodes. The training times are also shown in this table to illustrate 
the performance with different training algorithms and conditions. 

Once the necessary trainings were done, a set of tests were performed with differ-
ent type-2 fuzzy systems. The fuzzy systems were used as response integrators for the 
three modules of the modular network. In the type-2 fuzzy systems, different types of 
membership finctions were considered with goal of comparing the results and deice 
on the best choice for the recognition problem. 

The best type-2 fuzzy system, in the sense that it produced the best recognition  
results, was the one with triangular membership functions. This fuzzy system has 3 
input variables and one output variable, with three membership functions per vari-
able.We show in Figures 11 and 12 the membership functions of the type-2 fuzzy 
sytem. 

The recognition results of this type-2 fuzzy system, for each training of the modu-
lar neural, are shown in Table 2. 
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Fig. 5. Input variables of the type-2 fuzzy system 

 

Fig. 6. Output variables of the type-2 fuzzy system 

Table 2. Results of the Type-2 Fuzzy System with Triangular Membership Functions 

 

In Table 2 we show the results for 15 trainings of the modular neural network. In 
each row of this table we can appreciate the recognition rate with the type-2 fuzzy 
sytem. We can appreciate that in 8 out of 15 cases, a 100% recognition rate was 
achieved.  
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The fuzzy systems with worst results for the modular neural network were the ones 
with Gaussian and Trapezoidal membership functions. We use 3 input variables and 
one ouput vraiable, as in the previous fuzzy system. We show in Figures 7 and 8 the 
Gaussian membership functions of this system. 

 

Fig. 7. Input variables for type-2 fuzzy system with Gaussian membership functions 

 

Fig. 8. Output variable for type-2 fuzzy system with Gaussian membership functions 

We show in Figures 9 and 10 the Trapezoidal membership functions of another 
type-2 fuzzy system. 

 

Fig. 9. Input variables for the Type-2 Fuzzy System with Trapezoidal Functions 
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Fig. 10. Output variable for type-2 fuzzy system with Trapezoidal functions 

The results that were obtained with Gaussian and Trapezoidal membership func-
tions are similar. We show in Table 3 the recognition results obtained with the type-2 
fuzzy system with Trapezoidal membership functions. We can appreciate from  
Table 3 that only in 6 out of the 15 cases a 100% recognition rate is obtained. Also, 
there are 4 cases with low recognition rates. 

Table 3. Recognition rates with the Type-2 System and Trapezoidal Functions 

 

We have to mention that results with a type-1 fuzzy integration of responses were 
performed in previous paper, in which the recognition rates were consistently lower 
by an average of 5%. We can state in conclusion that the type-2 fuzzy system for re-
sponse integration is improving the recognition rate in the case of persons based on 
face, fingerprint and voice. 

7   Conclusions 

We described in this paper a new method for response integration in modular neural 
networks that uses type-2 fuzzy logic to model uncertainty in the decision process. 
We showed different trainings of the modular neural networks, and tested different 
type-2 fuzzy systems for response integration. Based on the obtained recognition 
rates, the best results were achieved with a type-2 fuzzy system with triangular mem-
bership functions. The results obtained with this type-2 fuzzy system are better than 
the previously obtained by a similar type-1 approach [11]. 



 A Method for Response Integration in Modular Neural Networks 15 

Acknowledgements 

The authors would like to thank CONACYT and DGEST for the financial support 
given to this research project. The students (Jerica Urias and Denisse Hidalgo) were 
supported by a scholarship from CONACYT. 

References 

[1] O. Castillo and P. Melin,"Hybrid Intelligent Systems for Time Series Prediction using 
Neural Networks, Fuzzy Logic and Fractal Theory", IEEE Transactions on Neural Net-
works, Vol. 13, no. 6, pp. 1395-1408, 2002. 

[2] O. Castillo, L. Aguilar, N. Cazarez, D. Rico, “Intelligent Control of Dynamical Systems 
with Type-2 Fuzzy Logic and stability Study”, Proceedings of the Conference on Artifi-
cial Intelligence (IC’ AI’ 2005), pp. 400-405, June 2005.  

[3] F. Fogelman-Soulie, “Multi-modular neural network-hybrid architectures: a review”, Pro-
ceedings of 1993 International Joint Conference on Neural Networks, 1993. 

[4] B. Happel and J. Murre, “Design and evolution of modular neural network architectures”, 
Neural Networks, vol. 7, pp. 985-1004, 1994. 

[5] R. A. Jacobs, M. I. Jordan, S. J. Nowlan and G. E. Hinton, "Adaptive Mixtures of Local 
Experts", Neural Computation, vol. 3, pp. 79-87, 1991. 

[6] R. Jenkins and B. Yuhas, “A simplified neural network solution through problem decom-
position: The case of the truck backer-upper”, IEEE Transactions on Neural Networks, 
vol. 4, no. 4, pp. 718-722, 1993. 

[7] M. I. Jordan and R. A. Jacobs, "Hierarchical Mixtures of Experts and the EM Algorithm", 
Neural Computation, vol. 6, pp. 181-214, 1994. 

[8] N. N. Karnik, J. M. Mendel, “Operations on type-2 fuzzy sets”, Signal and Image Proc-
essing Institute, Department of Electrical Engineering-Systems, University of Southern 
California, May 2000. 

[9] N. N. Karnik, J. M. Mendel, IEEE, y Qilian Liang, “Type-2 Fuzzy Logic Systems”, IEEE 
Transactions on Fuzzy Systems, Vol. 7, No. 6, December 1999. 

[10] P. Melin and O. Castillo, “Hybrid Intelligent Systems for Pattern Recognition Using Soft 
Computing”, Springer, 2005. 

[11] J. M. Mendel, “Uncertain Rule-Based Fuzzy Logic Systems, Introduction and New Di-
rections”, Prentice Hall, 2001. 

[12] J. M. Mendel and R. I. John, “Type-2 Fuzzy Sets Made Simple”, IEEE Transactions on 
Fuzzy Systems, vol. 10, No. 2, April 2002. 

[13] C. Monrocq, “A probabilistic approach which provides and adaptive neural network ar-
chitecture for discrimination”, Proceedings of the International Conference on Artificial 
Neural Networks, vol. 372, pp. 252-256, 1993. 

[14] J. Urias, D. Solano, M. Soto, M. Lopez, and P. Melin, “Type-2 Fuzzy Logic as a Method 
of Response Integration in Modular Neural Networks”, Proceedings of the 2006 Interna-
tional Conference on Artificial Intelligence, vol. 2 pp. 584. 

[15] Zadeh, L.A.,”Fuzzy Sets”, Information and Control, vol. 8, 1975. 
[16] Zadeh L.A., “Fuzzy Logic = Computing with Words”, IEEE Transactions on Fuzzy Sys-

tems, vol. 4, No. 2, May 1996.  
[17] Zadeh, L.A., “Fuzzy Logic”, Computer, vol. 1, No. 4, pp. 83-93, 1998. 



P. Melin et al. (Eds.): Anal. and Des. of Intel. Sys. using SC Tech., ASC 41, pp. 16–25, 2007. 
springerlink.com                                                      © Springer-Verlag Berlin Heidelberg 2007 

Evolving Type-2 Fuzzy Logic Controllers for 
Autonomous Mobile Robots 

Christian Wagner and Hani Hagras 

Department of Computer Science, University of Essex, Wivenhoe Park,  
Colchester, United Kingdom 

Abstract. Autonomous mobile robots navigating in changing and dynamic unstructured 
environments like the outdoor environments need to cope with large amounts of uncertainties 
that are inherent in natural environments. The traditional type-1 Fuzzy Logic Controller (FLC) 
using precise type-1 fuzzy sets cannot fully handle such uncertainties. A type-2 FLC using 
type-2 fuzzy sets can handle such uncertainties to produce a better performance. However, 
manually designing the type-2 Membership Functions (MFs) for an interval type-2 FLC is a 
difficult task. This paper will present a Genetic Algorithm (GA) based architecture to evolve 
the type-2 MFs of interval type-2 FLCs used for mobile robots. The GA based system 
converges after a small number of iterations to type-2 MFs which gave very good performance. 
We have performed various experiments in which the evolved type-2 FLC dealt with the 
uncertainties and resulted in a very good performance that has outperformed its type-1 
counterpart as well as the manually designed type-2 FLC. 

Keywords: Type-2 Fuzzy Logic Control, Autonomous Mobile Robots, Genetic Algorithms. 

1   Introduction 

Autonomous mobile robots navigating in real-world unstructured environments  
(i.e. environments that have not been specifically engineered for the robot) must be 
able to operate under the conditions of imprecision and uncertainty present in such 
environments. Thus the choice of adequate methods to model and handle such 
uncertainties is crucial for mobile robot controllers. 

The Fuzzy Logic Controller (FLC) is credited with being an adequate methodology 
for designing robust controllers that are able to deliver a satisfactory performance in 
applications where the inherent uncertainty makes it difficult to achieve good results 
using traditional methods [14]. As a result the FLC has become a popular approach to 
mobile robot control in recent years [18], [19]. There are many sources of uncertainty 
facing the FLC for a mobile robot navigating in changing and dynamic unstructured 
environments; we list some of them as follows: 

• Uncertainties in inputs to the FLC which translate to uncertainties in the 
antecedent Membership Functions (MFs) as the sensor measurements are typically 
noisy and are affected by the conditions of observation (i.e. their characteristics 
are changed by the environmental conditions such as wind, sunshine, humidity, 
rain, etc.).  
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• Uncertainties in control outputs which translate to uncertainties in the consequent 
MFs of the FLC. Such uncertainties can result from the change of the actuators 
characteristics which can be due to wear, tear, environmental changes, etc.  

• Linguistic uncertainties as the meaning of words that are used in the antecedent 
and consequent linguistic labels can be uncertain - words mean different things to 
different people [16], [17]. In addition, experts do not always agree and they often 
provide different consequents for the same antecedents. A survey of experts will 
usually lead to a histogram of possibilities for the consequent of a rule; this 
histogram represents the uncertainty about the consequent of a rule [15].    

• Uncertainties associated with the use of noisy training data that could be used to 
learn, tune, or optimise the FLC.  

While traditionally, type 1 FLCs have been employed widely in robot control, it 
has become apparent in recent years that the type-1 FLC cannot fully handle high 
levels of uncertainties as its MFs are in fact completely crisp [10], [16]. The linguistic 
and numerical uncertainties associated with dynamic unstructured environments cause 
problems in determining the exact and precise MFs during the robot FLC design. 
Moreover, the designed type-1 fuzzy sets can be sub-optimal under specific 
environmental and operational conditions. The environmental changes and the 
associated uncertainties might require the continuous tuning of the type-1 MFs as 
otherwise the type-1 FLC performance might deteriorate [5]. As a consequence, 
research has started to focus on the possibilities of higher order FLCs, such as type-2 
FLCs that use type-2 fuzzy sets. 

A type-2 fuzzy set is characterised by a fuzzy MF, i.e. the membership value (or 
membership grade) for each element of this set is a fuzzy set in [0,1], unlike a type-1 
fuzzy set where the membership grade is a crisp number in [0,1] [15]. The MF of a 
type-2 fuzzy set is three dimensional and includes a footprint of uncertainty. It is the 
third-dimension of the type-2 fuzzy sets and the footprint of uncertainty that provide 
additional degrees of freedom making it possible to better model and handle 
uncertainties when compared to type-1 fuzzy sets. It has been shown that interval 
type-2 FLCs (that use interval type-2 fuzzy sets) can handle the uncertainties and 
outperform their type-1 counterparts in applications with high uncertainty levels such 
as mobile robot control [4], [5]. However, manually designing and tuning a type-2 
FLC to give a good response is a difficult task, particularly as the number of MF 
parameters increases.  

In the type-1 FLC domain, several researchers have explored the possibilities of 
using different learning and evolutionary techniques to specify FLC parameters [1], 
[2], [6], [7], [8]. However the number of parameters and the complexity increase 
when dealing with type-2 FLCs. It has been shown that the selection of an optimal 
footprint of uncertainty for the individual type-2 MFs is highly complex and thus an 
automatic optimisation process is highly desirable [12], [15].  

Recent work had proposed the use of neural based systems to learn the type-2 FLC 
parameters [12], [13], [20]. However, these approaches require existing data to 
optimise the type-2 FLC. Thus, they are not suitable for applications where there is no 
or not sufficient data available to represent the various situations faced by the 
controller (as in the mobile robots domain).  
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Genetic Algorithms (GAs) do not require a priori knowledge such as a model or 
data but perform a search through the solution space based on natural selection, using 
a specified fitness function. GAs have been used for type-2 FLCs where in [22], two 
GAs were used first to optimise a type-1 FLC, then to blur the MFs of this type-1 
FLC to create a footprint of uncertainty for the type-2 FLC. In this paper, we will take 
a different approach by directly optimising the type-2 MFs rather than developing the 
type-1 MFs and then blurring them. We did not evolve the type-2 FLC rule base as it 
will remain the same as the type-1 FLC rule base [15]. However, the FLC antecedents 
and consequents will be represented by interval type-2 MFs rather than type-1 MFs.  

The next section will present the interval type-2 FLC and we will highlight its 
benefits. Section 3 will detail the GA based evolutionary system. Section 4 will 
present the experiments and results. Finally, the conclusions will be presented in 
Section 5. 

2   Interval Type-2 Fuzzy Logic Controllers 

The interval type-2 FLC uses interval type-2 fuzzy sets (such as those shown in  
Fig. 1(a) to represent the inputs and/or outputs of the FLC. In the interval type-2 fuzzy 
sets all the third dimension values equal to one. The use of interval type-2 FLC helps 
to simplify the computation (as opposed to the general type-2 FLC which is 
computationally intensive) which will enable the design of a robot FLC that operates 
in real time [5].  

The structure of an interval type-2 FLC is depicted in Fig. 1(b), it consists of a 
Fuzzifier, Inference Engine, Rule Base, Type-Reducer and a Defuzzifier. 

 

(a) (b)

Fuzzifier Defuzzifier

Type-Reducer

Type-2 output
fuzzy sets

Crisp
Inputs

Crisp
OutputsRule Base

Type-1
reduced

fuzzy sets
Type-2

input fuzzy
sets

Inference
Engine

 

Fig. 1. (a) An interval type-2 fuzzy set. (b) Structure of the type-2 FLC. 

The interval type-2 FLC works as follows: the crisp inputs from the input sensors 
are first fuzzified into input type-2 fuzzy sets; singleton fuzzification is usually used 
in interval type-2 FLC applications due to its simplicity and suitability for embedded 
processors and real time applications. The input type-2 fuzzy sets then activate the 
inference engine and the rule base to produce output type-2 fuzzy sets. The type-2 
FLC rules will remain the same as in a type-1 FLC but the antecedents and/or the 
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consequents will be represented by interval type-2 fuzzy sets. The inference engine 
combines the fired rules and gives a mapping from input type-2 fuzzy sets to output 
type-2 fuzzy sets. The type-2 fuzzy outputs of the inference engine are then processed 
by the type-reducer which combines the output sets and performs a centroid 
calculation which leads to type-1 fuzzy sets called the type-reduced sets. There are 
different types of type-reduction methods. In this paper we will be using the Center of 
Sets type-reduction as it has reasonable computational complexity that lies between 
the computationally expensive centroid type-reduction and the simple height and 
modified height type-reductions which have problems when only one rule fires [15]. 
After the type-reduction process, the type-reduced sets are defuzzified (by taking the 
average of the type-reduced set) to obtain crisp outputs that are sent to the actuators. 
More information about the interval type-2 FLC can be found in [5], [15]. 

It has been argued that using interval type-2 fuzzy sets to represent the inputs 
and/or outputs of FLCs has many advantages when compared to type-1 fuzzy sets; we 
summarise some of these advantages as follows: 

• As the type-2 fuzzy set membership functions are themselves fuzzy and contain a 
footprint of uncertainty, they can model and handle the linguistic and numerical 
uncertainties associated with the inputs and outputs of the FLC. Therefore, FLCs 
that are based on type-2 fuzzy sets will have the potential to produce a better 
performance than type-1 FLCs when dealing with uncertainties [5]. 

• Using type-2 fuzzy sets to represent the FLC inputs and outputs will result in the 
reduction of the FLC rule base when compared to using type-1 fuzzy sets as the 
uncertainty represented in the footprint of uncertainty in type-2 fuzzy sets lets us 
cover the same range as type-1 fuzzy sets with a smaller number of labels. The 
rule reduction will be greater as the number of the FLC inputs increases [15].  

• Each input and output will be represented by a large number of type-1 fuzzy sets 
which are embedded in the type-2 fuzzy sets [15], [16]. The use of such a large 
number of type-1 fuzzy sets to describe the input and output variables allows for 
a detailed description of the analytical control surface as the addition of the extra 
levels of classification gives a much smoother control surface and response. 
According to Karnik and Mendel [9], the type-2 FLC can be thought of as a 
collection of many different embedded type-1 FLCs.  

• It has been shown in [23] that the extra degrees of freedom provided by the 
footprint of uncertainty enables a type-2 FLC to produce outputs that cannot be 
achieved by type-1 FLCs with the same number of membership functions. It has 
also been shown that a type-2 fuzzy set may give rise to an equivalent type-1 
membership grade that is negative or larger than unity. Thus a type-2 FLC is able 
to model more complex input-output relationships than its type-1 counterpart and 
thus can give a better control response. 

3   The GA Based Evolutionary System 

The GA chromosome includes the interval type-2 MFs parameters for both the inputs 
and outputs of the robot type-2 FLC. We have used the interval type-2 fuzzy set 
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which is described by a Gaussian primary MF with uncertain standard deviation as 
shown in Fig. 1(a).  

The GA based system uses real value encoding to encode each gene in the 
chromosome. Each GA population consists of 30 chromosomes. The GA uses an 
elitist selection strategy. The GA based system procedure can be summarised as 
follows:  
 

Step 1:  30 chromosomes are generated randomly while taking into account the 
grammatical correctness of the chromosome (for example the inner standard 

deviation ( )1σ  is less than the outer standard deviation ( )2σ ). The 

“Chromosome Counter” is set to 1 – the first chromosome. The “Generation 
Counter” is set to 1 – the first generation. 

Step 2: Type-2 FLC is constructed using the chromosome “Chromosome Counter” 
and is executed on the robot for 400 control steps to provide a fitness for the 
chromosome. During fitness evaluation, a safety behaviour is in place to 
avoid the robot colliding with the wall. A controller that would have caused a 
collision is automatically assigned a disastrous fitness, making sure it is 
excluded through the selection process. After a controller has been executed 
for 400 control steps, a fixed controller takes over control and returns the 
robot to a correct position in respect to the wall to enable the test of the next 
controller. 

Step 3: If “Chromosome Counter” < 30, increment “Chromosome Counter” by 1 and 
go to Step 2, otherwise proceed to Step 4. 

Step 4: The best individual-so-far chromosome is preserved separately. 
Step 5: If “Generation Counter” = 1 then store current population, copy it to a new 

population P and proceed to Step 6. Else, select 30 best chromosomes from 
population “Generation Counter” and population “Generation Counter”-1 
and create a new population P. 

Step 6: Use roulette wheel selection on population P to populate the breeding pool. 
Step 7: Crossover is applied to chromosomes in the breeding pool and “chromosome 

consistency” is checked. (*) 
Step 8: “Generation Counter” is incremented. If “Generation Counter” < the number 

of maximum generations or if the desired performance is not achieved, reset 
“Chromosome Counter”  to 1 and go to Step 2, else go to Step 9. 

Step 9: Chromosome with best fitness is kept and solution has been achieved; END. 
 

(*)The crossover operator employed computes the arithmetic average between two 
genes [3]. It is used with a probability of 100% to force the GA to explore the solution 
space in between the previously discovered, parental solutions [3]. With chromosome 
consistency we refer to the correctness of the chromosome’s genes in relation to their 

function in the FLC, (for example the inner standard deviation ( )1σ  is less than the 

outer standard deviation ( )2σ ). While in [22], the chromosome’s genes are re-

arranged to achieve this, we eliminate a chromosome from the population if it violates 
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this criteria. The violating chromosome is replaced by a new, randomised but 
consistent chromosome thus introducing new genetic material into the population at 
the same time.  

4   Experiments and Results 

We have performed many experiments to evaluate the proposed system, however, due 
to the space limitations, we are going to present representative experiments involving 
the edge following behaviour.   

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
                      (a)                                                 (b)                                              (c) 

Fig. 2. (a) The robot, (b) The arena, (c) The simulated environment 

We have used the Pioneer 2-wheeled robot shown in Fig. 2(a) which is equipped 
with 8 sonar sensors, a camera and a laser scanner. The edge following behaviour 
experiments used only the two side sonar sensors. The laser range finder was used to 
give an accurate reading of the robots actual distance from the wall. All the 
computation was done using the on-board computer running Linux and Java version 
1.5 while the results were logged on a server using a wireless link. 

The robot operated in a real-world, outdoor, unstructured environment which 
consisted of an outside arena of circular shape as shown in Fig. 2(b). The floor of the 
arena is standard road tarmac, providing a relatively smooth, but uneven surface, 
while the surrounding wall is constructed of dark grey bricks (which due to their 
colour as well as their smooth and slightly glossy texture provided a challenge to both 
the robots sonar and laser sensors). This outdoor environment provided various 
sources of uncertainty not present in indoor environments, ranging from wind and 
significant differences in humidity to small debris such as leaves and small stones. 

The robot simulation uses the Webots simulator version 5.1.7. The simulated 
environment consists of a circular arena modelled using VRML, shown in Fig. 2(c). 
The wall is modelled using 16 flat panels, thus creating a roughly circular shape 
which tries to simulate the uncertainty levels present in the real environment.  
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In these experiments, the type-2 FLC has two sonar sensors as inputs which are 
represented by two Gaussian type-2 MFs (Near and Far) which have certain means 
and uncertain standard deviations. Therefore each input type-2 MF is represented by 
three parameters (one certain mean and two standard deviations). Thus, 12 genes are 
used to represent the type-2 FLC inputs (The FLC has 2 input sensors, each 
represented by two type-2 MFs and each MF is represented by 3 parameters).  

The type-2 FLC has 1 output governing the speed difference between the left and 
right wheel of the robot and thus, the turning angle. The FLC output is represented by 
2 Gaussian type-2 MFs which have certain means and uncertain standard deviations. 
Only the standard deviations of the output type-2 MFs are evolved and the means are 
fixed to guarantee that the FLC outputs are within the allowed domain of the outputs.  

Hence as shown in Fig. 3(a), the GA chromosome for this type-2 FLC comprises 
12(inputs) + 4(outputs) = 16 genes.  

 

 
  (a)         (b) 

Fig. 3. (a) Chromosome Structure, (b) Progress of best individual 

The fitness of each chromosome is generated by monitoring how the generated type-2 
FLC has succeeded in following the edge at the desired distance over 400 control steps.  

During this fitness evaluation period, a safety behaviour is in place that keeps the 
robot from colliding with the wall. A controller that would have resulted in a collision 
is assigned a disastrous fitness and as such eliminated through the selection process. 

After a controller has been executed for 400 control steps, a fixed controller takes 
over control and returns the robot to a correct position in respect to the wall to enable 
the test of the next controller.  

Through various experiments, it was found that the GA based system evolves to 
good type-2 MFs after about only 14 generations. An example of the evolutionary 
progress is shown in Fig. 3(b) which shows the performance of the best individual 
found so far against the number of generations.  

We have compared the performance of the evolved type-2 FLC against a manually 
designed type-2 FLC as well as a series of three type-1 FLCs with 4, 9 and 25 rules. 
For each of these FLCs a visualisation of their respective control surface was 
computed and is displayed in Fig. 4. 

Each of the controllers was tested in the simulated arena to determine its actual 
performance. The robot paths resulting from the controllers employing 4 rules are 
shown in Fig. 5, together with the Root Mean Squared Error (RMSE) which was 
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computed by sampling the error between the desired distance to the wall and the 
actual distance to the wall at every control step over the entire run. 
 

Fig. 4. Control Surfaces for all FLCs 

The control surfaces in Fig. 4 show very crude control for the Type-1 FLC with 4 
rules which leads to expectedly unsmooth motion control as shown in Fig. 5. As the 
number of rules increases to 9 and then 25 rules, the control surface becomes more 
and more detailed which is reflected in improved motion control resulting in a RMSE 
of 54.534 for the 9-rule and 32.319 for the 25-rule type-1 FLC. (The paths for the 9 
and 25 rule type-1 FLC were not included due to space restrictions.) 

 

Fig. 5. Robot Paths and RMSEs for FLCs using 4 rules 
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The control surface for the manually designed type-2 FLC with 4 rules already 
looks much more smoother than its type-1 counterpart, showing the potential of  
type-2 FLCs to outperform type-1 FLCs with the same number of rules. The resulting 
motion control produced a very good RMSE of 39.576.  

The evolved type-2 FLCs control surface finally shows a very smooth, control 
surface which results in a RMSE of 20.449 as can be seen in Fig. 5 which 
outperforms the manually designed type-2 FLC and all three type-1 FLCs. As can be 
seen in Fig.5, the more type-1 fuzzy sets are used in the type-1 FLC, the more its 
response approaches the smooth response of the type-2 FLC. This is because the  
type-2 fuzzy sets contain a large number of embedded type-1 fuzzy sets which allow 
for the detailed description of the analytical control surface as the addition of the extra 
levels of classification gives a much smoother control surface and response.  

5   Conclusions  

In this paper, we have presented the use of a GA based architecture to directly evolve 
the type-2 MFs of interval type-2 FLCs used for mobile robot control. 

We have shown that the genetically evolved type-2 FLCs can lead to superior 
performance in comparison to type-1 FLCs and the manually designed type-2 FLCs. 
The results indicate that the genetic evolution of type-2 MFs can provide valid and 
high-performance type-2 FLCs without relying on any a priori knowledge such as 
logged data or a previously existing model, making it suitable for control problems 
where no such a priori data is available such as in the mobile robots domain. 

This work will be a step towards overcoming the problem of manually specifying 
pseudo-optimal MFs for type-2 FLCs, which to date is one of the main obstacles 
when designing type-2 FLCs. 

Our current and future work will focus on further analysis and development of the 
GA system with a view to adapt it to evolving general type-2 Fuzzy Controller 
parameters. 

Furthermore, one of our main aims is to evolve the controllers online and in the 
real world, allowing for a wide range of practical applications. 
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Adaptive Type-2 Fuzzy Logic for Intelligent Home 
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Abstract. In this paper, an intelligent home environment with an adaptive type-2 fuzzy logic 
(AT2FL) method is developed. The considered system is mainly for elderly and disabled per-
sons and catches the users’ intention through recognizing their hand gestures instead of remote 
controller. However, during the recognition procedure, to distinguish between the command 
and ordinary gestures needs a very rigorous procedure, and to cope with that, the AT2FL ap-
proach is proposed in this paper. The presented algorithm is applied to control home appliances, 
and some experimental results will be shown to verify the feasibility and effectiveness. 

Keywords: Adaptive type-2 fuzzy logic, human friendly robot, intelligent system, gesture  
recognition system. 

1   Introduction 

As the economic level of human society is getting better gradually, social welfare 
conditions for elderly and disabled persons have been noticed by degrees. Recently, 
more countries have put their eyes on the welfare issue [1], and with the help of tech-
nical developments, many kinds of convenient facilities with intelligent space have 
been being developed for evolving their living spaces[2-6]. Intelligent sweat home by 
our research center [3] is one of those efforts, and all of home appliances are con-
trolled by users’ hand gesture without remote controller, which is called as a soft re-
mote control system (SMCS) in this paper. SMCS is an interface to control multiple 
home appliances based on various hand gestures. In our system, ten different hand 
gesture commands are used to control home appliances, and each command gesture is 
selected for the elderly and disabled user to use the system easily[2,3]. However, be-
cause those command gestures are primitive motion, command like primitive motion 
is also appeared in user’s ordinary behavior. Therefore, the system may wrongly  
appreciate the user’s ordinary behavior as command gesture. Recently, fuzzy logic 
systems (FLS) are widely used as a universal approximator in the area of nonlinear 
mapping and control problems [9-12], and among them, type-2 fuzzy logic system 
(T2FLS) can be noticed due to its drastic performance on handling of uncertainties 
[11-13]. T2FLS is an extensional concept of an ordinary FLS (henceforth to be called 
type-1 fuzzy set) and was introduced by Zadeh. [11] Even though T2FL shows a 
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computational burden compared to the type-1, its drastic performance for handling 
uncertain rule bases make it widely used[12]. However, it is not easy to determine ex-
act fuzzy variables, and this error may deteriorate the system performance. To com-
pensate for the lower efficiency, until now, many efforts for the adaptive FLS have 
been developed [13-15]. This paper deals with the SMCS that controls home appli-
ances by recognizing the user’s hand and pointing gesture. To remedy unknown  
uncertainties in the fuzzy rule bases, T2FLS is introduced and adaptive algorithm is 
derived to optimize the fuzzy variables. Detailed description for the intelligent space 
and control policies are described, and to show the effectiveness of the proposed sys-
tem, some experimental results are to be presented. 

2   Intelligent Sweat Home (ISH) 

Intelligent sweat home (ISH) is a service robot-integrated intelligent house platform 
with sensor-based home network system, which enables to provide various kinds of 
daily living assistive tasks for the inhabitant (e.g. serving a meal/drink, assisting walk, 
delivering a newspaper, etc.). Particularly, the systems will be very helpful to assist 
such people like elderly persons or the handicapped who have serious problems in do-
ing a certain work with their own efforts in daily life.  

2.1   Intelligent Home Environment 

Our work on intelligent home environment is distinguished in the sense of fully sup-
porting indispensable daily tasks with various functionalities to comply with the needs 
of the users from the statistical and questionnaire survey [2,3]. Design philosophy is 
based on the idea that the technologies and solutions for such smart house should be 
human-friendly, i.e. smart houses should possess high level of intelligence in their 
control, actions and interactions with the users, offering them high level of comfort 
and functionality. The effect of smart house toward its inhabitants is strongly depend-
able on the list of the devices, automation and control system, which build the home 
environment and synchronize their operation. The way of interaction of the inhabitant 
with the home-installed devices is also a significant aspect of smart house design. As 
a solution, ISH consists of several assistive systems and human-friendly interfaces 
shown in Fig. 1. These assistive systems can provide lots of services for the inhabi-
tant, however, its control interfaces also may cause inconvenience for the elderly and 
the physically handicapped. Especially, gesture command recognition is the most 
challenging and one of crucial challenging subjects in out ISH [2, 3]. 

2.2   Soft Remote Control System (SRCS) 

Even though the remote controller has been normally used in our daily life, it may 
lead to a serious condition if it is not placed in a reachable area especially in case of 
the elderly and disabled persons. In accordance with the demand, many studies on 
human computer interaction (HCI) have been conducted with the development of high 
technologies. User friendly HCI systems enable them to operate home appliances and 
other devices easily. As a possible way to control home appliances, some researchers 
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have been developed on voice command recognition system [2]. Voice recognition 
seems to be very useful approach for the disabled or elderly persons, however, there’s 
a well known problem that the sensitive microphone has to be kept nearby the users. 
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Fig. 1. Block diagram of ISH 

Until now, some kinds of gesture recognizing system have been steadily researched 
for intelligent spaces [7, 8], however, most of them have mainly focused on the rec-
ognition of hand orientation and posture in restricted environments [7] to control a 
single system [8]. As described in the previous section, our soft remote control system 
(SRCS) recognizes hand position and pointing direction from the images of 3 color 
cameras equipped with pan/tilt devices and is capable to control multiple home appli-
ances based on various hand gestures [2, 3]. The system has five modules as shown in 
Fig. 2: the data acquisition module, preprocessing module, hand region segmentation 
module, pointing recognition module and appliance control module.  

Data acquisition module

Preprocessing module

Hand region segmentation 

module

Pointing recognition 

module

Appliance control module
 

Fig. 2. Control flow diagram in SRCS 
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The system is capable to recognize primitive motions such as up, down, left, and 
right, and ten different hand gesture commands are used. Each command gesture is 
selected for the elderly and disabled user to operate the system easily. However, even 
for the same meaningful gesture, the characteristic of human action is various from 
person to person, and some common characteristics are found for the same meaning-
ful gesture. As a result, during the recognition procedure, to distinguish between the 
command and ordinary gestures needs a very rigorous procedure, and as a result, the 
system normally recognize the user’s ordinary behavior as command gesture, which 
causes wrong recognition problem. 

3   Hand Gesture Recognition System 

At first, the recognition system selects appropriate features from the gesture input, 
then, the selected features are applies to the gesture model. Based on the model out-
put, the meaning of the gesture input is decided. Besides, by using reference data and 
current result, additional adaptive scheme can be decided. 

3.1   Feature Selection 

Some characteristic exist which commonly occurred in target gesture and has differ-
ent characteristic from garbage gesture. Those characteristic may used as features to 
discriminate target gesture and similar gestures. Therefore, appropriate feature selec-
tion is the first step to implement the system. At first, as candidate command gesture, 
several motion characteristics can be selected, and in this paper, eleven candidate 
commands are taken [2]. And next, the feature data is to be selected to make the ges-
ture characterized. However, too many features increase the complexity and execution 
time, hence, it needs to select appropriate number of feature which is essential to  
spot meaningful gesture. In this research, rough set theory with genetic algorithm is  
applied [2]. 

3.2   Gesture Recognition System: Conventional Fuzzy Logic Approach 

Human movement from ordinary action is unstructured and unconsciously occurred, 
and even though variance exists in human movement, meaningful evidence and rules 
are to be found. This makes fuzzy logic appropriate method for this type of problem, 
and acquired knowledge through observation is easily applied to the system. Further 
more, the sensitivity to variation of parameter or environment can be reduced with the 
help of using the fuzzified value instead of crisp value [10]. Finally, usage of linguis-
tic value makes fuzzy logic superior to other methods because the ambiguous charac-
teristic of unconscious human movement can be expressed in this way. The aimed 
user in this research is the elderly and disabled people who have constraints in mobil-
ity and capability to move other objects. Therefore, only movement information of 
user’s hand and face is used to spot meaningful gesture in this research. However, it’s 
not easy to define a finite and united fuzzy rule and implement a recognition system 
using every feature due to the big of feature size and noisy data. Finally, any con-
ventional fuzzy logic system using one output threshold value is not appropriate to 
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recognize meaningful gesture from similar ones because the fuzzy output value used 
to be very similar from each different data [2]. 

4   Hand Gesture Recognition with a Type-2 Fuzzy Logic (T2FL) 

As described in the previous section, to cope with the challenges with the conven-
tional algorithm, much efficient approach is required, which has the robustness to 
noisy input data and adaptive characteristics to handle the various threshold condi-
tions. In this paper, as a possible approach, adaptive type-2 fuzzy logic is presented. 

4.1   Type-2 Fuzzy Logic 

In this paper, to reduce the computational complexity, interval singleton T2FL is 
used, and its fundamental concept is briefly described. Its detailed description can be 
found in many articles [11-12], and to distinguish type-1 fuzzy set and type-2 fuzzy 
set, tilde ‘~’ is used in the top of type-2 fuzzy variable. Consider a multi-input single 
output T2FL, 
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Corresponding to each values of σ , we will get a different membership curve. So the 
membership grade of certain 

ix  can take any of a number of possible values depend-

ing on the value σ , which means the membership grade is not a crisp number but a 
fuzzy set [11]. Each point of T2FMF has type-1 fuzzy membership function 
(T1FMF). When input vector [ ]1 2 ,...,

T

nx x x=x is applied, composition of the l’th rule 

in T2FLS with singleton fuzzifier and product (or min) inference rule can be simpli-
fied as follows: 
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Fig. 4 shows an overall block diagram of the T2FLS, and the output sets are type-2; 
so we have to use extended versions of type-1 defuzzification methods. Since type-1 
defuzzification gives a crisp number at the output of the fuzzy system, the extended 
defuzzification operation in the type-2 case gives a type-1 fuzzy set at the output. 
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Since this operation takes us from the type-2 output sets of the fuzzy system to a  
type-1 set, we can call this operation type reduction and the type-1 fuzzy set so ob-
tained a type-reduced set. The type-reduced fuzzy set may then be defuzzified to  
obtain a single crisp number; however, in many applications, the type-reduced set 
may be more important than a single crisp number. There exist many kinds of type 
reduction, such as centroid, center-of-sets, height, and modified height, the detailed  
descriptions of which are given in [11,12]. 
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x  in  U

Rule base

Fuzzifier

Defuzzifier

Type reducer
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Type-2 Fuzzy sets in U Type-2 Fuzzy sets in V

Type-1
fuzzy sets

 

Fig. 3. Block diagram of T2FLS 

Even though T2FL approach has a robustness to uncertain noisy input vector, it is 
still problem to handle the various threshold conditions. Using the unified output 
threshold value is not sufficient to distinguish meaningful gesture from similar ones 
because the fuzzy output value used to be very similar for each input set [2]. To rem-
edy this problem, an adaptive scheme for fuzzy parameter using a neural network is 
presented in this paper. The fuzzy parameter such as output gain is to be changed to 
increase the defuzzified value if the input is command data while fuzzy output is to be 
decreased if non-command data. The overall block diagram of the proposed scheme is 
shown in Fig. 4. 
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Fig. 4. Block diagram of the proposed scheme 
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5   Experimental Results 

For the preliminary experiment, conventional and adaptive interval singleton T2FL 
methods are applied to discrimination of eating action and up command gesture. The 
characteristic can be used as features to discriminate command gesture and non-
command one. As candidate features, 11 motion characteristics are listed on Table 1, 
and from the table, two features are selected finally based on rough set theory [2], The 
chosen feature set are shown on Table 2, and each of their characteristics are depicted 
in Figure 5. 

Table 1. Candidate features for gesture spotting 

 Distance change between hand and face while hand is moving 
 Hold still time of hand after user finish a gesture 
 Moving length of hand 
 Distance between face and hand after user finish a gesture 
 Consumed time of hand moving 
 Eccentricity of hand moving 
 Eccentricity of hand moving trajectory 
 Peak frequency of hand moving 
 Median value of hand moving speed 
 Standard deviation of hand moving speed 
 Mean value of hand moving speed 

Table 2. Selected features for eating and command gesture 

 Moving length of hand 
 Distance between face and hand after user finish a gesture 

 

 
Fig. 5. Characteristics of up command and non-command gesture 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Features for up command and non-command gesture

Distance between hand and face

M
ov

in
g 

le
ng

th
 o

f 
ha

nd

Up command

Non-command



 Adaptive Type-2 Fuzzy Logic for Intelligent Home Environment 33 

Four fuzzy membership functions are used for this test, and because no negative con-
cept exists in length and distance, only positive universe of discourse is considered. 
Fig. 6 and Fig. 7 show the preliminary experimental result for the conventional and 
the proposed ones, respectively. In each figure, the red line means the threshold value, 
and the proposed system can distinguish command and non-command data by chang-
ing the threshold value with the help of the radial basis function network. 

1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Up command data

User

D
ef

uz
zi

fie
d 

va
lu

e 
- 

sc
or

e

1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Non-command data

User

D
ef

uz
zi

fie
d 

va
lu

e 
- 

sc
or

e

  

Fig. 6. Preliminary results with a conventional fuzzy logic 
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Fig. 7. Preliminary results with the proposed fuzzy logic algorithm 

6   Conclusions 

In this research, type-2 fuzzy logic system which discriminates a meaningful gesture 
and meaningless similar gestures is introduced. The proposed algorithm is applied to 
intelligent sweat home which has been being developed in our research center. To 



34 S. Huh et al. 

implement the soft-remote control system, important features of the users’ gesture are 
selected by using rough set theory. By observing the characteristic of selected feature 
for each gesture, rules are generated for each case. Finally, the proposed approach is 
applied to control home appliances, and the preliminary experimental results show the 
feasibility and prospect. 
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Abstract. This paper describes a new learning methodology based on a hybrid algorithm for in-
terval type-1 non-singleton type-2 TSK fuzzy logic systems (FLS). Using input-output data 
pairs during the forward pass of the training process, the interval type-1 non-singleton type-2 
TSK FLS output is calculated and the consequent parameters are estimated by the recursive 
least-squares (RLS) method. In the backward pass, the error propagates backward, and the an-
tecedent parameters are estimated by the back-propagation (BP) method. The proposed hybrid 
methodology was used to construct an interval type-1 non-singleton type-2 TSK fuzzy model 
capable of approximating the behaviour of the steel strip temperature as it is being rolled in an 
industrial Hot Strip Mill (HSM) and used to predict the transfer bar surface temperature at fin-
ishing Scale Breaker (SB) entry zone. Comparative results show the performance of the hybrid 
learning method (RLS-BP) against the only BP learning method. 

1   Introduction 

Interval type-2 (IT2) fuzzy logic systems (FLS) constitute an emerging technology. In 
[1] both, one-pass and back-propagation (BP) methods are presented as IT2 Mamdani 
FLS learning methods, but only BP is presented for IT2 Takagi-Sugeno-Kang (TSK) 
FLS systems. One-pass method generates a set of IF-THEN rules by using the given 
training data one time, and combines the rules to construct the final FLS. When BP 
method is used in both Mamdani and TSK FLS, none of antecedent and consequent 
parameters of the IT2 FLS are fixed at starting of training process; they are tuned  
using exclusively steepest descent method. In [1] recursive least-squares (RLS) and  
recursive filter (REFIL) algorithms are not presented as IT2 FLS learning methods. 

The hybrid algorithm for IT2 Mamdani FLS has been already presented elsewhere 
[2, 3, 4] with three combinations of learning methods: RLS-BP, REFIL-BP and or-
thogonal least-squares (OLS)-BP, whilst the hybrid algorithm for singleton IT2 TSK 
FLS (IT2 TSK SFLS or IT2 ANFIS) has been presented elsewhere [5] with two com-
binations of learning methods: RLS-BP and REFIL-BP. 

The aim of this work is to present and discuss a new hybrid learning algorithm for 
interval type-1 non-singleton type-2 TSK FLS (IT2 TSK NSFLS-1 or IT2 NS1 
ANFIS) using RLS-BP combination in order to estimate the antecedent and conse-
quent parameters during the training process. The proposed IT2 TSK NSFLS-1 infer-
ence system is evaluated making transfer bar surface temperature predictions at Hot 
Strip Mill (HSM) Finishing Scale Breaker (SB) entry zone. 
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2   Proposed Methodology 

2.1   Input-Output Data Pairs 

Most of the industrial processes are highly uncertain, non-linear, time varying and 
non-stationary [2, 6], having very complex mathematical representations. Interval 
type-2 TSK NSFLS-1 takes easily the random and systematic components of type A 
or B standard uncertainty [7] of industrial measurements. The non-linearities are 
handled by FLS as identifiers and universal approximators of nonlinear dynamic sys-
tems [8, 9, 10, 11]. Stationary and non-stationary additive noise is modeled as a 
Gaussian function centered at the measurement value. In stationary additive noise the 
standard deviation takes a single value, whereas in non-stationary additive noise the 
standard deviation varies over an interval of values [1]. Such characteristics make 
IT2 TSK NSFLS-1 a powerful inference system to model and control industrial 
processes.  

Only the BP learning method for IT2 TSK SFLS has been proposed in the litera-
ture and it is used as a benchmark algorithm for parameter estimation or systems iden-
tification on IT2 TSK FLS systems [1]. To the best knowledge of the authors, IT2 
TSK NSFLS-1 has not been reported in the literature [1, 12, 13], using neither BP nor 
hybrid RLS-BP training. 

One of the main contributions of this work is to implement an application of the 
IT2 TSK NSFLS-1 (IT2 NS1 ANFIS) using the hybrid REFIL-BP learning algorithm, 
capable of compensates for uncertain measurements. 

2.2   Using Hybrid RLS-BP Method in Interval Type-2 TSK FLS Training 

Table 1 shows the activities of the one pass learning algorithm of BP method. Both, 
IT2 TSK SFLS (BP) and IT2 TSK NSFLS-1 (BP) outputs are calculated during for-
ward pass. During the backward pass, the error propagates backward and the antece-
dent and consequent parameters are estimated using only the BP method. 

Table 1. One Pass Learning Procedure for IT2 TSK SFLS 

 Forward 
Pass 

Backward Pass 

Antecedent Pa-
rameters 

Fixed BP 

Consequent 
Parameters 

Fixed BP 

 
The proposed hybrid algorithm (IT2 NS1 ANFIS) uses RLS during forward pass 

for tuning of consequent parameters as well as the BP method for tuning of antece-
dent parameters, as shown in Table 2. It looks like Sugeno type-1 ANFIS [13, 14], 
which uses the RLS-BP hybrid learning rule for type-1 FLS systems. 
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Table 2. Two Pass Hybrid Learning Procedure for IT2 NS1 ANFIS 

 Forward 
Pass 

Backward Pass 

Antecedent Pa-
rameters 

Fixed BP 

Consequent 
Parameters 

RLS Fixed 

2.3   Adaptive Learning Algorithm 

The training method is presented as in [1]: Given N input-output training data pairs, 
the training algorithm for E training epochs, should minimize the error function: 

( ) ( )( ) ( )[ ]2

22

1 tt
FLSIT

t yfe −= − x  (1) 

2.4   Hot Strip Mill 

Because of the complexities and uncertainties involved in rolling operations, the  
development of mathematical theories has been largely restricted to two-dimensional 
models applicable to heat losing in flat rolling operations. 

Fig. 1, shows a simplified diagram of a HSM, from the initial point of the process 
at the reheat furnace entry to its end at the coilers. 

Besides the mechanical, electrical and electronic equipment, a big potential for  
ensuring good quality lies in the automation systems and the used control techniques. 
The most critical process in the HSM occurs in the Finishing Mill (FM). There are 
several mathematical model based systems for setting up the FM. There is a model-
based set-up system [18] that calculates the FM working references needed to obtain 
gauge, width and temperature at the FM exit stands. It takes as inputs: FM exit target 
gage, target width and target temperature, steel grade, hardness ratio from slab chem-
istry, load distribution, gauge offset, temperature offset, roll diameters, load distribu-
tion, transfer bar gauge, transfer bar width and transfer bar temperature entry. 

Horizontal
Scale

Breaker

Finishing
Scale

Breaker

Reheat
Furnace

Holding
Table

Transfer

Roughing
Mill

Crop
Shear

Finishing
Mill

X-Ray
Gage

Run-out
Cooling

Downcoilers

 
Fig. 1. Typical Hot Strip Mill 
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The errors in the gauge of the transfer bar are absorbed in the first two FM stands 
and therefore have a little effect on the target exit gauge. It is very important for the 
model to know the FM entry temperature accurately. A temperature error will propa-
gate through the entire FM. 

2.5   Design of the IT2 NSFLS-l 

The architecture of the IT2 TSK NSFLS-1 was established in such away that its  
parameters are continuously optimized. The number of rule-antecedents was fixed to 
two; one for the Roughing Mill (RM) exit surface temperature and one for transfer bar 
head traveling time. Each antecedent-input space was divided in three fuzzy sets 
(FSs), fixing the number of rules to nine. Gaussian primary membership functions 
(MFs) of uncertain means were chosen for the antecedents. Each rule of the each IT2 
TSK NSFLS-1 is characterized by six antecedent MFs parameters (two for left-hand 
and right-hand bounds of the mean and one for standard deviation, for each of the two 
antecedent Gaussian MFs) and six consequent parameters (one for left-hand and one 
for right-hand end points of each of the three consequent type-1 FSs), giving a total of 
twelve parameters per rule. Each input value has one standard deviation parameter, 
giving two additional parameters. 

2.6   Noisy Input-Output Training Data 

From an industrial HSM, noisy input-output pairs of three different product types 
were collected and used as training and checking data. The inputs are the noisy meas-
ured RM exit surface temperature and the measured RM exit to SB entry transfer bar 
traveling time. The output is the noisy measured SB entry surface temperature. 

2.7   Fuzzy Rule Base 

The IT2 TSK NSFLS-1 fuzzy rule base consists of a set of IF-THEN rules that repre-
sents the model of the system. The IT2 TSK NSFLS-1 has two inputs 11 Xx ∈ , 

22 Xx ∈  and one output Yy ∈ . The rule base has M = 9 rules of the form: 

,~~: 2211
iii FisxandFisxIFR  

                        22110 xCxCCYTHEN iiii ++=  

(2) 

where iY the output of the ith rule is a fuzzy type-1 set, and the parameters i
jC , with 

i = 1,2,3,…,9 and j = 0,1,2, are the consequent type-1 FSs. 

2.8   Input Membership Functions 

The primary MFs of each input of the interval type-2 NSFLS-1 are Gaussians of  
the form: 
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where: =k 1,2 (the number of type-2 non-singleton inputs), ( )kX x
k

μ  is centered at 

'
kk xx =  and 

kXσ  is the standard deviation. The standard deviation of the RM exit 

surface temperature measurement, 
1Xσ , was initially set to 13.0 Co  and the standard 

deviation of head end traveling time measurement, 
2Xσ , was initially set to 2.41 s. 

The uncertainty of the input data is modeled as stationary additive noise using type-1 
FSs. 

2.9   Antecedent Membership Functions 

The primary MFs for each antecedent are interval type-2 FSs described by Gaussian 
primary MFs with uncertain means: 
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where [ ]i
k

i
k

i
k mmm 21,∈  is the uncertain mean, with k =1,2 (the number of antecedents) 

and i = 1,2,..9 (the number of M rules), and i
kσ is the standard deviation. The means 

of the antecedent FSs are uniformly distributed over the entire input space.  
Table 3 shows the calculated interval values of uncertainty of 1x  input, where 

[ ]1211, mm  is the uncertain mean and 1σ is the standard deviation for all the 9 rules. 

Fig. 2 shows the initial MFs of the antecedents of 1x input. 

Table 3. 1x Input Intervals of Uncertainty 

F
S 

11m  
Co  

12m  
Co  

1σ  
Co

1 950 952 60 
2 1016 1018 60 
3 1080 1082 60 

Table 4 shows the interval values of uncertainty for 2x input, where [ ]2221, mm  is 

the uncertain mean and 2σ is the standard deviation for all the 9 rules. Fig. 3 shows 

the initial MFs of the antecedents of 2x  input. 
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Fig. 2. MF s of the Antecedents for 1x  Input 

Table 4. 2x Input Intervals of Uncertainty   

Product 
Type 

21m

s 
22m

S 
2σ  

s 
A 32 34 10 
B 42 44 10 
C 56 58 10 

The standard deviation of temperature noise 1nσ was initially set to 1 Co and the 

standard deviation of time noise 2nσ  was set to 1 s. 

 
Fig. 3. MFs of the Antecedents for of 2x  Input 

2.10   Consequent Membership Functions 

Each consequent is an interval type-1 FS with [ ]i
r

i
l

i yyY ,= : 
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where i
jc  denotes the center (mean) of i

jC , and i
js  denotes the spread of i

jC , with 

=i 1,2,3,..,9. Then i
ly  and i

ry are the consequent parameters. When only the input-

output data training pairs ( ) ( )( )11 : yx ,…, ( ) ( )( )NN yx :  are available and there is no data 

information about the consequents, the initial values for the centroid parameters i
jc  

and i
js can be chosen arbitrarily in the output space [16-17]. In this work the initial 

values of i
jc  were set equal to 0.001 and the initial values of i

js  equal to 0.0001. 

3   Simulation Results 

The IT2 TSK NSFLS-1 (RLS-BP) system was trained and used to predict the SB en-
try temperature, applying the RM exit measured transfer bar surface temperature and 
RM exit to SB entry zone traveling time as inputs. We ran fifteen epochs of training; 
one hundred and ten parameters were tuned using eighty seven, sixty-eight and 
twenty-eight input-output training data pairs per epoch, for type A, type B and type C 
products respectively.  

The performance evaluation for the hybrid IT2 TSK NSFLS-1 (RLS-BP) system 
was based on root mean-squared error (RMSE) benchmarking criteria as in [1]: 

( ) ( ) ( )( )[ ] 2

1 *22

1
* ∑ = −− −= n

k

k
sFLSIT fkY

n
RMSE x  (7) 

where ( )kY  is the output data from the input-output checking data 

pairs. ( )*2 FLSITRMSE −  stands for ( )BPRMSE SFLSTSK ,2 [the RMSE of the IT2 

TSK SFLS (BP)] and for ( )BPRMSE NSFLSTSK 1,2 −  [the RMSE of the IT2 TSK 

NSFLS-1(BP)], whereas ( )BPREFILRMSE NSFLSTSK −−1,2  [the RMSE of the IT2 

TSK NSFLS-1(RLS-BP)] is obtained when the hybrid algorithm is applied to IT2 
TSK NSFLS-1. 

Fig. 4 shows the RMSEs of the two IT2 TSK SNFLS-1 systems and the base line 
IT2 TSK SFLS (BP) for fifty epochs’ of training for the case for type C products. Ob-
serve that from epoch 1 to 4 the hybrid IT2 TSK NSFLS-1 (RLS-BP) has better per-
formance than both: the IT2 TSK SFLS (BP) and the IT2 TSK NSFLS-1 (BP). From 
epoch 1 to 4 the RMSE of the IT2 TSK SFLS has an oscillation, meaning that it is 
very sensitive to its learning parameters values. At epoch 5, it reaches its minimum 
RMSE and is stable for the rest of training. 
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Fig. 4. (*) RMSE TSK 2, SFLS (BP)    (+) RMSE TSK 2, NSFLS-1  (BP)    (o) RMSE TSK 2, NSFLS-1  
(REFIL-BP) 

4   Conclusions 

An IT2 TSK NSFLS-1 (IT2 NS1 ANFIS) using the hybrid RLS-BP training method 
was tested and compared for predicting the surface temperature of the transfer bar at SB 
entry. The antecedent MFs and consequent centroids of the IT2 TSK NSFLS-1 tested, 
absorbed the uncertainty introduced by all the factors: the antecedent and consequent 
values initially selected, the noisy temperature measurements, and the inaccurate travel-
ing time estimation. The non-singleton type-1 fuzzy inputs are able to compensate the 
uncertain measurements, expanding the applicability of IT2 NS1 ANFIS systems.  

It has been shown that the proposed IT2 NS1 ANFIS system can be applied in 
modeling and control of the steel coil temperature. It has also been envisaged its ap-
plication in any uncertain and non-linear system prediction and control. 
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Abstract. A novel structure of type 2 fuzzy logic controller is presented. The method is highly 
efficient regarding computational time and implementation effort. Type-2 input membership 
functions were optimized using the Human Evolutionary Model (HEM) considering as the ob-
jective function the Integral of Squared Error at the controllers output. Statistical tests were 
achieved considering how the error at the controller’s output is diminished in presence of un-
certainty, demonstrating that the proposed method outperforms an optimized traditional type-2 
fuzzy controller for the same test conditions. 

1   Introduction 

In engineering as well as in the scientific field is of growing interest to use type-2 
fuzzy logic controller (FLC). It is a well documented fact that type-2 FLC had dem-
onstrated in several fields their usefulness to handle uncertainty which is an inherent 
characteristic of real systems. Because uncertainty and real systems are inseparable 
characteristics the research of novel methods to handle incomplete or not too reliable 
information is of great interest [13]. Recently, we have seen the use of type-2 fuzzy 
sets in Fuzzy Logic Systems (FLS) in different areas of application. From those  
including fuzzy logic systems, neural networks and genetic algorithms [8], to some 
papers with emphasis on the implementation of type-2 FLS [7, 11]; in others, it is  
explained how type-2 fuzzy sets let us model and minimize the effects of uncertainties 
in rule-base FLS [5, 15]. Also, a paper that provides mathematical formulas and com-
putational flowcharts for computing the derivatives that are needed to implement 
steepest-descent parameter tuning algorithms for type-2 fuzzy logic systems [14]. 
Some research works are devoted to solve real world applications in different areas, 
for example in signal processing, type-2 fuzzy logic is applied in prediction of the 
Mackey-Glass chaotic time-series with uniform noise presence [6, 12]. In medicine, 
an expert system was developed for solving the problem of Umbilical Acid-Base 
(UAB) assessment [17]. In industry, type-2 fuzzy logic and neural networks was used 
in the control of non-linear dynamic plants [2, 3, 9,10]; also we can find interesting 
studies in the field of mobile robots [1, 4].   
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Although, the use of a type-2 FLC can be considered as a viable option to handle 
uncertainty, also it is well known all the deficiencies and requirements that the use of 
this technology implies. 

In this work we are presenting a method whose goal is to simplify the implementa-
tion of a type-2 FLC without any loss of reliability in the results. In fact, this novel 
method reduces some of the stressful difficult to implement the traditional type-2 FLC. 

The organization of this work is as follows: In section 2 is explained step by step 
how to implement this proposal and the method used to optimize the traditional as 
well as the proposed type-2 FLC. Section 3 is devoted to explain the kind and classi-
fication of experiments that were achieved, also in this section are given the experi-
mental results. In section 4 is performed a discussion about the obtained results.  
Finally, in section 5 we have the conclusions. 

2   Proposed Method to Implement Type-2 FLC  

It is proposed to use to type-1 fuzzy systems (FS) to emulate a type-2 FS. The mem-
bership functions (MF), fuzzification process, fuzzy inference and defuzzification are 
type-1. The MFs are organized in such a way that they will be able to emulate the 
footprint of uncertainty (FOU) in a type-2 FS. To obtain the best parametric values for 
the MF the proposed method uses the optimized MFs, we used the Human Evolution-
ary Model (HEM) to achieve the optimization. 

To validate the proposal, we made several comparative experiments using type-1 
fuzzy traditional systems, as well as type-2 interval FS in accordance to those worked 
by Dr. Jerry Mendel. The tests were achieved in the experimental base shown in  
Fig. 1 which is a closed loop control system. The control goal is to make a tracking of 
the input signal r , which is applied to the systems summing junction. Note that we 
are using an adaptive fuzzy controller that needs to be optimized. In the feedback, 
with the aim of proving the proposal, we are considering two situations. One is to  
 

 

Fig. 1. Block diagram of the system used to test the proposal solution 
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directly connect the system output to one summing junction. The second is to intro-
duce noise to simulate uncertainty in the feedback data. At the summing junction out-
put we have the error signal, which is applied to the input of the fuzzy controller, 
from the error signal we are obtaining a derivative signal; i.e., the change of error vs. 
time, which also is applied to the controllers input. 

In general, the proposal solution to substitute the Mendel’s type-2 FS consists in  
using the average of two type-1 FS, to achieve this is necessary to follow the next steps: 

1. To substitute each type-2 MF for two type-1 MFs. For doing this, the FOU of each 
MF is substituted for two type-1 MF. In Fig. 2, the error signal (input fuzzy vari-
able) e  consists of three linguistic variables, they have been substituted as was  
explained obtaining the fuzzy sets that are shown in Fig. 3 where each fuzzy set is 
a type-1 MF. The first type-1 FLC (FLC1) is constructed using the upper MFs, and 
the second one (FLC2) with the lower MFs. 

 
Fig. 2. Type-2 MF for the error input 

 
Fig. 3. Substitution of the type-2 MFs of the error input using type-1 MFs 
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2. To substitute the type-2 inference system, it is necessary to obtain the inference of 
each type-1 system in the traditional way. 1  

3. To substitute the type reduction and defuzzification stages of a type-2 FS, it is nec-
essary to obtain the defuzzification of each system as is traditionally done, and  
average them. 

2.1   Performance Criteria  

For evaluating the transient closed-loop response of a computer control system we 
can use the same criteria that normally are used for adjusting constants in PID (Pro-
portional Integral Derivative) controllers. These are [18]: 

Integral of Square Error (ISE). 

[ ]∫
∞

=
0

2)(ISE dtte  

Integral of the Absolute value of the Error (IAE). 

∫
∞

=
0

|)(|IAE dtte  

Integral of the Time multiplied by the Absolute value of the Error (ITAE). 

∫
∞

=
0

|)(|ITAE dttet  

The selection of the criteria depends on the type of response desired, the errors will 
contribute different for each criterion, so we have that large errors will increase the 
value of ISE more heavily than to IAE.  ISE will favor responses with smaller over-
shoot for load changes, but ISE will give longer settling time. In ITAE, time appears 
as a factor, and therefore, ITAE will penalize heavily errors that occur late in time, 
but virtually ignores errors that occur early in time 

3   Experiments 

The experiments were divided in two classes: 

1. The first class was to find, under different ranges for the FOU, the optimal values 
for the parameters of the interval type-2 MFs of the type-2 FLC of the non-linear 
control plant. 

2. On the second class of experiments; it was realized the same as in the first class, 
but considering the average of the two type-1 FLC. 

3.1   Class 1. Experiments with Type-2 FLC 

It is a fact that type-2 FLCs offer better conditions to handle uncertainty, so the 
purpose of the experiments of class 1, were to find the optimal parameters of the 
interval type-2 MFs to control the plant in a better way.   
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It was used a novel evolutive algorithm; Human Evolutive Model [16], to find 
those optimal values and to analize the influence of the FOU, we realized several tests 
for different ranges of it, beginning with the thinner and finally with the broader one. 
Once the optimal values were found, it was tested the behavior of the type-2 FLC, for 
different noise levels, from 8 db to 30 db. 

3.2   Class 2. Experiments with Average of Two FLCs 

To control the plant, we used the proposal solution of using the average of two type-1 
FLC to simulate a type-2 FLC. For these experiments, it was considered that one 
type-1 FLC manage and fixed the upper MFs, and the other the low MFs. Here, in the 
same way as in experiments of class 1, from the optimal values found for the MFs, it 
was tested the behavior of the average of two type-1 FLC, for different noise levels, 
from 8 db to 30 db. 

4   Results 

The HEM was the optimization method that we used. The initial setting for each 
range of the FOU for this evolutionary method were: 

Initial population of individuals =20 
Low bound of individuals=10 
Upper bound of individuals=100 
Number of variables=6 (Standard deviation of each of the MFs of the inputs).  
Number of generations=60 

The search process was repeated 30 times, always looking for the optimal parameter 
values to obtain the lowest ISE value. 

4.1   Class 1 

In figures. 4 and 5 can be seen the optimized MFs that obtained the best results in the 
control of the plant. 

 

Fig. 4. Optimized MFs of the input error e of the type-2 FLC, for a 2.74 to 5.75 range of the FOU 
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Fig. 5. Optimized MFs of the input delta-e of the type-2 FLC, for a 2.74 to 5.75 range of  
the FOU 

4.2   Class 2 

In figures 6 and 7, we can see the optimized MFs of the average of two type-1 FLCs, 
here as in Class 1, the best results were obtained in the broader range search. 

 

Fig. 6. Optimized MFs of the input error e of the average of two type-1 FLC, for a 2.74 to 5.75 
range of the FOU 

Table 1, shows a comparison of the ISE values obtained for each FLC with its  
optimized MFs. As can be seen, with the proposal of two optimizedtype-1 FLCs, the 
ISE error is lower in all the search ranges. 
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Fig. 7. Optimized MFs of the input delta-e of the two type-1 FLC, for a 2.74 to 5.75 range  
of the FOU 

Table 1. Comparison values between Type-2 FLC and average of two type-1 FLCs 

TYPE-2 FLC AVERAGE TYPE-1  
FLCs 

 

Search 
range Best ISE AVERAGE 

ISE 
Best ISE AVERAGE 

ISE 

3.74-4.75 4.761 4.9942 4.5619 4.7701 

3.24-5.25 4.328 4.5060 4.2024 4.4009 

2.74-5.75 4.3014 4.4005 4.1950 4.346 

5   Conclusions 

Based on the results of the experiments, we can conclude that the proposed method, 
that consists in using two optimized type-1 FLCs instead of a optimized traditional 
type-2 FLC, is a convenient and viable alternative because it offers advantages such 
as a highly efficient regarding computational time and implementation effort. The 
type-2 FLCs need to realize a complex task in each step of the process, specially in 
the type reduction case.   

With the proposed method it is easier to optimized the parameters of the MFs of  
a type-1 FLC than an interval type-2 FLC. 
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Abstract. This paper presents the development and design of a graphical user interface and a 
command line programming Toolbox for construction, edition and simulation of Interval  
Type-2 Fuzzy Inference Systems. The Interval Type-2 Fuzzy Logic System Toolbox (IT2FLS), 
is an environment for interval type-2 fuzzy logic inference system development. Tools that 
cover the different phases of the fuzzy system design process, from the initial description phase, 
to the final implementation phase, constitute the Toolbox. The Toolbox’s best qualities are the 
capacity to develop complex systems and the flexibility that allows the user to extend  
the availability of functions for working with the use of type-2 fuzzy operators, linguistic 
variables, interval type-2 membership functions, defuzzification methods and the evaluation of 
Interval Type-2 Fuzzy Inference Systems. 

Keywords: Interval Type-2 Fuzzy Inference Systems, Interval Type-2 Fuzzy Logic Toolbox, 
Interval Type-2 Membership Functions, Footprint of Uncertainty. 

1   Introduction 

On the past decade, fuzzy systems have displaced conventional technologies in 
different scientific and system engineering applications, especially in pattern 
recognition and control systems. The same fuzzy technology, in approximation 
reasoning form, is resurging also in the information technology, where it is now 
giving support to decision-making and expert systems with powerful reasoning 
capacity and a limited quantity of rules. The fuzzy sets were presented by L.A. Zadeh 
in 1965 [1-3] to process / manipulate data and information affected by unprobabilistic 
uncertainty/imprecision. These were designed to mathematically represent the 
vagueness and uncertainty of linguistic problems; thereby obtaining formal tools to 
work with intrinsic imprecision in different type of problems; it is considered a 
generalization of the classic set theory. Intelligent Systems based on fuzzy logic are 
fundamental tools for nonlinear complex system modeling. Fuzzy sets and fuzzy logic 
are the base for fuzzy systems, where their objective has been to model how the brain 
manipulates inexact information. Type-2 fuzzy sets are used for modeling uncertainty 
and imprecision in a better way. These type-2 fuzzy sets were originally presented by 
Zadeh in 1975 and are essentially “fuzzy fuzzy” sets where the fuzzy degree of 



54 J.R. Castro et al. 

membership is a type-1 fuzzy set [4,6]. The new concepts were introduced by Mendel 
and Liang [8,9] allowing the characterization of a type-2 fuzzy set with a inferior 
membership function and an superior membership function; these two functions can 
be represented each one by a type-1 fuzzy set membership function. The interval 
between these two functions represents the footprint of uncertainty (FOU), which is 
used to characterize a type-2 fuzzy set. The uncertainty is the imperfection of 
knowledge about the natural process or natural state. The statistical uncertainty is the 
randomness or error that comes from different sources as we use it in a statistical 
methodology. Type-2 fuzzy sets have been applied to a wide variety of problems by 
Castillo and Melin [13]. 

2   Interval Type-2 Fuzzy Set Theory 

A type-2 fuzzy set [6,7] expresses the non-deterministic truth degree with imprecision 
and uncertainty for an element that belongs to a set. A type-2 fuzzy set denoted by 
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An example of a type-2 membership function constructed in the IT2FLS Toolbox was 
composed by a Pi primary and a Gbell secondary type-1 membership functions, these 
are depicted in Figure 1.  

 

Fig. 1. FOU for Type-2 Membership Functions 

If ]1,0[],[,1)( ⊆∈∀= u
x

u
xx JJuuf , the type-2 membership function ),(~~ ux

A
μ is 

expressed by one inferior type-1 membership function, )(xJ A

u
x μ≡ and one 

superior type-1 membership function, )(xJ A

u
x μ≡  (Fig. 2), then it is called an 

interval type-2 fuzzy set [8] denoted by equations (2) and (3). 
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Fig. 2. FOU for Gbell Primary Interval Type-2 Membership Functions 

2.1   Interval Type-2 Fuzzy Inference System 

The human knowledge is expressed as a set of fuzzy rule. The fuzzy rules are 
basically of the form IF <Antecedent> THEN <Consequent> and expresses a fuzzy 
relationship or proposition. In fuzzy logic the reasoning is imprecise, it is 
approximated, which means that we can infer from one rule a conclusion even if the 
antecedent doesn’t comply completely. We can count on two basic inference methods 
between rules and inference laws, Generalized Modus Ponens (GMP) [5,6,8,11] and 
Generalized Modus Tollens (GMT) that represent the extensions or generalizations of 
classic reasoning. The GMP inference method is known as direct reasoning and is 
resumed as: 
 

Rule  IF x is A THEN y is B 
Fact       x is A’ 
_______________________________________ 
Conclusion              y is B’ 
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Where A, A’, B and B’ are fuzzy sets of any kind. This relationship is expressed as 
)('' BAAB →= o . Figure 3 shows an example of Interval Type-2 direct reasoning 

with Interval Type-2 Fuzzy Inputs. An Inference Fuzzy System is a rule base system 
that uses fuzzy logic, instead of Boolean logic utilized in data analysis [4,9,11,12]. Its 
basic structure includes four components (Fig. 4): 

 

Fig. 3. Interval Type-2 Fuzzy Reasoning 

 

Fig. 4. Type-2 inference fuzzy system structure 

3   Interval Type-2 Fuzzy Logic System Design 

The Mamdani and Takagi-Sugeno-Kang Interval Type-2 Fuzzy Inference Models [9] 
and the design of Interval Type-2 membership functions and operators are 
implemented in the IT2FLS (Interval Type-2 Fuzzy Logic Systems) Toolbox which 
was build on top of the Matlab® commercial Fuzzy Logic Toolbox. The IT2FLS 
Toolbox contain the functions to create Mamdani and TSK Interval Type-2 Fuzzy 
Inference Systems (newfistype2.m), functions to add input-output variables and their 
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ranges (addvartype2.m), it has functions to add 22 types of Interval Type-2 
Membership functions for input-outputs (addmftype2.m), functions to add the rule 
matrix (addruletype2.m), it can evaluate the Interval Type-2 Fuzzy Inference Systems 
(evalifistype2.m), evaluate Interval Type-2 Membership functions (evalimftype2.m), 
it can generate the initial parameters of the Interval Type-2 Membership functions  
(igenparamtype2.m), it can plot the Interval Type-2 Membership functions with the  
 

 

Fig. 5. IT2FIS Editor 

 

Fig. 6. Interval Type-2 MF’s Editor 
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input-output variables (plotimftype2.m), it can generate the solution surface of  
the Fuzzy Inference System (gensurftype2.m), it plots the Interval type-2 membership 
functions (plot2dtype2.m, plot2dctype2.m), a folder to evaluate the derivatives of the 
Interval type-2 Membership Functions (dit2mf) and a folder with different and 
generalized Type-2 Fuzzy operators (it2op, t2op). 

The implementation of the IT2FLS GUI is analogous to the GUI used for Type-1 
FLS in the Matlab® Fuzzy Logic Toolbox, thus allowing the experienced user to 
adapt easily to the use of IT2FLS GUI [15]. Figures 5 and 6 show the main viewport 
of the Interval Type-2 Fuzzy Inference Systems Structure Editor called IT2FIS 
(Interval Type-2 Fuzzy Inference Systems). 

4   Simulation Results 

We present results of a comparative analysis of the Mackey-Glass chaotic time-series 
forecasting study using intelligent cooperative architecture hybrid methods, with 
neural networks, (Mamdani, Takagi-Sugeno-Kang) type-1 fuzzy inference systems 
and genetic algorithms (neuro-genetic, fuzzy-genetic and neuro-fuzzy) and an interval 
type-2 fuzzy logic model, for the implicit knowledge acquisition in a time series 
behavioral data history [14]. Also we present a shower simulation and a truck backer-
upper simulation with interval type-2 fuzzy logic systems using the IT2FLS Toolbox. 

4.1   Mackey-Glass Chaotic Time-Series 

To identify the model we make an exploratory series analysis with 5 delays, L5x(t), 6 
periods and 500 training data values to forecast 500 output values. The 
IT2FLS(Takagi-Sugeno-Kang) system works with 4 inputs, 4 interval type-2 
membership functions (igbellmtype2) for each input, 4 rules (Fig. 7) and one output  
with 4 interval lineal functions, it is evaluated with no normalized values. The root 
mean square error (RMSE) forecasted is 0.0235. Table 1 shows the RMSE differences  
 

 

Fig. 7. IT2FLS (TSK) Rules 
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Table 1. Forecasting of Time Series 

Mackey-Glass Methods 
RMSE trn/chk epoch cpu(s)* 

NNFF**† 0.0595 500/500 200 13.36 

CANFIS 0.0016 500/500 50 7.34 

NNFF-GA† 0.0236 500/500 150 98.23 

FLS(TKS)-GA† 0.0647 500/500 200 112.01 

FLS(MAM)-GA† 0.0693 500/500 200 123.21 

IT2FLS 0.0235 500/500 6 20.47 

                       * POWER BOOK G4 1.5 Ghz / 512 MB RAM 
                     ** Architecture: 4-13-1 † 30 samples average 

 

Fig. 8. Temperature and Flow. Type-1 fuzzy control. 

 

Fig. 9. Temperature and Flow. Interval type-2 fuzzy control. 

of six forecasting methods, where CANFIS and IT2FLS-TSK evaluate the best 
Mackey-Glass series forecasts respectively. The advantage of using the interval  
type-2 fuzzy logic forecasting method is that it obtains better results, even when data 
contains high levels of noise, furthermore we can use this method for better 
uncertainty series limits forecasting. 
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4.2   Shower Control Simulation 

In figures 8 and 9 we compare the type-1 and type-2 fuzzy control results for the 
temperature and shower control simulation. The control variables signal of the 
interval type-2 fuzzy logic system show a better respond signal than the type-1 fuzzy 
logic system. 

4.3   Truck Backer-Upper Control Simulation 

In figures 10 and 11 we compare the type-1 and interval type-2 fuzzy control 
trajectories for the truck backer-upper control simulation. In the truck backer-upper  
 

 

Fig. 10. Trajectories obtained with the type-1 fuzzy control 

 

Fig. 11. Trajectories obtained with the interval type-2 fuzzy control 
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control using interval type-2 fuzzy logic, the trajectories are more stable and smooth 
than the type-1 fuzzy control. 

5   Conclusions 

The time series results show that intelligent hybrid methods and interval type-2 fuzzy 
models can be derived as a generalization of the autoregressive non-lineal models in 
the context of time series. This derivation allows a practical specification for a general 
class of prognosis and identification time series model, where a set of input-output 
variables are part of the dynamics of the time series knowledge base. This helps the 
application of the methodology to a series of diverse dynamics, with a very low 
number of causal variables to explain behavior. The results in the interval type-2 
fuzzy control cases of the shower and truck backer upper have similar results to the 
type-1 fuzzy control with moderate uncertain footprints. To better characterize the 
interval type-2 fuzzy models we need to generate more case studies with better 
knowledge bases for the proposed problems, therefore classify the interval type-2 
fuzzy model application strengths. The design and implementation done in the 
IT2FLS Toolbox is potentially important for research in the interval type-2 fuzzy 
logic area, thus solving complex problems on the different applied areas. Our future 
work is to improve the IT2FLS Toolbox with a better graphics user interface (GUI) 
and integrate a learning technique Toolbox to optimize the knowledge base 
parameters of the interval type-2 fuzzy inference system and design interval type-2 
fuzzy neural network hybrid models. 
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Abstract. We describe in this paper the use of hierarchical genetic algorithms for fuzzy system 
optimization in intelligent control. In particular, we consider the problem of optimizing the 
number of rules and membership functions using an evolutionary approach. The hierarchical 
genetic algorithm enables the optimization of the fuzzy system design for a particular applica-
tion. We illustrate the approach with the case of intelligent control in a medical application. 
Simulation results for this application show that we are able to find an optimal set of rules and 
membership functions for the fuzzy system. 

1   Introduction 

We describe in this paper the application of a Hierarchical Genetic Algorithm (HGA) 
for fuzzy system optimization (Man et al. 1999). In particular, we consider the prob-
lem of finding the optimal set of rules and membership functions for a specific appli-
cation (Yen and Langari 1999). The HGA is used to search for this optimal set of 
rules and membership functions, according to the data about the problem. We con-
sider, as an illustration, the case of a fuzzy system for intelligent control. 

Fuzzy systems are capable of handling complex, non-linear and sometimes 
mathematically intangible dynamic systems using simple solutions (Jang et al. 1997). 
Very often, fuzzy systems may provide a better performance than conventional non-
fuzzy approaches with less development cost (Procyk and Mamdani 1979). How-
ever, to obtain an optimal set of fuzzy membership functions and rules is not an easy 
task. It requires time, experience and skills of the designer for the tedious fuzzy  
tuning exercise. In principle, there is no general rule or method for the fuzzy logic 
set-up, although a heuristic and iterative procedure for modifying the membership 
functions to improve performance has been proposed. Recently, many researchers 
have considered a number of intelligent schemes for the task of tuning the fuzzy sys-
tem. The noticeable Neural Network (NN) approach (Jang and Sun 1995) and the 
Genetic Algorithm (GA) approach (Homaifar and McCormick 1995) to optimize ei-
ther the membership functions or rules, have become a trend for fuzzy logic system 
development. 

The HGA approach differs from the other techniques in that it has the ability to 
reach an optimal set of membership functions and rules without a known fuzzy sys-
tem topology (Tang et al. 1998). During the optimization phase, the membership 
functions need not be fixed. Throughout the genetic operations (Holland 1975), a  
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reduced fuzzy system including the number of membership functions and fuzzy rules 
will be generated (Yoshikawa et al. 1996). The HGA approach has a number of  
advantages: 

1. An optimal and the least number of membership functions and rules are obtained 
2. No pre-fixed fuzzy structure is necessary, and 
3. Simpler implementing procedures and less cost are involved. 

We consider in this paper the case of automatic anesthesia control in human pa-
tients for testing the optimized fuzzy controller. We did have, as a reference, the best 
fuzzy controller that was developed for the automatic anesthesia control (Karr and 
Gentry 1993, Lozano 2003), and we consider the optimization of this controller using 
the HGA approach. After applying the genetic algorithm the number of fuzzy rules 
was reduced from 12 to 9 with a similar performance of the fuzzy controller. Of 
course, the parameters of the membership functions were also tuned by the genetic al-
gorithm. We did compare the simulation results of the optimized fuzzy controllers ob-
tained with the HGA against the best fuzzy controller that was obtained previously 
with expert knowledge, and control is achieved in a similar fashion. Since simulation 
results are similar, and the number of fuzzy rules was reduced, we can conclude that 
the HGA approach is a good alternative for designing fuzzy systems. We have to 
mention that Type-2 fuzzy systems are considered in this research work, which are 
more difficult to design and optimize. 

2   Genetic Algorithms for Optimization 

In this paper, we used a floating-point genetic algorithm (Castillo and Melin 2001) to 
adjust the parameter vector θ, specifically we used the Breeder Genetic Algorithm 
(BGA). The genetic algorithm is used to optimize the fuzzy system for control that 
will be described later (Castillo and Melin 2003). A BGA can be described by the  
following equation: 

BGA=(Pg
0, N, T, Γ,Δ, HC, F, term)  (1) 

where: Pg
0=initial population, N=the size of the population, T=the truncation thresh-

old, Γ=the recombination operator, Δ=the mutation operator, HC=the hill climbing 
method, F=the fitness function, term=the termination criterion. 

The BGA uses a selection scheme called truncation selection. The %T best indi-
viduals are selected and mated randomly until the number of offspring is equal the 
size of the population. The offspring generation is equal to the size of the population. 
The offspring generation replaces the parent population. The best individual found so 
far will remain in the population. Self-mating is prohibited (Melin and Castillo 2002). 
As a recombination operator we used “extended intermediate recombination”, defined 
as: If x =(xi,...xn) and y y=(y1,...,yn) are the parents, then the successor  z=(z1,...,zn) is 
calculated by: 

zi=xi+αi(yi-xi)       i =1,…n (2) 
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The mutation operator is defined as follows: A variable xi is selected with probabil-
ity pm for mutation. The BGA normally uses pm = 1/n. At least one variable will be 
mutated. A value out of the interval [-rangei, rangei] is added to the variable. rangei 
defines the mutation range. It is normally set to (0.1 x  searchintervali). searchintervali 
is the domain of definition for variable xi. The new value zi is computed  
according to  

zi=xi±rangei·δ (3) 

The + or – sign is chosen with probability 0.5. δ is computed from a distribution 
which prefers small values. This is realized as follows 
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Before mutation we set αi=0.  Then each αi is mutated to 1 with probability 
pδ=1/16. Only αi=1 contributes to the sum. On the average there will be just one αi 
with value 1, say αj . Then δ is given by 

j−= 2δ  (5) 

The standard BGA mutation operator is able to generate any point in the hypercube 
with center x defined by xi±rangei. But it generates values much more often in the 
neighborhood of x. In the above standard setting, the mutation operator is able to  
locate the optimal xi up to a precision of ramgei·2

-150. 
To monitor the convergence rate of the LMS algorithm, we computed a short term 

average of the squared error e2(n) using 
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where m=n/K=1,2,…. The averaging interval K may be selected to be (approxi-
mately) K=10N. The effect of the choice of the step size parameter Δ on the conver-
gence rate of LMS algorithm may be observed by monitoring the ASE(m).  

2.1   Genetic Algorithm for Optimization  

The proposed genetic algorithm is as follows: 

1. We use real numbers as a genetic representation of the problem. 
2. We initialize variable i with zero (i=0). 
3. We create an initial random population Pi, in this case (P0). Each individual of the 

population has n dimensions and, each coefficient of the fuzzy system corresponds 
to one dimension.  

4. We calculate the normalized fitness of each individual of the population using  
linear scaling with displacement (Melin and Castillo 2002), in the following form: 
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5. We normalize the fitness of each individual using: 
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6. We sort the individuals from greater to lower fitness.  
7. We use the truncated selection method, selecting the %T best individuals, for  

example if there are 500 individuals and, then we select 0.30*500=150 individuals. 
8. We apply random crossover, to the individuals in the population (the 150 best 

ones) with the goal of creating a new population (of 500 individuals). Crossover 
with it self is not allowed, and all the individuals have to participate. To perform 
this operation we apply the genetic operator of extended intermediate recombina-
tion as follows: 

If x=(x1,...,xn) and y=(y1,...,yn) are the parents, then the successors z=(z1,...,zn) 
are calculated by, zi=xi+αi(yi-xi)  for i=1,...,n where α is a scaling factor selected 
randomly in the interval [-d,1+d].  In intermediate recombination d=0, and for ex-
tended d>0, a good choice is d=0.25, which is the one that we used. 

9. We apply the mutation genetic operator of BGA. In this case, we select an individ-
ual with probability pm=1/n (where n represents the working dimension, in this 
case n=25, which is the number of coefficients in the membership functions). The 
mutation operator calculates the new individuals zi of the population in the follow-
ing form:  zi=xi±rangei δ we can note from this equation that we are actually add-
ing to the original individual a value in the interval:  [-rangei,rangei] the range is 
defined as the search interval, which in this case is the domain of variable xi, the 
sign ± is selected randomly with probability of 0.5, and is calculated using the  
following formula, 
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Common used values in this equation are m=16 y m=20. Before mutation we initi-
ate with αi=0, then for each αi we mutate to 1 with probability pδ=1/m.  

10. Let i=i+1, and continue with step 4. 

3   Evolution of Fuzzy Systems 

Ever since the very first introduction of the fundamental concept of fuzzy logic by 
Zadeh in 1973, its use in engineering disciplines has been widely studied. Its main at-
traction undoubtedly lies in the unique characteristics that fuzzy logic systems pos-
sess. They are capable of handling complex, non-linear dynamic systems using simple 
solutions. Very often, fuzzy systems provide a better performance than conventional 
non-fuzzy approaches with less development cost. 

However, to obtain an optimal set of fuzzy membership functions and rules is not 
an easy task. It requires time, experience, and skills of the operator for the tedious 
fuzzy tuning exercise. In principle, there is no general rule or method for the fuzzy 
logic set-up. Recently, many researchers have considered a number of intelligent 
techniques for the task of tuning the fuzzy set. Here, another innovative scheme is  
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described (Tang et al. 1998). This approach has the ability to reach an optimal set of 
membership functions and rules without a known overall fuzzy set topology. The 
conceptual idea of this approach is to have an automatic and intelligent scheme to 
tune the membership functions and rules, in which the conventional closed loop fuzzy 
control strategy remains unchanged, as indicated in Figure 1. 

 

Fig. 1. Genetic algorithm for a fuzzy control system 

In this case, the chromosome of a particular system is shown in Figure 2. The 
chromosome consists of two types of genes, the control genes and parameter genes. 
The control genes, in the form of bits, determine the membership function activation, 
whereas the parameter genes are in the form of real numbers to represent the member-
ship functions. 

 

Fig. 2. Chromosome structure for the fuzzy system 

To obtain a complete design for the fuzzy control system, an appropriate set of 
fuzzy rules is required to ensure system performance. At this point it should be 
stressed that the introduction of the control genes is done to govern the number of 
fuzzy subsets in the system. Once the formulation of the chromosome has been set for 
the fuzzy membership functions and rules, the genetic operation cycle can be per-
formed. This cycle of operation for the fuzzy control system optimization using a  
genetic algorithm is illustrated in Figure 3. There are two population pools, one for 
storing the membership chromosomes and the other for storing the fuzzy rule chro-
mosomes. We can see this in Figure 3 as the membership population and fuzzy rule 
population, respectively. Considering that there are various types of gene structure, a 
number of different genetic operations can be used. For the crossover operation, a 
one-point crossover is applied separately for both the control and parameter  
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genes of the membership chromosomes within certain operation rates. There is no 
crossover operation for fuzzy rule chromosomes since only one suitable rule set can 
be assisted. 

 

Fig. 3. Genetic cycle for fuzzy system optimization 

Bit mutation is applied for the control genes of the membership chromosome. Each 
bit of the control gene is flipped if a probability test is satisfied (a randomly generated 
number is smaller than a predefined rate). As for the parameter genes, which are real 
number represented, random mutation is applied. 

The fitness function can be defined in this case as follows: 

fi= Σ | y (k) - r (k) | (7) 

where Σ indicates the sum for all the data points in the training set, and y(k) repre-
sents the real output of the fuzzy system and r(k) is the reference output. This fitness 
value measures how well the fuzzy system is approximating the real data of the  
problem. 

4   Type-2 Fuzzy Logic 

The concept of a type-2 fuzzy set, was introduced by Zadeh (Melin and Castillo 2002) 
as an extension of the concept of an ordinary fuzzy set (henceforth called a “type-1 
fuzzy set”). A type-2 fuzzy set is characterized by a fuzzy membership function, i.e., 
the membership grade for each element of this set is a fuzzy set in [0,1], unlike a  
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type-1 set (Castillo and Melin 2001, Melin and Castillo 2002) where the membership 
grade is a crisp number in [0,1]. Such sets can be used in situations where there is un-
certainty about the membership grades themselves, e.g., an uncertainty in the shape of 
the membership function or in some of its parameters. Consider the transition from 
ordinary sets to fuzzy sets (Castillo and Melin 2001). When we cannot determine the 
membership of an element in a set as 0 or 1, we use fuzzy sets of type-1. Similarly, 
when the situation is so fuzzy that we have trouble determining the membership grade 
even as a crisp number in [0,1], we use fuzzy sets of type-2. 

Example: Consider the case of a fuzzy set characterized by a Gaussian membership 
function with mean m and a standard deviation that can take values in [σ1,σ2], i.e., 

   μ(x)=exp {– ½[(x – m)/σ]2 };   σ ∈ [σ1,σ2] (8) 

Corresponding to each value of σ, we will get a different membership curve  
(Figure 4). So, the membership grade of any particular x (except x=m) can take any of 
a number of possible values depending upon the value of σ, i.e., the membership 
grade is not a crisp number, it is a fuzzy set. Figure 4 shows the domain of the fuzzy 
set associated with x=0.7. 

The basics of fuzzy logic do not change from type-1 to type-2 fuzzy sets, and in 
general, will not change for any type-n (Castillo and Melin 2003). A higher-type 
number just indicates a higher “degree of fuzziness”. Since a higher type changes 
the nature of the membership functions, the operations that depend on the member-
ship functions change; however, the basic principles of fuzzy logic are independent 
of the nature of membership functions and hence, do not change. In Figure 5 we 
show the general structure of a type-2 fuzzy system. We assume that both antece-
dent and consequent sets are type-2; however, this need not necessarily be the case 
in practice.  

The structure of the type-2 fuzzy rules is the same as for the type-1 case because 
the distinction between type-2 and type-1 is associated with the nature of the member-
ship functions. Hence, the only difference is that now some or all the sets involved in 
the rules are of type-2. In a type-1 fuzzy system, where the output sets are type-1 
fuzzy sets, we perform defuzzification in order to get a number, which is in some 
sense a crisp (type-0) representative of the combined output sets. In the type-2 case, 
the output sets are type-2; so we have to use extended versions of type-1 defuzzifica-
tion methods. Since type-1 defuzzification gives a crisp number at the output of  
the fuzzy system, the extended defuzzification operation in the type-2 case gives a 
type-1 fuzzy set at the output. Since this operation takes us from the type-2 output sets 
of the fuzzy system to a type-1 set, we can call this operation “type reduction” and 
call the type-1 fuzzy set so obtained a “type-reduced set”. The type-reduced fuzzy set 
may then be defuzzified to obtain a single crisp number; however, in many applica-
tions, the type-reduced set may be more important than a single crisp number. Type-2 
sets can be used to convey the uncertainties in membership functions of type-1 fuzzy 
sets, due to the dependence of the membership functions on available linguistic and 
numerical information.  
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Fig. 4. A type-2 fuzzy set representing a type-1 set with uncertain deviation 

 

Fig. 5. Structure of a type-2 fuzzy system 

5   Application to Intelligent Control 

We consider the case of controlling the anesthesia given to a patient as the problem 
for finding the optimal fuzzy system for control (Lozano 2003). The complete imple-
mentation was done in the MATLAB programming language. The fuzzy systems 
were build automatically by using the Fuzzy Logic Toolbox, and genetic algorithm 
was coded directly in the MATLAB language. The fuzzy systems for control are the 
individuals used in the genetic algorithm, and these are evaluated by comparing them 
to the ideal control given by the experts. In other words, we compare the performance 
of the fuzzy systems that are generated by the genetic algorithm, against the ideal con-
trol system given by the experts in this application.  

5.1   Anesthesia Control Using Fuzzy Logic 

The main task of the anesthesist, during and operation, is to control anesthesia con-
centration. In any case, anesthesia concentration can’t be measured directly. For this 
reason, the anesthesist uses indirect information, like the heartbeat, pressure, and mo-
tor activity. The anesthesia concentration is controlled using a medicine, which can be 
given by a shot or by a mix of gases. We consider here the use of isoflurance, which 
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is usually given in a concentration of 0 to 2% with oxygen. In Figure 6 we show a 
block diagram of the controller. 

 

Fig. 6. Architecture of the fuzzy control system 

The air that is exhaled by the patient contains a specific concentration of isoflu-
rance, and it is re-circulated to the patient. As consequence, we can measure 
isoflurance concentration on the inhaled and exhaled air by the patient, to estimate 
isoflurance concentration on the patient’s blood. From the control engineering point 
of view, the task by the anesthesist is to maintain anesthesia concentration between 
the high level W (threshold to wake up) and the low level E (threshold to success). 
These levels are difficult to be determine in a changing environment and also are de-
pendent on the patient’s condition. For this reason, it is important to automate this an-
esthesia control, to perform this task more efficiently and accurately, and also to free 
the anesthesist from this time consuming job. The anesthesist can then concentrate in 
doing other task during operation of a patient. 

The first automated system for anesthesia control was developed using a PID con-
troller in the 60’s. However, this system was not very succesful due to the non-linear 
nature of the problem of anesthesia control. After this first attempt, adaptive control 
was proposed to automate anesthesia control, but robustness was the problem in this 
case. For these reasons, fuzzy logic was proposed for solving this problem.  

5.2   Characteristics of the Fuzzy Controller 

In this section we describe the main characteristics of the fuzzy controller for anesthe-
sia control. We will define input and output variable of the fuzzy system. Also, the 
fuzzy rules of fuzzy controller previously designed will be described. 

The fuzzy system is defined as follows: 

1. Input variables: Blood pressure and Error 
2. Output variable: Isoflurance concentration 
3. Nine fuzzy if-then rules of the optimized system, which is the base for comparison 
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4. 12 fuzzy if-then rules of an initial system to begin the optimization cycle of the  
genetic algorithm. 

The linguistic values used in the fuzzy rules are the following: 

PB = Positive Big 
PS = Positive Small 
ZERO = zero 
NB =Negative Big 
NS = Negative Small 

We show below a sample set of fuzzy rules that are used in the fuzzy inference  
system that is represented in the genetic algorithm for optimization. 

if Blood pressure is NB and error is NB  then conc_isoflurance is PS 
if Blood pressures is PS  then conc_isoflurance is NS 
if Blood pressure is NB  then conc_isoflurance is PB 
if Blood pressure is PB  then conc_isoflurance is NB 
if Blood pressure is ZERO and error is ZERO  then conc_isoflurance is ZERO 
if Blood pressure is ZERO and error is PS  then conc_isoflurance is NS 
if Blood pressure is ZERO and error is NS  then conc_isoflurance is PS 
if error is NB  then conc_isoflurance is PB 
if error is PB  then conc_isoflurance is NB 
if error is PS  then conc_isoflurance is NS 
if Blood pressure is NS and error is ZERO  then conc_isoflurance is NB 
if Blood pressure is PS and error is ZERO  then conc_isoflurance is PS. 

5.3   Genetic Algorithm Specification 

The general characteristics of the genetic algorithm that was used are the following: 
 

NIND = 40; % Number of individuals in each subpopulation. 
MAXGEN = 300; % Maximum number of generations allowed. 
GGAP = .6; %"Generational gap", which is the percentage from the complete popu-
lation of new individuals generated in each generation. 
PRECI = 120; % Precision of binary representations. 
SelCh = select('rws', Chrom, FitnV, GGAP);   % Roulette wheel method for select-
ing the indivuals participating in the genetic operations. 
SelCh = recombin('xovmp',SelCh,0.7);   % Multi-point crossover as recombina-
tion method for the selected individuals. 
ObjV = FuncionObjDifuso120_555(Chrom, sdifuso); Objective function is given 
by the error between the performance of the ideal control system given by the experts 
and the fuzzy control system given by the genetic algorithm. 

5.4   Representation of the Chromosome 

In Table 1 we show the chromosome representation, which has 120 binary positions. 
These positions are divided in two parts, the first one indicates the number of rules of 
the fuzzy inference system, and the second one is divided again into fuzzy rules to in-
dicate which membership functions are active or inactive for the corresponding rule. 
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Table 1. Binary Chromosome Representation 

Bit as-
signed 

Representation 

1 a 12 Which rule is active or inactive 
13 a 21 Membership functions active or inac-

tive of rule 1 
22 a 30 Membership functions active or inac-

tive of rule 2 
... Membership functions active or inac-

tive of rule... 
112 a 120 Membership functions active or inac-

tive of rule 12 

6   Simulation Results 

We describe in this section the simulation results that were achieved using the hierar-
chical genetic algorithm for the optimization of the fuzzy control system, for the case 
of anesthesia control. The genetic algorithm is able to evolve the topology of the 
fuzzy system for the particular application. We used 300 generations of 40 individuals 
each to achieve the minimum error. We show in Figure 7 the final results of the ge-
netic algorithm, where the error has been minimized. This is the case in which only 
nine fuzzy rules are needed for the fuzzy controller. The value of the minimum error 
achieved with this particular fuzzy logic controller was of 0.0064064, which is  
considered a small number in this application. 

 

Fig. 7. Plot of the error after 300 generations of the HGA 

In Figure 8 we show the simulation results of the fuzzy logic controller produced 
by the genetic algorithm after evolution. We used a sinusoidal input signal with unit 
amplitude and a frequency of 2 radians/second, with a transfer function of [1/(0.5s 
+1)]. In this figure we can appreciate the comparison of the outputs of both the ideal 
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controller (1) and the fuzzy controller optimized by the genetic algorithm (2). From 
this figure it is clear that both controllers are very similar and as a consequence we 
can conclude that the genetic algorithm was able to optimize the performance of the 
fuzzy logic controller. We can also appreciate this fact more clearly in Figure 9, 
where we have amplified the simulation results from Figure 8 for a better view.  

  

Fig. 8. Comparison between outputs of the ideal controller (1) and the fuzzy controller  
produced with the HGA (2) 

 

Fig. 9. Zoom in of figure 8 to view in more detail the difference between the controllers 

7   Conclusions 

We consider in this paper the case of automatic anesthesia control in human patients 
for testing the optimized fuzzy controller. We did have, as a reference, the best fuzzy 
controller that was developed for the automatic anesthesia control (Karr and Gentry 
1993, Lozano 2003), and we consider the optimization of this controller using the 
HGA approach. After applying the genetic algorithm the number of fuzzy rules was 
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reduced from 12 to 9 with a similar performance of the fuzzy controller. Of course, 
the parameters of the membership functions were also tuned by the genetic algorithm. 
We did compare the simulation results of the optimized fuzzy controllers obtained 
with the HGA against the best fuzzy controller that was obtained previously with  
expert knowledge, and control is achieved in a similar fashion. 
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Abstract. We evaluate the performance of seven classifiers as effective potential decision sup-
port tools in the cytodiagnosis of breast cancer. To this end, we use a real-world database con-
taining 692 fine needle aspiration of the breast lesion cases collected by a single observer. The 
results show, in average, good overall classification performance in terms of five different tests: 
accuracy of 93.62%, sensitivity of 89.37%, specificity of 96%, PV+ of 92% and PV- of 94.5%. 
With this comparison, we identify and discuss the advantages and disadvantages of each of 
these approaches. Finally, based on these results, we give some advice regarding the selection 
on the classifier depending on the user’s needs. 

1   Introduction 

The cytodiagnosis of breast cancer, using a technique called fine needle aspiration of 
the breast lesion (FNAB) [2], involves a process where a syringe sucks cells from 
breast lesions using a fine bore needle similar to those used for blood samples. Once 
this is done, these cells are transferred to a transport solution and sent to the pathology 
laboratory for a microscopic study carried out by a trained cytopathologist [2]. It is 
important to mention that the time it normally takes to a medical doctor to become an 
independent practising cytopathologist is about 5 years as a minimum. This fact can 
give an indication of the very complex learning process which medical doctors have 
to pass through. It is mainly for this reason that machine learning methods for deci-
sion-making may have two potential applications: to accelerate the training process of 
learning by providing guidance to the trainee on what features are the most important 
ones to look at; and to compare the final results to those of the trainee or even of the 
expert so that the decision (whether the sample taken indicates a benign or a malig-
nant output) can be made on more robust criteria (qualitative and quantitative). The 
cytodiagnosis of breast cancer has a special requirement: it is mandatory to avoid the 
diagnosis of false positives since this will lead to the surgical removal of healthy 
breast(s); a situation that has to be always avoided. Such a requirement imposes an 
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additional challenge to automatic classifiers for they have to reach, as the pathologist, 
a specificity value close to 100%. 

In a series of studies by Cross et al. [2-4], they present the classification perform-
ance of logistic regression, neural networks and decision trees on the same database 
we use here. In this paper, we extend those studies by including the Bayesian network 
framework since this approach gives complementary features to those provided by the 
mentioned classifiers. So, we identify more deeply the advantages and disadvantages 
of each classifier in order to study the potential of each method as effective support 
tools in the diagnosis of breast cancer. 

The remainder of this paper is organized as follows. In section 2, we briefly de-
scribe the materials and methods used for the experiments reported here. In section 3, 
we present the experimental results of these 7 classifiers. In section 4, we discuss 
these results focusing on the advantages and disadvantages of each approach. Finally, 
in section 5, we give a conclusion and propose some future work. 

2   Materials and Methods 

2.1   The Dataset 

The real-world database for this study comes from the field of cytodiagnosis of breast 
cancer using a technique called fine needle aspiration of the breast lesion (FNAB)  
[2-4], which is the most common confirmatory method used in the United Kingdom 
for this purpose. The database contains 692 consecutive specimens of FNAB received 
at the Department of Pathology, Royal Hallamshire Hospital in Sheffield, UK, during 
1992-1993 [2, 3]. Eleven independent variables and one dependent variable form part 
of this dataset (see table 1). All these variables, except age, are dichotomous taking 
the values of present or absent indicating the presence or absence of a diagnostic fea-
ture respectively. Variable age was sorted into three different categories: 1 (up to 50 
years old), 2 (51 to 70 years old) and 3 (above 70 years old). The dependent variable 
outcome can take on two different values: benign or malignant. In the case of a ma-
lignant outcome, such a result was confirmed by a biopsy (where available). In the 
case of a benign case, this result was confirmed by mammographic findings (where 
available) and by absence of further malignant specimens. These variables appear in 
the literature as being discriminatory in the cytodiagnosis of FNAB [2-4]. 

2.2   The Classifiers 

In a classification task, given a set of unlabelled cases on the one hand, and a set of 
labels on the other, the problem to solve is to find a function that suitably maps each 
unlabelled instance to its corresponding label (class). The central research interest in 
this specific area is the design of automatic classifiers that can estimate this function 
from data. The efforts of such a research have resulted in different classification 
methods: regression, decision trees, Bayesian networks and neural networks, among 
others [9]. For the sake of brevity, we do not provide the details of any of the 7 classi-
fiers that we present here. Instead, we only briefly describe them and refer the reader 
to their representative sources. 
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Table 1. The defined human observations used as input variables 

Observed Feature Definition 
‘cellular dyshesion’ True if the majority of epithelial cells are dyhesive, 

false if the majority of epithelial cells are in cohesive 
groups 

‘intracytoplasmic lumina’ True if ‘intracytoplasmic lumina’ are present in 
some epithelial cells, false if absent 

“Three-dimensionality” 
of epithelial cell clusters 

True if some clusters of epithelial cells are not flat 
(more than two nuclei thick) and this is not due to ar-
tefactual folding, false if all clusters of epithelial cells 
are flat 

Bipolar “naked” nuclei True if bipolar “naked” nuclei are present, false if 
absent 

‘foamy macrophages’ True if ‘foamy macrophages’ are present, false if 
absent 

Nucleoli True if more than three easily-visible nucleoli are 
present in some epithelial cells, false if three or fewer 
easily-visible nucleoli in all epithelial cells 

Nuclear pleiomorphism True if some epithelial cells have nuclear diameters 
twice that of other epithelial cell nuclei, false if no 
epithelial cell nuclei have diameters twice that of 
other epithelial cell nuclei 

‘‘nuclear size’’ True if some epithelial cell nuclei have diameters 
twice that of red blood cell diameters, false if all 
epithelial cell nuclei have diameters less than twice 
that of red blood cell diameters 

‘necrotic epithelial cells’ True if ‘necrotic epithelial cells’ are present, false 
if absent 

‘apocrine change’ True if the majority of epithelial cell nuclei show 
‘apocrine change’, false if ‘apocrine change’ is not 
present in the majority of epithelial cells 

1. Logistic regression is a classic statistic technique for classification. The logistic 
equation for this study was built from the training set (432 cases) considering all 
variables in a main effects only model. For details, the reader is referred to [2]. 

2. C4.5 is a well-known algorithm for learning decision trees from data based on en-
tropy measures. The importance of such procedure is its intuitive interpretation and 
that decision rules can be easily extracted from it. The classic reference is [7]. 

3. The Multilayer perceptron neural networks (MLP) used here has 11 input neurons, 
1 hidden layer with 6 neurons and 1 output neuron. For more details on the archi-
tecture of the network, the reader is referred to [2]. The MLP reported here was 
tested with 14 and 50 training epochs. 

4. In contrast to MLP, Fuzzy adaptive resonance theory mapping neural networks 
(ARTMAP) have only one adjustable parameter: the vigilance factor. From these 
networks it is possible to extract IF-THEN rules. The details of the network used 
here are in [2]. 
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5. PC is an algorithm for constructing Bayesian network (BN) structures from data 
[8]. It uses the G2 statistics to carry out conditional independence tests for deciding 
the deletion of an arc between two nodes (random variables). For more details on 
PC, the reader is referred to [8]. 

6. CBL2 is a constraint-based algorithm to build BN structures from data that uses 
mutual information and conditional mutual information tests to decide when to 
connect/disconnect a pair of nodes [1]. 

7. MP-Bayes is a constraint-based algorithm to build BN structures from data which 
uses mutual information and conditional mutual information measures, combined 
with the statistics T, to add/delete an arc between a pair of nodes [5]. It has been 
explicitly designed for behaving parsimoniously: it tries to build Bayesian network 
structures with the least number of arcs. 

3   Experimental Methodology and Results 

The breast cancer dataset (692 cases) was randomly partitioned into 462 cases for 
training and the remaining 230 cases for testing. Table 2 shows the results of the  
experiments carried out here. 

Table 2. Results of accuracy, sensitivity, specificity, predictive value of a positive result  
and predictive value of a negative result given by the pathologist, logistic regression, C4.5, 
MLP (after 14 training epochs), MLP (after 50 training epochs), ARTMAP, PC, CBL2 and  
MP-Bayes for the holdout method. 95% confidence intervals are shown in parentheses. 

Classifier Accuracy Sensitivity Specificity PV+ PV- 
Pathologist 94 ± 1.56 82 (77-87) 100 100 92 (89-94) 

Logistic 
Regression 

95 ± 1.43 94 (89-99) 95 (90-97) 87 (80-95) 97 (95-99) 

C4.5 94 ± 1.56 95 (89-99) 93 (90-97) 87 (80-95) 98 (95-99) 
MLP  

(14 epochs) 
95 ± 1.43 85 (76-93) 100 100 93 (90-97) 

MLP  
(50 epochs) 

94 ± 1.56 88 (80-95) 98 (96-99) 95 (90-99) 95 (91-98) 

ARTMAP 94 ± 1.56 90 (84-96) 96 (93-99) 94 (89-99) 94 (90-98) 
PC 

93 ± 1.68 87 (79-94) 
97 (94-

100) 
94 (88-99) 93 (89-97) 

CBL2 92 ± 1.78 88 (81-95) 95 (91-98) 90 (84-97) 93 (89-97) 
MP-Bayes 92 ± 1.78 88 (81-95) 94 (90-98) 89 (82-96) 93 (89-97) 

4   Discussion 

According to the medical literature, all ten defined observations mentioned in  
section 2.1 are considered relevant for the cytodiagnosis of breast cancer [2-4]. Fur-
thermore, age is also considered relevant as it provides useful information for making 
the final diagnosis. Let us present now the pros and cons of each approach including 
that of the human expert. 
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4.1   Human Performance 

Table 2 shows that the requirement of not having any false positives diagnosed (speci-
ficity) is completely achieved by the human expert. However, some inconsistencies 
(same values for a determined set of variables result in different diagnoses) have been 
found in the 692-case dataset used in this study: when a variable has an ambiguous 
value, the expert may then be biased by their knowledge about an earlier decision or 
is taking into account more information than that portrayed in the cytological samples. 
Therefore, the observed values are not strictly independent. The process or processes 
that cytopathologists follow to make their final diagnoses have not been yet fully un-
derstood and can only be partially explained in terms of pattern recognition with oc-
casional use of heuristic logic [2]. All the features coded in the breast cancer dataset 
used in the present study were made by the expert cytopathologist, who carried out 
most of the processing that is probably required to solve the diagnostic problem. 
Hence, the information provided in such a database is subjective rather than objective. 
To ameliorate this problem, alternative data collection methods such as image analy-
sis techniques could be used so that objective measures from sample raw digitalized 
images can be extracted. This exploration is left as future work. 

4.2   Logistic Regression 

Logistic regression is considered as the standard statistical technique to which the  
performance of other classifiers should be compared [2]. In the results presented in 
[2], the main variables to predict the malignancy of the outcome are increasing age, 
presence of ‘intracytoplasmic lumina’, presence of ‘three dimensional cell clusters’, 
nucleoli and ‘nuclear pleomorphism’. Furthermore, logistic regression identifies one 
variable as being relevant for predicting a benign diagnosis: ‘apocrine change’. Re-
garding the performance of logistic regression, it is well known that regression mod-
els often have unstable estimates when the number of regressors is enlarged [8] and 
that are variable-ordering sensitive [8]. Logistic regression shows the best perform-
ance in only 1 (with a draw with MLP) out of 5 tests. These results suggest that it is 
convenient to select a fewer number of regressors and check the best variable ordering 
for obtaining good classification estimates. 

4.3   Decision Trees: C4.5 

The well-known C4.5 program [7] is considered one of the state-of-the-art classifiers. 
Because of the lack of space, we do not draw the decision tree derived from the 462-
case dataset (but it can be consulted in [3]). In such a tree, the main variables chosen 
by algorithm C4.5 are 7 out of 11: ‘nuclear size’, ‘intracytoplasmic lumina’, ‘apocrine 
change’, nucleoli, ‘bipolar naked nuclei’, age and ‘three-dimensionality of epithelial 
cell clusters’. Unfortunately, it does not show the interactions among the independent 
variables, which may help the expert know more about the nature of the phenomenon. 
As can be seen from table 2, this selection of variables appears to be better for obtain-
ing good sensitivity and PV- results more than specificity and PV+ results. We cannot 
forget that it is the values of specificity and PV+ that matter the most. Hence, given 
these results, we suggest that, if C4.5 is to be used in this domain, we should keep  
always in mind this behavior. 
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4.4   MLP Neural Networks 

The third automatic method in this comparison is the well-known framework of  
multilayer perceptron (MLP) neural networks [2]. Looking at these results, there is a 
decrease in both the specificity and PV+ for the case of 50 epochs, which significantly 
degrades the excellent performance of such a classifier when using 14 epochs. Al-
though the performance of this method, either using 14 or 50 epochs, generally over-
comes that of the remaining classifiers (in the specificity and PV+ tests), there are a 
number of important points to discuss here about this technique. A desirable decision 
support system in a medical domain has to be able to provide a good degree of expla-
nation about its decisions. The intrinsic nature of MLP makes them a “black box”, 
where the intermediate calculations are not visible to the external user but only the 
output is visible. MLP can be extremely accurate in their classification but they lack 
the power of inducing comprehensible structures that might help one understand the 
domain better, which in turn might help create new knowledge. MLP also require a 
number of parameters to be tuned so as they can work properly: the number of hidden 
layers and the number of neurons in each hidden layer. The best parameter selection 
that defines any neural network has in general to be determined empirically; i.e., there 
exist no mathematically proven procedures to choose the optimal architecture for this 
MLP [2]. Regarding the number of hidden layers in an MLP, it has been proven that 
using a bigger number of them can represent some functions that cannot be repre-
sented by using, say, two hidden layers. However, increasing the number of such  
layers does not always solve this problem so that some functions can still go unrepre-
sented [6]. Hence, this kind of model cannot generalize outside the training space. 
This is an important limitation that should be taken into account when using this kind 
of classifier. Furthermore, as in the cases of logistic regression and decision trees, 
MLP do not represent the interactions among the input variables, stopping the user 
from knowing more about the problem under study. 

4.5   ARTMAP Neural Networks 

The limitations of the MLP approach, such as the number of adjustable parameters 
and the difficulty in presenting transparent explanations of the results seem to be 
eliminated by the ARTMAP methodology because of its architecture: it does not con-
tain hidden layers with implicit meaning [2]. Also, ARTMAP neural networks only 
have one adjustable parameter, called the vigilance factor, which reduces the com-
plexity of having a combinatory explosion to choose the best parameters in an MLP. 
Therefore, the optimization of the ARTMAP network is simpler. With respect to the 
second limitation, it is possible to extract automatically a set of rules similar to those 
used in rule-based expert systems so that these rules can give a good account of why 
the ARTMAP reached a certain conclusion. However, in comparison with the results 
of specificity and PV+ given by MLP either using 14 epochs or 50 epochs, 
ARTMAP’s results of specificity and PV+ are less accurate. Hence, although 
ARTMAP neural networks can overcome, in general, the intrinsic problems of MLP 
neural networks, they still show a poorer performance than that of MLP in terms of 
classification accuracy in this specific domain. 
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Regarding the problem of the MLP about their limitation to generalize outside the 
training space, ARTMAP neural nets could possibly have the potential to cope with 
that problem in a simple and beautiful way: if a case can be instantiated significantly 
enough to a predefined category then this case is assigned to such a category, other-
wise a new category node is created to classify that case. The problem with this ap-
proach is that if the value of the threshold is set very high, then there may be many 
new categories leading to a poor compression of the data, poor explanation of the  
output and, overall, a poor classification performance. Another related problem about 
the formation of new categories comes when the data items, with which the 
ARTMAP is fed, are presented in different order. A possible solution to this problem 
is to use something known as voting strategy: we need to train a certain number of 
ARTMAP neural networks with different item presentation orders and take the final 
prediction from the majority decision of all these networks. 

4.6   PC, CBL2 and MP-Bayes 

Because of the lack of space, we cannot show here the Bayesian network structures 
of these 3 procedures. However, we can summarize their results: MP-Bayes, PC  
and CBL2 share three variables to explain the outcome: age, ‘intracytoplasmic 
lumina’, nucleoli and ‘nuclear size’. Moreover, PC and CBL2 have also two more 
variables in common to explain the class variable: ‘cellular dyshesion’ and the 
‘three-dimensionality’ of epithelial cells clusters. PC also considers variable ‘apo-
crine change’ as being relevant to explain the outcome whereas CBL2 considers 
variable ‘necrotic epithelial cells’ as being relevant for the prediction of the output. 
The best overall performance among these three procedures is that of PC. Compared 
to the performance of MP-Bayes, it seems that the three variables that are not shared 
by both procedures are the key to produce much better results in PC for specificity 
and PV+. In comparison to CBL2, it seems that variable ‘apocrine change’ causes 
the difference in PC to produce better results in these same tests. However, the selec-
tion of fewer variables by this procedure does not seem to produce significant worse 
results than those by procedures PC and CBL2. We argue here that the parsimonious 
nature of MP-Bayes results suitable for obtaining a good trade-off between accuracy 
and complexity. Furthermore, one important thing to note is that this kind of classifi-
ers does indeed allow not only to observe the interactions between the independent 
variables and the dependent one but also the interaction among the independent  
variables themselves, which potentially permits one to understand more deeply the  
phenomenon under study. 

5   Conclusions and Future Work 

We have presented the performance of 7 classifiers as effective decision support tools 
for the cytodiagnosis of breast cancer. The unusual requirement of having 100% of 
specificity (no false positives) makes this particular medical domain a challenging 
area where decision-support systems can be tested to the extreme. Although the over-
all classification results given by all procedures have proved accurate, there is still 
much work to do regarding the refinement of such algorithms to nearly achieve the 
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required 100% of specificity (with exception of MLP with 14 epochs). This can be 
due to the fact that cytopathologists are forced to represent continuous features in a 
dichotomized way. A relevant exploration would be that of the possibility of codify-
ing such characteristics with more power and richness than that of a binary coding. To 
do so, it would be necessary to extend some of these classifiers’ capabilities so that 
they could deal with both continuous and discrete variables or to simply allow  
pathologists to codify the features using a bigger range of possible values for each 
variable. Based on the results presented here, if a pathologist requires an excellent 
classifier regardless how it reaches its conclusions, the choice is an MLP neural net-
work. If the pathologist needs a classifier capable of giving an easy explanation of 
how it arrives to its conclusions, the choice can be logistic regression, decision trees, 
ARTMAP neural networks or Bayesian networks. But if the pathologist needs to 
visualize the interactions among attributes (observed features) so that she can under-
stand more deeply the phenomenon under investigation, then the choice is a Bayesian 
network. We have identified a significant ingredient of subjectivity when two or more 
pathologists look at the same sample: they just do not agree sometimes in their diag-
noses. Thus, another interesting exploration is that of using the information coming 
from a more objective source such as raw digitalized images so that it is possible to 
reduce this subjective component. This study inspires to continue the development of 
the ARTMAP approach, in the sense of eliminating the “black-box” problem of MLP 
networks as well as trying to reach their same performance. 
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Abstract. In this study, we present a modified Fuzzy C-Means (MFCM) algorithm for nonlin-
ear blind channel equalization. The proposed MFCM searches the optimal channel output states 
of a nonlinear channel, based on the Bayesian likelihood fitness function instead of a conven-
tional Euclidean distance measure. In its searching procedure, all of the possible desired chan-
nel states are constructed by the combinations of estimated channel output states. The desired 
state with the maximum Bayesian fitness is selected and placed at the center of a Radial Basis 
Function (RBF) equalizer to reconstruct transmitted symbols. In the simulations, binary signals 
are generated at random with Gaussian noise. The performance of the proposed method is 
compared with that of a hybrid genetic algorithm (GA augment by simulated annealing (SA), 
GASA). It is shown that a relatively high accuracy and fast search speed has been achieved. 

1   Introduction 

In digital communication systems, data symbols are transmitted at regular intervals. 
Time dispersion caused by non-ideal channel frequency response characteristics, or 
by multipath transmission, may create inter-symbol interference (ISI). This has be-
come a limiting factor in many communication environments. Furthermore, the 
nonlinear character of ISI that often arises in high speed communication channels 
degrades the performance of the overall communication system [1]. To overcome this 
detrimental ISI effects and to achieve high-speed and reliable communication, we 
have to resort ourselves to nonlinear channel equalization.  

The conventional approach to linear or nonlinear channel equalization requires an 
initial training period, with a known data sequence, to learn the channel characteris-
tics. In contrast to standard equalization methods, the so-called blind (or self-
recovering) equalization methods operate without a training sequence [2]. Because of 
its superiority, the blind equalization method has gained practical interest during the 
last few years. Most of the studies carried out so far are focused on linear channel 
equalization [3]-[4]. 

Only a few papers have dealt with nonlinear channel models. The blind estimation 
of Volterra kernels, which characterize nonlinear channels, was presented in [5], and a 
maximum likelihood (ML) method implemented via expectation-maximization (EM) 
was introduced in [6]. The Volterra approach suffers from enormous complexity. 
Furthermore the ML approach requires some prior knowledge of the nonlinear  
channel structure to estimate the channel parameters. The approach with a nonlinear 
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structure such as multilayer perceptrons, being trained to minimize some cost func-
tion, have been investigated in [7]. However, in this method, the structure and com-
plexity of the nonlinear equalizer must be specified in advance. The support vector 
(SV) equalizer proposed by Santamaria et al. [8] can be a possible solution for both of 
linear and nonlinear blind channel equalization at the same time, but it still suffers 
from high computational cost of its iterative reweighted quadratic programming pro-
cedure. A unique approach to nonlinear channel blind equalization was offered by Lin 
et al. [9], in which they used the simplex GA method to estimate the optimal channel 
output states instead of estimating the channel parameters directly. The desired chan-
nel states were constructed from these estimated channel output states, and placed at 
the center of their RBF equalizer. With this method, the complex modeling of the 
nonlinear channel can be avoided. Recently this approach has been implemented with 
a hybrid genetic algorithm (that is genetic algorithm, GA merged with simulated an-
nealing (SA); GASA) instead of the simplex GA. The resulting better performance in 
terms of speed and accuracy has been reported in [10]. However, for real-time use, the 
estimation accuracy and convergence speed in search of the optimal channel output 
states needs further improvement. 

In this study, we propose a new modified Fuzzy C-Means (MFCM) algorithm to 
determine the optimal output states of a nonlinear channel. The FCM algorithm intro-
duced in [11] and being widely used in pattern recognition, system modeling, and data 
analysis relies on the use of some distance function. Typically, this distance is viewed 
as the Euclidean one. In the proposed modifications, the construction stage for the 
possible data set of desired channel states by the elements of estimated channel output 
states and the selection stage by the Bayesian likelihood fitness function are added to 
the conventional FCM algorithm. These two additional stages make it possible to 
search for the optimal output states of a nonlinear blind channel. The MFCM shows 
the relatively high estimation accuracy combined with fast convergence speed. Its 
performance is compared with the one using the GASA. In the experiments, three 
different nonlinear channels are evaluated. The optimal output states of each of 
nonlinear channels are estimated using both MFCM and GASA. Using the estimated 
channel output states, the desired channel states are derived and placed at the center of 
a RBF equalizer to reconstruct transmitted symbols.  

2   Nonlinear Channel Equalization Using RBF Networks 

A nonlinear channel equalization system is shown in Fig. 1. A digital sequence s(k) is 
transmitted through the nonlinear channel, which is composed of a linear portion 
described by H(z) and a nonlinear component N(z), governed by the following  
expressions, 
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Fig. 1. The structure of a nonlinear channel equalization system 

where p is the channel order and Di is the coefficient of the ith nonlinear term. The 
transmitted symbol sequence s(k) is assumed to be an equiprobable and independent 
binary sequence taking values from { }1± . We consider that the channel output is cor-

rupted by an additive white Gaussian noise e(k). Given this the channel observation 
y(k) can be written as 

)()(ˆ)( kekyky +=  (3) 

If q denotes the equalizer order (number of tap delay elements in the equalizer), 
then there exist 12 ++= qpM  different input sequences 

)(ks = [ ])(,),1(),( qpksksks −−− L  (4) 

that may be received (where each component is either equal to 1 or –1). For a specific 
channel order and equalizer order, the number of input patterns that influence the 
equalizer is equal to M, and the input vector of equalizer without noise is 

)(ˆ ky = [ ])(ˆ,),1(ˆ),(ˆ qkykyky −− L  (5) 

The noise-free observation vector )(ˆ ky  is referred to as the desired channel states, 

and can be partitioned into two sets, 1
,
+
dqY  and 1

,
−
dqY , as shown in (6) and (7), depending 

on the value of s(k-d), where d is the desired time delay. 

1
,
+
dqY ={ )(ˆ ky | 1)( +=− dks } (6) 

1
,
−
dqY ={ )(ˆ ky | 1)( −=− dks } (7) 

The task of the equalizer is to recover the transmitted symbols s(k-d) based on the 
observation vector y(k). Because of the additive white Gaussian noise, the observation 
vector y(k) is a random process having conditional Gaussian density functions cen-
tered at each of the desired channel states, and determining the value of s(k-d) be-
comes a decision problem. Therefore, Bayes decision theory [12] can be applied to 
derive the optimal solution for the equalizer. The solution forming the optimal Bayes-
ian equalizer is given as follows 
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where 1+
iy  and 1−

iy  are the desired channel states belonging to sets 1
,
+
dqY  and 1

,
−
dqY ,  

respectively, and their numbers are denoted as 1+
sn  and 1−

sn , and 2
eσ  is the noise vari-

ance. The desired channel states, 1+
iy  and 1−

iy , are derived by considering their rela-

tionship with the channel output states (as it will be explained in the next section). In 
this study, the optimal Bayesian decision probability (8) is implemented with the use 
of some RBF network. The output of this network is given as 
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where n is the number of hidden units, ci are the centers of the receptive fields, 
iρ  is 

the width of the ith units and 
iω  is the corresponding weight. The RBF network is an 

ideal processing means to implement the optimal Bayesian equalizer when the nonlin-
ear function φ  is chosen as the exponential function xex −=)(φ  and all of the widths 

are the same and equal to ρ , which is twice as large as the noise variance 2
eσ . For the 

case of equiprobable symbols, the RBF network can be simplified by setting half of 
the weights to 1 and the other half to -1. Thus the output of this RBF equalizer is same 
as the optimal Bayesian decision probability in (8). 

3   Desired Channel States and Channel Output States 

The desired channel states, 1+
iy  and 1−

iy , are used as the centers of the hidden units in 

the RBF equalizer to reconstruct the transmitted symbols. If the channel order p=1 
with 10.15.0)( −+= zzH , the equalizer order q is equal to 1, the time delay d is also set 

to 1, and the nonlinear portion is described by 0.0,05.0,1.0,1 4321 ==== DDDD see 

Fig. 1, then the eight different channel states ( 82 1 =++qp ) may be observed at the re-
ceiver in the noise-free case. Here the output of the equalizer should be )1(ˆ −ks , as 

shown in Table 1. From this table, it can be seen that the desired channel states 
[ ])1(ˆ),(ˆ −kyky  can be constructed from the elements of the dataset, called “channel 

output states”,{ }4321 ,,, aaaa , where for this particular channel we have 

44375.1 ,53125.0 ,48125.0 ,89375.1 4321 −==−== aaaa . The length of dataset, n~ , is 

determined by the channel order, p, such as .42 1 =+p  In general, if q=1 and d=1, the 
desired channel states for 1

1,1
+Y  and 1

1,1
−Y  are (a1,a1), (a1,a2), (a3,a1), (a3,a2), and (a2,a3), 

(a2,a4), (a4,a3), (a4,a4), respectively. In the case of d=0, the channel states, (a1,a1), 
(a1,a2), (a2,a3), (a2,a4), belong to 1

1,1
+Y , and (a3,a1), (a3,a2), (a4,a3), (a4,a4) belong to 
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1
1,1
−Y . This relation is valid for the channel that has a one-to-one mapping between the 

channel inputs and outputs [9]. Thus the desired channel states can be derived from 
the channel output states if we assume p is known, and the main problem of blind 
equalization can be changed to focus on finding the optimal channel output states 
from the received patterns. 

Table 1. The relation between desired channel states and channel output states 

Nonlinear channel with 10.15.0)( −+= zzH , 0.0,05.0,1.0,1 4321 ==== DDDD , and d=1 

Transmitted symbols Desired channel states 
Output of 
equalizer 

)2( )1( )( −− ksksks  )1(ˆ           )(ˆ −kyky  
By channel output 
states, { }4321 ,,, aaaa  )1(ˆ −ks  

1          1          1   89375.1    89375.1  ),( 11 aa   1  

1       1          1  −  1.89375  48125.0−  ),( 21 aa   1  

1          1          1−  53125.0    89375.1  ),( 13 aa   1  

1       1          1 −−  53125.0  48125.0−  ),( 23 aa   1  

1          1       1   −  48125.0−  53125.0  ),( 32 aa  1−  

1       1       1   −−  48125.0− 44375.1−  ),( 42 aa  1−  

1          1       1 −−  44375.1−  53125.0  ),( 34 aa  1−  

1       1       1 −−−  44375.1− 44375.1−  ),( 44 aa  1−  

It is known that the Bayesian likelihood (BL), defined in (11), is maximized with 
the desired channel states derived from the optimal channel output states [13]. 

∏
−

=

−+=
1

0

11 ))(),(max(
L

k
BB kfkfBL  (11) 

where )(1 kfB
+ =∑

+

=

1

1

exp
sn

i

( 21+−− iyky )( / 22 eσ ), )(1 kfB
− =∑

−

=

1

1

exp
sn

i

(
21−−− iyky )( / 22 eσ ) and 

L is the length of received sequences. Therefore, the BL is utilized as the fitness func-
tion (FF) of the proposed algorithm to find the optimal channel output states after 
taking the logarithm, which is shown in equation (12).  
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The optimal channel output states, which maximize the fitness function FF, cannot 
be obtained with the use of the conventional gradient-based methods, because the 
mathematical formulation between the channel output states and FF cannot be ac-
complished not knowing the channel structure [9]. For carrying out search of these 
optimal channel output states, we develop a modified version of the FCM (MFCM). 
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4   A Modified Fuzzy C-Means Algorithm (MFCM) 

In comparison with the standard version of the FCM, the proposed modification of the 
clustering algorithm comes with two additional stages. One of them concerns the 
construction stage of possible data set of desired channel states with the derived ele-
ments of channel output states. The other is the selection stage for the optimal desired 
channel states among them based on the Bayesian likelihood fitness function. For the 
channel shown in Table 1, the four elements of channel output states are required to 
construct the optimal desired channel states. If the candidates,{ }4321 ,,, cccc , for the 

elements of optimal channel output states { }4321 ,,, aaaa , are extracted from the centers 

of a conventional FCM algorithm, twelve (4!/2) different possible data set of desired 
channel states can be constructed by completing matching between { }4321 ,,, cccc and 

{ }4321 ,,, aaaa . For the fast matching, the arrangements of { }4321 ,,, cccc  are saved to the 

set C such as C(1)=1,2,3,4, C(2)=1,2,4,3, …,C(12)=3,2,1,4 before the search process 
starts. For example, C(2)=1,2,4,3 means the desired channel states is constructed with 
c1 for a1, c2 for a2, c4 for a3, and c3 for a4 in Table 1. At a next stage, a data set of 
desired channel states, which has a maximum Bayesian fitness value as described by 
(12), is selected. This data set is utilized as a center set used in the FCM algorithm. 
Subsequently the partition matrix U is updated and a new center set is sequentially 
derived with the use of this updated matrix U. The new four candidates for the ele-
ments of optimal output states are extracted from this new center set based on the 
relation presented in Table 1 (each value of the new { }4321 ,,, cccc  is replaced with 

{ }4321 ,,, aaaa  in the selected data set, respectively). These steps are repeated until the 

Bayesian likelihood fitness function has not been changed or the maximum number  
of iteration has been reached. The proposed MFCM algorithm can be concisely  
described in the form of its pseudo-code.  
 

begin 
save arrangements of candidates,{ }4321 ,,, cccc , to C 

randomly initialize the candidates,{ }4321 ,,, cccc  

     while (new fitness function – old fitness function) <  threshold value 
      for k=1 to C size 
   map the arrangement of candidates, C[k] , to { }4321 ,,, aaaa  

construct a set of desired channel states 
 based on the relation shown in table 1 

calculate its fitness function (FF[k]) by equation (12) 
 end 
        find a data set which has a maximum FF in k=1..C 
        update the membership matrix U by the data set utilized as a center set 

in the conventional FCM algorithm 
        derive a new center set by the U 

extract the candidates,{ }4321 ,,, cccc , from the new center set  

based on the relation shown in table 1 
end 

end 
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In the search process carried out by the MFCM, a data set for the desired channel 
states which exhibits a maximum fitness value is always selected, and the candidates 
{ }4321 ,,, cccc  for the elements of channel output states are extracted from the data set 

by using the pre-established relation in Table 1. This means that the set of desired 
channel states produced by MFCM is always close to the optimal set and it has the 
same structure as shown in Table 1. Thus the centers of the first half in its output 
present the desired channel states for 1

1,1
+Y  and the rest present for 1

1,1
−Y , or reversely. In 

addition, in the pseudo-code, the MFCM checks all of the possible arrangements, C, 
to find the data set which has a maximum FF in while-loop. However, for the fast 
searching of the MFCM, it is not necessary to keep this work during the entire proce-
dure. The MFCM is forced to choose the data set with a maximum value of the FF 
and each value of the new candidates { }4321 ,,, cccc  for next loop is always replaced 

with { }4321 ,,, aaaa  in the selected data set, respectively. Therefore, after the first cou-

ple of while-loops, the desired channel states constructed with the arrangement C(1) 
has the maximum FF and the selected index k is quickly going to “1”. This effect will 
be clearly shown in our experiments. 

5   Experimental Studies and Performance Assessments 

To present the effectiveness of the proposed method, we consider blind equalization 
realized with GASA and MFCM. Three nonlinear channels in [9] are discussed. 
Channel 1 is shown in Table 1 while the other two channels are described as follows. 

 

Channel 2: 10.15.0)( −+=zH , 0.0,2.0,1.0,1 4321 =−=== DDDD , and d=1 

Channel 3: 10.15.0)( −+=zH , 0.0,9.0,0.0,1 4321 =−=== DDDD , and d=1 
 

The parameters of the optimization environments for each of the algorithms are in-
cluded in Table 2, and these are fixed for all experiments. The choice of these specific 
parameter values is not critical to the performance of GASA and MFCM. The fitness 
function described by (12) is utilized in both algorithms. 

Table 2. Parameters of the optimization environments 

Population size 50 
Maximum number of generation 100 
Crossover rate 0.8 
Mutation rate 0.1 
Random initial temperature [0, 1] 

GASA 

Cooling rate 0.99 
Maximum number of iteration 100 
Minimum amount of improvement 10-5 
Exponent for the matrix U 2 

MFCM 
 

Random initial output states [-1 1] 
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In the experiments, 10 independent simulations for each of three channels with five 
different noise levels (SNR=5,10,15,20 and 25db) are performed with 1,000 randomly 
generated transmitted symbols and the results are averaged. The MFCM and GASA 
have been implemented in a batch mode in facilitate comparative analysis. With this 
regard, we determine the normalized root mean squared errors (NRMSE)  

NRMSE= ∑
=

−
m

m 1

2ˆ
11

i
iaa

a
 (13) 

where a is the dataset of optimal channel output states, 
iâ  is the dataset of estimated 

channel output states, and m is the number of experiments performed (m=10). As 
shown in Fig. 2, the proposed MFCM comes with the lower NRMSE for all three 
channels even the differences are not significant when dealing with high levels of 
noise. A sample of 1,000 received symbols under 5db SNR for channel 1 and its de-
sired channel states constructed from the estimated channel output states by MFCM 
and GASA is shown in Fig. 3.  

 
                                (a) channel 1                                               (b) channel 2                

 
                                                           (c) channel 3 

Fig. 2. NRMSE for the MFCM and GASA 

In addition, we compared the search time of the algorithms. As mentioned in Sec-
tion 4, for the fast convergence speed of MFCM, it is not necessary to check all of the 
possible arrangements, C, in while-loop during the entire searching procedure because 
the new candidates for next loop are always updated by using the arrangement C(1). 
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Fig. 3. A sample of received symbols for channel 1 and its desired channel states produced by 
MFCM and GASA 

The selection index k for the maximum FF is not changed after the first couple while-
loops, and it is quickly going to “1”. Thus the for-loop in the pseudo-code of MFCM 
is skipped if the index k has not changed during the last 5 epochs. The search times 
for MFCM and GASA are included in Table 3; Notably, the proposed MFCM offers 
much higher search speed for all three channels and this could be attributed to its 
simple structure. Finally, we investigated the bit error rates (BER) when using the 
RBF equalizer; refer to Table 4. It becomes apparent that the BER with the estimated 
channel output states realized by the MFCM is almost same as the one with the opti-
mal output states for all three channels. 

Table 3. The averaged search time (in sec) for MFCM and GASA (Simulation environment: 
Pentium4 2.6Ghz, 512M Memory, code written in Matlab 6.5) 

Channel    SNR GASA MFCM 

5db 70.1922 0.3188 
10db 68.8266 0.2984 
15db 68.6516 0.2781 
20db 69.0344 0.3469 

Channel 1 

25db 69.2734 0.3812 
5db 76.2453 0.3672 
10db 76.8344 0.2766 
15db 75.475 0.2375 
20db 76.0375 0.2297 

Channel 2 
 

25db 76.2812 0.225 
5db 77.2781 0.3094 
10db 77.7781 0.2469 
15db 77.5562 0.2094 
20db 77.4016 0.2375 

Channel 3 

25db 79.0734 0.2109 
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Table 4. Averaged BER (no. of errors/no. of transmitted symbols) for three nonlinear channels 

Channel    SNR 
with optimal 
states 

GASA MFCM 

5db 0.0799 0.0822 0.0810 
10db 0.0128 0.0128 0.0127 
15db 0 0.0001 0.0001 
20db 0 0 0 

Channel 1 

25db 0 0 0 
5db 0.1573 0.1592 0.1595 
10db 0.0487 0.0494 0.0492 
15db 0.0040 0.0039 0.0038 
20db 0 0 0 

Channel 2 
 

25db 0 0 0 
5db 0.1078 0.1092 0.1089 
10db 0.0271 0.0274 0.0272 
15db 0.0002 0.0003 0.0002 
20db 0 0 0 

Channel 3 

25db 0 0 0 

6   Conclusions 

In this paper, we have introduced a new modified fuzzy c-means clustering algorithm 
and showed its application to nonlinear channel blind equalization. In this approach, 
the highly demanding modeling of an unknown nonlinear channel becomes unneces-
sary as the construction of the desired channel states is accomplished directly on a 
basis of the estimated channel output states. It has been shown that the proposed 
MFCM with the Bayesian likelihood treated as the fitness function offers better per-
formance in comparison to the solution provided by the GASA approach. In particu-
lar, MFCM successively estimates the channel output states with relatively high speed 
and substantial accuracy. Therefore an RBF equalizer, based on MFCM, can consti-
tute a viable solution for various problems of nonlinear blind channel equalization. 
Our future research pursuits are oriented towards the use of the MFCM under more 
complex optimization environments, such as those encountered when dealing with 
channels of high dimensionality and equalizers of higher order.  
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Abstract. This paper proposes a new method for fuzzy rule extraction from trained support 
vector machines (SVMs) for multi-class problems. SVMs have been applied to a wide variety 
of application. However, SVMs are considered “black box models”, where no interpretation 
about the input-output mapping is provided. Some methods to reduce this limitation have al-
ready been proposed, however, they are restricted to binary classification problems and to the 
extraction of symbolic rules with intervals or functions in their antecedents. Hence, to improve 
the interpretability of the generated rules, this paper presents a new model for extracting fuzzy 
rules from a trained SVM. Moreover, the proposed model was developed for classification in 
multi-class problems. The generated fuzzy rules are presented in the format “IF x1 is C1 AND x2 
is C2 AND … AND xn is Cn , THEN x = (x1, x2, … xn) is of class A", where C1, C2, ..., Cn are 
fuzzy sets. The proposed method was evaluated in four benchmark databases (Bupa Liver 
Disorders, Wisconsin Breast Cancer, Iris and Wine). The results obtained demonstrate  
the capacity of the proposed method to generate a set of interpretable rules that explains the 
database and the influence of the input variables in the determination of the final class.  

1   Introduction 

Support vector machines (SVMs) are learning systems, based on statistical learning 
theory [1, 2, 3, 4, 5, 6], that have been applied with excellent generalization perform-
ance to a wide variety of applications in classification and regression [7, 8, 9, 10, 11].  

Despite their excellent performance, SVMs, as well as artificial neural networks, 
are “black box models”, i.e., models that do not explain in a transparent way the proc-
ess by which they have arrived at a given result. The resulting input-output mapping 
is composed of a linear combination of kernel functions [1], which is very hard to 
interpret.     

Algorithms whose purpose is to extract useful knowledge from a trained SVM 
have already been proposed, among them RulExtSVM [12] and SVM+Prototypes 
[13]. The algorithm RulExtSVM extracts IF-THEN rules with intervals, defined by 
hyper-rectangular forms, in the rules’ antecedents. The SVM+Prototype method cal-
culates ellipsoids (called prototypes) based on the obtained support vectors of each 
class. These ellipsoids are also used in the rules’ antecedents. 

The disadvantage of the RulExtSVM is the very expensive construction of as many 
hyper-rectangles as the number of support vectors. In the SVM+Prototype method, 
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the construction of ellipsoids with axes non parallel to the coordinate axes reduces 
interpretability. This problem is intensified when the input space is of high dimension, 
i.e., there are many input attributes.  

It must be stressed that the rules extracted from both methods generate, in their an-
tecedents, intervals or functions. This fact reduces the interpretability of the generated 
rules and jeopardizes the capacity of knowledge extraction. Hence, to increase the 
linguistic interpretability of the generated rules, this paper presents a new methodol-
ogy for extracting fuzzy rules from a trained SVM. The basic idea is that, by employ-
ing fuzzy sets in the rules' antecedents, the resulting rules will be more flexible and 
interpretable.  

This paper is divided into four additional sections. Section 2 briefly describes the 
theory of support vector machines. Section 3 introduces the proposed method for 
extraction of fuzzy rules from trained SVMs. First the method is presented for binary 
classification problems; then the fuzzy rule extraction model is extended to multi-
classification applications.  Section 4 presents case studies, describing the benchmark 
databases employed and the performance obtained with the fuzzy rule extraction 
method. Finally, discussion and conclusion are presented in Section 5.  

2   Support Vector Machines 

2.1   Binary Classification 

Consider a training set {(xi, yi)}, i ∈ {1, …, N}, where xi∈ n, yi∈{-1, 1}, and N is the 
number of patterns. SVM solves a quadratic programming optimization problem: 

maximize  ),(
2
1

1,1
jiji

N

ji
ji

N

i
i xxKyy∑ αα−∑α

==
 (1) 

subject to   0 ≤ αi ≤ C ,  and  ∑α
=

N

i
ii y

1
= 0. (2) 

The function K(xi, xj) = Φ(xi). Φ( xj) is a kernel function, where Φ(xi) represents  
the mapping of input vector xi into a higher dimensional space (called “feature 
space”). C is the regularization constant, a positive training parameter which estab-
lishes a trade off between the model complexity and the training error and αi are  
Lagrange coefficients. 

In the solution of the previous problem, αi = 0 except for the support vectors, 
which will be represented by si in order to distinguish them from other data samples. 

There are many ways for solving the optimization problem to obtain SVM classifi-
ers. These methods are described in [1, 3]. 

A data point x is classified according to the sign of the decision function: 

f(x) = bxsKy
Ns

i
iii +∑α

=1
),( , (3) 

where b is the bias and Ns is the number of support vectors.  
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2.2   Multiple Class Classification  

As can be observed from the previous section, SVM was originally defined for binary 
classification. There are basically two approaches to extend SVM for classification in 
k classes (k > 2): one that reduces the k-classes problem to a set of binary problems; 
and one that involves a generalization of the binary SVM [14, 15].   

Two well known methods based on the first approach are the so-called "one-
against-all" [14, 16, 17] and "one-against-one” [14, 16, 18, 19]. The one-against-all 
method builds k binary SVMs, each of them dedicated to separating each class from 
the others. The outputs of all SVMs are then combined to generate the final classifica-
tion in k classes. The most common method for combining the k SVMs outputs, 
which will be used in the case studies of this work, is to assign the input vector to the 
class that provides the largest value of the decision function. 

The one-against-one method is based on the construction of k(k-1)/2 binary SVMs, 
which separate each possible pair of classes. The final classification is obtained from 
the outputs of all SVMs. The basic disadvantage of this method is the larger number 
of SVMs that must be trained, when compared with the one-against-all method. On 
the other hand, each SVM is trained with just the patterns that belong to the two 
classes involved, while each of the k SVMs in the one-against-all method makes use 
of all training points in the data set. Usually, the final classification of an input pattern 
is accomplished by a simple voting strategy from all k(k-1)/2 SVMs. 

The second approach, based on the generalization of the binary SVM, establishes a 
more natural way to solve the k-classes problem by constructing a decision function 
encompassing all classes involved. The most important method of this type is called 
Crammer and Singer [15], where the k-classes problem is solved by a single optimiza-
tion problem (generalization of the binary SVM optimization problem). In this 
method, all training data are used at the same time. 

As described in section 3.2, the proposed fuzzy rule extraction method can be ap-
plied to any of the above methods. A discussion of the performance of these methods 
is provided in section 4.  

3   Fuzzy Rule Extraction Methodology 

The proposed method, called FREx_SVM, is divided into three steps: Projection of 
Support Vectors, Definition of Fuzzy Sets, and Fuzzy Rule Extraction. For the sake of 
simplicity, the FREx_SVM method is first described for a binary SVM. Then, in 
Section 3.2, it is extended to a multi-class SVM. 

3.1   FREx_SVM for Binary SVM 

3.1.1   Projection of Support Vectors 
In this first step of the algorithm, the support vectors obtained by the SVM are pro-
jected on the coordinate axes. There are as many projections as the input space  
dimension (number of input attributes of the data base under analysis).  
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3.1.2   Definition of Fuzzy Sets 
The next step consists of defining a number of overlapping fuzzy sets to each input 
variable. Each fuzzy set is labeled and assigned to a triangular membership function, 
usually with equal domain. Suppose that each attribute of a k-dimensional input space 
has been divided into n fuzzy sets. In this case, the fuzzy set Cij is the jth set defined 
for the ith coordinate, where i ∈ {1, …, k} and j ∈ {1, …, n}. Figure 1 presents an 
example of a two-dimension input space (k = 2), where each variable has been parti-
tioned into five fuzzy sets (n = 5).  

Each support vector projection obtained in the previous step (one projection for 
each input variable) is then evaluated in all n membership functions, selecting the 
fuzzy set that provides the maximum membership degree. Let xi be the projection of 
the support vector x on the ith coordinate and )( iC x

ij
μ  the membership degree of xi to 

the set Cij. The maximum membership degree is then calculated by: 

)}({max
},...,1{

iC
nj

x
ij

μ
∈

, (4) 

As shown in Figure 2, the projections of the support vector x are x1 = 0.61 and      
x2 = 0.88. These projections activate two membership functions each, with the follow-
ing values: μC14(x1) = 0.78, μC15(x1) = 0.22, μC24(x2) = 0.24, and μC25(x2) = 0.76. The 
sets with the maximum membership degree are C14 e C25, marked with a square. For 
better visualization, the sets with membership degrees equal to 0 are not shown in 
Figure 2. 

 

         Fig. 1. Definition of fuzzy sets                             Fig. 2. Maximum membership degrees 

3.1.3   Fuzzy Rules Extraction 
In the final step, each support vector generates a fuzzy rule, as described below. For 

each support vector x, let iij
C be the fuzzy set with higher membership degree for 

each xi coordinate, i =1,…, k and ji=1,…, n. The rule generated for support vector x is: 

IF x1 is 11j
C and … and xk is kkj

C THEN x = (x1,…,xn) belongs to the class defined by 

the support vector x. The maximum number of rules equals the total number of ob-
tained support vectors.  
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In order to evaluate each rule, two metrics - fuzzy accuracy and fuzzy coverage -
were defined to assess, respectively, how accurate the rule describes the data base and 
how many patterns are affected by the rule. Conflicting rules (rules with the same 
antecedent but with different consequents) are resolved by choosing the rule with 
highest fuzzy accuracy. Details of these proposed metrics are presented in [20]. 

3.2   FREx_SVM for Multi-class SVM 

Since the proposed method is based on the support vectors obtained after training all 
SVMs, the binary approach presented in the previous section can be easily extended 
to multi-class problems. Any of the multi-class methods presented in section 2.2 can 
be used with FREx_SVM. The diagram presented in Figure 3 describes the whole 
process of extracting fuzzy rules from multi-class classification problems.  

SVM(s)
training
process

Determination
of the support
vectors

Projection of
Support Vectors

Definition
of Fuzzy
Sets

Fuzzy Rule
Extraction

Selection of the multi-class
training method (one-against-all;
one-against-one; Cramer & Singer)

SVM

FREx_SVM

 

Fig. 3. Complete fuzzy rule extraction process 

After selection of a specific method, the necessary SVMs are trained with the pre-
processed data to obtain the support vectors associated to each class. Each method 
generates a set of rules. The resulting sets of rules are then evaluated by the fuzzy 
accuracy and fuzzy coverage metrics, so that the multi-class SVM methods can be 
compared.  

As mentioned, the one-against-all method constructs k SVMs to separate each 
class from the others. Let SVMi be the one that separates class i from all others. 
Therefore, only support vectors from class i are considered in the generation of rules. 
For the one-against-one method, a SVM is trained to separate class i from class j       
(i ≠ j). In this case, all support vectors obtained by this SVM are used in the rules 
extraction process, since they define the classes involved. The same applies for the 
Crammer and Singer method, that is, all support vectors are used in the process. 

4   Case Studies 

To evaluate the FREx_SVM method, four benchmark databases were chosen: Bupa 
Liver Disorders, Wisconsin Breast Cancer, Iris and Wine. These databases can be 
found in http://www.ics.uci.edu/~mlearn/MLRepository.html.  
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All SVMs were trained with two different kernel functions: linear and RBF (Gaus-
sian functions). Three values for the regularization constant (parameter C, eq. 2) and 
four values for the Gaussian standard deviation were employed to train each SVM: C 
= 0.1, 1 and 10 and σ2 = 1, 5, 10 and 50.  

In the multi-class benchmarks - Iris and Wine, all multi-classification methods 
were evaluated in order to compare their performance. 

In all experiments the databases were divided into two equal size disjoint sets. 
These two sets were interchanged for training and testing in two different experi-
ments. The results presented in the following sections are the average results in the 
test sets of these two experiments. 

4.1   Bupa Liver Disorders 

This database consists of medical information related to liver disorders with six nu-
meric input attributes and one binary output. In order to evaluate the performance of 
FREx_SVM, three situations with 3, 5, and 7 fuzzy sets, for each coordinate, were 
considered.   

Table 1 presents the average performance obtained in the test sets with the best pa-
rameter configuration among all SVMs trained. The following performance metrics 
were used for comparing different configurations: the percentage of test examples that 
are covered by the rules (Coverage), the classification percentage error of the gener-
ated rules (Error) and the number of generated rules (Number of rules) for 3, 5 and 7 
fuzzy sets. The best Coverage (95.94%) was obtained for 3 fuzzy sets, with only 28 
rules.  

Table 1. Best Performance of FREx_SVM and SVM - Bupa Liver Disorders 

 3 fuzzy sets 5 fuzzy sets 7 fuzzy sets SVM 
 

Kernel 
RBF com 
σ2 = 50 e 
C = 0.1 

RBF com 
σ2 = 10 e 
C = 0.1 

RBF com 
σ2 = 50 e 
C = 0.1 

Linear 
C = 0.1 

Coverage 95.94% 85.51% 80.58% 100.00% 
Error 47.25% 40.87% 36.52% 38.55% 

Number of rules 28 74 108.5 --- 

The best rules obtained, regarding the fuzzy accuracy, are presented below: 

IF x1 is C16 and x2 is C23 and x3 is C31 and x4 is C42 and x5 is C51 and x6 is C61, THEN 
Class 1 ⎯ Accuracy: 0.7686, for 7 fuzzy sets. 
IF x1 is C14 and x2 is C21 and x3 is C31 and x4 is C41 and x5 is C51 and x6 is C61, THEN 
Class 2 ⎯  Accuracy: 0.7673, for 5 fuzzy sets. 

4.2   Wisconsin Breast Cancer 

This database, like Bupa Liver Disorders, consists of medical information related to 
breast cancer. There are nine numeric input attributes and one binary output. In this 
particular case, due to the larger number of inputs, the number of pre-defined fuzzy 
sets for each coordinate was restricted to 3 and 5.  
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As in the previous example, Table 2 presents the best configurations among all 
SVMs trained. All the results presented are mean values of the performance obtained 
in both test sets, using the same evaluation measures: Coverage, Percentage Error and 
Number of rules.  

Table 2. Best Performance of FREx_SVM and SVM - Wisconsin Breast Cancer 

 3 fuzzy sets 5 fuzzy sets SVM 
 

Kernel 
RBF com 
σ2 = 1 e 
C = 0.1 

RBF com 
σ2 = 1 e 
C = 0.1 

Linear 
C = 10 

Coverage 77.90% 63.98% 100.00% 
Error 02.49% 00.73% 01.27% 

Number of rules 131.5 157 --- 

 
As in the previous case, the best Coverage (77.90%) was obtained for three fuzzy 

sets, with 131.5 rules.  
The best rule for each class is illustrated below: 

IF x1 is C11 and x2 is C21 and x3 is C31 and x4 is C41 and x5 is C51 and x6 is C61 and x7 is 
C71 and x8 is C81 and x9 is C91, THEN Class 1 ⎯ Accuracy: 1.0000, for 3 fuzzy sets.  
IF x1 is C12 and x2 is C23 and x3 is C33 and x4 is C43 and x5 is C52 and x6 is C63 and x7 is 
C73 and x8 is C83 and x9 is C91, THEN Class 2 ⎯ Accuracy: 1.0000, for 3 fuzzy sets. 

4.3   Iris 

This database is probably the best known benchmark in pattern recognition literature. 
It is related to classification of species of the iris plant, which are divided in three 
classes. There are four numeric input attributes. As in the Bupa Liver Disorder case, 
three configurations of input partition were evaluated: 3, 5, and 7 fuzzy sets for each 
coordinate.  

Since this is a multi-class problem (three classes), the three multi-class classifica-
tion methods described in section 2.2 were applied for training the SVMs. Table 3 
shows the configurations that provided the best average classification performance of 
FREx_SVM in the two test sets, using the same measures as in the previous cases. 

As can be seen from the results presented in Table 3, the best result was obtained 
in this case with five fuzzy sets, attaining coverage of 100%, with only 33.5 rules in 
average.  

The best rule, for each class, in terms of the proposed fuzzy accuracy, is provided 
below: 

IF x1 is C11 and x2 is C22 and x3 is C31 and x4 is C41, THEN Class 1 ⎯ Accuracy: 
0.9990, for 3 fuzzy sets. 
IF x1 is C13 and x2 is C22 and x3 is C33 and x4 is C43, THEN Class 2 ⎯ Accuracy: 
0.8245, for 5 fuzzy sets. 
IF x1 is C14 and x2 is C23 and x3 is C34 and x4 is C44, THEN Class 3 ⎯ Accuracy: 
0.9767, for 5 fuzzy sets. 
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Table 3. Best Performance of FREx_SVM and SVM - Iris 

 3 fuzzy sets 5 fuzzy sets 7 fuzzy sets SVM 
Method Crammer and 

Singer 
One-against-one Crammer and 

Singer 
Crammer and 

Singer 
 

Kernel 
RBF  

σ2 = 50  
C = 0.1 

RBF 
σ2 = 5  

C = 0.1 

RBF  
σ2 = 5  

C = 0.1 

RBF  
σ2 = 10  
C = 10 

Coverage 100% 100% 96.67% 100.00% 
Error 10.67% 06.00% 04.67% 02.00% 

Number of rules 20.5 33.5 39.5 --- 

4.4   Wine 

The last database tested was the wine, which is also a well known benchmark in pat-
tern recognition literature. This database relates to three types of wine produced in a 
specific region of Italy. There are 13 numeric input attributes and, as usual, one classi-
fication output. 

For the same reason as the breast cancer case (large number of input variables), the 
number of pre-defined fuzzy sets for each coordinate was restricted to 3 and 5. Again, 
since this is a multi-class problem, all three methods were applied for training the 
SVMs. 

Table 4 presents the best classification performance of FREx_SVM in the test  
patterns, using the same metrics as before. 

Table 4. Best Performance of FREx_SVM and SVM - Wine 

 3 fuzzy sets 5 fuzzy sets SVM 
Method One-against-one One-against-one One-against-one 

 
Kernel 

RBF  
σ2 = 10  
C = 0.1 

RBF 
σ2 = 5  

C = 0.1 

RBF  
σ2 = 10  
C = 10 

Coverage 92.13% 51.69% 100.00% 
Error 07.87% 0% 01.12% 

Number of rules 84 86 --- 

 
As can be seen from Table 4, the best result was obtained with three fuzzy sets, at-

taining coverage of 92.13%, with 84 rules. Finally, the best rule for each class, regard-
ing its fuzzy accuracy are the following: 

IF x1 is C13 and x2 is C22 and x3 is C32 and x4 is C41 and x5 is C52 and x6 is C63 and x7 is 
C73 and x8 is C82 and x9 is C93 and x10 is C102 and x11 is C113 and x12 is C122 and x13 is 
C133, THEN Class 1 ⎯ Accuracy: 1.0000, for 3 fuzzy sets. 
IF x1 is C13 and x2 is C22 and x3 is C31 and x4 is C42 and x5 is C52 and x6 is C63 and x7 is 
C73 and x8 is C82 and x9 is C93 and x10 is C103 and x11 is C114 and x12 is C123 and x13 is 
C132, THEN Class 2 ⎯ Accuracy: 1.0000, for 5 fuzzy sets. 
IF x1 is C14 and x2 is C25 and x3 is C33 and x4 is C43 and x5 is C53 and x6 is C62 and x7 is 
C72 and x8 is C84 and x9 is C92 and x10 is C104 and x11 is C112 and x12 is C122 and x13 is 
C133, THEN Class 3 ⎯ Accuracy: 1.0000, for 5 fuzzy sets. 
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5   Conclusions  

This paper presented a new method for extracting fuzzy rules from a trained SVM. As 
has been described, the proposed fuzzy extraction algorithm ⎯ FREx_SVM ⎯ is 
based on the support vectors obtained from trained SVMs. FREx_SVM consists of 
three simple phases, which result in a fast rule extraction algorithm.  

The main advantage of the FREx_SVM method is that the generated rules have 
fuzzy sets in their antecedents, which increases the linguistic interpretability. Addi-
tionally, the method can be applied to multi-class problems, enhancing the range of 
possible applications.  

It must be stressed that the main goal of FREx_SVM is to extract interpretable 
knowledge from a trained SVM. So, the generated rules are not actually used for 
classifying input patterns, but for understanding how this classification has been ac-
complished by the SVMs. Therefore, although the percentage errors provided by 
FREx_SVM in the four benchmark dataset evaluated (Bupa Liver Disorders, Wiscon-
sin Breast Cancer, Iris and Wine databases) are larger than the values provided by the 
SVMs, they are not really relevant in terms of how well the extracted rules help un-
derstand the relation between the input vector and the output classification. The most 
important metrics are the accuracy and coverage provided by each rule. As demon-
strated by the case studies, the resulting values for these two metrics were rather satis-
factory, confirming the advantages of the proposed methodology.  

As future work, the proposed algorithm shall include adaptive fuzzy sets. This shall 
improve even further accuracy and coverage of fuzzy rules, and possibly reduce the 
final number of extracted rules, improving interpretability even further. 
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Abstract. Support vector machines (SVMs) are known to be useful for separating data into two 
classes. However, for the multiclass case where pairwise SVMs are incorporated, unclassifiable 
regions can exist. To solve this problem, Fuzzy support vector machines (FSVMs) was pro-
posed, where membership values are assigned according to the distance between patterns and 
the hyperplanes obtained by the “crisp” SVM. However, they still may not give proper decision 
boundaries for arbitrary distributed data sets. In this paper, a density based fuzzy support vector 
machine (DFSVM) is proposed, which incorporates the data distribution in addition to using the 
memberships in FSVM. As a result, our proposed algorithm may give more appropriate deci-
sion boundaries than FSVM. To validate our proposed algorithm, we show experimental results 
for several data sets. 

Keywords: Density, Multiclass problems, Membership functions, FSVM. 

1   Introduction 

Support vector machines (SVM) have been used in several classification related ap-
plications and have shown to perform well over traditional learning methods [1], [2]. 
Since SVMs are mainly used for two class problems, there may exist some difficultly 
in extending them to the multiclass case. One possible extension can be achieved by 
considering k(k−1)/2 pairwise SVMs [3]. However, this method can result in having 
unclassifiable regions. To resolve these unclassifiable regions, a fuzzy support vector 
machine (FSVM) was proposed, where fuzzy memberships are assigned according to 
the distance between the patterns and hyperplanes obtained by SVM [5], [6], [7]. 
Since, FSVM does not consider the distribution of the data they may not give proper 
decision boundaries for data sets that are density dependent. In this paper, we propose 
a density based fuzzy support vector machine (DFSVM) which adjusts the decision 
boundary according to the density of data and the distance between the nearest pat-
terns and hyperplanes obtained by SVM. As a result, the decision boundary obtained 
by our proposed algorithm can be more suitable for data that are generally distributed. 

The reminder of this paper is organized as follows. In Section 2, we summarize the 
discussion on SVM. In Section 3, we overview the FSVM method that was proposed 
to resolve unclassifiable regions in multiclass problems. In Section 4, we discuss our 
proposed algorithm. In Section 5, we give several experiments results to show the 
validity of our proposed algorithm. Finally Section 6 gives the conclusions. 
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2   Support Vector Machines 

In general, a support vector machine (SVM) is considered to be a binary classifier, 
which separates a data set into two classes. For a two class data set that is linearly 
separable (see Fig. 1), SVM finds the maximum margin hyperplane that separates  
the data according to the maximum distance (margin) between the hyperplane and the 
nearest data from the hyperplane. In this case, the hyperplane is considered as the 
optimal separating hyperplane. 

 

Fig. 1. Illustration of an optimal separating hyperplane 

To be specific, consider training data {xi,yi} to be categorized into two classes, 
where the label of the training data yi are 1 and -1 for class 1 and 2, respectively. 
Given a set of N patterns, the optimal separating hyperplane defined as D(x)=w·x+b 
can be obtained by solving the following quadratic programming problem [4]. 

2
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w x

 (2.1) 

where parameter w and b denote the weight vector and bias, respectively. Eq. (2.1) 
can be simplified by maximizing the following object function 
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where α is a Lagrange multiplier. By solving Eq. (2.2), the optimal weight vector 
w*and bias b* can be obtained as 
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From these results, we can obtain the decision function D(x). When D(x)>0, pat-
tern x is classified as class 1. For the case where the two class data are not linearly 
separable, we can include a slack variable ξi in Eq. (2.1) which indicates the non-
separable degree. In addition, to further enhance the linear separability, we can use a 
transformation function φ(⋅) to map the input data into a high dimensional feature 
space. If the transformation is positive definite, the dot product in the feature space 
can be expressed by the following kernel function as 

( ) ( ) ( ).i j i jKφ φ⋅ = ⋅x x x x  (2.5) 

Therefore, Eq. (2.2) can now be expressed as 
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where C is positive constant. By solving Eq. (2.6), the optimal hyperplane that  
separates the transformed data in a high dimensional feature space can be obtained. 

For multiclass problems, one possible extension can be achieved by solving  
k(k−1)/2 pairwise SVMs. The decision function for the pair class i and j is given by 

t
,( )ij ij ijD b= +x w x  (2.7) 

 

Fig. 2. Unclassifiable region due to pairwise formulation 
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where Dij(x)=-Dji(x) and has maximum margin. For training data x, we can obtain 

1, 1

1         if ( ) 0
,  where sign( )

0        otherwise
( ) sign( ( ))

k

iji
j i

D D
≠ =

⎧ ⋅ >⎪
⋅ = ⎨

⎪⎩
= ∑x x  (2.8) 

and categorize x into the class by 

1,...,
arg max ( ).i

i k
D

=
x  (2.9) 

However, when pattern x in Eq. (2.9) is satisfied for two or more Di, x is unclassi-
fiable. The shaded region in Fig. 2 shows where patterns are unclassifiable. 

3   Fuzzy Support Vector Machines 

To resolve the unclassifiable region for the multiclass problem as shown in Fig. 2, 
fuzzy support vector machines (FSVM) were introduced [5], [6], [7]. In the FSVM, 
fuzzy membership function mij(x) is defined in the direction perpendicular to the  
decision boundary (optimal separating hyperplane) Dij(x) as 

t
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As indicated in Eq. (3.1), negative degrees of membership are allowed. The  
membership of x for class i can be defined using the minimum operator as 

1,...,
( )= min ( ).i ij

j k
m m

=
x x  (3.2) 

 

Fig. 3. Contour lines of membership functions 
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Fig. 3 shows an example of the contour lines of class i membership functions.  
Using Eq. (3.2), pattern x can be classified by 

1,...,
arg max ( ).i

i k
m

=
x  (3.3) 

According to Eq. (3.3), the unclassifiable region in Fig. 2 can be resolved as shown 
in Fig. 4. 

 

Fig. 4. Unclassifiable region in Fig. 2 resolved by the minimum operator 

4   Density Based Fuzzy Support Vector Machines 

In FSVM, memberships are used to resolve possible unclassifiable regions in multi-
class problems. For some data sets that differ significantly, the optimal class separat-
ing hyperplanes can result to be the same for each data set. Hence, undesirable  
partitioning of the classes may occur. To avoid this, we propose a density based fuzzy 
support vector machine (DFSVM) to obtain decision boundaries which considers not 
only the optimal class separating hyperplanes from FSVM but also the density of the 
distribution of the patterns. As a result, the pattern density of each class can alter the 
decision boundaries in the unclassifiable region and therefore can provide desirable 
decision boundaries for a given data distribution. In our proposed algorithm, the class 
pattern densities are obtained using the parzen window technique [8]. When region R 
encloses a number of patterns, density pn(x) can be expressed as 

1
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1 1
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n
i

n n
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n V h
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−
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⎛ ⎞
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⎝ ⎠

x x
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where hn is the length of an edge of a hypercube, Vn is the volume of the hypercube, 
and n is number of patterns. The window function ϕ(u) can be defined as 
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21 /2( )
2

uu eϕ
π

−=  (4.2) 

The choice of hn(or Vn) has an important effect on pn(x). If Vn is too large, the esti-
mate will suffer from too little resolution. However, if Vn is too small the estimate will 
suffer from too much statistical variability. Using Eq. (4.1), the decision boundary 
Dij(x) in Eq. (3.1) can be modified as 

t( )=(1 )( ) ( ( ) ( )),
i jij ij ij n nD b p pα α− + + −x w x x x  (4.3) 

where i and j denote the class pair and α is a parameter that determines the weight 
between the FSVM and the density. Using Eq. (4.3) and Eq. (3.1), we define a new 
mij(x). Using the minimum operator, the membership of x for class i can be defined as 
in Eq. (3.2) and pattern x can be classified using Eq. (3.3). 

5   Experiments Results 

In order to validate our proposed method, we give an example to illustrate the prob-
lems associated with the FSVM and compare the results with our proposed algorithm. 
In addition, we show classification results for high dimensional data sets and image 
segmentation. 

5.1   Three Class Data 

We generate a data set that consists of 255 patterns of two features and three classes 
(98, 93, 64 patterns for class 1, 2, 3) to illustrate the effectiveness of our proposed 
DFSVM. Fig. 5 shows the decision boundaries obtained by FSVM. As indicated in  
the figure, the data distribution of class 3 is not uniformly distributed as with the other  
 

 

Fig. 5. FSVM decision boundaries for three class data 
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class patterns. Fig. 6 shows a visual representation of the memberships for each class 
that leads in determining the class boundaries, where brighter intensities indicate 
higher memberships. Since the densities of the class patterns are not taken under con-
sideration in determining the class boundaries by FSVM, the boundaries will remain 
the same regardless of the distribution of patterns in the empty area that are not in the 
unclassified region as indicated earlier. Therefore the decision boundaries may not be 
suitable for some particular data distributions. Fig. 7 shows the decision boundaries 
resulting from our proposed DFSVM for several combinations of weight parameter α 
and parzen window size. As indicated, since class 3 patterns are of smaller density 
compared to the other classes, the decision boundaries in the unclassified region 
moves toward class 3. As a result, we can achieve more appropriate decision bounda-
ries than FSVM. 

    
                            (a)                       (b)                       (c)                        (d) 

Fig. 6. Visual representation of decision boundaries: (a) m1, (b) m2, (c) m3, and (d) max mi(x) 

     
 (a)                                                           (b) 

     
 (c)                                                            (d) 

Fig. 7. Decision boundaries resulting from DFSVM: (a) α=1 and window size 0.1, (b) α=0.9 
and window size 0.1, (c) α=1 and window size 0.5, and (d) α=0.9 and window size 0.5 
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5.2   Classification Results for High Dimensional Data 

We now show classification results for high dimensional data sets as listed in Table 1. 

Table 1. Benchmark data 

Data Number of data Class Feature
Iris 150 3 4 

Wine 178 3 13 
Glass 214 6 16 
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Fig. 8. Recognition rate results: (a) iris data, (b) wine data, and (c) glass data 
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We use 1 pattern for testing and the remaining N-1 patterns for training. This is re-
peated N times. We

 

show the recognition rate by varying the weight α in Dij and the 
parzen window size. We use a RBF kernel and fix parameters C=100 and σ=1. In  
Fig. 8, when α is 0 the results are the same as FSVM. As

 

shown in Fig. 8, by varying 
α and window size our proposed DFSVM outperforms FSVM for all cases. These 
results indicate that the decision boundaries obtained by our proposed algorithm are 
more appropriate for data sets that are not uniformly distributed than those obtained 
by FSVM. In addition, as α 1 the recognition rate improves. 

5.3   Image Segmentation 

For our final example we give segmentation results for 200×200 real image data. We 
uniformly extract 300 sample data (100 samples from each region) using two features 
(intensity and excess green, not shown). We set parameter C=10. The window size 
that gives the best results in DFSVM is 0.05. Results show that our proposed DFSVM 
gives a better segmentation than FSVM. The results are shown in Fig. 9. 

   
(a)                                         (b)                                            (c) 

Fig. 9. Results of image segmentation for real image data: (a) original image,

 

(b) FSVM, and 
(c) DFSVM

 6   Conclusions 

FSVM was developed to resolve unclassifiable regions that can occur in multiclass 
problems by incorporating fuzzy memberships. However, FSVM may not obtain 
suitable decision boundaries for data sets that are not uniformly distributed since the 
memberships are determined only by the margin of the hyperplanes and not by the 
density of the class patterns. To improve this, we proposed a density based fuzzy 
support vector machine (DFSVM), which considers the data distribution in addition to 
using the results in FSVM. As a result, DFSVM can be considered to be more suitable 
for obtaining decision boundaries for arbitrarily distributed data sets. We gave classi-
fication results for several data sets to show the validity of our proposed algorithm. 
However, optimal methods for selecting the appropriate weight α and parzen window 
size are desired. This is currently under investigation. 
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Abstract. Automated brain MR image segmentation is a challenging problem and received 
significant attention lately. Several improvements have been made to the standard fuzzy c-
means (FCM) algorithm, in order to reduce its sensitivity to Gaussian, impulse, and intensity 
non-uniformity noises. In this paper we present a modified FCM algorithm, which aims accu-
rate segmentation in case of mixed noises, and performs at a high processing speed. The pro-
posed method extracts a scalar feature value from the neighborhood of each pixel, using a 
filtering technique that deals with both spatial and gray level distances. These features are 
classified afterwards using the histogram-based approach of the enhanced FCM classifier. The 
experiments using synthetic phantoms and real MR images show, that the proposed method 
provides better results compared to other reported FCM-based techniques. 

1   Introduction 

By definition, image segmentation represents the partitioning of an image into non-
overlapping, consistent regions, which appear to be homogeneous with respect to 
some criteria concerning gray level intensity and/or texture. 

The fuzzy c-means (FCM) algorithm is one of the most widely used method for 
data clustering, and probably also for brain image segmentation [2, 3, 7]. However, in 
this latter case, standard FCM is not efficient by itself, as it is unable to deal with that 
relevant property of images, that neighbor pixels are strongly correlated. Ignoring this 
specificity leads to strong noise sensitivity and several other imaging artifacts. 

Recently, several solutions were given to improve the performance of segmenta-
tion. Most of them involve using local spatial information: the own gray level of a 
pixel is not the only information that contributes to its assignment to the chosen clus-
ter. Its neighbors also have their influence while getting a label. Pham and Prince [9] 
modified the FCM objective function by including a spatial penalty, enabling the 
iterative algorithm to estimate spatially smooth membership functions. Ahmed et al. 
[1] introduced a neighborhood averaging additive term into the objective function of 
FCM, calling the algorithm bias corrected FCM (BCFCM). This approach has its own 
merits in bias field estimation, but it computes the neighborhood term in every itera-
tion step, giving the algorithm a serious computational load. Moreover, the zero gra-
dient condition at the estimation of the bias term produces a significant amount of 
misclassifications [11]. Chuang et al. [6] proposed averaging the fuzzy membership 
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function values and reassigning them according to a tradeoff between the original and 
averaged membership values. This approach can produce accurate clustering if the 
tradeoff is well adjusted empirically, but it is enormously time consuming. 

In order to reduce the execution time, Szilágyi et al. [12], and Chen and Zhang [5] 
proposed to evaluate the neighborhoods of each pixel as a pre-filtering step, and per-
form FCM afterwards. The averaging and median filters, followed by FCM cluster-
ing, are referred to as FCM_S1 and FCM_S2, respectively [5]. Paper [12] also 
pointed out, that once having the neighbors evaluated, and thus for each pixel having 
extracted a one-dimensional feature vector, FCM can be performed on the basis of the 
gray level histogram, clustering the gray levels instead of the pixels, which signifi-
cantly reduces the computational load, as the number of gray levels is generally 
smaller by orders of magnitude. This latter quick approach, combined with an averag-
ing pre-filter, is referred to as enhanced FCM (EnFCM) [4, 12]. All BCFCM, 
FCM_S1, and EnFCM suffer from the presence of a parameter denoted by α , which 
controls the strength of the averaging effect, balances between the original and aver-
aged image, and whose ideal value unfortunately can be found only experimentally. 
Another drawback is the fact, that averaging and median filtering, besides eliminating 
salt-and pepper noises, also blurs relevant edges. Due to these shortcomings, Cai et al. 
[4] introduced a new local similarity measure, combining spatial and gray level dis-
tances, and applied it as an alternative pre-filtering to EnFCM, having this approach 
named fast generalized FCM (FGFCM). This approach is able to extract local infor-
mation causing less blur then the averaging or median filter, but still has an experi-
mentally adjusted parameter gλ , which controls the effect of gray level differences.  

Another remarkable approach, proposed by Pham [10], modifies the objective 
function of FCM by the means of an edge field, in order to eliminate the filters that 
produce edge blurring. This method is also significantly time consuming, because the 
estimation of the edge field, which is performed as an additional step in each iteration, 
has no analytical solution. 

In this paper we propose a novel method for MR brain image segmentation that 
simultaneously aims high accuracy in image segmentation, low noise sensitivity, and 
high processing speed. 

2   Methods 

2.1   Standard Fuzzy C-Means Algorithm 

The fuzzy c-means algorithm has successful applications in a wide variety of cluster-
ing problems. The traditional FCM partitions a set of object data into a number of 
c clusters based on the minimization of a quadratic objective function. When applied 
to segment gray level images, FCM clusters the intensity level of all pixels 
( kx , nk K1= ), which are scalar values. The objective function to be minimized is: 
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where 1>m  is the fuzzyfication parameter, iv  represents the prototype or centroid 

value of cluster i , and ]1,0[∈iku  is the fuzzy membership function showing the 

degree to which pixel k  belongs to cluster i . According to the definition of fuzzy 

sets, for any pixel k , we have ∑ = =c

i iku
1

1 . The minimization of the objective func-

tion is reached by alternately applying the optimization of FCMJ  over }{ iku  with iv  

fixed, ci K1= , and the optimization of FCMJ  over }{ iv  with iku fixed, ci K1= , 

nk K1=  [3]. During each cycle, the optimal values are computed from the zero 
gradient conditions, and obtained as follows: 
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for any ci K1=  and nk K1= . After adequate initialization of cluster prototypes 

iv , the above equations are applied alternately until the norm of the variation of vec-

tor v  is less then a previously set small value ε . 
FCM has invaluable merits in making optimal clusters, but in image processing it 

has severe deficiencies. The most important one is the fact that it fails to take into 
consideration the position of pixels, which is also relevant information in image seg-
mentation. This drawback induced the introduction of spatial constraints into fuzzy 
clustering. 

2.2   Fuzzy Clustering Using Spatial Constraints 

Ahmed et al. [1] proposed a modification to the objective function of the traditional 
FCM, in order to allow the labeling of a pixel to be influenced by its immediate 
neighbors. This neighboring effect acts like a regularizer that biases the solution to a 
piecewise homogeneous labeling [1]. The objective function of BCFCM is: 
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where rx  represents the gray level of pixels situated in the neighborhood kN  of pixel 

k , and kn  is the cardinality of kN . The parameter α  controls the intensity of the 

neighboring effect, and unfortunately its optimal value can be found only experimen-
tally. Having the neighbors computed in every computation cycle, this iterative algo-
rithm performs extremely slowly. Chen and Zhang [5] reduced the time complexity of 
BCFCM, by previously computing the neighboring averaging term or replacing it by a 
median filtered term. The obtained algorithms were named FCM_S1 and FCM_S2, 
respectively. These algorithms outperformed BCFCM, mostly from the point of view 
of time complexity. 
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Szilágyi et al. [12] proposed a regrouping of the processing steps of BCFCM. In 
their approach, an averaging filter is applied first, similarly to the neighboring effect 
of Ahmed et al. [1]: 
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where kξ  denotes the filtered gray value of pixel k . This filtering is followed by an 

accelerated version of FCM clustering. The acceleration is based on the idea, that the 
number of gray levels is generally much smaller than the number of pixels. In this 
order, the histogram of the filtered image is computed, and not the pixels, but the gray 
levels are clustered [12], by minimizing the following objective function: 
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In this formula, lh  denotes the number of pixels having the gray level equal to 

l , },,2,1{ ql K∈ , where q  is the number of gray levels. The optimization formulae 

in this case, for any ci K1=  and ql K1= , will be: 
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EnFCM drastically reduces the computation complexity of BCFCM and its rela-
tives [4, 12]. If the averaging pre-filter is replaced by a median filter, the segmenta-
tion accuracy also improves significantly [4, 13, 14]. 

2.3   Fuzzy Clustering Using Spatial and Gray Level Constraints 

Based on the disadvantages of the aforementioned methods, but inspired of their mer-
its, Cai et al. [4] introduced a local (spatial and gray) similarity measure that they used 
to compute weighting coefficients for an averaging pre-filter. The filtered image is 
then subject to EnFCM-like histogram-based fast clustering. The similarity between 
pixels k  and r  is given by the following formula: 
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where )(s
krs  and )(g

krs  are the spatial and gray level components, respectively. The 

spatial term )(s
krs  is defined as the ∞L -norm of the distance between pixels k  and r . 

The gray level term is computed as 
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where kσ  denotes the average quadratic gray level distance between pixel k  and its 

neighbors. Segmentation results are reported more accurate then in any previously 
presented case [4]. 

2.4   The Proposed Method 

Probably the most relevant problem of all techniques presented above, BCFCM, 
EnFCM, FCM_S1, and FGFCM, is the fact that they depend on at least one parame-
ter, whose value has to be found experimentally. The parameter α  balances the effect 

of neighboring in case of the former three, while gλ controls the tradeoff between 

spatial and gray level components in FGFCM. 
The zero value in the second row of Eq. (7) implies, that in FGFCM, the filtered 

gray level of any pixel is computed as a weighted average of its neighbor pixel inten-
sities. Having renounced to the original intensity of the current pixel, even if it is a 
reliable, noise-free value, unavoidably produces some extra blur into the filtered im-
age. Accurate segmentation requires this kind of effects to be minimized [10]. 

In this paper we propose a set of modifications to EnFCM/FGFCM, in order to im-
prove the accuracy of segmentation, without renouncing to the speed of histogram-
based clustering. In other words, we need to define a complex filter that can extract 
relevant feature information from the image while applied as a pre-filtering step, so 
that the filtered image can be clustered fast afterwards based on its histogram. The 
proposed method consists of the following steps: 

1. As we are looking for the filtered value of pixel k , we need to define a small 

square or diamond-shape neighborhood kN  around it. Square windows of size 

33×  were used throughout this study, but other window sizes and shapes (e.g. 
diamond) are also possible. 

2. We search for the minimum, maximum, and median gray value within the 
neighborhood kN , and we denote them by mink, maxk and medk, respectively. 

3. We replace the gray level of the maximum and minimum valued pixel with the 
median value (if there are more then one maxima or minima, replace them all), 
unless they are situated in the middle pixel k . In this latter case, pixel k  remains 
unchanged, just labeled as unreliable value. 

4. Compute the average quadratic gray level difference of the pixels within the 
neighborhood kN , using the formula 
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5. The filter coefficients will be defined as: 
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The central pixel k  will have coefficient 0 if its value was found unreliable, other-
wise it has unitary coefficient. All other neighbor pixels will have coefficients 

]1,0[∈krC , depending on their space distance and gray level difference from the 

central pixel. In case of both terms, higher distance values will push the coefficients 
towards 0. 

6. The spatial component )(s
krc  is a negative exponential of the Euclidean distance 

between the two pixels k  and r : )).,(exp( 2
)( rkLc s

kr −=  The gray level term is 

defined as follows: 
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The above function has a bell-like shape within the interval ]4,4[ kk σσ− . 

7. The extracted feature value for pixel k , representing its filtered intensity value, is 
obtained as a weighted average of its neighbors: 
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Algorithm 

We can summarize the proposed method as follows: 

1. Pre-filtering step: for each pixel of the input image, compute the filtered gray level 
value, using Eqs. (9), (10), (11), (12). 

2. Compute the histogram of the pre-filtered image, get the values lh , ql K1= . 

3. Initialize iv  with valid gray level values, differing from each other. 

4. Compute new ilu  fuzzy membership values, ci K1= , ql K1= , and than new 

iv  prototype values for the clusters, ci K1= , using Eq. (6). 

5. If there is relevant change in the iv  values, go back to step 4. This is tested by 

comparing any norm of the difference between the new and the old vector v  with 
a preset small constant ε . 

The algorithm converges quickly. However, the number of necessary iterations de-
pends on ε  and on the initial values of iv . 
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3   Results and Discussion 

In this section we test and compare the accuracy of four algorithms: BCFCM, 
EnFCM, FGFCM, and the proposed method, on some synthetic and real images. All 
the following experiments used 33×  window size for all kinds of filtering. 

The noise removal performances were compared using a 256256 × -pixel syn-
thetic test image taken from IBSR [8] (see Fig. 1(a)). The rest of Fig. 1 also shows 
how much these methods were affected by a high degree mixed noise. Visually, the 
proposed method achieves best results, slightly over FGFCM, and significantly over 
all others. 

 

Fig. 1. Segmentation results on phantom images: (a) original, (b) segmented with traditional 
FCM, (c) segmented using BCFCM, (d) segmented using FGFCM, (e) filtered using the pro-
posed pre-filtering, (f) result of the proposed segmentation 

Table 1 gives a statistical analysis of the synthetic images contaminated with dif-
ferent noises (Gaussian noise, salt-and-pepper impulse noise, and mixtures of these) at 
different levels. The table reveals that the proposed filter performs best at removing 
all these kinds of noises. Consequently, the proposed method is suitable for segment-
ing images corrupted with unknown noises, and in all cases it performs at least as well 
as his ancestors. 
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Table 1. Segmentation results on synthetic test images, at different noise levels 

Noise type BCFCM EnFCM FGFCM Proposed 
Gaussian 1 99.768 % 99.808 % 99.898 % 99.910 % 
Gaussian 2 92.403 % 99.028 % 99.595 % 99.670 % 
Gaussian 3 81.455 % 97.353 % 97.025 % 97.845 % 
Impulse 99.750 % 99.808 % 99.870 % 99.880 % 
Mixed 1 99.655 % 99.780 % 99.870 % 99.890 % 
Mixed 2 94.458 % 98.975 % 99.325 % 99.453 % 

 

 

Fig. 2. Segmentation results on real MR images: (a) original, (b) filtered using the proposed 
method, (c) result of the proposed segmentation 

We applied the proposed segmentation method to several complete head MR scans 
in IBSR. The dimensions of the image stacks were 64256256 ××  voxels. The aver-
age total processing time was around 10 seconds on a 2.2 GHz Pentium 4. Fig. 2 pre-
sents one slice of real, T2-weighted MR brain image, and its segmentation using the 
proposed method. Visual inspection shows, that our segmentation results are very 
close to the IBSR expert’s manual inspection. 

4   Conclusions 

We have developed a modified FCM algorithm for automatic segmentation of MR 
brain images. The algorithm was presented as a combination of a complex pre-
filtering technique and an accelerated FCM clustering performed over the histogram 
of the filtered image. The pre-filter uses both spatial and gray level criteria, in order to 
achieve efficient removal of Gaussian and impulse noises without significantly blur-
ring the real edges.  

Experiments with synthetic phantoms and real MR images show, that our proposed 
technique accurately segments the different tissue classes under serious noise con-
tamination. We compared our results with other recently reported methods. Test re-
sults revealed that our approach outperformed these methods in many aspects, espe-
cially in the accuracy of segmentation and processing time. 

Further works aim to reduce the sensitivity of the proposed technique to intensity 
non-uniformity noises, and to introduce adaptive determination of the optimal number 
of clusters. 
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Abstract. Computational tractability of clustering algorithms becomes a problem as the number 
of data points, feature dimensionality, and number of clusters increase. Graphics Processing 
Units (GPUs) are low cost, high performance stream processing architectures used currently by 
the gaming, movie, and computer aided design industries. Fuzzy clustering is a pattern recogni-
tion algorithm that has a great amount of inherent parallelism that allows it to be sped up 
through stream processing on a GPU. We previously presented a method for offloading fuzzy 
clustering to a GPU, while maintaining full control over the various clustering parameters. In 
this work we extend that research and show how to incorporate non-Euclidean distance metrics. 
Our results show a speed increase of one to almost two orders of magnitude for particular clus-
ter configurations. This methodology is particularly important for real time applications such as 
segmentation of video streams and high throughput problems. 

1   Introduction 

Many pattern recognition algorithms, such as clustering, can be sped up on platforms 
that utilize multiple processing cores, operate efficiently for large amounts of floating 
point operations (FLOPS), and natively support numerically expensive linear algebra 
instructions. Graphics Processing Units (GPUs) are relatively new general-purpose 
stream processing hardware that are well suited for these types of problems. When 
presented with a collection of input data, such as pixels in an image, stream process-
ing computes a function on the entire collection, much like a kernel operation, where 
each stream element is assumed to be independent of all other elements. This frame-
work naturally lends itself to image processing, but there has recently been a trend of 
converting many pattern recognition algorithms to GPU programs for computational 
speedup. However, the conversion process is typically not trivial. In order to be trans-
ferred to a GPU, most algorithms must be reformulated. In addition, GPU hardware is 
changing at a fast rate and programming languages are not as mature as desired. This 
all equates to a slight GPU programming learning curve. 

Improving the computational performance of clustering is not a new concept.  
Shankar and Pal presented a progressive subsampling method called fast fuzzy  
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c-means (FFCM) [1]. FFCM generates a sequence of extended partitions of the entire 
data set by applying the original FCM to a nested sequence of increasing size sub-
samples. FFCM terminates when the difference between successive extended parti-
tions is below a single threshold value. Speed is always a concern, but so is the size of 
the data set. In [2] Pal and Bezdek developed the extensible fast fuzzy c-means clus-
tering (eFFCM) algorithm for the segmentation of very large digital images. In [3] 
Hathaway and Bezdek discuss an extension of the eFFCM method, geFFCM, to non-
image object data. It should be made clear that we are presenting a procedure to trans-
fer fuzzy clustering to specialized hardware, which is different from many previous 
attempts that look to find algorithmic or mathematical reformulations. As improve-
ments are made to the clustering algorithms, these concepts can be converted to a 
GPU implementation. Our research goal is to present a different computational plat-
form for clustering. 

Harris and Hanes conducted the first known work in the area of offloading cluster-
ing to a GPU in [4]. In their work, a speedup of 1.7 to 2.1 times over a CPU is re-
ported for a NVIDIA GeForceFX 5900 Ultra. Their method is designed to handle 
three linearly separable clusters with a dimensionality of three. The benefit is that 
they can handle a large number of data points. A problem is that the proposed formu-
lation is not scalable. As the method is presented, it is not capable of extension with 
respect to either the feature dimensionality size or number of cluster centers. They 
acknowledge this and state that it would be a large undertaking.  They instead pro-
posed to look into increasing efficiency before dealing with the problem of control 
over the various fuzzy clustering parameters.             

In [5] we presented a generalized method for offloading fuzzy clustering, in par-
ticular, the Fuzzy C-Means (FCM) to a GPU, allowing for full control over the vari-
ous clustering parameters. A computational speedup of over two orders of magnitude 
was observed for particular clustering configurations, i.e. variations of the number of 
data points, feature dimensionality, and the number of cluster centers. The metric used 
was the Euclidean distance. Here, we extend that research and show how to incorpo-
rate non-Euclidean distance metrics. This changes the parameter representational 
scheme some, but the algorithmic formulation has the biggest modifications. 

The focus of this paper is the FCM, but many high throughput problems, like pro-
tein sequence structure search, are excellent candidates for GPU enhancement. We are 
currently using GPUs to speed up image processing. In particular, we employ GPUs 
for human silhouette segmentation for eldercare activity analysis and fall detection.  
Silhouette segmentation requires image pre-processing, feature extraction (color and 
texture) in various color spaces, data fusion, shadow detection and removal, and post-
processing (such as morphology). Image processing is significantly sped up as long as 
the problem is formulated as one such that the image data remains on the GPU, i.e. 
avoid CPU to GPU memory transfers. In the following sections we (1) present an 
overview of the FCM, (2) provide an introduction to GPUs, (3) discuss the general-
ized algorithm for computing fuzzy clustering on a GPU with a non-Euclidean dis-
tance metric, (4) present the experiments, (5) display the results, and (6) discuss  
extensions to this work. 
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2   Clustering 

Clustering is an unsupervised learning procedure that can be used to reveal patterns in 
a collection of data, denoted by { }N1 x,xX

v
K

v= . Each sample vector contains K fea-

tures, represented as ( )TiK1ii f,fx K
v = . Each cluster can be represented by a set of  

parameters, jθ  (1 ≤ j ≤ C).  In the simplest case, jθ  is a K-dimensional vector repre-

senting the jth cluster center. In the standard approach [6], the clustering algorithm 
alternately estimates the collection of cluster centers, { }C1, θθ=θ K , and a member-

ship matrix, U, where the membership of the ith sample in the jth cluster is denoted by 

)j,i(u . In the Hard C-Means (HCM) clustering algorithm, cluster membership values 

are crisp, i.e. { }1,0u )j,i( ∈ . Fuzzy clustering allows ]1,0[u )j,i( ∈ , i.e. each element can 

be shared by more than one cluster. Fuzzy clustering follows the principle of least 
commitment, which is the belief that one should never over commit or do something 
which might have to be later undone [7]. The Fuzzy C-Means (FCM) cost function for 
a C cluster problem, originally proposed by Bezdek [6], is defined as 
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The update equations depend on the current iteration, shown as t  above. The 
membership values and the data points are used at each iteration to compute the next 
cluster centers (equation 2). The new cluster centers and the memberships are then 
used to update the covariances (equation 3). When we initially presented the FCM on 
a GPU, we used the Euclidean distance metric. In this paper we use both the Maha-
lanobis distance, ),x(d jiM θv

, and the Gustafson-Kessel (GK) distance, ),x(d jiGK θv
.  

At the current time, we restrict the covariance matrices to be diagonal to simplify the 
storage and computation. 
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3   Graphics Processing Units 

Traditionally, graphics operations, such as mathematical transformations between 
coordinate spaces, rasterization, and shading operations have been performed on the 
CPU. GPUs were invented in order to offload these specialized procedures to ad-
vanced hardware better suited for the task at hand. Because of the popularity of gam-
ing, movies, and computer-aided design, these devices are advancing at an impressive 
rate, given the market demand. The key to programming for a GPU is in the design of 
the CPU driver application, understanding of the graphics pipeline, and ability to 
program for GPU processors. Figure 1 shows the process of rending a triangle in the 
graphics pipeline. 

The traditional rasterization and shading process, shown in Figure 1, begins with the 
specification of vertices. The vertices form a primitive that undergoes rasterization. 
Rasterization results in a set of fragments, which are then subject to shading.  Currently 
there are three programmable components on a GPU. The first programmable compo-
nent is the vertex processor. Vertex processors are traditionally responsible for mathe-
matical transformations between coordinate spaces and texture coordinate generation. 
The next programmable unit, introduced in DirectX 10 and the Shader Model 4, is the 
geometry processor, which takes the transformed vertices and allows for per-primitive 
operations. The last programmable unit, the fragment processor, also sometimes called 
the pixel shader, is traditionally responsible for sampling and applying textures, lighting 
equations, and other advanced graphics and image processing effects. There are tradi-
tionally more fragment processors, because a few vertices are responsible for a larger 
number of fragments. A good GPU introduction can be found in [8, 9]. 
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Fig. 1. Graphics pipeline stages for rendering a triangle. Programmable GPU components 
shown as dashed boxes. 

GPUs are increasing at a faster rate, in terms of computational power, than CPUs.  
The annual growth in CPU processing power, as empirically noted by Moore’s law, is 
approximately 1.4, while vertex processors are growing at a rate of 2.3 and pixel 
processors are growing at a rate of 1.7 [10]. GPUs also support native operations such 
as matrix multiplication, dot products, and computing the determinant of a matrix.  
GPUs are also capable of executing more floating point operations per second. A 3.0 
GHz dual-core Pentium4 can execute 24.6 GFLOPS, while an NVIDIA GeForceFX 
7800 can execute 165 GFLOPS per second [10]. The new NVIDIA GeForce 8800 
GTX has 128 stream processors, a core clock of 575 MHz, shader clock of 1350 
MHz, and is capable of over 500 GFLOPS [11]. 

4   Fuzzy Clustering on a GPU 

The quintessential concept required to perform general-purpose computing on a 
GPU is that arrays are equivalent to textures. This means that pattern recognition 
algorithms must be structurally converted into a suitable texture format. Textures 
are combinations of red, green, blue, and alpha (RGBA) values. In [5] we pre-
sented the initial fuzzy clustering parameter texture packing scheme, where the 
metric was the Euclidean distance. We also provided a detailed section that de-
scribes implementation of GPU algorithms discussed below. Figure 2 shows our 
format for fuzzy clustering on a GPU with the Mahalanobis and GK distance  
metrics, which requires that the cluster covariances are stored, in addition to the 
cluster centers. 
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Fig. 2. Fuzzy clustering parameters packed into texture memory on a GPU.  Textures above are 
a combination of red, green, blue, and alpha (RGBA) data.  In this proposed format, used to 
simplify the representation and resulting computation, only the diagonal of the covariance 
matrices are stored. 

The basic idea is that the data set is packed into a single RGBA texture that has N 
rows, one for each data point, and ⎡ ⎤4/F  columns, where ⎡ ⎤*  represents the “ceiling” 

of *, i.e. the smallest integer greater than or equal to *. F is the feature dimensionality, 
which is divided by four because four values can be packed into each pixel (RGBA).  
Presently, most GPUs are limited to textures of size 4096x4096, but newer GPU 
models, such as the NVIDIA 8800, are starting to support textures of size 8192x8192.  
This means that up to 8,192 data points of up to 32,768 dimensionality can be packed 
into a single texture. In [5] we also presented a method to bypass this texture row size 
limitation, allowing for much larger data sets through the packing of elements into 
columns sets. The resulting data set texture will therefore have ⎡ ⎤ S4/F ×  columns, 

where S is the number of column sets. Using a NVIDIA 8800 we can support profiles 
such as 4,194,304 data points of dimensionality 4 with 4 cluster centers or 131,072 
data points of dimensionality 32 with 16 cluster centers.  This column-set packing 
scheme is shown in Figure 3. 

 

Fig. 3. Packing of samples into multiple columns in the data set texture in order to support a 
greater number of samples 

The membership and dissimilarity textures are N rows by C columns, where C 
represents the number of clusters. If multiple column sets are being used, then these 
matrices have SC ×  columns. Each element in these matrices is a scalar, which is 
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packed into a single color channel (i.e. red color channel). The cluster centers are 
packed into a column format, unlike the row packing scheme for the data set.  The 
number of columns is ⎡ ⎤ C4/F × , or ⎡ ⎤ SC4/F ××  for the column set packing 

method. The number of rows is equal to the number of input vectors. This will be 
described shortly when we introduce GPU reduction. As mentioned above, the Maha-
lanobis and GK distance metrics require covariance matrices.  For simplicity in repre-
sentation and in computation, we only store the covariance matrix diagonals. This is 
the only addition to our previous packing scheme [5], but entails important changes in 
the ordering and number of GPU programs, shown below in Figure 4. The new FCM 
GPU algorithm for the Mahalanobis and GK distance metrics is shown in Figure 4. 

 

Fig. 4. Generalized GPU algorithm for fuzzy clustering with the Mahalanobis or GK distance 
metrics. X is the data set texture, C is the cluster center texture, M stores the membership val-
ues, COV contains the diagonals of the covariance matrices, D is the dissimilarity matrix, and 
M2 and BK are temporary buffers. GPU P1, program 1, calculates the dissimilarity, GPU P2 is 
the membership update step, GPU P3 performs a reduction on the membership matrix, GPU P4 
computes the numerator terms in the cluster center update equation, GPU P5 performs a reduc-
tion to sum up the numerator terms, GPU P6 computes the new cluster centers, GPU P7 com-
putes the numerator terms in the covariance update step, GPU P8 performs a reduction on the 
covariance numerator terms, and GPU P9 computes the new covariance matrices. 

GPU P1, program 1, shown in Figure 4, computes the dissimilarity values. By only 
using diagonals of covariance matrices, the metrics are simplified and can be com-
puted fast on the GPU, given its vector based design. The Mahalanobis distance re-
quires (a) vector subtraction, (b) matrix inversion, which for a diagonal matrix is 

( )( )r,r/1 σ , for r=1 to K, where ( )r,rσ  is the rth covariance matrix diagonal term, (c) per-

component vector multiplication, where the ( )jix μ− vv  result is multiplied by the di-

agonal inverse terms, (d) inner product, and (e) the square root, which is a function 
supported by the GPU. Most of these operations can have four vector components 
computed in parallel, given a GPU’s support for vectors of size four. The GK metric  
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requires computing the determinant of j∑ , which for a diagonal matrix is the product 

of the diagonals. The determinant value is raised to ( )K/1  by the POW function on a 

GPU. 
The following GPU passes use the memberships raised to the qth power. Thus, we 

compute the membership values and raise them to the qth power to avoid re-
computing these values. GPU P2 computes these terms and stores the results in two 
textures. The reason for two textures is so that one can be used for reduction on the 
denominator in equations 2 and 3. A reduction in this context is the repeated applica-
tion of an operation to a series of elements to produce a single scalar result. The re-
duction procedure here is the addition of a series of elements in texture memory, 
where operations are running in parallel given the number of fragments processors on 
a particular GPU. Reduction takes )N(log2  total passes, where each iteration, i, proc-

esses i2/N  stream elements. The reduction procedure is shown in Figure 5. 

 

Fig. 5. GPU reduction procedure, summation operation, for a texture with two columns and 8 
rows. At each step, )N(log2  total steps, i2/N , where i is the iteration index, elements in a 
single column are pair-wised summed. Each column results in the summation of values for a 
respective column. 

GPU P3 performs membership value reduction, i.e. the denominator of equations 2 
and 3. GPU P5 and P8 use reduction to compute the sum of the numerator terms in 
equations 2 and 3 respectively. GPU P6 and P9 divide the reduced (summed) numera-
tors by the reduced (summed) denominators, resulting in the updated cluster centers 
and covariance matrices.   

The cluster centers and covariance matrices textures were shown in Figure 2 to 
contain zeros in all texture positions except for the first row. This is shown in order to 
stress the fact that only the first row stores the centers and diagonals of the covariance 
matrices. GPU P4 and P7 populate the cluster center and covariance matrices with the 
numerator terms in equations 2 and 3 respectively. The reason for all of the extra rows 
is to perform the reduction procedure. It is not necessary to initialize the cluster cen-
ters or covariance matrices with zeros in all rows after the first. It is also faster to not 
initialize the matrices past the first row. The only data that needs to be passed down to 
the GPU, as well as transferred back at the end of the FCM GPU algorithm, is the first 
row in the cluster centers and covariance matrices textures. 
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If using the diagonal of the covariance matrices is not acceptable, then the entire 
covariance matrix can be packed into texture memory and used by the GPU. Figure 6 
shows a proposed texture packing scheme. 

 

Fig. 6. Full covariance matrix packed into texture memory 

If the full covariance matrix is used then less data points can be stored. This results 
because of the way that we perform reduction. Each element no longer occupies a 
single row, but rather F rows. The following changes will also need to be made if the 
full covariance matrix is used. GPU P1 will need to compute the matrix inverse and 
the matrix determinant. If the feature dimensionality is less than 5, the GPU already 
has a determinant function. GPU P7 will now have to compute and store the outer 
product. Because a GPU can only write out to the pixel that it is currently shading, i.e. 
not neighboring pixels, the covariance matrix will have to be computed in parts. The 
reduction will also have to be varied to compute a reduction for blocks of memory, 
i.e. the full covariance matrices. These are the reasons that drove us to use the matrix 
diagonal, for computational and representational simplicity. 

5   Experiments 

There is a trend in general-purpose GPU publications that implementation details are 
extremely vague, almost to the point of being non-reproducible. This provides little 
benefit to the community, and does not allow others to implement the procedures. We 
are making the source code, along with documentation, available at 
http://cirl.missouri.com/gpu/. You can refer to [5] or the web site in order to find out 
details regarding implementation, such as (1), how to use Cg, NVIDIA’s C for Graph-
ics GPU programming language, (2) how to use Frame Buffer Objects (FBO), which 
are used in order to keep the data on the GPU and make the algorithm go fast, (3) 
Pixel Buffer Objects (PBO), which can be used to speed up CPU to GPU memory 
(texture) transfers, (4) GPU numerical precision, such as 16bit and 32bit precision, (5) 
texture coordinate transformations on the GPU for texture data access, and (6) execut-
ing a GPU program, which breaks down to rendering a screen aligned quadrilateral. 

There is a tradeoff in terms of time spent setting up the Cg programs, transferring 
texture memory from CPU to GPU, and managing the graphics pipeline. This means 
that there are points where it is more or equally efficient to implement the FCM on 
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the CPU rather than on the GPU. GPUs are the most efficient when large batches of 
data are presented to them. We vary the number of data points, feature dimensional-
ity, number of cluster centers, and distance metric to show performance results for 
various clustering profiles. The tables below show the speedup of clustering on a 
GPU, but do not reflect the fact that the CPU is freed up to perform additional com-
puting. This means that one machine can be used for other computation at the same 
time or can be used for clustering on the CPU and GPU simultaneously, hence in-
creasing the productivity of the entire platform. 

Two unique CPU models and three unique GPU models are benchmarked below.  
The idea is to show differences as it relates to price, computing power, and manufac-
turer.  We used two CPU’s: (1) Intel Core 2 Duo T7200 and 2 GB of system RAM 
and (2) AMD Athlon 64 FX-55 and 2 GB of system RAM. The two GPUs were: (1) 
NVIDIA Quadro FX 2500M with 512 MB of texture memory, 24 fragment pipelines, 
and PCI Express X16, and (2) NVIDIA 8800 BFG GTX with 768 MB of texture 
memory, 128 stream processors, and PCI Express X16.   

Our operating system is Windows XP with Service Pack 2 and we are running Vis-
ual Studio 2005. The GLEW version is 1.3.4, GLUT version 3.7.6, and Cg version 
1.5. Streaming SIMD Extensions 2 (/arch:SSE2), whole program optimization, and 
maximize speed (/02) were enabled for the CPU in Visual Studio. Because we are not 
presenting any new metrics or clustering algorithms but rather a speedup method for 
fuzzy clustering, we use randomly generated clusters. No common data sets from the 
community were used. We needed many cluster configurations, so we generated ellip-
tical clusters of different sizes with random means. In order to test the GPUs preci-
sion, we compared the GPU results to a CPU FCM implementation we wrote, and 
also to the MATLAB fcm function. In our C implementation we use the same 32bit 
floating point precision used in our GPU implementation. The C program has the 
same algorithmic design and final precision as our GPU program. We perform 100 
iterations of the FCM on the CPU and the GPU in order to provide a fair comparison.  

6   Results 

Tables 1 and 2 show CPU over GPU processing time ratios for a clustering task where 
there are 32 feature dimensions. We used a single 4,096 size row, which is the com-
mon max row texture size among the various GPUs that were used for benchmarking. 

 
Table 1. CPU/GPU processing time ratio for 4096 points, 64 clusters, 32 dimensions and the 
Mahalanobis distance 
 

  GPU1 (2500M) GPU2 (8800) 

CPU1 (32bit) 8.51 76.45 

CPU2 (64bit) 10.32 83.63 
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Table 2. CPU/GPU processing time ratio for 4096 points, 64 clusters, 32 dimensions and the 
GK distance 

  GPU1 (2500M) GPU2 (8800) 

CPU1 (32bit) 8.06 74.35 

CPU2 (64bit) 9.69 79.74 

 
Tables 1 and 2 show impressive computational speed improvements for a GPU 

versus the CPU. Depending on the particular GPU and CPU, speed improvements of 
one to almost two orders of magnitude are observed. The performance numbers are 
entirely dependent on the GPU generation and CPU that it is compared to. As each 
new generation of GPU emerges, performance numbers are expected to increase 
given the popularity of these devices and the need for stream processing. Little com-
putational difference is noticed between the two distance metrics. Table 3 shows the 
performance behavior when we keep the dimensionality and distance metric fixed, 
but let the number of clusters and data points vary, comparing the best CPU and 
GPU. 

Table 3. CPU/GPU processing time ratio trend for the 32bit Intel and NVIDIA 8800. The 
dimensionality is fixed at 4, the number of data points and clusters are varied for the GK 
distance metric. 

 Number of Clusters 
  4 16 64 

64 0.15 0.91 8.96 

256 0.52 2.67 30.36 

512 1.19 5.16 52.11 

1024 2.26 9.96 63.37 

4096 6.79 42.66 88.21 

D
at

a 
P

o
in

ts
 

8192 12.29 78.25 97.55 

 
The results in Table 3 indicate that when a small number of clusters and data 

points are pushed down to the GPU performance gain is minimal. In some cases the 
CPU is even faster. However, as the number of data points increase, the GPU be-
comes faster.  The largest speed improvements are noticed as the number of clusters 
is increased.   

The last performance result is for a larger number of samples. We ran the program 
on 409,600 samples for both the NVIDIA 8800 and the 32bit Intel CPU. The row size 
was 4,096, there were 100 column sets, the dimensionality was 8, and there were 4 
cluster centers. The time to process the data was 0.94 seconds. 
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7   Conclusions and Future Work 

In this paper, we extended our previous research related to transferring fuzzy clustering 
to a GPU, specifically as it relates to using different distance metrics. The texture rep-
resentation change is minimal, while the order and number of GPU program passes is 
noticeably different. While we specifically described the FCM algorithm, the general 
outline can be adapted to many other heavy computational techniques. This opens up 
the potential to perform clustering (and other) algorithms on large data sets at low cost 
and in a somewhat real time environment without the need for clusters of computers or 
other expensive dedicated hardware, for example, segmenting a continuous video 
stream or for bioinformatics applications (like BLAST searches).   

As stated in [5], we plan to continue this line of research and find out how a cluster 
of low end PCs equipped with GPUs perform for larger clustering tasks. Another area 
of future extension surrounds very large data sets. We intend to take the eFFCM work 
described by Hathaway and Bezdek and implement it on a single GPU, cluster of PCs 
equipped with GPUs, or multiple 8800 GPUs on a single machine connected through 
SLI. 
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Abstract. This paper is concerned with a comparative study of the performance of fuzzy clus-
tering algorithms Fuzzy C-Means (FCM), Gustafson-Kessel FCM (GK-FCM) and two varia-
tions of kernel-based FCM. One kernel-based FCM (KFCM) retains prototypes in the input 
space while the other (MKFCM) implicitly retains prototypes in the feature space. The two 
performance criteria used in the evaluation of the clustering algorithm deal with produced 
classification rate and reconstruction error. We experimentally demonstrate that the kernel-
based FCM algorithms do not produce significant improvement over standard FCM for most 
data sets under investigation It is shown that the kernel-based FCM algorithms appear to be 
highly sensitive to the selection of the values of the kernel parameters.  

Keywords: Fuzzy Clustering, Kernels, Fuzzy Kernel-based Clustering, FCM. 

1   Introduction 

In determining the structure in data, fuzzy clustering offers an important insight into 
data by producing gradual degrees of membership to individual patterns within clus-
ters. A significant number of fuzzy clustering algorithms have been developed with 
widely known methods such as FCM [1] and GK-FCM [5,6].  Recently kernel-based 
fuzzy clustering has been developed and already gained some popularity, cf. 
[2,3,12,13,14,15,16]. Kernel-based clustering algorithms map features from the fea-
ture space to a higher dimensional kernel space and perform clustering in the kernel 
space. There are two major variations of kernel-based fuzzy clustering. One forms 
prototypes in the feature space (input space) while the other forms prototypes in the 
higher dimensional kernel space and completes an inverse mapping of prototypes 
from kernel space back to the feature space. They are given the acronyms KFCM and 
MKFCM, respectively. The research interest is to determine the performance of ker-
nel-based clustering vis-à-vis some well known standards such as FCM and GK-
FCM. Kernel-based fuzzy clustering has a larger computational demand than FCM 
thus it becomes of interest to assess to which extent they bring tangible benefits  
in terms of the quality of the produced results. The key objectives of the study are  
outlined as follows 

• determine how well the two kernel-based FCM algorithms perform on a suite of 
synthetic and real data when compared with standard FCM and GK-FCM  

• determine how sensitive the selection of the kernel parameters is to the quality of 
the clustering results 
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To offer an unbiased evaluation of the results of clustering, we introduce two criteria. 
The first one is a classification rate which emphasizes the role of clusters in the for-
mation of homogeneous groups of patterns (data) belonging to the same class. The 
second one deals with a reconstruction error and could be sought as an internal meas-
ure of quality of the clusters.  The paper is organized as follows: background presents 
both GK-FCM and kernel-based FCM (Section 2), evaluation criteria (Section 3), and 
conclusions (Section 4). Throughout the study we use the standard notation as en-
countered in fuzzy clustering: a finite collection of N  patterns is described as 

},,,{ 21 Nxxx K  and collection of c  cluster centers (prototypes) is denoted 

},,,{ 21 cvvv K  with dℜ∈vx, . The fuzzy partition matrix is ][ iku=U  where 

]1,0[∈iku  and the fuzzification coefficient of the FCM is denoted as 1>m . 

2   Background 

The FCM [1] minimizes a well-known dispersion performance index. The results are 
provided in the form of a fuzzy partition matrix as well as a collection of “c” proto-
types. Given the Euclidean distance function, FCM favors spherical shapes of the 
clusters.  Many variations of the FCM algorithm have been developed including the 
Gustafson-Kessel FCM, fuzzy c-means ellipsoid version, and recently kernel-based 
FCM.  These generalizations are aimed at the development of clusters when dealing 
with a non-spherical geometry of data. 

Gustafson-Kessel FCM 

The Gustafson-Kessel FCM [5,6] extends the standard FCM algorithm by introducing 
an augmented version of the Euclidean distance to be in the form 

)()(d T2
ikiikGK

vxAvx −−=  where iA  is calculated using a scaled inverse fuzzy 

covariance matrix from each cluster.  The Gustafson-Kessel FCM minimizes the 
following performance criterion: 
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The optimization of the performance criterion is subject to the standard constraints: 
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The matrix iA  is calculated based on the inverse of fuzzy covariance matrix iC   
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Obviously, we assume that Ci is invertible otherwise the algorithm will not produce 
any solution.  
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Kernel-Based FCM 

The kernel method involves performing an arbitrary non-linear mapping Φ  from the 
feature space (input space) to a higher dimensional and possibly infinitely dimen-
sional kernel space [3,4,8,11]. The rationale for going to higher dimensions is that it is 
possible to apply a linear classifier in the kernel space that results in non-linear classi-
fication in the input space [8,11]. Dot products in the kernel feature space can be 
expressed by a Mercer kernel [3,4,8,11]; thus, dot products in the feature space are 
not explicitly computed but rather replaced by a Mercer kernel function. A mercer 
kernel is defined as any positive semi-definite symmetric function [4]. Common mer-

cer kernel functions include Gaussian 
22

/σyx−−e  where 02 >σ  and polynomial 
p)( T θ+yx  where 0≥θ  and 0>p  [4]. 

There are two major classes in kernel-based fuzzy clustering in the literature which 
will be distinguished by calling the first KFCM[12,14] and the second MKFCM 
[2,13,15,16] following the acronym given in [16]. KFCM is a kernel-based FCM 
clustering method where the prototypes are determined in the original input space and 
are implicitly mapped to the kernel feature space through a kernel function. The 
MKFCM is similar to KFCM except the prototypes are implicitly left in the kernel 
feature space and thus the inverse of the mapping Φ  must be approximated in order 
to find the prototypes in the original input space.  Authors in [16] provide a method of 
approximating the prototypes in the original feature space. 

KFCM: Prototypes in Input Space 

The advantage of the KFCM clustering algorithm is that the prototypes are retained in 
the original input space and thus could be interpreted.  KFCM minimizes the follow-
ing performance criterion [12,14]: 
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The distance is computed in the feature space by using a Mercer kernel such that  
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For the Gaussian kernel function 1),K( =xx . By applying Lagrange multipliers to 

optimize Q  with respect to iku  and iv  for the Gaussian kernel, one obtains [12,14]: 
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Other kernels can be used however the prototype equation must be re-derived. 
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MKFCM Prototypes in Kernel Feature Space 

The advantage of leaving the prototypes in the kernel space and finding the approxi-
mate prototypes in the feature space after clustering is that any kernel function can be 
used in clustering and there is possibly some additional flexibility in clustering be-
cause the prototypes aren’t constrained to the feature space. The disadvantage is that 
the prototypes need to be approximated in the feature space from the kernel space. 
The MKFCM algorithm [16] minimizes Q: 
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Assuming the Euclidean distance and substituting iv  into 
22 )(d ikik
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metric in the kernel space denoted by ikd  as found in terms of the kernel function K  
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The same constraints apply on the membership partition as in standard FCM thus 
Lagrange multiplies were used to minimize Q  with respect to iku  
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The clustering is done without explicitly calculating the prototypes in either the 
kernel space or the feature space thus the algorithm produces a membership partition 
matrix only by iteratively updating iku  from some initial random membership parti-

tion matrix. 
Since the prototypes are retained in the kernel space, there needs to be a mecha-

nism to determine the prototypes in the feature space. The method outlined in [16] 
minimizes  
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Solving 0v =∂∂ iV  requires knowledge of the kernel function K . The formulae 

for Gaussian (left) and polynomial (right) kernels are 
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The prototypes are approximated iteratively using a Kernel-dependant formula 
such as the ones given for Gaussian kernels or polynomial kernels after the evaluation 
of the membership partition matrix. 

3   Experiments 

A number of experiments were run for a series of data sets on the standard FCM algo-
rithm, Gustafson-Kessel FCM and variations of the Kernel-based FCM algorithm for 
a thorough comparison of the performance of the algorithms. Three synthetic data sets 
were used and a number of data sets from UCI Machine Learning database were  
used. 

The classification rate and reconstruction error are the two performance criteria 
that are used to evaluate the performance of the clustering algorithms in this paper.  
The first evaluates performance by using the correct class as in the context of a classi-
fier. The second is a performance measure that measures the cohesiveness of patterns 
within a cluster and thus does not require knowledge of the correct classes. 

A value of 1=iρ  was used for the GK-FCM algorithm and to ensure a non-zero 

determinate for the fuzzy covariance matrix, if 1010−<iC  the covariance matrix was 

replaced by the identity matrix. FCM, Gustafson-Kessel FCM and KFCM algorithms 
were averaged over 100 runs while MKFCM was averaged over 20 runs due to in-
creased overhead of the kernel method and varying the kernel parameters. The mean 
and standard deviation of the classification rates and reconstruction errors are re-
ported. Some of the standard deviations are quite small in the results and thus appear 
as 0 in the tables. This is due to highly consistent results during the runs and the 
relatively large number of runs that were averaged. 

3.1   Evaluation Criteria 

The structure of the data discovered by a clustering algorithm can be compared with a 
known structure of classes to produce the classification rate. This is accomplished by 
transforming the fuzzy partition matrix into a partition matrix and using the maximum 
rule for each pattern to select the cluster with the largest membership value. Class 
labels are assigned to each cluster according to the class that dominates that cluster. 
The percentage of patterns that belong to a correctly labeled cluster is called the clas-
sification rate. The classification rate can be determined by building a contingency 
matrix [7].  Higher classification rates indicate better clustering results. 
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The reconstruction error is a fuzzy-based measure of fuzzy clustering algorithms 
[10]. The reconstruction error is a measure of spread of clusters from the prototypes 
by finding the sum of square differences between the original patterns and the de-
coded patterns. The decoded pattern kx~  and reconstruction error r  are calculated by 

the following formulae: 

∑
=

−=
N

k
kkr

1

2~xx , 

∑

∑

=

==
c

i

m
ik

c

i
i

m
ik

k

u

u

1

1~
v

x  (12) 

Smaller values for the reconstruction error indicate better clustering results as the 
clusters are denser and the prototypes are further apart. 

3.2   Synthetic Data Sets 

Three synthetic data sets of two dimensions are used. The fuzzy XOR data set has 
1000 patterns while the parallel lines and the ring data sets have 200 patterns. The 
fuzzy XOR data set is two strip clusters that follow an XOR pattern. The lines data set 
consists of two parallel lines. The ring data consists of two rings – one inside the 
other. There are two clusters in each synthetic data set and both clusters have an equal 
number of patterns.  

The results for the clustering of the Fuzzy XOR data set show the Gustafson-
Kessel (GK) FCM clustering algorithm is the clear winner in terms of a classification 
rate of 93.4% when 2=c  however as the number of clusters increase to 4, all 
clustering algorithms perform very similarly.  The prototypes produced by GK FCM 
are at the center thus the reconstruction error is relatively large. Interestingly the 
polynomial MKFCM algorithm performs fairly well for 2=c  with an average 
classification rate of 70.2% by capturing three sides of the X in one cluster. The re-
construction error for MKFCM kernel-methods contends very closely with standard 
FCM. 

The kernel methods perform significantly better for the ring data set in terms of 
classification rate requiring fewer clusters than GK and standard FCM. The kernel-
based algorithms appear to be providing some non- spherical cluster shapes for this 
particular example. As figures 1 and 2 indicate, the performance of the kernel-based 
method is very sensitive to the choice of the numeric values of the kernels. MKFCM 
performs better than the other kernel method KFCM. For the Polynomial kernel a 
larger power of p gives better classification rates but poorer reconstruction errors. 

As for the parallel line data set, the GK-FCM was able to classify the data set with 
a classification rate close to 100%. FCM performed fairly poorly on the line data in 
terms of classification rate however FCM and Polynomial MKFCM had the smallest 
reconstruction error. The kernel algorithms performed rather poorly except the Gaus-
sian MKFCM algorithm was able to classify around 94% of the data however the 
results were highly sensitive to the kernel parameters. 
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Table 1. Fuzzy XOR Data Set Results 

c Clustering Classification Rate Reconstruction Error 
2 FCM 

GK-FCM 
KFCM (G) 
MKFCM (G) 
MKFCM (P) 

%1.01.51 ±  (m=2.5) 
%0.04.93 ±  (m=3) 

%9.39.51 ±  (m=1.4, 5.02 =σ ) 

%1.02.51 ±  (m=2.5, 82 =σ ) 
%6.72.70 ± (m=2.5, 50=θ ,

16=p ) 

0005.01047.0 ±  (m=1.4) 
0000.01400.0 ±  (m=1.4) 

0005.00.1096±  (m=1.4, 22 =σ ) 

0.00050.1047 ±  (m=1.2, 202 =σ ) 
0.00050.1045± (m=1.4, 15=θ , 2=p ) 

3 FCM 
GK-FCM 
KFCM (G) 
MKFCM (G) 
MKFCM (P) 

%1.85.77 ±  (m=3) 
%4.02.93 ±  (m=1.2) 

%1.99.79 ±  (m=1.4, 5.02 =σ ) 

%2.83.78 ±  (m=2.5, 42 =σ ) 
%3.80.80 ± (m=2.5, 

15=θ , 4=p ) 

0003.00676.0 ±  (m=1.4) 
0.00000.0973±  (m=3) 

0003.00.0699±  (m=1.2, 22 =σ ) 

0.00020.0676±  (m=1.4, 302 =σ ) 
0.00020.0676± (m=1.4, 35=θ , 2=p ) 

4 FCM 
GK-FCM 
KFCM (G) 
MKFCM (G) 
MKFCM (P) 

%0.08.93 ±  (m=1.4) 
%0.00.94 ±  (m=3) 

%1.093.9 ±  (m=1.4, 22 =σ ) 

%1.08.93 ±  (m=1.4, 122 =σ ) 
%1.04.93 ± (m=1.4, 

50=θ , 2=p ) 

0000.00251.0 ±  (m=2) 
0.00000.0221±  (m=3) 

0002.00306.0 ±  (m=1.2, 22 =σ ) 

0000.00.0252±  (m=2, 302 =σ ) 
0000.00.0251± (m=2, 25=θ , 2=p ) 

Table 2. Ring Data Set Results 

c Clustering Classification Rate Reconstruction Error 
2 FCM 

GK-FCM 
KFCM (G) 
MKFCM (G) 
MKFCM (P) 

%6.05.51 ±  (m=1.2) 
%9.152.5 ±  (m=1.2) 

%4.74.16 ±  (m=1.2, 12 =σ ) 

%0.0001 ±  (m=1.4, 5.02 =σ ) 
%0.0001 ± (m=2, 2=θ , 4=d ) 

0.00431.3474 ±  (m=1.4) 
0.00351.3355±  (m=1.4) 

0.10581.6868±  (m=1.2, 22 =σ ) 

0.00391.3490 ±  (m=1.4, 1002 =σ ) 
0.00391.3454 ± (m=1.4, 15=θ , 2=d ) 

3 FCM 
GK-FCM 
KFCM (G) 
MKFCM (G) 
MKFCM (P) 

%7.25.26 ±  (m=2) 
%9.087.4 ±  (m=2) 

%6.105.37 ±  (m=1.2 22 =σ ) 

%0.0001 ±  (m=1.4, 5.02 =σ ) 
%0.0001 ±  (m=2.5, 

7=θ , 8=d ) 

0.00370.8664±  (m=1.4) 
0.00301.0670 ±  (m=2) 

0.09481.2520 ±  (m=1.2, 22 =σ ) 

0.00310.8656±  (m=1.4, 1002 =σ ) 
0040.00.8548± (m=1.4, 25=θ , 2=d ) 

4 FCM 
GK-FCM 
KFCM (G) 
MKFCM (G) 
MKFCM (P) 

%1.09.99 ±  (m=1.7) 
%3.74.87 ±  (m=1.2) 

%8.989.7 ±  (m=1.7, 22 =σ ) 

%0.0001 ±  (m=1.2, 5.02 =σ ) 
%0.0001 ±  (m=2, 2=θ , 8=d )

0.00180.5866±  (m=1.7) 
0.16130.9453±  (m=1.7) 

0.12040.7690±  (m=1.2, 22 =σ ) 

0.00250.5730±  (m=1.4, 42 =σ ) 
0.00130.5991± (m=1.4, 50=θ , 12=d ) 

The average computation time on the Fuzzy XOR data set over 20 runs is given in 
table 3. The MKFCM algorithms require significantly more computation than FCM.  
The KFCM requires much less computation than the MFKCM algorithms. 
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Fig. 1. Classification Rate (left) and Reconstruction Error (right) versus 2σ  for Gaussian 
MKFCM on Ring (c=2) 

  

Fig. 2. Classification Rate (left) and Reconstruction Error (right) versus Polynomial Kernel 
Parameters for Polynomial MKFCM on Ring (c=2) 

Table 3. Average Computation Time for Clustering Algorithms 

Algorithm FCM GK-FCM KFCM MKFCM (G) MKFCM 
(P) 

Time (s) 1.36 3.43 3.21 32.93 31.68 

 
The kernel-based algorithms do not appear to provide a magical solution to the prob-
lem of clustering and in particular with non-spherical shaped clusters. Although the 
kernel-based algorithms tend to perform much better for the ring cluster, there is a 
trade-off with the sensitivity of the kernel parameters to the clustering results. 

3.3   UCI Machine Learning Data Sets 

The iris, wine, liver and breast cancer UCI Machine Learning data sets [9] were in-
cluded in the study. The attributes of the UCI data sets were normalized by subtracting 
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the mean and dividing by the standard deviation. Overall standard FCM had the smallest 
reconstruction error and the MKFCM algorithm followed closely behind FCM. As for 
classification rate, the MKFCM algorithm out-performed only slightly better in most 
cases. 

The classification rate for all clustering algorithms was fairly similar for the Iris 
data with the GK-FCM algorithm achieving the highest classification rate at 95.3%.  
The MKFCM algorithm fell slightly behind the rest with 85.6% and 88.7% for Gaus-
sian and polynomial kernels respectively. The MKFCM algorithm performs fairly 
well for wine and breast cancer however there is only marginal improvement in the 
classification rate and the reconstruction error was similar to FCM. The GK-FCM 
algorithm performs fairly poorly for the wine data set with an average classification 
rate at 71.4% which is about 25% lower than the others.  All the algorithms perform 
fairly similarly for the liver data set with classification rates around 60% and the 
highest classification rate belonging to MKFCM with the Gaussian kernel at 61.3%.  
The reconstruction error was the lowest for FCM at around 3.1 with MKFCM closely 
behind while KFCM was at 5.7. 

The DELVE ring data set was used as a test data set for the MKFCM algorithm 
outlined in [16] in which the authors obtained 98.7% classification accuracy. Our 
implementation of the MKFCM algorithm based on [13,15,16] was run on the same 
DELVE ring data set achieving 98.6% accuracy using same parameters in [16] (m=2, 
c=2, 25.422 =σ ). A kernel-based weighted FCM method in [12] obtained 96% classi-
fication on the Iris data set. 

4   Conclusions 

The kernel-based clustering algorithms – especially MKFCM – can cluster specific 
non-spherical clusters such as the ring cluster quite well outperforming FCM and 
GK-FCM; however overall the performance of the kernel-based methods is not very 
impressive due to similar or only slight increases in clustering classification rates 
compared to FCM. From the perspective of the reconstruction error, MKFCM often 
performed similar to that of FCM and KFCM. A major disadvantage of kernel-
based algorithms is their sensitivity to the kernel parameters.  In fact in some cases 
a change in the kernel parameters could reduce the classification rate by one-half 
and multiply the reconstruction error. Thus kernel-based fuzzy clustering requires 
tuning in order to achieve optimal performance.  Nevertheless in most of the artifi-
cial and UCI machine learning test data sets run, the optimal performance of the 
kernel-based clustering algorithms is not that much of an improvement over FCM 
and GK-FCM. 
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Improved Fuzzy C-Means Segmentation Algorithm for 
Images with Intensity Inhomogeneity 

Qingjie Zhao, Jingjing Song, and Yueyin Wu 

School of Computer Science & Technology, Beijing Institute of Technology, Beijing 100081, 
P.R. China 

Abstract. Image segmentation is a classic problem in computer image comprehension and 
related fields. Up to now, there are not any general and valid partition methods which could 
satisfy different purposes, especially for medical images such as magnetic resonance images, 
which often corrupted by multiple imaging artifacts, for example intensity inhomogeneity, 
noise and partial volume effects. In this paper, we propose an improved fuzzy c-means image 
segmentation algorithm with more accurate results and faster computation. Considering two 
voxels with the same intensity belonging to the same tissue, we use q intensity levels instead of 
n intensity values in the objective function of the fuzzy c-means algorithm, which makes the 
algorithm clusters much faster since q is much smaller than n. Furthermore, a gain field is 
incorporate in the objective function to compensate for the inhomogeneity. In addition, we use 
c-means clustering algorithm to initialize the centroids. This can further accelerate the cluster-
ing. The test results show that the proposed algorithm not only gives more accurate results but 
also makes the computation faster.   

Keywords: Image segmentation, fuzzy c-means. 

1   Introduction 

Medical images, such as those from Magnetic Resonance (MR), give us large and 
complex data, so it is difficult to find an appropriate mathematic model to describe 
them. On the other hand, the images are often corrupted by multiple imaging artifacts, 
such as intensity inhomogeneity, noise and partial volume effects. The spatial inten-
sity non-homogeneity, which may caused chiefly by the radio-frequency coil in mag-
netic resonance imaging [1][2], is a serious problem in analysis of MR data. The  
result shows a slow intensity variation of the same tissue in an image. As a result, it is 
prone to produce errors by using some conventional intensity-based segmentation 
methods, and it is also difficult to make a correct classification.      

Fuzzy c-means [3-5] is a kind of unsupervised clustering algorithms. It is a good 
algorithm for image segmentation on account of introducing a fuzzy attribute for each 
image voxel [1]. However, there are still problems when segmenting MR images with 
the intensity non-homogeneity. Many methods have been proposed to solve this prob-
lem [1,2,6-8]. Pham and Prince propose an adaptive fuzzy c-means algorithm [2,7]. In 
their method, a gain field term is incorporated into the objective function of the stan-
dard fuzzy c-means algorithm to simulate the intensity non-homogeneity. On the 
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other hand, the authors added one first order regularization term and one second order 
term into the objective function to ensure the estimated bias field is smooth and varies 
slowly. Without these regularization terms, a multiplier field could always be found to 
set the objective function to zero [2]. Besides, the algorithm is sensitive to noise, and 
the computation of each iteration step is complex. Ahmed et al propose a bias correc-
tion fuzzy c-means algorithm [1]. The authors improved the algorithm by including 
immediate neighborhood in the standard objective function of fuzzy c-means algo-
rithm, that is, the neighborhood effect acts as a regularization term. Hence the bias 
correction fuzzy c-means algorithm is insensitive to salt and pepper noise, but the 
computational load is heavy. He et al [6] take into account noise and intensity non-
uniformity in MR images. This algorithm is utilized to segment three-dimensional 
multi-spectral MR images. For medical image segmentation, the existing algorithms 
often take much time in computing, and therefore may be inconvenient for clinical 
applications. Now, many researchers try to find a fast segmentation algorithm for the 
real-time clinical applications. Enlightening by the standard fuzzy c-means algorithm 
and Ahmed et al’s algorithm, Szilagyi [9] split up the two major steps of the latter, 
and introduce a new factor, and as a result the amount of required calculations is con-
siderably reduced. However, the authors do not consider the MR imaging with bright-
ness variation caused by the nonuniformity, so it is unsuitable for using this method to 
classify the imaging corrupted by the intensity inhomogeneities. 

In this paper, we present a novel and fast algorithm for fuzzy segmentation of MR 
imaging data corrupted by the intensity inhomogeneity. The algorithm incorporates a 
gain field in the objective function of the fast fuzzy c-means algorithm to compensate 
for the inhomogeneity in the MR images. The c-means clustering algorithm is used to 
initialize the centroids to further accelerate the algorithm. 

2   Fuzzy C-Means Algorithm and an Improved Method 

2.1   C-Means Algorithm 

The general problem in clustering is to partition a set of vectors into groups having 
similar values. In traditional clustering, there are c clusters with means (or centroids) 
m1, m2, …, mc. A least square error criterion is used to measure how close the data are 
to the clusters. The objective function is 
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                                  (1) 

JCM is the sum of all square errors for all clusters. xj is a point in the image feature 
space, which is an object of data such as intensity value. xj and mk may have more 
than one dimensions. The norm operator ||⋅|| represents the standard Euclidean dis-
tance. This criterion tries to make the degree of similarity high in the same cluster and 
low between the different clusters. 
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Firstly, we choose randomly c objects which represents initially the centroids of 
the c clusters. For the other objects, the distances to the c centroids are computed 
respectively. Then according to the distances, an object is assigned to the closest clus-
ter. The means of the new cluster are updated and the above steps are repeated, until 
the criterion is satisfied or the iteration is achieved. 

2.2   Fuzzy C-Means Algorithm 

From objective function (1), we use a factor djk to denote the degree of classification. 
Then the objective function becomes 

∑∑
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2
                                       (2) 

If the jth sample xj belongs to the kth cluster, then djk = 1; if not djk = 0. Since the 
degree of classification is somewhat fuzzy, we use a degree of belongingness μjk to 
replace the binary factor djk. And then we get the objective function of the fuzzy c-
means (FCM) algorithms: 
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jkμ is the grade of membership of the jth voxel belonging to class k, and the pa-

rameter p is a weighting exponent on each fuzzy membership and determines the 
amount of “fuzziness” of a classified result, commonly p>1, typically p=2. The objec-

tive function FCMJ  is minimized when high membership values are assigned to the 

voxels whose intensity values are close to the centroid of a particular class, and low 
membership values are assigned to ones with intensity values far from the centroid. 

2.3   Bias Correction Fuzzy C-Means Algorithm 

Base on the fuzzy c-means algorithm, Ahmed et al propose a bias correction fuzzy c-
means algorithm (BCFCM) [1]. They model the intensity inhomogeneity coming 
from the RF winding. Suppose the value of the jth voxel equals a real value and a 
slow bias field, 

yj = xj + βj, j = 1, 2, …, n                                       (4) 

Where yj and xj is respectively the measured value and the real value of voxel j. n is 
the voxel number in a MR image.  
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Then, they improve the algorithm by including an immediate neighborhood in the 
standard objective function of fuzzy c-means algorithm. The neighborhood effect acts 
as a regularization term. Hence this algorithm is insensitive to salt and pepper noise. 
The new objective function is 
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where nj stands for the set of neighbors of xj and nR is the cardinality of the set. The 
neighbor effect term is controlled by the parameterα. The relative importance of the 
regularizing term is inversely proportional to the signal to noise ratio of MR images.  

Substituting Equation (4) into Equation (5), we have 
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Taking the derivative of JB with respect to μjk, mk and βk. and then making it to be 
zero, we can get the increment expressions of the three parameters. 

Fig.1 shows the segmented results for a synthetic test image by using the fuzzy c-
means algorithm and the bias correction fuzzy c-means algorithm. The test image is 
classified into three tissues: gray matter, white matter and background. Fig.1(a) is T1-
weighted image with 5% Gaussian noise and 20% intensity non-homogeneity. 
Fig.1(b) is the result by using the fuzzy c-means algorithm, and Fig.1(c) is the result 
by using the bias correction fuzzy c-means algorithm. From the results, we can find 
that the fuzzy c-means algorithm provides an inaccurate segmentation because of the 
noise and the fuzziness in the image. And the contour of white matter is unclear in 
Fig.1(b). However, the bias correction fuzzy c-means algorithm gives a very smooth 
result, but because the neighborhood is considered in this algorithm the segmentation 
loses some details.  

         
                    (a)                             (b)                             (c) 

Fig. 1. Segmentation on a test MR image. (a) )Original image. (b) FCM segmentation. (c) 
BCFCM segmentation. 
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3   Our Algorithm 

In the adaptive fuzzy c-means algorithm [2], a gain field term is incorporated into the 
objective function of the standard fuzzy c-means algorithm to simulate the intensity 
non-homogeneity, and one first order regularization term and one second order term 
are added into also. The algorithm is sensitive to noise, and the computation of each 
iteration step is complex. The bias correction fuzzy c-means algorithm [1] includes an 
immediate neighborhood in the standard fuzzy c-means algorithm to act as a regulari-
zation term. Hence the algorithm is insensitive to the salt and pepper noise, but the 
computation load is very heavy.  

In this section, we give a gain field correction fast fuzzy c-means algorithm. The 
new algorithm can produce more accurate results and makes the computation much 
faster. 

3.1   Fast Fuzzy C-Means Algorithm 

From the traditional fuzzy c-means algorithm, we can find that the computation of 
each iteration step must be conducted on the whole data set, which needs lots of com-
putations. From the objective function of traditional fuzzy c-means algorithm, we can 
easily find that if two voxels have the same value of intensity, they will belong to the 
same class. In an image, the intensity level of a voxel is typically between 0~255, so 
the set of intensity levels is much less than that of voxels. We can change the fuzzy c-
means algorithm by using q intensity levels instead of n intensity values in the objec-
tive function.  

Suppose there are q intensity levels. We use hi denotes the number of voxels with 
value xi in MR data. It is similar to the histogram of an image, so we can easily get hi 
(i=1, 2, …, q). According to the definition, we have  
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And the objective function used for image segmentation can be written as: 
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In this way, the set of data used is reduced. For an image with size 256×256 and in-
tensity levels 0~255, the data number is reduced from 65536 to 256. 

Since q is much smaller than n, the fast fuzzy c-means (FFCM) algorithm is on a 
very smaller data space than the conventional fuzzy c-means algorithm. As a result 
the former is much faster than the latter. 

Fig.2 shows the segmented results for a familiar image by using the fuzzy c-means 
algorithm and the fast fuzzy c-means algorithm. The image is classified into five 
sections. Fig.2(a) is the original image. Fig.2(b) is the result by using the fuzzy c-
means algorithm, and Fig.2(c) is the result by using the fast fuzzy c-means algorithm. 
In both cases the clustering results are similar but the fast fuzzy c-means algorithm 
clusters more rapidly. 
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(a)                                 (b)                    (c) 

Fig. 2. FCM and FFCM segmentation results (c=5). (a) Original image. (b) FCM segmentation. 
(c) FFCM segmentation. 

3.2   Gain Field Correction Fast Fuzzy C-Means Algorithm 

Suppose a voxel at position j is modeled as a product of the “true” signal intensity 
multiplied by a slowly varying factor g called gain field [8], namely, 

)( jnoisexgy jjj += , j = 1, 2, …, n   (8) 

where yj and xj are the observed intensity values and the true intensity values respec-
tively at voxel j. noise(j) is the independent white Gaussian distributed noise at voxel 
j. n is the total number of voxels in a MR image. 

In order to reduce the influence of non-homogeneity caused by RF coils, and to in-
corporate the gain field into the fast fuzzy c-means mechanism, we combine (7) and 
(8) to yield: 
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Then fuzzy segmentation is achieved by minimizing GJ ′ . Adding to the formula with 

a Lagrange multiplier, we have 
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Taking the derivative of JG with respect to ikμ , and making it to be zero, we get: 
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Taking the derivative of JG with respect to mk, and making it to be zero, we obtain: 

∑
=

=−⋅−=∂∂
q

i
kiii

p
ikikG mgyghmJ

1

0)(2/ μ  

∑∑
==

=
q

i
i

p
iki

q

i
ii

p
ikik ghyghm

1

2

1

μμ    (12) 

Similarly, the gain field can be estimated by taking the derivative of JG to ig , and 

making it to be zero. 
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It is seemed that the objective function JG can be minimized directly by using for-
mula (11), (12) and (13), however, there are two problems we should consider. 
Firstly, a multiplier field should vary slowly and smoothly. In Pham and Prince’s 
algorithm [2,7], they add the first order regularization term and the second order regu-
larization term into the objective function to ensure the estimated field being smooth 
and varying slowly. In [1], the authors improve the algorithm by including a term that 
takes into account immediate neighborhood into the objective function, but since the 
neighborhood is considered, the segmental results will lose some details.  

We use another method to solve this problem. An iterative low-pass filter is used to 
filter the estimated gain field by using Equation (13). The strategy is based on that the 
multiplier field is of lower frequency and other parts are of higher frequency. On the 
other hand, the estimated multiplier field gi can not be directly filtered by an iterative 
low-pass filter, because gi loses the two-dimensional space information. We should 
transform gi to a two-dimensional multiplier field image firstly. From the objective 
function (9), we can notice that if a voxel has the intensity i, the value in the two-
dimensional gain field image should be gi. According to this relation, we can easily 
get the gain field image, and then the low-pass filter is used on it. Of course, we 
should transform the gain field image to gi again for the next iteration.  
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Proper initial centroids will improve the accuracy and reduce the number of itera-
tions. If the initial centroids are very far from the real initial centroids, the segmenta-
tion may fail. Thus selecting good initial centroids is also a very important step.  
Considering the fast convergence of the c-means algorithm, we can use this algorithm 
first, and then make the results as the initial centroids of our gain field correction fast 
fuzzy c-means algorithm. 

The steps of our algorithm can be described as the following: 

(1) Make the results of the c-means algorithm as the initial centroids, and initial-
ize gi (i=1,2,…,q) with 1. 

(2) Update μik using (11). 
(3) Update centroids mk  using (12). 
(4) Update gain field gi using (13). 
(5) Transform gi to gain field image. 
(6) Filter the gain field image using an iterative low-pass filter. 
(7) Transform gain field image to gi. 
(8) Return step (2) and repeat until the error criterion is satisfied. 

4   Experiments 

In this section, we describe the application of our algorithm on magnetic resonance 
images, and compare the segmentation results with the fuzzy c-means algorithm and 
the bias correction fuzzy c-means. The algorithm is implemented in Virtual C++ on a 
PC with Intel Celeron 2.66GHz processor, 512M RAM and NVIDIA GeForce4 MX 
4000 graphics card. We set the parameter fuzzy index p=2, the termination criterion 
ε = 0.01. 

Fig.3(a) is a real MR image, obtained from the Medical Image Processing Group of 
Institute of Automation, Chinese Academy of Sciences. We classify the MR image 
into 3 classes: gray matter (GM), white matter (WM) and background. In Fig.3(b), the 
result of traditional fuzzy c-means shows much fuzzier than that of our algorithm in 
Fig.3(c). The result from our algorithm comes near to the true tissue classification. 

                  
                               (a)                         (b)              (c) 

Fig. 3. Segmentation on a real MR image. (a) Original image. (b) FCM segmentation. (c) Our 
algorithm segmentation. 

Fig.4 presents a comparison of segmentation results between the fuzzy c-means, 
the bias correction fuzzy c-means, and our algorithm. There are many advantages for 



158 Q. Zhao, J. Song, and Y. Wu 

 

using digital phantoms rather than real image, where we can include prior knowledge 
of the true tissue types and control image parameters such as mean intensity values, 
noise, or intensity inhomogeneity. We also classify the MR image into 3 classes. 
Fig.4(a) is a T1-weighted MR phantom corrupted with 5% Gaussian noise and 20% 
intensity non-homogeneity. Fig.4(b), Fig.4(c) and Fig.4(d) shows the segmentation 
results by using the fuzzy c-means, the bias correction fuzzy c-means, and our seg-
mentation algorithm. From these results, we can see that the traditional fuzzy c-means 
algorithm provides an inaccurate segmentation because of the intensity non-
homogeneity in the image. There are lots of noise in Fig.4(b) and the contour of white 
matter is unclear. The bias correction fuzzy c-means presents a smooth classification, 
but the result loses some details for considering the neighborhood. Nevertheless in 
Fig.4(d), our algorithm provides a better result than other two algorithms. 

We should also compare the computational complexities of different algorithms. If 
the number of iteration is fixed, the execution time of our algorithm is much shorter 
than that of the bias correction fuzzy c-means. Firstly, from the objective functions of 
the bias correction fuzzy c-means [1], we will easily find that the bias correction 
fuzzy c-means algorithm acts on all voxels in a MR image. We know that the number 
of intensity levels is much less than that of voxels. For 8 bit resolution, there are only 
256 intensity levels. Therefore, our algorithm clusters on a very smaller data space 
than the bias correction fuzzy c-means algorithm does. Secondly, the bias correction 
fuzzy c-means may misclassify if the initial centroids are not appropriate. Our seg-
mentation algorithm uses the c-means algorithm at first, and makes the results as the 
initial centroids for further clustering, which can provide good initial centroids and 
speed up the algorithm. In addition, the bias correction fuzzy c-means uses a regulari-
zation term in the objective function to optimize the bias field, which aggravates the 
computational load. 

       
        (a)            (b)             (c)  (d) 

Fig. 4. Segmentation on a noisy MR image. (a) Original image. (b) FCM segmentation. (c) 
BCFCM segmentation. (d) Our algorithm segmentation. 

5   Conclusions 

In this paper, we present a new and fast fuzzy segmentation algorithm. Considering 
two voxels with the same intensity belonging to the same tissue, we use q intensity 
levels instead of n intensity values in the objective function of the fuzzy c-means 
algorithm, which makes the algorithm clusters much faster since q is much smaller 
than n. Furthermore, a gain field is incorporate in the objective function to 
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compensate for the inhomogeneity. In each iteration step, we transform the gain field 
to a gain field image and filter it using an iterative low-pass filter, and then convert 
the gain field image to a gain field term again for the next iteration. In addition, we 
use c-means clustering algorithm to initialize the centroids. This can further accelerate 
the clustering. The test results show that our method reduces a lot of executive time 
and gives a better segmentation results. The efficiency of the proposed algorithm is 
demonstrated on different magnetic resonance images.  
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Abstract. A Recurrent Trainable Neural Network (RTNN) with a two layer canonical architec-
ture and a dynamic Backpropagation learning method are applied for local identification and 
local control of complex nonlinear plants. The RTNN model is incorporated in Hierarchical 
Fuzzy-Neural Multi-Model (HFNMM) architecture, combining the fuzzy model flexibility with 
the learning abilities of the RTNNs. A direct feedback/feedforward HFNMM control scheme 
using the states issued by the identification FNHMM is proposed. The proposed control scheme 
is applied for 1-DOF mechanical plant with friction, and the obtained results show that the 
control using HFNMM outperforms the fuzzy and the single RTNN one. 

1   Introduction 

In the last decade, the computational intelligence, including artificial Neural Net-
works (NN) and Fuzzy Systems (FS) became a universal tool for many applications. 
Because of their approximation and learning capabilities, the NNs have been widely 
employed to dynamic process modeling, identification, prediction and control, [1]-[4]. 
Mainly, two types of NN models are used: Feedforward (FFNN) or static and Recur-
rent (RNN) or dynamic. The first type of NN could be used to resolve dynamic tasks 
introducing external dynamic feedbacks. The second one possesses its own internal 
dynamics performed by its internal local feedbacks so to form memory neurons [3], 
[4]. The application of the FFNN for modeling, identification and control of nonlinear 
dynamic plants caused some problems due to the lack of universality. The major dis-
advantage of all this approaches is that the identification NN model applied is a non-
parametric one that does not permit them to use the obtained information directly for 
control systems design objectives. In [5], [6], Baruch and co-authors applied the state-
space approach to describe RNN in an universal way, defining a Jordan canonical 
two- or three-layer RNN model, named Recurrent Trainable Neural Network (RTNN) 
which has a minimum number of learned parameter weights. This RTNN model is a 
parametric one, permitting to use of the obtained parameters and states during the 
learning for control systems design. This model has the advantage to be completely 
parallel one, so its dynamics depends only on the previous step and not on the other 
past steps, determined by the systems order which simplifies the computational com-
plexity of the learning algorithm with respect to the sequential RNN model of Fras-
coni, Gori and Soda (FGS-RNN), [4]. For complex plants identification it is proposed 
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to use the Takagi-Sugeno (T-S) fuzzy-neural model [7] applying T-S fuzzy rules with 
a static premise and a dynamic function consequent part, [8]. The [9], [10], [11] pro-
posed as a dynamic function in the consequent part of the T-S rules to use a RNN. 
The difference between the used in [9] fuzzy neural model and the approach used in 
[10] is that the first one uses the FGS-RNN model [4], which is sequential one, and 
the second one uses the RTNN model [5], [6] which is completely parallel one. But it 
is not still enough because the neural nonlinear dynamic function ought to be learned, 
and the Backpropagation (BP) learning algorithm is not introduced in the T-S fuzzy 
rule. So, the present paper proposed to extend the power of the fuzzy rules, using in 
its consequent part a learning procedure instead of dynamic nonlinear function and to 
organize the defuzzyfication part as a second RNN hierarchical level incorporated in a 
new Hierarchical Fuzzy-Neural Multi-Model (HFNMM) architecture. The output of 
the upper level represents a filtered weighted sum of the outputs of the lower level 
RTNN models. The HFNMM proposed uses only three membership functions  
(positive, zero, and negative), which combine the advantages of the RNNs with that 
of the fuzzy logic, simplifying the structure, augmenting the level of adaptation and 
decreasing the noise.  

2   RTNN Model and Direct Control Scheme Description 

The RTNN model is described by the following equations, [5], [6]:  

( 1) ( ) ( ); ( );| | 1ii iiX k JX k BU K J block diag J J+ = + = − < . (1) 

( ) [ ( )]; ( ) [ ( )]Z k X k Y k CZ k= Γ = Φ  
(2) 

Where: Y, X, U are, respectively, l, n, m - output, state and input vectors; J is a (nxn)- 
state block-diagonal weight matrix; Jii is an i-th diagonal block of J with (1x1) dimen-
sion; Γ(.), Φ(.) are vector-valued activation functions like saturation, sigmoid or  
hyperbolic tangent, which have compatible dimensions. Equation (1) includes also the 
local stability conditions, imposed on all blocks of J; B and C are (nxm) and (lxn)- 
input and output weight matrices; k is a discrete-time variable. The stability of the 
RTNN model is assured by the activation functions and by the local stability condi-
tion (1). The given RTNN model is a completely parallel parametric one, with pa-
rameters - the weight matrices J, B, C, and the state vector X. The RTNN topology 
has a linear time varying structure properties like: controllability, observability, 
reachability, and identifiability, which are considered in [6]. The main advantage of 
this discrete RTNN (which is really a Jordan Canonical RNN model), is of being an 
universal hybrid neural network model with one or two feedforward layers, and one 
recurrent hidden layer, where the weight matrix J is a block-diagonal one. So, the 
RTNN posses a minimal number of learning weights and the performance of the 
RTNN is fully parallel. Another property of the RTNN model is that it is globally 
nonlinear, but locally linear. Furthermore, the RTNN model is robust, due to the dy-
namic weight adaptation law, based on the sensitivity model of the RTNN, and the 
performance index minimization. The general RTNN - BP learning algorithm, is:  
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Where: Wij is a general weight, denoting each weight matrix element (Cij, Aij, Bij) in 
the RTNN model, to be updated; ΔWij (ΔCij, ΔJij, ΔBij), is the weight correction of Wij; 
while; η and α are learning rate parameters. The weight updates are as:  

'
,( ) [ ( )- ( )] [ ( )] ( )ij d j j j j iC k Y k Y k Y k Z kΔ = Φ , (4) 

( ) ( 1); ( ) ( )ij i ij iJ k RX k B k RU kΔ = − Δ = , (5) 

'( )[ ( )- ( )] [ ( )]i d j iR C k Y k Y k Z k= Γ  (6) 

Where: ΔJij, ΔBij, ΔCij are weight corrections of the weights Jij, Bij, Cij, respectively; 
(Yd -Y) is an error vector of the output RTNN layer, where Yd is a desired target vector 
and Y is a RTNN output vector, both with dimensions l; Xi is an i-th element of the 
state vector; R is an auxiliary variable; Φj’, Γj’ are derivatives of the activation func-
tions. Stability proof of this learning algorithm is given in [6]. The equations (1), (2) 
together with the equations (3)-(6) forms a BP-learning procedure, where the func-
tional algorithm (1), (2) represented the forward step, executed with constant weights, 
and the learning algorithm (3)-(6) represented the backward step, executed with con-
stant signal vector variables. This learning procedure is denoted by Π (L, M, N, Yd, U, 
X, J, B, C, E). It uses as input data the RTNN model dimensions l, m, n, and the learn-
ing data vectors Yd, U, and as output data - the X-state vector, and the matrix weight 
parameters J, B, C.  

The block-diagram of the direct adaptive neural control system is given on Fig.1a. 
The control scheme contains three RTNNs. The RTNN-1 is a plant identifier, learned 
by the identification error Ei = Yd - Y, which estimates the state vector. The RTNN-2 
and RTNN-3 are feedback and feedforward NN controllers, learned by the control 
error Ec = R- Yd. The control vector is a sum of RTNN functions Ffb, Fff, learned by 
the procedure Π(L, M, N, Yd, U, X, J, B, C, E), [5], as: 

( ) ( ) ( ) [ ( )] [ ( )]fb ff fb ffU k U k U k F X k F R k= − + = − +  (7) 

This control system structure is maintained also in the case of the fuzzy-neural sys-
tem, where the neural identifier is substituted by fuzzy-neural identifier and the neural 
controller is substituted by fuzzy-neural controller. 

3   HFNMM Identifier and HFNMM Controller Description 

Let us assume that the unknown system y = f(x) generates the data y(k) and x(k) 
measured at k, k-1,..p, then the aim is to use this data to construct a deterministic func-
tion y=F(x) that can serve as a reasonable approximation of y=f(x) in which the func-

tion f(x) is unknown. The variables x = [x1,...,xp]’ ∈ℵ ⊂ ℜ p and y ∈ ⊂ ℜΥ  are 
called regressor and regressand, respectively. The variable x is called an antecedent 
variable and the variable y is called a consequent variable. The function F(x) is  
represented as a collection of IF-THEN fuzzy rules as:  
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IF antecedent proposition THEN consequent proposition (8) 

The linguistic fuzzy model of Zadeh and Mamdani, cited in [8] consists of rules Ri, 
where both the antecedent and the consequent are fuzzy propositions: 

Ri: If x(k) is Ai then y(k) is Bi, i = 1, 2,......, P (9) 

Where: Ai and Bi are linguistic terms (labels) defined by fuzzy sets μAi(x):Χ → [0, 1] 
and μBi(y): Υ→[0, 1], respectively; μAi(x), μBi(y) are membership functions of the 
correspondent variables; Ri denotes the i-th rule and P is the number of rules in the 
rule base. The model of Takagi and Sugeno, [7], is a mixture between linguistic and 
mathematical regression models, where the rule consequent is crisp mathematical 
function of the inputs. The T-S model has the most general form: 

Ri: If x(k) is Ai then yi (k) = fi [x(k)], i=1,2,..,P (10) 

The consequent part of the T-S model (10) could be also a dynamic state space 
model [8], [9]. So, the T-S model could be rewritten in the form: 

Ri: If x(k) is Ai and u(k) is Bi  

                                                      ⎧ xi(k+1) = Ji xi(k) + Bi u(k) 

then   ⎨ 

                                      ⎩ yi(k)     = Ci x(k) 

(11) 

Where: in the antecedent part Ai  and Bi are the above mentioned linguistic terms; in 
the consequent part, xi(k) is the variable associated with the i-th sub-model state; yi(k) 
is the i-th sub-model output; Ji, Bi, Ci are parameters of this sub-model (Ji is a diago-
nal matrix). The paper [10] makes a step ahead proposing that the consequent func-
tion is a RTNN model (1), (2). So the fuzzy-neural rule obtains the form: 

Ri:If x(k) is Ji and u(k) is Bi then yi(k+1) = Ni [xi(k),u(k)], i =1,2,..,P (12) 

Where: the function yi(k+1) = Ni [xi(k),u(k)] represents the RTNN, given by the equa-
tions (1), (2); i - is the number of the function and P is the total number of RTNN 
approximation functions. The biases, obtained in the process of BP learning of the 
RTNN model could be used to form the membership functions, as they are natural 
centers of gravity for each variable, [10]. The number of rules could be optimized 
using the Mean-Square Error (MSE%< 2.5%) of RTNN’s learning. As the local 
RTNN model could be learned by the local error of approximation Ei = Ydi - Yi, the 
rule (12) could be extended changing the neural function by the learning procedure Y 
= Π (L, M, N, Yd, U, X, J, B, C, E), given by the equations (1)-(6). In this case the rule 
(12) could be rewritten as:  

Ri:If x(k) is Ji and u(k) is Bi then Yi = Πi (L,M,Ni,Ydi,U,Xi,Ji,Bi,Ci,Ei), 
i=1,2,..,P 

(13) 

The output of the fuzzy neural multi-model system, represented by the upper  
hierarchical level of defuzzyfication is given by the following equation: 
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Y(k) = Σi wi yi(k); wi = μi(y) / [Σi μ i(y)] (14) 

Where wi are weights, obtained from the membership functions μi(y). As it could be 
seen from the equation (14), the output of the fuzzy-neural multi-model, approximat-
ing the nonlinear plant, is a weighted sum of the outputs of RTNN models, appearing 
in the consequent part of (13). The weights wi depend on the form of the membership 
functions which is difficult to choose. We propose to augment the level of adaptation 
of the fuzzy-neural multi-model creating an upper hierarchical level of defuzzification 
which is a RTNN with inputs yi(k), i=1,…, P. So, the equation (14) is represented like 
this: 

Y = Π (L, M, N, Yd, Yo, X, J, B, C, E) (15) 

Where: the input vector Yo is formed from the vectors yi(k), i = 1,…, P; E =. Yd -Y is 
the error of learning; Π(.) is a RTNN learning procedure, given by equations (1)-(6). 
So, the output of the upper hierarchical defuzzyfication procedure (15) is a filtered 
weighted sum of the outputs of the T-S rules. As the RTNN is a universal function 
approximator, the number of rules P could be rather small, e.g. P = 3 (negative, zero, 
and positive) in the case of overlapping membership functions and P = 2 (negative and 
positive), in the case of non-overlapping membership functions. The stability of this 
HFNMM could be proven via linearization of the activation functions of the RTNN 
models and application of the methodology, given in [6]. As follows, in both HFNMM 
identification and control systems proposed, the three fuzzyfication intervals for the 
reference signal and the plant output are to be the same. A block-diagram of the  
dynamic system identification, using a HFNMM identifier is given on Fig.1b. The 
structure of the entire identification system contains a Fuzzyfier, a Fuzzy Rule-Based 
Inference System (FRBIS), containing up to three T-S rules (20), and a defuzzyfier. 
The system uses a RTNN model as an adaptive, upper hierarchical level defuzzyfier 
(15). The local and global errors used to learn the respective RTNNs models are Ei(k) 
= Ydi(k) - Yi(k); E(k) = Yd(k) - Yi(k). The HFNMM identifier has two levels – Lower.  
 

 
 
 

e c

RTNN-3

RTNN-2
RTNN-1

e i

+

+

X(k)

uff

u f b

R(k) + y

e c

Plant
R(k)

(k)

(k)

(k)
(k)

 
 
 

a) 

 
b) 

Fig. 1. Block-diagrams; a) Block-diagram of the direct adaptive RTNN control system; b) 
Detailed block-diagram of the HFNMM identifier 
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Hierarchical Level of Identification (LLI), and Upper Hierarchical Level of Identifica-
tion (ULI). It is composed of three parts: 1) Fuzzyfication, where the normalized plant 
output signal Yd(k) is divided in three intervals (membership functions - μi): positive 
[1, -0.5], negative [-1, 0.5], and zero [-0.5, 0.5]; 2) Lower Level Inference Engine, 
which contains three T-S fuzzy rules, given by (20), and operating in the three inter-
vals. The consequent part (procedure) of each rule has the L, M, Ni RTNN model 
dimensions, Ydi, U, Ei inputs and Yi (used as entry of the defuzzyfication level), Xi, Ji, 
Bi, Ci outputs, used for control. The T-S fuzzy rule is:  

Ri: If Yd(k) is Ai then Yi = Πi (L, M, Ni, Ydi, U, Xi, Ji, Bi, Ci, Ei), i =1,2, 3 (16) 

3) Upper Level Defuzzyfication, which consists of one RTNN learning procedure, 
doing a filtered weighted summation of the outputs Yi of the lower level RTNNs. The 
defuzzyfication learning procedure (15) has L, M, N RTNN model dimensions, Yi 
(P=3), E, inputs, and Y(k) - output. The learning and functioning of both levels is 
independent. The main objective of the HFNMM identifier is to issue states and pa-
rameters for the HFNNMM controller when its output follows the output of the plant 
with a minimum error of approximation. The tracking control problem consists in the 
design of a controller that asymptotically reduces the error between the plant output 
and the reference signal. The block diagram of this direct adaptive control is sche-
matically depicted in Fig.2a. The identification part on the right contains three 
RTNNs, corresponding to the three rules, fired by the fuzzyfied plant output and tak-
ing part of the FRBIS HFNMM identifier, and the RTNN DF1 represents the defuzzy-
fier of the HFNMM identifier (see Fig.1b). The control part on the left contains three 
double RTNN blocks. The RTNN-Uff block represented the feedforward part of the 
control, corresponding to the rule fired by the fuzzyfied reference, and the RTNN-Ufb 
block represented the feedback part rule, fired by the fuzzyfied plant output, and its 
entries are the corresponding states, issued by the HFNMM identifier. The RTNN 
DF2 represents the defuzzyfier of the HFNMM controller. The detailed structure of 
the direct adaptive HFNMM controller is given on Fig.2b. The structure of the entire 
control system has a Fuzzyfier, a Fuzzy Rule-Based Inference System (FRBIS), con-
taining up to six T-S FF and FB rules, and a defuzzyfier. The system uses a RTNN 
model as an adaptive, upper hierarchical level defuzzyfier, given by equation (15). 
The local and global errors used to learn the respective RTNNs models are Eci(k) = 
Ri(k) - Ydi(k); E(k) = R(k) - Yd(k). The HFNMM controller has two levels – Lower 
Hierarchical Level of Control (LLC), and Upper Hierarchical Level of Control 
(ULC). It is composed of three parts: 1) Fuzzyfication, where the normalized refer-
ence signal R(k) is divided in three intervals (membership functions - μi ): positive [1, 
-0.5], negative [-1, 0.5], and zero [-0.5, 0.5]; 2) Lower Level Inference Engine, which 
contains six T-S fuzzy rules (three for the feedforward part and three for the feedback 
part), operating in the corresponding intervals. The consequent part of each feedfor-
ward control rule (the consequent learning procedure) has the M, L, Ni RTNN model 
dimensions, Ri, Ydi, Eci inputs and Uffi, outputs used to form the total control. The T-S 
fuzzy rule has the form: 

Ri: If R(k) is Bi then Uffi = Πi (M, L, Ni, Ri, Ydi, Xi, Ji, Bi, Ci, Eci), i =1,2,3 (17) 
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The consequent part of each feedback control rule (the consequent learning proce-
dure) has the M, L, Ni RTNN model dimensions, Ydi, Xi, Eci inputs and Ufbi, outputs 
used to form the total control. The T-S fuzzy rule has the form: 

Ri: If Ydi is Ai then Ufbi = Πi (M, L, Ni, Ydi, Xi, Xci, Ji, Bi, Ci, Eci), i =1,2, 3 (18) 

The total control corresponding to each membership function is a sum of its  
corresponding feedforward and feedback parts: 

 

 
a) 

b) 

Fig. 2. Block-diagrams; a) Block-diagram of the direct adaptive fuzzy-neural multi-model 
control system; b) Detailed block-diagram of the HFNMM controller 

Ui (k) = -Uffi (k) + Ufbi (k) 
(19) 

3) Upper Level Defuzzyfication which consists of one RTNN learning procedure, 
doing a filtered weighted summation of the control signals Ui of the lower level 
RTNNs. The defuzzyfication learning procedure is described by: 

U = Π (M, L, N, Yd, Uo, X, J, B, C, E) (20) 

It has M, L, N RTNN model dimensions, the vector Uo contains Ui (P=3), and the 
control error Ec, is an input. The learning and functioning of both levels is independ-
ent. The main objective of the HFNMM controller is to reduce the error of control, so 
the plant output to track the reference signal. 

4   Simulation Results 

Let us consider a DC-motor - driven nonlinear 1-DOF mechanical system with fric-
tion, [12], to have the following friction parameters: α = 0.001 m/s; Fs

+   = 4.2 N; Fs
- 

= - 4.0 N; ΔF+ = 1.8 N ; ΔF- = - 1.7 N ; vcr = 0.1 m/s; β = 0.5 Ns/m. The position and 
velocity measurements are taken with period of discretization To = 0.1s, the system 
gain ko = 8, the mass m = 1 kg, and the load disturbance depends on the position and 
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the velocity, (d(t) = d1q(t) + d2v(t); d1 = 0.25; d2 = - 0.7). The discrete-time model of 
the 1-DOF mechanical system with friction is given as: 

x1(k+1) = x2(k); x2(k+1)=-0.025x1(k)-0.3x2(k)+0.8u(k)-0.1fr(k); (21) 

v(k) = x2(k) - x1(k); y(k) = 0.1 x1(k) (22) 

Where: x1(k), x2(k) are system states; v(k) is shaft velocity; y(k) is shaft position; fr(k) 
is a friction force, taken from [12]. The topology of the identification and FF control 
RTNNs is (1, 5, 1), and that – of the FB control RTNN is (5, 5, 1). The topology of 
the defuzzyfication RTNN is (1, 3, 1). The learning rate parameters are η = 0.01, α = 
0.9 and To = 0.01 sec. The reference signal is r(k) = sat [0.5 sin(πk) + 0.5 sin (πk/2)] 
with a saturation level as ± 0.8. The graphics of the comparative identification simula-
tion results are given on Fig.3a-d. The graphics of the comparative simulation results, 
obtained for different control systems, are shown on Fig. 4.a-f. The identification 
results show that the HFNMM identifier outperformed the RTNN identifier (the 
MSE% is 1.2% vs. 2.5%, respectively). The results of control show that the MSE% of 
control has final values which are: 0.41% for the direct adaptive HFNMM control; 
2.7% for the control with single RTNNs, and 5.8% for the fuzzy control. From the 
graphics of Fig. 4a-d, we could see that the direct adaptive HFNMM control is better 
than that, using single RTNNs. From Fig. 4e,f we could see that the fuzzy control is 
worse with respect to the neural control, especially when the friction parameters 
changed. 
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Fig. 3. Comparative closed-loop system identification results; a) comparison of the plant out-
put and the output of a single RTNN identifier; b) MSE% of RTNN identification; c) compa-
rison of the plant output and the output of a HFNMM identifier; d) MSE% of HFNMM  
identification 
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Fig. 4. Comparative trajectory tracking control results; a) comparison of the reference signal 
and the output of the plant using RTNN controllers; b) MSE% of RTNN control; c) comparison 
of the reference signal and the output of the plant using HFNMM controller; d) MSE% of 
HFNMM control; e) comparison of the reference signal and the output of the plant using fuzzy 
controller; d) MSE% of fuzzy control 

5   Conclusion 

The present paper proposed a new identification and direct adaptive control system based 
on the HFNMM. The HFNMM has three parts: 1) fuzzyfication, where the output of the 
plant is divided in three intervals μ (positive [1, -0.5], negative [-1, 0.5], and zero [-0.5, 
0.5]); 2) inference engine, containing a given number of T-S rules corresponding to given 
number of RTNN models operating in the given intervals μ; 3) defuzzyfication, which 
consists of one RTNN doing a filtered weighted summation of the outputs of the lower 
level RTNNs. The learning and functioning of both hierarchical levels is independent. 
The HFNMM identifier is incorporated in a direct feedback/feedforward control scheme, 
using a HFNMM controller. The proposed HFNMM-based control scheme is applied for 
a 1-DOF mechanical plant with friction control. The comparative simulation results show 
the superiority of the proposed HFNMM control with respect to the others. 
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Abstract. This paper presents a robust speed controller design method based on fuzzy logic 
control(FLC) for robust torsional vibration suppression control scheme in rolling mill drive 
system. This method proposes a torsional vibration suppression controller that comprises a 
reduced-order state feedback controller and a PI controller whose motor speed and observed 
torsional torque are fed back. By using the mechanical parameters estimated by an off-line 
recursive least square algorithm, a speed controller for torsional vibration suppression and its 
gains can be determined by FLC with the Kharitonov’s robust control theory. This method can 
yield a robust stability with a specified stability margin and damping limit. Even if the parame-
ters are varied within some specified range, the proposed control method guarantees a highly 
efficient vibration suppression. By using a fully digitalized 5.5 kW rolling mill drive system, 
the effectiveness and usefulness of the proposed scheme are verified and obtained experimental 
results.  

Keywords: fuzzy logic control, reduced-order state feedback, robust stability, rolling mill drive 
system, torsional vibration suppression. 

1   Introduction 

Equipment such as flexible robot manipulator, paper and iron manufacture, and steel 
rolling mill drive system have been employed in major industrial applications. If the 
motor is linked with a load by a long flexible shaft, the assembled system becomes a 
mechanical resonance system termed a two-mass system. In industrial applications 
such as the rolling mill drive system, the mechanical section of the driver has a very 
low natural resonance frequency (approximately tens of Hz) because of a large roll 
inertia and long shaft. As a result, the rolling mill drive system generates vibrations in 
the speed control response. These vibrations result in shaft damage, scratches on the 
iron surface, and deterioration in the product quality. 

The solutions to these problems have been studied using various procedures such 
as the torsional vibration compensation method, two-degrees-of-freedom (TDOF) 
method, simulator and model reference following control method, and state feedback 
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method [1]–[3]; further, several advanced control algorithms such as robust control, 
adaptive control, and neural network control theory [4][5] have been used. The most 
promising approach for vibration suppression is the (observer-based) state feedback 
control. But this approach essentially requires the order of the observer to be greater 
than three [2][4]. Although the results obtained from the observer-based state feed-
back controller that uses a pole placement method have been studied, no decisive 
control methods for achieving controller gain selection have been obtained. This is 
mainly due to variations in the system parameters during operation. In addition, the 
procedure for tuning the control parameters is not described in detail in many papers. 
Conventional algorithms do not yield a highly effective control performance because 
they provide a partial torsional vibration suppression performance, the algorithm is 
complex, and the design procedure for mechanical parametric variation are not con-
sidered [3]. 

In this paper, a novel robust torsional vibration suppression controller for a two-
mass system such as the rolling mill drive system is proposed. The controller consists 
of a reduced-order state feedback controller, state observer, and PI speed controller 
based on FLC. In addition, the aim of the proposed control scheme is the design of the 
simplest controller along with obtaining the maximum torsional vibration suppression 
in practical industrial applications using FLC. A closed-loop system is made robust by 
applying the Kharitonov’s robust stability theory to the mechanical parameter varia-
tions and their uncertainties. 

By using a DSP-based fully digitalized 5.5 kW rolling mill drive system, the effec-
tiveness and usefulness of the proposed scheme are verified on the basis of a simula-
tion and the obtained experimental results 

2   Rolling Mill Drive System 

Fig. 1 shows the block diagram of a rolling mill drive system [2][3]. On the basis of 
Fig. 1, the state-space equation of a two-mass system and the rolling mill drive system 
is expressed as follows. 
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Here, MJ and RJ are the moment of inertias of the motor and the load, respectively, 

and MT and LT are the motor torque and disturbance input, respectively. 

Mω , Lω , SHθ  and SHT  are the motor speed, load speed, torsional angle of the shaft, 

and shaft stiffness, respectively. The transfer function between the motor speed and 
the induced torque is expressed as follows. 
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Fig. 1. Block diagram of the rolling mill drive system 

From (2), the occurrence of mechanical resonance characteristics is verified. The 
mechanical resonance frequency and antiresonance frequency are important character-
istics of a two-mass system, which are represented as (3) and (4), respectively.  
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3   Proposed Torsional Vibration Suppression Method 

Fig. 2 (a) shows the total block diagram of the proposed reduced-order state feedback 
controller including a first-order observer of torsional torque and a proposed PI speed 
controller.  

The transfer function between the motor speed and induced torque is expressed as 
follows.  

( )

2

3 2
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d M R R R M SH R T SH SH
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T J J s J K s J J K J K K s K Kω ω
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 . (5) 

Here, 
shTK and 

M
Kω are the feedback gains of the torsional torque and motor speed, 

respectively. In order to compensate for the errors between the actual speed and the 
reference speed, the reduced-order state feedback controller, torsional torque ob-
server, and PI controller are used. Fig. 2 (b) shows the block diagram of the torsional 

torque observer. From the state-space equation, an expression for SHT  is obtained as 

(6); further, the value of SHT  is sensitive to noise because it contains the differential 

term of motor speed.  

SH M M MT T J ω= − &  . (6) 
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Fig. 2. The proposed reduced-order state feedback and PI controller (a) Block diagram (b) 
Torsional torque observer using a low-pass filter 

The single-state observer obtained using a low-pass filter is employed to obtain the 
torsional torque information. The proposed observer does not require a pure differ-
entiator because of the low-pass filtering of the observed state output. Therefore, it is 
more advantageous to apply it to noisy working environments such as those in rolling 
mill drive systems. The transfer function of the torsional torque observer is expressed 
as follows, where g denotes the filter gain.        

( )

( )

ŜH M M M M M

M M M

g
T T gJ gJ

s g

g
T J

s g

ω ω

ω

= − −
+

= −
+

&

 . 
(7) 

4   Design Procedure of the Reduced-Order State Feedback  
Controller and the PI Controller with Robust Stability Based  
on FLC 

4.1   Design of a Reduced-Order State Feedback Controller with δ and θ 
Hurwitz Stability 

From (5), after the state feedback, the transfer function between the motor torque and 
speed can be expressed as (8). It is assumed that in the rolling mill drive system, only 
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the roll inertia among all the other mechanical parameters varies during operation. 
Actually, the shaft stiffness and inertia of the induction motor are estimated from the 
mechanical parameter estimation, and these parameters seldom vary during motor 
operation. (9) indicates the variable ranges of roll inertia, mechanical resonance fre-
quency, and antiresonance frequency; (10) represents the maximum and minimum 
values of the mechanical resonance and antiresonance frequencies. 
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Equation (11) shows the variation in the coefficients of the transfer function due to 
variations in the roll inertias and the maximum/minimum value of each coefficient. 
Since variations in the roll inertias do not affect the coefficients of the third- and sec-
ond-order terms (a3, a2) in the polynomial D(s) , it influences the coefficients of the 
first- and zero-order terms (a1, a0 ) shown in (8). 
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(11) 

According to the Kharitonov’s robust stability theory, the system poles get located 
on the left-half side of the s plane, where the parameters vary in each specific range 
and the stability margin and system damping are not considered [6]. By extending this 
method, a robust stability controller can yield the minimum performance with regard 
to vibration suppression along with the parameter variations. The characteristic equa-
tion of the closed-loop system can be modified by including an additional stability 
margin δ  and damping limit θ . By applying the GKT to the modified characteristic 
equation, the additional stability margin and damping limit can be obtained. That is, 
the system poles can be located at a certain location such that the stability margin is δ  
and the damping limit exceeds θ . The (12) shows the characteristic equation of the 
reduced-order state feedback system including the additional stability margin in the s-
plane and each of the coefficients are as (12). The modified characteristic equation of 
the reduced-order state feedback system that is rotated by θ is expressed as (13). 
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It is possible to obtain a stability margin of δ in the closed-loop system if the gains 
of the state feedback controller are selected such that the two extremal polynomials 
may be stable according to the Routh-Hurwitz stability criterion. Thus, a closed-loop 
system maintains a stability margin of δ against a specific variation in the roll inertia. 
Fig. 3(c) shows the common area in the additional stability margin with an appointed 
±70% variation in the roll inertia. By applying the Hurwitz stability criterion for com-
plex polynomials, it obtains the gain limits for the reduced-order state feedback con-
troller such that ( )1sΔ is stable. If the feedback gains are selected such that they just  
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Fig. 3. State feedback gain area that satisfies the stability condition with an additional stability 
margin of 5 (a) Variation in roll inertia = +70% (b) Variation in roll inertia = –70% (c) Varia-
tion in roll inertia = ±70% 
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satisfy the stability condition, a two-mass system can acquire the required damping 
property and arbitrarily located system poles within the limited damping area.  
Fig. 4(c) shows the state feedback gain area that satisfies the stability condition with a 
specific additional damping of ±45° with respect to the variation in the roll inertia. 

Fig. 5 (a) shows the state feedback controller gain areas that possess an additional 
stability margin of δ and a damping property of θ using the common areas shown in 
Fig. 3(c) and Fig. 4(c). The common satisfactory area becomes FLC decision rule for 
optimal gain selection. Then reduced order state feedback gains are selected by con-
ventional fuzzy set point weighting method. The approach proposed by Visioli [7] 
consists of fuzzifying the set-point weight, leaving fixed the other parameters. The 
fuzzy rules are based on the Macvicar-Whelan matrix [8]-[11].  
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Fig. 5. Common satisfactory area for (a) δ and θ Hurwitz stability conditions, (b) Pole move-
ment of the characteristic equation according to roll inertia variations (

M
Kω = –7.5, 

SHTK = –5) 

4.2   PI Controller 

A PI controller that is in front of the reduced-order state feedback controller can be 
expressed as follows. 

( ) 1
pi

c pG s K
s

ω
= +

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (14) 

(14) is the characteristic equation of the closed-loop system that includes a PI con-
troller and stability gain margin. If GKT is applied to design the PI speed controller 
such as that employed for the reduced-order state feedback controller, it obtains a 
stable gain area for the PI controller. 

Fig. 6(a) shows a satisfactory common area for PI controller gain areas that satisfy 
the stability condition with a stability margin of 5. Fig. 6(b) illustrates the pole loca-
tion of the modified characteristic equation according to the roll inertia variation. 
Although the roll inertia varies within ±70%, the poles of the PI speed controller 
guarantee a stability gain margin and minimum speed control performance. Then 
speed PI controller gains are selected by conventional fuzzy set point weighting 
method and the Macvicar-Whelan matrix. 
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Fig. 6. Common satisfactory area for (a) PI controller gains area that satisfies the stability 
condition with a stability margin of 5, (b) Pole movement of characteristic equation according 
to a roll inertia variation of +70% (kp = 9 and ωpi = 9) 

5   Construction of the Experiment Set 

To verify the effectiveness of the proposed torsional vibration suppression algorithm 
for a rolling mill drive system, an equivalent experimental set was set up in the 
laboratory. A photograph of experimental setup of the rolling mill drive system is 
shown in Fig. 7. The drive system that comprises a PWM IGBT inverter using an 
intelligent power module and a 5.5 kW induction motor/dc generator was used for the  
 

Table 1. Specifications of the rolling mill drive system experimental setup 

Induction Motor DC Motor 

Power 5.5 kW  Power 5.5 kW  

Rated speed 1775 rpm  Rated speed 1800 rpm  

Torque 29 Nm  Torque 30 Nm  

Inertia 0.04 2kg m⋅  Inertia 0.04 2kg m⋅  

Torsion Shaft Inertia Circle Board 

Min. shaft stiffness 44 /Nm rad  Inertia per round disk 0.094 2kg m⋅  

Gear Box
(1:2)

Torque
Transducer

Torsion
Bar

(Ksh)

Variable
Inertia

Load
DC Motor

Driving
Induction

Motor

 

Fig. 7. Experimental setup of the rolling mill drive system 
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experiments. The proposed control algorithms are implemented by a fully digitalized 
DSP TMS320C31 controller. Table 1 lists the specifications of the total experimental 
set for the rolling mill drive system. 

6   Experimental Results 

The proposed torsional vibration suppression control scheme using FLC presented in 
the previous section has been experimentally tested. Its performance and properties 
are verified with the actual rolling mill drive system experimental set. The PWM 
frequency of the inverter is 8 kHz, the sampling time of the control loop is 125 µs, 
and the sampling time of speed control is 2 ms. The loads of the experimental equip-
ment consist of a dc generator (0.04 kg•m2) and an inertia circle board (0.094 kg•m2). 
For a reliable evaluation, the proposed torsional vibration suppression control method 
is compared with a conventional PI controller and state feedback controller method. 
For an external load test in the steady state, positive (forward) and negative (reverse) 
loads of 9 Nm each are applied to the system during operation at 100 rpm. 

Fig. 8 shows the speed and load response characteristics when a conventional PI 
speed controller is applied to the rolling mill drive system. In designing a PI speed  
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Fig. 8. Speed and load response characteristics with a conventional PI controller  (a) Without 
variation in roll inertia, (b) Variation in roll inertia: +0.093 kg•m2, (c) Variation in roll inertia:  
–0.093 kg•m2 
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controller for the rolling mill drive system, the abovementioned combination is con-
sidered to be a single inertia system under the assumption that the shaft has an infinite 
stiffness. As a result, vibration cannot be avoided. Figs. 8(b) and (c) show the charac-
teristics of torsional vibration against the roll inertia variation of ±0.093 kg•m2 
(±70%). If the inertia increases from its rated value to +70%, low frequency vibra-
tions occur and the damping characteristics get changed. As the inertia decreases to –
70%, high frequency vibrations occur.  

Fig. 9 shows the speed and load response characteristics wherein the state feedback 
controller is applied to the rolling mill drive system and the gains of the reduced-order 
state feedback controller that employs all the states such as motor speed, torsional 
torque, induced torque, and load speed. This system exhibits superior torsional vibration 
suppression characteristics than a conventional PI controller. However, a state feedback 
controller exhibits a slower response to the PI controller in the transient region. For 
states with higher values of roll inertias, low frequency torsional vibrations occur. High-
frequency torsional vibrations occur for states with lower values of roll inertias. Re-
markably, the conventional PI controller and state feedback controller exhibit deteriora-
tion in the control characteristics of vibration suppression when the inertia is varied. 

Fig. 10 shows the performance of the proposed control scheme. It shows the speed 
and load response characteristics. By applying the proposed design scheme to the 
rolling mill drive system, a highly effective performance with regard to vibration  
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Fig. 9. Speed and load response characteristics with a conventional state feedback controller 
without FLC (a) Without variation in roll inertia, (b) Variation in roll inertia: +0.093 kg•m2, (c) 
Variation in roll inertia: –0.093 kg•m2 
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Fig. 10. Speed and load response characteristics with the proposed reduced-order state feedback 
and PI controller with FLC. (a) Without variation in roll inertia, (b) Variation in roll inertia: 
+0.093 kg•m2 (c) Variation in roll inertia: –0.093 kg•m2 

suppression and fast response speed in the transient region can be acquired. Figs. 9(b) 
and (c) show the speed and load response characteristics when the roll inertia changes 
by ±0.093 kg•m2. The speed and load response characteristics of the closed-loop sys-
tem vary with the load condition; however, the torsional vibration suppression charac-
teristics are more superior to PI controller and state feedback controller. In particular, 
although the roll inertia varies from its rated value to +70% and –70%, the character-
istics of variation suppression are more stable than any other method. 

7   Conclusion 

In this paper, a novel torsional vibration suppression control method for a rolling mill 
drive system with robust stability has been proposed. This controller consists of a 
reduced-order state feedback controller, LPF-based state observer, and PI speed con-
troller based on robust stability. Further, when compared with PI controllers and full-
order state feedback control algorithms, this method requires simple implementation, 
small amount of computation, and yields a higher performance. Moreover, the system 
convergence property was obtained even if the mechanical parameters vary within the 
specified region. By applying the off-line RLS algorithm and a robust stability theory 
to the selection of controller gains, the stability margin for vibration suppression  
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characteristics and system stability can be guaranteed. By using a fully digitalized 5.5 
kW rolling mill drive system, the effectiveness and usefulness of the proposed scheme 
are verified on the basis of a simulation and the obtained experimental results. 
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Abstract. Fuzzy logic has been successfully used for nonlinear control systems. However, 
when the plant is complex or expert knowledge is not available, it is difficult to construct the 
rule bases of fuzzy systems. In this paper, we propose a new method of how to construct auto-
matically the rule bases using fuzzy neural network. Whereas the conventional methods need 
the training data representing input-output relationship, the proposed algorithm utilizes the 
gradient of the performance index for the construction of fuzzy rules and the tuning of member-
ship functions. Experimental results with the inverted pendulum show the superiority of the 
proposed method in comparison to the conventional fuzzy controller. 

1   Introduction 

Fuzzy logic control(FLC) has been widely applied to industries [1][2][3][4][5] 
[6][7][8]. These various applications require convenient method that construct fuzzy 
controller. Thus, the automatic construction of rules has been an important research 
problem[9][10][11][12][13][14]. Expert knowledge is used to construct knowledge 
base for rule-based system. In other words, in the knowledge acquisition step, an 
expert express his knowledge in IF-THEN rules. When an expert is not available, 
rules can be inferred from input-output relation data. 

Differently from non-fuzzy system, fuzzy systems need fuzzy sets used in them. To 
develop such systems, the membership functions for fuzzy sets as well as fuzzy rules 
should be defined. Fuzzy rule-based control system has an advantage that knowledge 
is represented in the form of IF-THEN rules, so knowledge can be formulated as lin-
guistic form in comparison to neural network.  

In this paper, we present a new method for the automatic construction of rule-base 
needed for fuzzy control system based on fuzzy neural network and object function 
when input-output relation data are not available. Also, we propose a neural network 
and its learning algorithm to fine-tune the parameters used in the control system. 

2   Fuzzy Neural Network 

The proposed neural fuzzy network needs two conditions for training. First, an object 
function for control aim should be selected pertinently. Generally an object function is 
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not unique. It is important to select the pertinent object function. Let us introduce a 
general object function that minimizes the sum of squared errors. The object function 
can be expressed as follows: 

( ) ( ) ( ){ }22
22

2
1 1 2

1
nn eeeJ ααα +⋅⋅⋅++=                  (1) 

where iα denotes the weight of I-th error term and ie  denotes I-th error term. 

Secondly, fuzzy sets of input linguistic variable should be determined. In this pro-
cedure, we must consider the number of fuzzy sets. The number of fuzzy control rules 
is determined as the multiplication of the number of fuzzy sets defined in each input 
linguistic variable. In this paper, a bell-shaped function is used. We must determine 
the center and the width of the bell-shaped function. If the number of fuzzy sets is n, 
the universe of discourse is divided into n-1 equal parts and the center is disposed at 
each partition point. The widths are determined so that membership functions are 
fully overlapping. 

The fuzzy neural network has three modes: the construction of fuzzy control rule, 
the tuning of parameter, and fuzzy reasoning.3  Iris Feature Extraction. 

2.1   Structure 

Fig. 1 shows the structure of the proposed fuzzy neural network. The system has four 
layers. Nodes in Layer 1 are input nodes which represent input linguistic variables. 
Layer 2 acts as membership functions to represent the terms of the representative 
linguistic variable. Each node at Layer 3 is a rule node which represents one fuzzy 
logic rule. Layer 4 is the output layer. 

 

Fig. 1. Block diagram of the proposed system 

The following describes the functions of the nodes in each of the four layers of the 
proposed neural model. 

 
Layer 1: The nodes in this layer transmit input value directly to the next layer. 
Layer 2: Each node in this layer perform a bell-shaped membership function. This 

function is given by 
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where ijm  and ijσ  are the center and the width of bell-shaped function of the j-th 

term of the i-th input linguistic variable, respectively. 
Layer 3: The rule nodes should perform T-norm operation. T-norm has many ver-

sion. In this paper, we use Minimum operator as T-norm operation. 
Minimum operator is given by 

( ) ( )( ) ( ) ( ) ( ) ( )( )xxxxxxT BABABA μμμμμμ ,min, =∧=             (3) 

              T  :  T-norm operator 

( ) ( )xandx BA μμ  represent membership of x in fuzzy set A and B, re-

spectively. 
Layer 4: The node in this layer transmit the decision signal out of network. These 

nodes act as the defuzzyfier. Yager's level set method is used[15]. 
Modifier: This part measures control performance with the object function and 

modifies the fuzzy neural network. 

2.2   Fuzzy Reasoning Mode 

The fuzzy neural network acts as a fuzzy reasoning system. When the fuzzy network 
receives the input value, nodes in Layer 1 transmit the input value to next layer. Each 
node in Layer 2 calculates the membership of the received value. Layer 3 performs  
T-norm operation and saves the calculated value. Layer 4 defuzzifies using the weight 
value in layer four and the value saved in layer three, then transmits the output value 
to the plant. 

2.3   Fuzzy Rule Learning Mode 

In this section, we explain  the algorithm for constructing fuzzy control rule . Fuzzy 
control rule construction is the adjustment of fuzzy singletons in Layer 4. To adjust 
this value, we use a particular learning algorithm which is similar to competitive 
learning algorithm. 

The present input is transmitted to Layer 1 and Layer 2 calculates the membership 
values. Each rule node performs T-norm operation using the membership values and 
save the result. The winner node in Layer 3 is determined based on the saved values. 
The winner is a node which saved the largest value in the Layer 4. The weight of the 
winner node is updated. In this procedure, the output value is the weight of the winner 
node. Thus, the change of the weight of the winner is the change of the output value. 

The gradient G of the object function is given by 
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where J is the object function, U(t) is a network output value, itu )(  is the weight in 

layer three, *i  represents the winner. 
Approximated gradient is given by 
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*)()(
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Δ
Δ=

Δ
Δ≈                                                  (5) 

We update the weight using the gradient. Learning rule is given by 

           )()()()()1( *
** tGiMttutu

ii
η−=+          (6) 

where η(t) is the learning rate and M(i) is value saved in layer four. 

2.4   Parameter Learning 

After the fuzzy logic rule has been determined, the whole network parameter is estab-
lished. Then, the network enters the second learning phase to adjust the parameters of 
the membership function optimally.  

For a adjustable parameter in a node, its learning rule is as follows  
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Equation to adjust center mij of the j-th fuzzy set of the i-th linguistic variable is 
derived as 
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where η is the learning late and M(i,j) is the membership function of the j-th fuzzy set 
of the i-th linguistic variable. 

Similarly, the adjustment rule of the width is as follows: 
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3   Simulation Results 

The proposed fuzzy network has been simulated for the inverted pendulum balancing 
problem[16]. This problem is openly used as an example of inherently unstable and 
dynamic system. 

As shown in Fig. 6, the inverted pendulum balancing problem is the problem of 
learning how to balance an upright pole. The inverted pendulum is modeled by 
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where 
F      : force(output) 
g       : gravity 

cm   : 1kg, mass of the cart 

     pm   : 0.1kg, mass of the pole 

      l      : 0.5m, half-pole length  
 θ     : angle of the pole 

 
Fig. 2. Inverted pendulum 

The constrains on the variable are 
 θ  : -30°∼ +30° 
 dθ  : -240 ∼ +240 (rpm) 
 F : -24 ∼ +24. 
 

The proposed fuzzy neural network is compared to the conventional fuzzy system. 
Fig. 3 and Fig. 4 show fuzzy set of the conventional fuzzy system. Table 1 shows the 
fuzzy rule of the conventional fuzzy system. 
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Fig. 3. Fuzzy sets of the input variable in the conventional fuzzy system 

 

Fig. 4. Fuzzy sets of the output variable in the conventional fuzzy system 

Table 1. Fuzzy rules in the conventional fuzzy system 

   θ 
dθ 

NM NS Z PS PM 

NM PM PM PM PS Z 

NS PM PM PS Z NS 

Z PM PS Z NS NM 

PS PS Z NS NM NM 

PM Z NS NM NM NM 

 
The fuzzy neural network uses the initial fuzzy set shown in Fig. 5. 
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Fig. 5. Initial fuzzy sets of the input variables in the proposed fuzzy network 

The O=object function is given by 
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The learning rate in construct fuzzy rule is given by 

                             1.0
10

9 +
+t

                                               (15) 

Total epoch for constructing fuzzy rules is 100. 
Table 2 shows the constructed fuzzy rules. 

Table 2. Fuzzy rules generated by the proposed fuzzy network 

   θ 
dθ 

NM NS Z PS PM

NM 1 1 0.99
9 

0.77
4 

0.10
5 

NS 1 1 0.99
9 

0.12
2 

-
0.565 

Z 1 1 0.00
0 

-1 -1 

PS 0.55
8 

-
0.125 

-1 -1 -1 

PM -
0.018 

-
0.701 

-1 -1 -1 

 
The learning rate in learning parameter is given by 
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Fig. 6. Fuzzy sets of the input variables generated by the proposed fuzzy network 

                                          1.0
10

9 +
+t

                                   (16) 

Total epoch for constructing fuzzy rules is 100. 
 

Fig. 6 shows the tuned fuzzy set. 
In this simulation, we can find that the proposed fuzzy neural network is superior 

to the conventional fuzzy system. The fuzzy neural network is better about 40% in the 
settling time and about 20% in the overshoot than the conventional system. 

 

Fig. 7. Experimental results of the conventional fuzzy system (θ=1, dθ=1)  
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Fig. 8. Experimental results of the proposed fuzzy system (θ=1, dθ=1) 

4   Conclusion 

This paper described the development of fuzzy network. The proposed fuzzy neural 
network has three modes. The first one is fuzzy reasoning mode, the second one is 
fuzzy rule constructing mode, and the third mode is parameter tuning. Using the pro-
posed algorithm, we can construct fuzzy control systems easily. This algorithm needs 
no input-output relation data for training but needs only the object function. Computer 
simulation results of the cart-pole balancing problem show that the proposed algo-
rithm is superior to the conventional fuzzy system. 
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Abstract. This paper discusses a decision support system based on fuzzy set techniques and 
tree search for movement planning in freight rail networks. The aim is to provide a decision 
making toot to help train dispatchers to plan and control rail traffic in real time. The system 
uses fuzzy rule-based decision procedures to drive train circulation as closed as possible to 
reference trajectories. A tree search algorithm is used to improve solution quality. A major 
characteristic of the system concerns its ability to provide feasible movement plans in real time. 
Incorporation of practical knowledge and real time response are essential requirements in real 
world freight railroads traffic management and control. 

Keywords: Movement planning, freight train dispatch, fuzzy control, search. 

1   Introduction 

Routine tasks in freight railroad traffic control require train dispatchers to control 
train movement over a line, plan the meeting and passing of trains on single-track 
sections, align switches to control each train movement, perform information gather-
ing and communication with train crew and station or yard workers. Currently, cen-
tralized and distributed computer systems are essential to perform both, routine and 
critical decision-making tasks. The computer system architecture depends on the size 
and rail network complexity. Computerized dispatching systems evolved from off-
line computer aided dispatch systems through on-line integrated information and 
control systems for dispatch operation management, traffic optimization, and train 
control. The first solutions for train movement planning systems emerged in the be-
ginning of the seventies, with the development of operations research models 
[12,11,7], especially linear, mixed programming models and network flow formula-
tions [4,13]. Heuristic schemes such as tabu search, constraints satisfaction, simulated 
annealing [6], tree search [1], knowledge-based systems [2], have also been devel-
oped as an attempt to solve movement planning problems. At the same time, discrete 
event dynamic systems were introduced as an alternative modeling approach [9,10]. 
Currently, fuzzy systems, neural networks, genetic algorithms [7] and hybrids [13] are 
on the research agenda. Basically, a train movement planning and control system is an 
instance of an information system with local and remote data entry concerning train 
characteristics, location and status, and record keeping to prepare train sheets and 
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train performance reports. In addition to information processing tasks, computerized 
dispatch systems perform the clearing of signals ahead of trains, the clearing of trains 
out of sidings. Some systems offer tools to suggest meeting and passing decisions. 
Train dispatchers may accept or override decisions, and align switches. In current 
systems, the computer can select the meeting and passing plan, control switches and 
signals under the supervision of a train dispatcher who overrides only in particular 
circumstances. Integrated train traffic planning, dispatch and train control systems 
comprise the most complex dispatch systems and, in addition of the previous tasks, 
perform continuous train operation decisions. Reactive train scheduling consistent 
with system state, constraints and crew shifts are also part of integrated train control 
system nowadays. 

Currently, most railways worldwide operate under centralized traffic control 
systems, often with distributed computer architectures, with radio, satellite, and local 
area networks communication capabilities [14]. Multi-agent systems solutions are 
under development as an alternative approach for advanced movement plan and train 
control systems. 

This paper addresses a knowledge-based system developed upon fuzzy set 
techniques [3,15] for train movement planning and control in freight railroads. The 
system is a decision support tool to help train dispatchers in circulation planning and 
real time control. The decision-making kernel of the system uses fuzzy a rule-based 
decision-making procedure to drive train circulation as closed as possible to desired 
trajectories. The decision procedure uses the rail line state to determine train priority 
and speed to solve meet and pass conflicts. The approach allows inclusion of 
operational knowledge and dispatcher experience as a part of the decision-making 
strategy. Knowledge and real time response are essential for traffic management and 
control in practice. A decision-making strategy based on a tree search algorithm [8] is 
also presented. The tree search algorithm gives the system a global view of the 
problem during decision-making process. The paper discusses train movement 
planning, dispatch, and control system structure and decision procedures. Comparison 
with optimal circulation decisions provided by a mixed linear programming model 
and a genetic algorithm is included. A case study conducted for a high traffic corridor 
of a major Brazilian railway is also reported. The paper concludes suggesting items 
for further development. 

2   Dispatch Planning System Structure 

Several modules compose the train movement planning, dispatch, and control system. 
The main module uses a discrete event model and rail network simulator [10] to emu-
late train movements considering operational and practical constraints, line blockage 
prevention, and transportation goals. Examples of operational constraints include: 
trains can not move in the same single track sections at the same time; trains must be 
re-fuelled at specific fueling stations; train meeting/ passing must occur at sidings or 
yards; time windows for rail maintenance and crew work must be given to mainte-
nance crew. System structure with its main modules is shown in Fig. 1. The man 
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machine interface allows dispatchers to modify and custom movement plans consider-
ing all information, including those not automatically available. The global optimiza-
tion module uses a mixed linear programming model [13] and genetic fuzzy algo-
rithms [7] to develop optimal trajectory references. During simulation, conflicting 
situations in which trains compete to use the same track at the same time often occur. 
In these cases the system must decide which train has the preference to occupy the 
track and which must stop at a siding. At this point the simulator kernel calls the deci-
sion-making strategy.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. System structure 

An important characteristic of rail systems is the frequent and unexpected 
occurrence of events such as train faults, line outages, crew problems, load and 
unload delays. This means that in actual circumstances the concept of optimal 
decisions should be viewed carefully. Whenever an optimal solution is found, the 
state of the railroad system often is different from the one originally assumed and the 
current solution may be no longer valid. For this reason, real time, knowledge based 
solutions are often preferred in practice because it responds faster and represents 
realistically trade-offs train dispatchers must do during train movement. 

3   Fuzzy Decision Making Strategy 

The decision-making strategy heuristics is encoded in a fuzzy rule base to classify 
train states and movements and produce the most appropriate decision. Decision rules 
are includes the ones used by train dispatchers in practice. A typical rule to decide 
train priority in conflicting situations is: if a train with a large delay meets another 
train that is ahead of its desired time reference, then the delayed train has higher pref-
erence to occupy the track. Fuzzy set techniques are primarily used to analyze and 
decide train movement situations. Train delay and advance are defined assuming a 
reference timeline with lower and upper boundary time lines as depicted in Fig. 2a. 
The reference timeline may be seen as a reference for the trajectory of a train along 
the railroad section in a time horizon. The reference trajectory can either be  
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constructed by the dispatcher or obtained by a global optimization models. We note 
that, as shown in Fig. 2a, whenever a train is within Area 1 it is advanced and when 
within Area 2 it is delayed. Delays and advances are granulated using fuzzy sets de-
fined in normalized universes as in Fig. 2b where ND = no delay, SD = small delay, 
BD = big delay, and SA = small advance, BA = big advance. Whenever two trains 
compete for a track, their current states are classified using the fuzzy sets and corre-
sponding rule bases to get a decision. During each decision-making decision cycle, 
trains delays or advance are qualified using linguistic labels shown in Fig. 2b. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                  (a)                                                         (b) 

Fig. 2. (a) Reference trajectory and bounds. (b) Rule base. 

A decision table mapping the fuzzy rule base, Table 1, is used to determine the 
relative priorities between trains. In the cases which competing trains are at equivalent 
states or situations the final decision depend on others factors such as train regularity, 
number of stops, default priorities, etc. When trains remain in similar states, the 
default is to assign the track to the train that traverse the conflicting yard first. 

In a constant speed model, whenever a train is delayed from its reference trajectory 
there is no chance to reduce this delay to get closer to the reference. Variable speed 
models allow trains to reach references increasing or reducing their velocities. 

Practical rules can also be used to determine the speed: if a train with a large delay 
has the preference to occupy a track, then it can increase its speed. The speed is 
chosen within maximum and minimum bounds. Speed is granulated using fuzzy sets 
defined in normalized universes as in Fig. 3 where VL = very low speed, LS = low 
speed, MS = medium speed, and HS = high speed, VH = very high speed.  

Table 1. Relative preference decision table 

           Train  A 
Train  B 

BA SA ND SD BD 

BA A A A A A 
SA B B A A A 
ND B B A A A 
SD B B B B A 
BD B B B B A 
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Based on characterization of train delay using fuzzy sets, Fig. 2b, and assuming 
train speeds with linguistic values as shown in Fig 3, a rule base is constructed to 
determine the speed with which a train should move in a track section. The rule base 
is summarized in Table 2. 

 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Characterization of train speed 

When two or more trains compete to use the same track at the same time, the 
preferred train to occupy the track is determined using the rule base of Table 1 and the 
speed with which the preferred train should cross the track is found using the rule 
base of Table 2. 

It is important to note that the fuzzy decision-making procedure uses local 
information only, but references provided by optimization algorithms or train 
dispatchers give a global view to the local decision-making procedure. This feature 
allows fast response and considers information on state of the system as a whole.   An 
algorithm that develops a global decision is presented in next section. 

Table 2. Rule base for train speed 

Train temporal state Train speed Rule 

BA VL If   train is BA then speed is VL 

SA LS If    train is SA then speed is LS 

ND MS If   train is ND then speed is MS 

SD HS If   train is SD then speed is HS 

BD VH If   train is BD then speed is VH 

4   Tree Search Decision-Making Strategy 

Combinatorial and discrete optimization problems, such as train movement planning 
and dispatch problems, consider a set of decision variables that must be assigned to a 
value selected from a set of discrete alternatives [8]. A decision problem can be repre-
sented as a tree: each leaf is a solution, each node is a decision variable, and each 
branch a value assigned to a variable.  

In the train movement planning and dispatch problem, a node is an occupancy 
conflicting situation and the decision variable concerns which train is the preferred 
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train to occupy the track. Thus, each branch represents a decision to select a train 
among the competing trains. Fig. 4 shows an example of a small instance of a rail line 
with two trains, train 1 and train 2, three single line tracks, and 4 sidings. The root 
node represents the time instant when train 1, at the siding s1, competes with train 2, 
at the siding s3, to occupy track s2. There are two alternatives to resolve this conflict. 
The first gives preference to train 1, train 1 moves to s2, and train 2 remains stopped 
at s3. This decision generates node 1. The second alternative assigns preference to 
train 2 which moves to s2 while train 1 remains stopped. This decision generates  
node 2. In this simple example, node 1 and node 2 are leafs of the tree, and are 
candidate solutions. 

Search starts at the root node, Fig. 4, and proceeds choosing the next node. One 
way to generate both nodes and choose the node which best fits the decision 
objectives of the problem. This is simple for small problem instances, but infeasible in 
practice because the number of conflicts can be very high. An alternative is a look-
ahead strategy to analyze the impact of the actual conflict in the future train meetings 
and passing in the planning horizon. Due to the time restrictions of real world 
environments, it is not possible to expand all nodes and choose the best node. 
Therefore a mechanism to estimate the cost of the future meetings and passing 
simulating trains movements using a discrete event simulator. Simulation allows the 
tree search strategy to make a decision based on information of what has happened up 
to the conflict and on what will happen for each decision alternative. Clearly, during 
simulation new conflicts will occur and they must also be solved. A fast way to solve 
conflicts is to use a greedy decision strategy, such as choosing among the conflicting 
trains the one that traverses the conflicting track first. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Search tree representation of the train movement problem 
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Using traditional notation of tree search methods [9], we may set the value of a 
node n using a node evaluation function f(n) of the form: 

                                                f(n) = g(n) + h(n)  (1) 

In (1) g(n) is the value from the initial node to node n and h(n) is the estimated 
value from node n to a solution node of the problem. In our case, h(n) is the value 
given by simulation of node n for the planning horizon. Depending on the horizon 
considered, simulation may find a solution or not. Whenever a node (trains conflict) is 
found, all successors nodes are generated and f(.) is calculated for each of them. The 
node selected (preferred train) is the one with the lowest f(.) value. The cost of a node 
must be calculated considering the transportation aims of the problem. In the 
application example and scenarios addressed in next section, the aim is to reduce the 
total delay due to crossing and passing, that is, the sum of the delays of all trains 
within the planning horizon. 

5   Simulation Results 

In this section we summarize the results obtained when using the algorithms of the 
previous sections and compare their solutions with the ones provided by a mixed 
linear programming model and a fuzzy genetic algorithm described in [13] and [7], 
respectively. Due the considerable processing time needed to obtain exact solutions 
using the mixed linear programming models, only small size problems are considered 
for comparison purposes. As it is well know, train dispatch problems of the sort ad-
dressed in this paper are np-hard. We consider two rail lines examples. Rail line 1, has 
five single-track segments and four double track segments for crossing and passing. 
Rail line 2 has eight single-track segments and seven double track segments for cross-
ing and passing. 

Using the two rail lines above, 30 instances were considered. The instances were 
generated varying the number of trains from three to seven, and varying the time 
interval between departures from two to four hours. For each case both, the solution 
provided by the mixed linear mathematical model (MPM) and the solution obtained 
by the genetic fuzzy algorithm (GFA), are adopted as the reference trajectory used by 
the fuzzy decision-making algorithm. Self-centered references, considering the 
individual train activities programs (TAP), were also adopted as reference trajectories. 
Fuzzy decision-making considers speed limits ± 30% of the train average speed. The 
tree search algorithm (TSDM) considers a time horizon of six hours to estimate the 
cost function, h(n). In all simulations we assume that the main objective is to reduce 
the total train delay. Table 3 summarizes simulation results using rail line 1 with two 
hours interval between train departures and a total of seven trains. Its important to 
note that the MPM, the GFA, and the TSDM assumes that the time required for a train 
to cross each segment is the average, whereas the FDM strategy can vary the speed of 
a train. 
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Table 3. Simulation Results 

 MPM GFA FDMMPM FDMFGA FDMTAP TSDM 

Delay (min) 498.23 518.17 498.23 518.17 580.3 498.23 

Processing time (ms) 9849672 36450 47 94 78 1100 
GFA: Genetic Fuzzy Algorithm, MPM: Mathematic Programming Model, FDMGFA: Fuzzy 
Decision Making with GFA reference, FDMMPM: Fuzzy Decision Making with MPM refer-
ence, FDMTAP: Fuzzy decision Making with TAP (Trains Activities Program) reference 
TSDM: Tree Search Decision Making. 

Fig. 5a shows the optimal solution provided by MPM and by the TSDM. As it can 
be seen in Table 3, the solution developed by the FDM strategy using the solution 
provided by the mathematical model is the same as the reference solution. With the 
GFA reference the solution was also the same as the FGA solution. Using the TAP as 
reference produces worse solution because the TAP reference usually is not feasible 
once it does not reflect trains conflicts. Fig. 5b shows the results when TAP is set as a 
reference for the fuzzy decision-making algorithm. The arrows indicate where trains 
speed increases. The MPM and GFA solutions are feasible and the FDM strategy can 
follow them identically. The TSDM does not use any reference, but obtains the 
optimal solution as well. Looking at the processing times we notice that the MPM 
spent above three hours to find the optimal solution while the GFA needed 36 seconds 
only. In contrast, the FDM spent less than 100ms to find a solution while TSDM 
needed about a second, a value considered satisfactory for real-time time movement 
planning. 

 
 
 
 
 
 
 
 
 
 

 

 

                                   (a)                                                            (b) 

Fig. 5. (a) Optimal solution given by the mathematical programming model. (b) Fuzzy  
decision-making solution using TAP solution as reference. 

Table 4 summarizes the optimality gaps considering the total delays of 30 problem 
instances. The fuzzy decision making strategy follows the reference identically when 
it is provided by the mathematical model or by the fuzzy genetic algorithm. With TAP 
as reference the total delay is 23% higher than the optimal solution. The TSDM 
achieves a total mean delay 5.3% above the optimal. 
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Table 4. Optimality gap of the total delay 

 FDMPLMI GFA FDMGFA FDMTAP TSDM 

Mean (%) 0 3.5 3.5 23 5.3 

Worst case (%) 0 40 40 253 43 

 
An instance of train circulation planning using actual data from a major Brazilian 

railway corridor with 50 trains and 40 passing yards was also considered as a test 
case. It is impractical to get exact solutions within acceptable time limits using mixed 
linear mathematical programming model to solve this instance. Table 5 summarizes 
the results. The genetic algorithm required 12 minutes to solve it. The knowledge-
based system, with the fuzzy decision-making algorithm described in this paper, 
needed 453 ms to produce an acceptable schedule. The best total delay result was 
obtained by the tree search strategy within 42 seconds. 

Table 5. Simulation results for an actual railroad corridor instance 

 GFA FDMGFA FDMTAP TSDM 

Delay (min) 3798 3798 4802 3365 

Processing time (ms) 720000 422 453 42515 

6   Conclusion  

The knowledge-based strategies suggested in this paper have shown to provide an 
effective mechanism to develop satisfactory solutions in real time train movement 
planning, and traffic management. This feature is of utmost importance in train dis-
patch and control systems, where the unpredictably and intractability of the problem 
makes conventional solutions ineffective. Moreover, since the system uses a detailed 
discrete event model of the rail network, the solutions obtained are often closer to 
practice than conventional mathematical programming models.  

Future work will focus on the fuzzy decision-algorithm to improve performance 
when using self-centered references. Construction of estimation functions h(n) for the 
tree search strategy is also under investigation.   
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Abstract. In this paper, the authors discuss a new synthesis approach to train associative 
memories, based on recurrent neural networks (RNNs). They propose to use soft margin train-
ing for associative memories, which is efficient when training patterns are not all linearly sepa-
rable. On the basis of the soft margin algorithm used to train support vector machines (SVMs), 
the new algorithm is developed in order to improve the obtained results via optimal training 
algorithm also innovated by the authors, which are not fully satisfactory due to that some times 
the training patterns are not all linearly separable. This new algorithm is used for the synthesis 
of an associative memory considering the design based on a RNN with the connection matrix 
having upper bounds on the diagonal elements to reduce the total number of spurious memory. 
The scheme is evaluated via a full scale simulator to diagnose the main faults occurred in fossil 
electric power plants.   

1   Introduction 

The implementation of associative memories via RNNs is discussed in [1], where a 
synthesis approach is developed based on the perceptron training algorithm. The goal 
of associative memories is to store a set of desired patterns as stable memories such 
that a stored pattern can be retrieved when the input pattern (or the initial pattern) 
contains sufficient information about that stored pattern. In practice the desired mem-
ory patterns are usually represented by bipolar vectors (or binary vectors). There are 
several well-known methods available in the literature, which solve the synthesis 
problem of RNNs for associative memories, including the outer product method, the 
projection learning rule and the eigenstructure method, [2].  

Due to their high generalization performance, SVMs have attracted great attention 
for pattern recognition, machine learning, neural networks and so on, [3]. Learning of 
a SVM leads to a quadratic programming (QP) problem, which can be solved by 
many techniques [4]. Furthermore, the relation existing between SVMs and the design 
of associative memories based on the generalized brain-state-in-a-box (GSB) neural 
model is formulated in [5]. 
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On the basis of the optimal hyperplane algorithm used to train SVMs, an optimal 
training algorithm for associative memories has been developed and applied by the 
authors in [6] and [7]. The proof related to the convergence properties for this algo-
rithm when patterns are linearly separable, and the corresponding proof for the design 
of an associative memory via RNNs using constraints in the diagonal elements of 
connection matrix can be reviewed in [6] and [8].  

This paper propose a new soft margin training for associative memories imple-
mented by RNNs. On the basis of the soft margin algorithm used to train SVMs as 
described in [3], the new algorithm is developed in order to improve the obtained 
results via optimal training algorithm when the training patterns are not all linearly 
separable. 

2   Preliminaries 

This section introduces useful preliminaries about associative memories implemented 
by RNNs, the perceptron training algorithm and a synthesis for RNNs based on this 
algorithm, which is proposed in [1]. The class of RNNs considered is described by 
equations of the form 

sat( )

sat( )

dx
Ax T x I

dt
y x

= − + +

=
 , (1) 

where x is the state vector, y ∈ Dn = {x ∈ Rn | –1 ≤ xi ≤ 1} is the output vector,                
A = diag [a1, a2, …, an] with ai> 0 for i = 1, 2, ..., n, T = [Tij] ∈ Rnxn is the connection 
matrix, I = [I1, I2,…, In]

T is a bias vector, and sat(x) = [sat(x1), …, sat(xn)]
T represents 

the activation function, where 

1         1

sat( )   1 1

1        1

i

i i i

i

x

x x x

x

>⎧
⎪= − ≤ ≤⎨
⎪− < −⎩

 . (2) 

    It is assumed that the initial states of (1) satisfy | xi(0) |≤ 1 for i = 1, 2, ..., n. System 
(1) is a variant of the analog Hopfield model with activation function sat(•). 

2.1   Synthesis Problem for Associative Memories Implemented by RNNs  

For the sake of completeness, the following results are taken from [1] and included in 
this section. A vector α will be called a (stable) memory vector (or simply, a memory) 
of system (1) if α = sat(β) and if β is an asymptotically stable equilibrium point of 
system (1). In the following lemma, Bn is defined as a set of n-dimensional bipolar 
vectors Bn = {x ∈ Rn | xi = 1 o –1, i = 1, 2, ..., n}. For α = [α1, α2, …, αn]

T ∈ Bn define 
C(α) = {x ∈ Rn | xiαi > 1, i = 1, 2, ..., n }. 

Lemma 2.1 If α ∈ Bn and if  

β = A-1(Tα + I) ∈C(α) , (3) 
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then (α, β) is a pair of stable memory  vector and an asymptotically stable equilibrium 
point of (1). The proof of this result can be reviewed in [1].  

The following synthesis problem concerns the design of (1) for associative  
memories.  

Synthesis Problem: Given m vectors α1, α2, ..., αm in the set of n-dimensional bipolar 
vectors, Bⁿ, choose {A, T, I} in such a manner that: 

 

1. α1, α2, ..., αm are stable memory vectors  of  system (1); 
2. the total number of spurious memory vectors (i.e., memory vectors 

which are not desired) is as small as possible, and the domain (or  
basin) of attraction of each desired memory vectors is as large as  
possible. 

 

Item 1) of the synthesis problem can be guaranteed by choosing the {A, T, I} such 
that every αi satisfies condition 3 of Lemma 2.1. Item 2) can be partly ensured by 
constraining the diagonal elements of the connection matrix. 

In order to solve the synthesis problem, one needs to determine A, T and I from (3) 
with α =αk, k = 1, 2,..., m. 

Condition given in (3) can be equivalently written as 

  if  1

    if  1

k k
i i i i

k k
i i i i

T I a

T I a

α α
α α

⎧ + > =⎪
⎨ + < − = −⎪⎩

 , (4) 

for k = 1, 2,..., m and i = 1, 2,..., n where Ti  represents the ith row of T, Ii denotes the 
ith element of I, ai is the i-th diagonal element of A, and k

iα is the i-th entry of αk.  

3   New Approach: Soft Margin Training for Associative Memories 

This section contains our principal contribution. First, we describe soft margin algo-
rithm used for SVMs when training patterns are not all linearly separable. We propose 
a new soft margin training for associative memories implemented by RNN (1). 

3.1   Soft Margin Algorithm 

Consider the case where the training data can not be separated without error by an 
SVM. In this case one may want to separate the training set with a minimal number of 
errors. To express this formally let us introduce some non-negative variables ξi ≥ 0,     
i = 1, …, l.  

We can now minimize the functional  

1

( )
l

i
i

σφ ξ ξ
=

=∑  (5) 

for small σ > 0, subject to the constraints 

 (6) 
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0,       1,..., .i i lξ ≥ =  (7) 

For sufficiently small σ the functional (5) describes the number of the trainin  
errors. Minimizing (3) one finds some minimal subset of training errors 

(yi1, X i1), …, (y ik, X ik). (8) 

If these data are excluded from the training set one can separate the remaining part 
of the training set without errors. To separate the remaining part of the training data 
one can construct an optimal separating hyperplane. To construct a soft margin hy-
perplane we maximize the functional 

 
(9) 

subject to constraints (6) and (7), where C is a constant. The solution to the optimiza-
tion problem under the constraint (6) is given by the saddle point of the Lagrangian, 
as obtained in [3] 

 
(10) 

where RT=[r1, r2, r3, r4, r5] enforces the constraint (6). In [3] is described that vector W 
can be written as a linear combination of support vectors when optimal hyperplane 
algorithm is used for training. To find the vector ΛT=[λ1, …, λl] one has to solve the 
dual quadratic programming problem of maximizing 

21
( , ) [ ]

2
T TW Q D

C

δδΛ = Λ − Λ Λ +  (11) 

subject to the constraints 

0T YΛ =  (12) 

0δ ≥  (13) 

0 Qδ≤ Λ ≤  (14) 

where Q is an l-dimensional unit vector, Λ=[λ1, λ2, …, λl] contains Lagrange multi-
pliers, Y contains the entries, and D is a symmetric matrix are the same elements as 
used in the optimization problem for constructing an optimal hyperplane, δ is a scalar, 
and (14) describes coordinate-wise inequalities. 

Note that (14) implies that the smallest admissible value δ in the functional (11) is  

maxδ λ= = max [λ1, λ2, …, λl] (15) 

Therefore to find a soft margin classifier one has to find a vector Λ that maximizes 
2
max1

( ) [ ]
2

T TW Q DA
C

λ
Λ = Λ − Λ +  (16) 
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under the constraints Λ ≥ 0 and (14). This problem differs from the problem of con-
structing an optimal margin classifier only by the additional term with λmax in the 
functional (11). Due to this term the solution to the problem of constructing the soft 
margin classifier is unique and exist for any data set. 

3.2   New Synthesis Approach 

Considering the soft margin algorithm, we propose the soft margin training for  
associative memories implemented by RNNs which is described as follows. 

Synthesis Algorithm 3.1: Given m training patterns αk, k = 1, 2,…, m which are known 
to belong to class X1 (corresponding to Z = 1) or X2 (corresponding to Z = –1), the 
weight vector W can be determined by means of the following algorithm. 

 

1. Start out by solving the quadratic programming problem given by  

2
i i i i max1

(Λ ) (Λ ) [(Λ ) Λ ]
2

T TF Q D
C

λ
= − + , (17) 

under the constraints 

i 1 2(Λ ) 0,  where T i i m
i i iY Y α α α⎡ ⎤= = ⎣ ⎦L ,  

0δ ≥ , 
 

0 Qδ≤ Λ ≤  
 

to obtain 1

i
2Λ , , ..., n

i i iλ λ λ⎡ ⎤= ⎣ ⎦ . 

2. Compute the weight vector 

1 12
1

, , ..., ,n n

m
i k k i i i i

j j
j

W w w w wλ α α +
−

=

⎡ ⎤= = ⎣ ⎦∑ , (18) 

                 i = 1, 2, …, n, such that 

1    if   1,

1   if   1,

i k k
i i

i k k
i i

W b

W b

α ξ α
α ξ α

−

−

•

•

+ ≥ − =

+ ≤ − + = −
 (19) 

and for k = 1, 2, ..., m where 

...

1

k

k

α
α −

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 . (20) 

Choose A = diag [a1, a2, …, an]  with ai > 0. For i, j = 1,2,...,n choose i
ij jT w=  if i ≠ j, 

i
ij j i iT w a μ= + -1 if i=j, with μi >1 e 1

i
i n iI w b+= + . 
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4   Application to Fault Diagnosis in Fossil Electric Power Plants 

Due to space limitations, in this section we only describe some results for fault  
diagnosis in fossil electric power plants. A full description about this application can 
be reviewed in [7] and [8]. Fig. 1 illustrates the scheme for fault diagnosis and its 
components are explained below. 

The first component is based on comparison between the measurements coming 
from the plant and the predicted values generated by a neural network predictor. The 
predictor is based on neural network models, which are trained using healthy data 
from the plant. The differences between these two values, named as residuals, consti-
tute a good indicator for fault detection. These residuals are calculated as 

ˆ( ) ( ) ( )i i ir k x k x k= − , i = 1, 2, …, n. (21) 

where xi(k) are the plant measures and ˆ ( )ïx k  are the predictions. In absence of faults, 

the residuals are only due to noise and disturbance. When a fault occurs in the system, 
the residuals deviate from zero in characteristic ways.  

The scheme is applied to six faults: waterwall tube breaking, superheating tube 
breaking, dirty regenerative preheater, superheated steam temperature control fault, 
velocity variator of feedwater pumps operating at maximum and blocked fossil oil 
valve named as fault 1 to fault 6, respectively. However, we only present the results 
for fault 1 due to space limitations. Fault data base is adquired with a full scale simu-
lator for 75% of initial load power (225 MW), 15 % of severity fault, 2 minutes for 
inception and 8 minutes of simulation time. Fig. 2 illustrates that the residuals are 
closed to zero before fault inception; after this interval, residuals deviate from zero in 
different ways.  

Process

Controller

Neural
Network
Predictor

Fault Diagnosis
and Isolation

via Associative
Memory

StatesInputs

Set Points

Faults

Residuals

( )x k

( 1)u k −

( )r k

ˆ ( )x k

Fault i  

Fig. 1. Scheme for Fault Diagnosis 
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Fig. 2. Residuals for fault 1 

For the second component, residuals are encoded in bipolar or binary vectors using 
thresholds to obtain fault patterns to determine the fault. The previous stage generates 
a residual vector with ten elements. Each residual is evaluated by a detection thresh-
old (τi). Detection thresholds are displayed in Table 1. This evaluation provides a set 
of encoded residuals as bipolar vectors [s1(k), s2(k), …, s10(k)]T where 

1 if 
( ) ,  1, 2, ...,10.

1 if 
i i

i
i i

r
s k i

r

τ
τ

⎧− <⎪= =⎨ ≥⎪⎩
 (22) 

Table 1. Detection thresholds 

i 1 2 3 4 5 6 7 8 9 10 

τi  25  
MW 

30 
Pa 

0.022 
m 

4 
k 

10 
K 

20000 
Pa 

42000 
    Pa 

0.85 
% 

4 
K 

10 
K 

 
Fault patterns for all the six faults previously mentioned are contained in Table 2, 

where fault 0 pattern is included to denote a normal operating condition.  
The soft margin training algorithm is encoded in MATLAB. The number of neu-

rons is n=10 (fault pattern length) and the patterns are m=7 (number of fault patterns). 
The Lagrange multipliers matrix LM= [Λ1, Λ2

, …,Λn], the weight matrix WM=[W1, 
W2, …,Wn+1] and the bias vector BV=[b1, b2, …, bn] are obtained as in (23), (24) and 
(25). The matrices A, T and I are calculated as in (26), (27) and (28). It is worth to 
mention that all diagonal elements in matrix T satisfies the optimal constrainst Tii ≤  ai  
in order to reduce the total number of spurious memories as described in [1] and [6]. 
New soft margin training algorithm improves the obtained results via optimal training 
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developed by the authors where T88 = 2.59 > a8  and w88 = 1.59 >1 does not satisfy the 
corresponding optimal constraint as obtained in [7 p. 60]. Using soft margin training, 
T88 = a8=1 and w88 = 0.7 < 1 are obtained. The associative memory is evaluated with 
these matrices fixed using encoded residuals as input bipolar vectors. Fig. 3 illustrates 
how α1 pattern, is retrieved when fault 1 is occurring. 

Table 2. Fault patterns to store in associative memory 

α0
 α1 α2 α3 α4 α5 α6 

-1 1 -1 -1 -1 -1 1 
-1 1 -1 -1 -1 -1 -1 
-1 1 1 1 1 1 1 
-1 1 -1 1 -1 -1 -1 
-1 1 1 1 -1 -1 1 
-1 1 -1 1 -1 1 1 
-1 1 1 1 1 -1 1 
-1 -1 -1 -1 -1 -1 1 
-1 1 -1 -1 -1 1 1 
-1 1 -1 -1 -1 -1 1 
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Fig. 3. Retrieved fault pattern via associative memory, fault 1 

5   Conclusions 

The obtained results illustrate that soft margin training proposed in this work is ade-
quated to train associative memories based on RNNs. By means of this new approach, 
an associative memory is designed and applied to fault diagnosis in fossil electric 
power plants. Using soft margin training, all diagonal elements on connection matrix 
T are equals to diagonal elements in matrix A. This fact indicates that the total number 
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of spurious memories is reduced. As a future work, it is necessary to analyze conver-
gence properties for this new algorithm and it is necessary to establish the correspond-
ing properties on connection matrix T.  
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[ ]0.29 1.10 0.80 0.78 0.21 0.23 0.36 1.38 0.02 0.29
T

I = − − − − − . (28) 
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Modular Neural Networks with Fuzzy Integration 
Applied for Time Series Forecasting 
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Abstract. We describe in this paper the application of several neural network architectures to 
the problem of simulating and predicting the dynamic behavior of complex economic time 
series. We use several neural network models and training algorithms to compare the results 
and decide at the end, which one is best for this application. We also compare the simulation 
results with the traditional approach of using a statistical model. In this case, we use real time 
series of prices of consumer goods to test our models. Real prices of tomato and green onion in 
the U.S. show complex fluctuations in time and are very complicated to predict with traditional 
statistical approaches. 

1   Introduction 

Forecasting refers to a process by which the future behavior of a dynamical system is 
estimated based on our understanding and characterization of the system. If the dy-
namical system is not stable, the initial conditions become one of the most important 
parameters of the time series response, i.e. small differences in the start position can 
lead to a completely different time evolution. This is what is called sensitive depend-
ence on initial conditions, and is associated with chaotic behavior [2, 16] for the dy-
namical system. 

The financial markets are well known for wide variations in prices over short and 
long terms. These fluctuations are due to a large number of deals produced by agents 
that act independently from each other. However, even in the middle of the apparently 
chaotic world, there are opportunities for making good predictions [4,5]. Tradition-
ally, brokers have relied on technical analysis, based mainly on looking at trends, 
moving averages, and certain graphical patterns, for performing predictions and sub-
sequently making deals. Most of these linear approaches, such as the well-known 
Box-Jenkins method, have disadvantages [9]. 

More recently, soft computing [10] methodologies, such as neural networks, fuzzy 
logic, and genetic algorithms, have been applied to the problem of forecasting com-
plex time series. These methods have shown clear advantages over the traditional 
statistical ones [12]. The main advantage of soft computing methodologies is that, we 
do not need to specify the structure of a model a-priori, which is clearly needed in the 
classical regression analysis [3]. Also, soft computing models are non-linear in nature 
and they can approximate more easily complex dynamical systems, than simple linear 
statistical models. Of course, there are also disadvantages in using soft computing 
models instead of statistical ones. In classical regression models, we can use the  
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information given by the parameters to understand the process, i.e. the coefficients of 
the model can represent the elasticity of price for a certain good in the market. How-
ever, if the main objective if to forecast as closely as possible the time series, then the 
use of soft computing methodologies for prediction is clearly justified. 

2   Monolithic Neural Network Models 

A neural network model takes an input vector X and produces and output vector Y. 
The relationship between X and Y is determined by the network architecture. There 
are many forms of network architecture (inspired by the neural architecture of the 
brain). The neural network generally consists of at least three layers: one input layer, 
one output layer, and one or more hidden layers. Figure 1 illustrates a neural network 
with p neurons in the input layer, one hidden layer with q neurons, and one output 
layer with one neuron. 

 

Fig. 1. Single hidden layer feedforward network 

In the neural network we will be using, the input layer with p+1 processing ele-
ments, i.e., one for each predictor variable plus a processing element for the bias. The 
bias element always has an input of one, Xp+1=1. Each processing element in the input 
layer sends signals Xi (i=1,…,p+1) to each of the q processing elements in the hidden 
layer. The q processing elements in the hidden layer (indexed by j=1,…,q) produce an 
“activation” aj=F(ΣwijXi) where wij are the weights  associated with the connections 
between the p+1 processing elements of the input layer and the jth processing element 
of the hidden layer. Once again, processing element q+1 of the hidden layer is a bias 
element and always has an activation of one, i.e. aq+1=1. Assuming that the processing 
element in the output layer is linear, the network model will be 

p+1               p+1               p+1   

Yt = Σ πι xit + Σ θj F ( Σwij xit ) 
                                                                        j=1                  j=1               i=1 

(1) 

Here πι are the weights for the connections between the input layer and the output 
layer, and θj are the weights for the connections between the hidden layer and the 
output layer. The main requirement to be satisfied by the activation function F(.) is 
that it be nonlinear and differentiable. Typical functions used are the sigmoid, hyper-
bolic tangent, and the sine functions. 
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The weights in the neural network can be adjusted to minimize some criterion such 
as the sum of squared error (SSE) function: 

                     n      

 E1 = ½ Σ (dl- yl)
2  

              l = 1    
(2) 

Thus, the weights in the neural network are similar to the regression coefficients in a 
linear regression model. In fact, if the hidden layer is eliminated, (1) reduces to the well-
known linear regression function. It has been shown [22] that, given sufficiently many 
hidden units, (1) is capable of approximating any measurable function to any accuracy. 
In fact F(.) can be an arbitrary sigmoid function without any loss of flexibility. 

The most popular algorithm for training feedforward neural networks is the back-
propagation algorithm [14,18]. As the name suggests, the error computed from the 
output layer is backpropagated through the network, and the weights are modified 
according to their contribution to the error function. Essentially, backpropagation 
performs a local gradient search, and hence its implementation does not guarantee 
reaching a global minimum. A number of heuristics are available to partly address 
this problem, some of which are presented below. Instead of distinguishing between 
the weights of the different layers as in Equation (1), we refer to them generically as 
wij  in the following. 

After some mathematical simplification the weight change equation suggested by 
backpropagation can be expressed as follows: 

wij = -η ∂E1 + θΔwij 
    ∂wij  

(3) 

Here, η is the learning coefficient and θ is the momentum term. One heuristic that 
is used to prevent the neural network from getting stuck at a local minimum is the 
random presentation of the training data. 

3   Modular Neural Networks 

There exists a lot of neural network architectures in the literature that work well when 
the number of inputs is relatively small, but when the complexity of the problem 
grows or the number of inputs increases, their performance decreases very quickly. 
For this reason, there has also been research work in compensating in some way the 
problems in learning of a single neural network over high dimensional spaces. 

In the work of Sharkey [20], the use of multiple neural systems (Multi-Nets) is de-
scribed. It is claimed that multi-nets have better performance or even solve problems 
that monolithic neural networks are not able to solve. It is also claimed that multi-nets 
or modular systems have also the advantage of being easier to understand or modify, 
if necessary. 

In the literature there is also mention of the terms “ensemble” and “modular” for 
this type of neural network. The term “ensemble” is used when a redundant set of 
neural networks is utilized, as described in Hansen and Salamon [8]. In this case, each 
of the neural networks is redundant because it is providing a solution for the same 
task, as it is shown in Figure 2. 



220 P. Melin et al. 

On the other hand, in the modular approach, one task or problem is decompose in 
subtasks, and the complete solution requires the contribution of all the modules, as it 
is shown in Figure 3. 

 
Fig. 2. Ensembles for one task and subtask 

 

Fig. 3. Modular approach for task and subtask 

4   Methods for Response Integration 

In the literature we can find several methods for response integration, that have been 
researched extensively, which in many cases are based on statistical decision meth-
ods. We will mention briefly some of these methods of response integration, in par-
ticular the ones based on fuzzy logic. The idea of using these types of methods, is that 
the final decision takes into account all of the different kinds of information available 
about the time series. In particular, we consider aggregation operators, and the fuzzy 
Sugeno integral [21]. 

Yager [23] mentions in his work, that fuzzy measures for the aggregation criteria 
of two important classes of problems. In the first type of problems, we have a set 
Z={z1,z2,…,zn} of objects, and it is desired to select one or more of these objects 
based on the satisfaction of certain criteria. In this case, for each zi∈Z, it is evaluated 
D(zi)=G(Ai(zi),…,Aj(zi)), and then an object or objects are selected based on the value 
of G. The problems that fall within this structure are the multi-criteria decision prob-
lems, search in databases and retrieving of documents.  

In the second type of problems, we have a set G={G1,G2,…,Gq} of aggregation 
functions and object z. Here, each Gk corresponds to different possible identifications 
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of object z, and our goal is to find out the correct identification of z. For achieving 
this, for each aggregation function G, we obtain a result for each z, Dk(z)=Gk(A1(z), 
A2(z), … ,An(z)). Then we associate to z the identification corresponding to the larger 
value of the aggregation function. 

A typical example of this type of problems is pattern recognition. Where Aj corre-
sponds to the attributes and Aj(z) measures the compatibility of z with the attribute. 
Medical applications and fault diagnosis fall into this type of problems. In diagnostic 
problems, the Aj corresponds to symptoms associated with a particular fault, and Gk 
captures the relations between these faults.  

Fuzzy integrals can be viewed as non-linear functions defined with respect to fuzzy 
measures. In particular, the “gλ-fuzzy measure” introduced by Sugeno [21] can be 
used to define fuzzy integrals. The ability of fuzzy integrals to combine the results of 
multiple information sources has been mentioned in previous works. 

Definition 1. A function of sets g:2x-(0.1) is called a fuzzy measure if: 

1. g(0)=0   g(x)=1 
2. g(A)≤ g(B) if A⊂B 
3. if {Ai}iα =1 is a sequence of increments of the measurable set then 

lim g(Ai) = g (lim Ai)                                                 (4) 
                                             i → ∞            i → ∞ 

From the above it can be deduced that g is not necessarily additive, this property is 
replaced by the additive property of the conventional measure. 

From the general definition of the fuzzy measure, Sugeno introduced what is called 
“gλ-fuzzy measure”, which satisfies the following additive property: For every A, B 
⊂ X and A ∩ B = θ, 

g(A ∪ B) = g(A) + g(B) +  λ g(A)g(B),                                 (5) 

for some value of λ>-1. 
This property says that the measure of the union of two disjunct sets can be 

obtained directly from the individual measures. Using the concept of fuzzy measures, 
Sugeno [21] developed the concept of fuzzy integrals, which are non-linear functions 
defined with respect to fuzzy measures like the gλ-fuzzy measure. 

Definition 2. let X be a finite set and h:X→[0,1] be a fuzzy subset of X, the fuzzy 
integral over X of function h with respect to the fuzzy measure g is defined in the 
following way, 

h(x) o g (x)   = max [ min ( min h(x), g(E))]                           (6) 
                                                   E ⊆ X             x ∈ E 

                                                      = sup [min( α , g(hα ))] 
                                                   α ∈ [0, 1] 
where hα is the level set α of h,  

           hα  = { x | h(x) ≥ α }.                                           (7) 
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We will explain in more detail the above definition: h(x) measures the degree to 
which concept h is satisfied by x. The term min(hx) measures the degree to which 
concept h is satisfied by all the elements in E. The value g(E) is the degree to which 
the subset of objects E satifies the concept measure by g. As a consequence, the 
obtained value of comparing these two quantities in terms of operator min indicates 
the degree to which E satifies both criteria g and min(hx). Finally, operator max takes 
the greatest of these terms. 

5   Simulation and Forecasting Prices in the U.S. Market 

We will consider the problem forecasting the prices of tomato in the U.S. market. The 
time series for the prices of this consumer good shows very complicated dynamic 
behavior, and for this reason it is interesting to analyze and predict the future prices 
for this good. We show in Figure 4 the time series of monthly tomato prices in the 
period of 1960 to 1999, to give an idea of the complex dynamic behavior of this time 
series. 

We will apply both the modular and monolithic neural network approach and also 
the linear regression method to the problem of forecasting the time series of tomato 
prices. Then, we will compare the results of these approaches to select the best one for 
forecasting. 
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Fig. 4. Prices in US Dollars of tomato from January 1960 to December 1999 

6   Experimental Results 

We describe, in this section, the experimental results obtained by using neural net-
works to the problem of forecasting tomato prices in the U.S. Market. We show re-
sults of the application of several architectures and different learning algorithms to 
decide on the best one for this problem. We also compare at the end the results of the 
neural network approach with the results of linear regression models, to measure the 
difference in forecasting power of both methodologies. 

First, we will describe the results of applying modular neural networks to the time 
series of tomato prices. We used the monthly data from 1960 to 1999 for training a 
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Modular Neural Network with four Modules, each of the modules with 80 neurons 
and one hidden layer. We show in Figure 5 the result of training the modular neural 
network with this data. In Figure 5, we can appreciate how the modular neural net-
work approximates very well the real time series of tomato prices over the relevant 
period of time. 
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Fig. 5. Modular network for tomato prices with Levenberg-Marquardt algorithm 

We have to mention that the results shown in Figure 5 are for the best modular 
neural network that we were able to find for this problem. We show in Figure 6 the 
comparison between several of the modular neural networks that we tried in our ex-
periments. From Figure 6 we can appreciate that the modular neural network with one 
time delay and Leverberg-Marquardt (LM) training algorithm is the one that fits best 
the data and for this reason is the one selected. 
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Fig. 6. Comparison of performance results for several modular neural networks 

We show in Figure 7 the comparison of the best monolithic network against the 
best modular neural network. The modular network clearly fits better the real data of 
the problem. 
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Fig. 7. Comparison of monolithic and modular neural networks 

7   Conclusions 

We described in this paper the use of modular neural networks for simulation and 
forecasting time series of consumer goods in the U.S. Market. We have considered a 
real case to test our approach, which is the problem of time series prediction of to-
mato prices in the U.S. market. We have applied monolithic and modular neural net-
works with different training algorithms to compare the results and decide which is 
the best option. The Levenberg-Marquardt learning algorithm gave the best results. 
The performance of the modular neural networks was also compared with monolithic 
neural networks. The forecasting ability of modular networks was clearly superior. 
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Abstract. Predicting the completion time of a job is a critical task to a wafer fabrication plant 
(wafer fab). Many recent studies have shown that pre-classifying a job before predicting the 
completion time was beneficial to prediction accuracy. However, most classification ap-
proaches applied in this field could not absolutely classify jobs. Besides, whether the pre-
classification approach combined with the subsequent prediction approach was suitable for the 
data was questionable. For tackling these problems, a recurrent hybrid neural network is pro-
posed in this study, in which a job is pre-classified into one category with the k-means (kM) 
classifier, and then the back propagation network (BPN) tailored to the category is applied to 
predict the completion time of the job. After that, the prediction error is fed back to the kM 
classifier to adjust the classification result, and then the completion time of the job is predicted 
again. After some replications, the prediction accuracy of the hybrid kM-BPN system will be 
significantly improved. 

1   Introduction 

Predicting the completion time for every job in a semiconductor fabrication plant is a 
critical task not only to the plant itself, but also to its customers. After the completion 
time of each job in a semiconductor fabrication plant is accurately predicted, several 
managerial goals can be simultaneously achieved [5]. Predicting the completion time 
of a job is equivalent to estimating the cycle (flow) time of the job, because the for-
mer can be easily derived by adding the release time (a constant) to the latter. There 
are six major approaches commonly applied to predicting the completion/cycle time 
of a job in a semiconductor fabrication plant: multiple-factor linear combination 
(MFLC), production simulation (PS), back propagation networks (BPN), case based 
reasoning (CBR), fuzzy modeling methods, and hybrid approaches. Among the six 
approaches, MFLC is the easiest, quickest, and most prevalent in practical applica-
tions. The major disadvantage of MFLC is the lack of forecasting accuracy [5]. Con-
versely, huge amount of data and lengthy simulation time are two disadvantages of 
PS. Nevertheless, PS is the most accurate completion time prediction approach if the 
related databases are continuously updated to maintain enough validity, and often 
serves as a benchmark for evaluating the effectiveness of another method. PS also 
                                                           
* This work was support by the National Science Council, R.O.C. 
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tends to be preferred because it allows for computational experiments and subsequent 
analyses without any actual execution [3]. Considering both effectiveness and effi-
ciency, Chang et al. [4] and Chang and Hsieh [2] both forecasted the completion/cycle 
time of a job in a semiconductor fabrication plant with a BPN having a single hidden 
layer. Compared with MFLC approaches, the average prediction accuracy measured 
with root mean squared error (RMSE) was considerably improved with these BPNs. 
On the other hand, much less time and fewer data are required to generate an comple-
tion time forecast with a BPN than with PS. Chang et al. [3] proposed a k-nearest-
neighbors based case-based reasoning (CBR) approach which outperformed the BPN 
approach in forecasting accuracy. Chang et al. [4] modified the first step (i.e. parti-
tioning the range of each input variable into several fuzzy intervals) of the fuzzy 
modeling method proposed by Wang and Mendel [22], called the WM method, with a 
simple genetic algorithm (GA) and proposed the evolving fuzzy rule (EFR) approach 
to predict the cycle time of a job in a semiconductor fabrication plant. Their EFR 
approach outperformed CBR and BPN in prediction accuracy. Chen [5] constructed a 
fuzzy BPN (FBPN) that incorporated expert opinions in forming inputs to the FBPN. 
Chen’s FBPN was a hybrid approach (fuzzy modeling and BPN) and surpassed the 
crisp BPN especially in the efficiency respect. Chen’s FBPN was applied to evaluate 
the achievability of a completion time forecast in Chen [6]. Recently, Chen [9] con-
structed a look-ahead FBPN for the same purpose, and showed that taking the future 
release plan into consideration did improve the performance. Chen and Lin [12] pro-
posed a hybrid k-means (kM) and BPN approach for estimating job completion time 
in a semiconductor fabrication plant. Subsequently, Chen [10] constructed a kM-
FBPN system for the same purpose. Similarly, Chen [8] combined SOM and BPN, in 
which a job was classified using SOM before predicting the completion time of the 
job with BPN. Chen [7] proposed a hybrid look-ahead SOM-FBPN and FIR system 
for job completion time prediction and achievability evaluation. The hybrid system 
outperformed many existing hybrid approaches with more accurate completion time 
estimation. Subsequently, Chen et al. [11] added a selective allowance to the comple-
tion time predicted using Chen’s approach to determine the internal due date. The 
results of these studies showed that pre-classifying jobs was beneficial to prediction 
accuracy. 

However, most classification approaches applied in this field could not absolutely 
classify jobs. Besides, whether the pre-classification approach combined with the 
subsequent prediction approach was suitable for the data was questionable. For tack-
ling these problems, a recurrent hybrid neural network is proposed in this study, in 
which a job is pre-classified into one category with the kM classifier, and then the 
BPN tailored to the category is applied to predict the completion time of the job. After 
that, the prediction error is fed back to the kM classifier to adjust the classification 
result, and then the completion time of the job is predicted again. After some replica-
tions, the prediction accuracy of the hybrid kM-BPN system will be significantly 
improved. The methodology architecture is shown in Fig. 1. To evaluate the effec-
tiveness of the proposed methodology, production simulation is applied to generate 
test data. 
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Fig. 1. The methodology architecture 

2   Methodology 

The parameters used in this study are defined: 

1. Rn: the release time of the n-th example/job.  
2. Un: the average fab utilization at Rn. 
3. Qn: the total queue length on the job’s processing route at Rn. 
4. BQn: the total queue length before bottlenecks at Rn. 
5. FQn: the total queue length in the whole fab at Rn. Obviously, FQn ≥ Qn ≥ BQn. 
6. WIPn: the fab work-in-process (WIP) at Rn. 

7. )(i
nD : the latenesses of the i-th most recently completed jobs. 

8. )( f
nFDW : the f-th nearest future discounted workload of job n. 

9. En: the prediction error of job n, which is set to be zero in the beginning. 

The proposed methodology is composed of two steps. Firstly, a FBPN is con-
structed to predict the completion time of a job. 

2.1   Job Classification with kM 

The procedure of applying kM in forming inputs to the BPN is now detailed. Every 
job fed into the BPN is called an example. Examples are pre-classified to m categories 
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before they are fed into the BPN according to their Euclidean distances to the cate-
gory centers: 
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where parameters U(j) ~ E(j) denote the parameters of the j-th category center, which is 
arbitrarily chosen from those of all examples in the beginning. In this way, job n is 
classified to category j with the smallest d(n, j). Each time after all examples are clas-
sified, the parameter sets of all category centers are recalculated by averaging those of 
the examples clustered in the same categories. 

Example classification is continued until the sum of the average Euclidean dis-
tances (SADs) from examples to their category centers in all categories converges to a 
minimal value: 
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Examples of different categories are then learned with different BPNs but with the 
same topology. The procedure for determining the parameters is described in the next 
section. 

2.2   Job Completion Time Prediction Within Each Category Using a BPN 

The configuration of the BPN is established as follows: 

1. Inputs: eleven parameters associated with the n-th example/job including Un, Qn, 

BQn, FQn, WIPn, 
)(i

nD  (i = 1~3), and )( f
nFDW  (f = 1~3). These parameters have to 

be normalized so that their values fall within [0, 1]. 
2. Single hidden layer: Generally one or two hidden layers are more beneficial for the 

convergence property of the network. 
3. Number of neurons in the hidden layer: the same as that in the input layer. Such a 

treatment has been adopted by many studies (e.g. [2, 5]). 
4. Output: the (normalized) cycle time forecast of the example. 
5. Network learning rule: Delta rule. 
6. Transformation function: Sigmoid function, 

).1/(1)( xexf −+=  (3) 

7. Learning rate ( λ ): 0.01~1.0. 
8. Batch learning. 
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The procedure for determining the parameter values is now described. A portion of 
the examples is fed as “training examples” into the BPN to determine the parameter 
values. Two phases are involved at the training stage. At first, in the forward phase, 
inputs are multiplied with weights, summated, and transferred to the hidden layer. 
Then activated signals are outputted from the hidden layer as: 
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lh ’s are also transferred to the output layer with the same procedure. Finally, the 

output of the BPN is generated as: 
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Then the output o is compared with the normalized actual cycle time a, for which 
prediction error E and RMSE are calculated: 

E = |o – a|. (10) 

examplesofnumber/)( 2

examplesall

aoRMSE −= ∑ . (11) 

Subsequently in the backward phase, the deviation between o and a is propagated 
backward, and the error terms of neurons in the output and hidden layers can be cal-
culated respectively as: 

))(1( oaooo −−=δ , (12) 
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Based on them, adjustments that should be made to the connection weights and 
thresholds can be obtained as 

,l
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To accelerate convergence, a momentum can be added to the learning expressions. 
For example, 
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Theoretically, network-learning stops when RMSE falls below a pre-specified 
level, or the improvement in RMSE becomes negligible with more epochs, or a large 
number of epochs have already been run. Then the remaining portion of the adopted 
examples in each category is used as “test examples” and fed into the BPN to evaluate 
the accuracy of the network that is also measured with RMSE. 

2.3   Recurrent – Feeding Back Prediction Error to Adjust Classification 

After training and testing, the BPN of every category is applied to predicting the cycle 
times of jobs belonging to the category. Then prediction error E is calculated for 
every job according to equation (10), and is fed back to the kM classifier. Subse-
quently, classification is done again. If the classification result is the same as the pre-
vious one, then stop; otherwise, the BPN of every category has to be reconstructed 
again with the same procedure mentioned above. Finally, these BPNs can be applied 
to predicting the flow time of a new job. 

When a new job is released into the fab, the eleven parameters associated with the 
new job are recorded and the membership of belonging to each category is calculated. 
Then the BPN of the category to which the membership of belonging is the highest 
will be applied to predicting the cycle time of the new job. 

3   A Demonstrative Example from a Simulated Wafer Fab 

In practical situations, the history data of each job is only partially available in the 
fab. Further, some information of the previous jobs such as Qn, BQn, and FQn is not 
easy to collect on the shop floor. Therefore, a simulation model is often built to simu-
late the manufacturing process of a real wafer fab [1-14]. Then, such information can 
be derived from the shop floor status collected from the simulation model [3]. To 
generate a demonstrative example, a simulation program coded using Microsoft Vis-
ual Basic .NET is constructed to simulate a wafer fab with the following assumptions: 

1. Jobs are uniformly distributed into the fab. 
2. The distributions of the interarrival times of machine downs are exponential. 
3. The distribution of the time required to repair a machine is uniform. 
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4. The percentages of jobs with different product types in the fab are predetermined. 
As a result, this study is only focused on fixed-product-mix cases. However, the 
product mix in the simulated fab does fluctuate and is only approximately fixed 
in the long term. 

5. The percentages of jobs with different priorities released into the fab are  
controlled. 

6. The priority of a job cannot be changed during fabrication. 
7. Jobs are sequenced on each machine first by their priorities, then by the first-in-

first-out (FIFO) policy. Such a sequencing policy is a common practice in many 
foundry fabs. 

8. A job has equal chances to be processed on each alternative machine/head avail-
able at a step. 

9. A job cannot proceed to the next step until the fabrication on its every wafer has 
been finished. No preemption is allowed. 

The basic configuration of the simulated wafer fab is the same as a real-world 
semiconductor fabrication plant which is located in the Science Park of Hsin-Chu, 
Taiwan, R.O.C. A trace report was generated every simulation run for verifying the 
simulation model. The simulated average cycle times have also been compared with 
the actual values to validate the simulation model. Assumptions (1)~(3), and (7)~(9) 
are commonly adopted in related studies (e.g. [2-5]), while assumptions (4)~(6) are 
made to simplify the situation. There are five products (labeled as A~E) in the simu-
lated plant. A fixed product mix is assumed. The percentages of these products in the 
plant’s product mix are assumed to be 35%, 24%, 17%, 15%, and 9%, respectively. 
The simulated plant has a monthly capacity of 20,000 pieces of wafers and is ex-
pected to be fully utilized (utilization = 100%). Jobs are of a standard size of 24 wa-
fers per job. Jobs are released one by one every 0.85 hours. Three types of priorities 
(normal, hot, and super hot) are randomly assigned to jobs. The percentages of jobs 
with these priorities released into the fab are restricted to be approximately 60%, 
30%, and 10%, respectively. Each product has 150~200 steps and 6~9 reentrances to 
the most bottleneck machine. The singular production characteristic “reentry” of the 
semiconductor industry is clearly reflected in the example. It also shows the difficulty 
for the production planning and scheduling people to provide an accurate due-date for 
the product with such a complicated routing. Totally 102 machines (including alterna-
tive machines) are provided to process single-wafer or batch operations in the fab. 
Thirty replicates of the simulation are successively run. The time required for each 
simulation replication is about 12 minute on a PC with 512MB RAM and Athlon™ 
64 Processor 3000+ CPU. A horizon of 24 months is simulated. The maximal cycle 
time is less than 3 months. Therefore, four months and an initial WIP status (obtained 
from a pilot simulation run) seemed to be sufficient to drive the simulation into a 
steady state. The statistical data were collected starting at the end of the fourth month. 
For each replicate, data of 30 jobs are collected and classified by their product types 
and priorities. Totally, data of 900 jobs can be collected as training and testing exam-
ples. Among them, 2/3 (600 jobs, including all product types and priorities) are used 
to train the network, and the other 1/3 (300 jobs) are reserved for testing. 
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3.1   Results and Discussions 

To evaluate the effectiveness of the proposed methodology and to make comparisons 
with four approaches – MFLC, BPN, CBR, and kM-BPN, all the five methods were 
applied to five test cases containing the data of full-size (24 wafers per job) jobs with 
different product types and priorities. The convergence condition was established as 
either the improvement in RMSE becomes less than 0.001 with one more epoch, or 
1000 epochs have already been run. The minimal RMSEs achieved by applying the 
five approaches to different cases were recorded and compared in Table 1. RMSE is 
adopted instead of mean absolute error (MAE) because the same measure has been 
adopted in the previous studies in this field (e.g. [2-5]), namely, to facilitate compari-
son. As noted in Chang and Liao [5], the k-nearest-neighbors based CBR approach 
should be fairly compared with a BPN trained with only randomly chosen k cases. 
MFLC was adopted as the comparison basis, and the percentage of improvement on 
the minimal RMSE by applying another approach is enclosed in parentheses follow-
ing the performance measure. The optimal value of parameter k in the CBR approach 
was equal to the value that minimized RMSE [5].  

Table 1. Comparisons of the RMSEs of various approaches 

RMSE A(normal) A(hot) A(super hot) B(normal) B(hot) 
MFLC 185.1 106.01 12.81 302.86 79.94 
BPN 177.1(-4%) 102.27(-4%) 12.23(-5%) 286.93(-5%) 75.98(-5%) 
CBR 172.44(-7%) 86.66(-18%) 11.59(-10%) 295.51(-2%) 78.85(-1%) 

kM-BPN 163.06(-12%) 67.7(-36%) 10.37(-19%) 197.89(-35%) 41.85(-48%) 
The proposed 
methodology

151.02(-18%) 61.64(-42%) 10.35(-19%) 179.22(-41%) 40.94(-49%) 

 
According to experimental results, the following discussions are made: 

1. From the effectiveness viewpoint, the prediction accuracy (measured with 
RMSE) of the proposed methodology was significantly better than those of the 
other approaches by achieving a 18%~49% (and an average of 34%) reduction in 
RMSE over the comparison basis – MFLC. The average advantage over CBR 
was 23%. 

2. The effect of pre-classification is revealed by the fact that the prediction accuracy 
of kM-BPN was considerably better than that of BPN without pre-classification 
in all cases with an average advantage of 25%. 

3. The effect of feeding back prediction error to adjust classification, i.e. the recur-
rent effect, was revealed with the fact that the proposed methodology outper-
formed kM-BPN without the recurrent property in all cases with an average  
advantage of 4%. 

4   Conclusions and Directions for Future Research 

Most classification approaches applied to job completion time prediction in a  
wafer fab could not absolutely classify jobs. Besides, whether the pre-classification  



234 T. Chen 

 

approach combined with the subsequent prediction approach was suitable for the data 
was questionable. For these reasons, to further enhance the effectiveness of job com-
pletion time prediction in a wafer fab, a recurrent hybrid neural network is proposed 
in this study, in which a job is pre-classified into one category with the kM classifier, 
and then the BPN tailored to the category is applied to predict the completion time of 
the job. After that, the prediction error is fed back to the kM classifier to adjust the 
classification result, and then the completion time of the job is predicted again. After 
some replications, the prediction accuracy of the hybrid kM-BPN system will be sig-
nificantly improved. For evaluating the effectiveness of the proposed methodology 
and to make comparisons with some existing approaches, PS is applied in this study 
to generate test data. According to experimental results, the prediction accuracy 
(measured with RMSE) of the proposed methodology was significantly better than 
those of the other approaches in most cases by achieving a 18%~49% (and an average 
of 34%) reduction in RMSE over the comparison basis – MFLC. The recurrent effect 
was also obvious. 

However, to further evaluate the advantages and disadvantages of the proposed 
methodology, it has to be applied to fab models of different scales, especially a full-
scale actual wafer fab. In addition, the proposed methodology can also be applied to 
cases with changing product mixes or loosely controlled priority combinations, under 
which the cycle time variation is often very large. These constitute some directions 
for future research. 
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Abstract. A hybrid artificial neural network (ANN)-fuzzy inference rules (FIR) system is 
constructed in this study for lot output time prediction and achievability evaluation in a fabrica-
tion plant (wafer fab), which are critical tasks to the wafer fab. At first, a hybrid and recurrent 
ANN, i.e. self-organization map (SOM) and fuzzy back propagation network (FBPN), is pro-
posed to predict the output time of a wafer lot. According to experimental results, the prediction 
accuracy of the hybrid ANN was significantly better than those of some existing approaches. 
Subsequently, a set of fuzzy inference rules is established to evaluate the achievability of an 
output time forecast. 

1   Introduction 

Predicting the output time for every lot in a wafer fab is a critical task not only to the 
fab itself, but also to its customers. After the output time of each lot in a wafer fab is 
accurately predicted, several managerial goals can be simultaneously achieved [5]. 
Predicting the output time of a wafer lot is equivalent to estimating the cycle time of 
the lot, because the former can be easily derived by adding the release time (a con-
stant) to the latter. 

There are six major approaches commonly applied to predicting the output/cycle 
time of a lot in a wafer fab: multiple-factor linear combination (MFLC), production 
simulation (PS), back propagation networks (BPN), case based reasoning (CBR), 
fuzzy modeling methods, and hybrid approaches. Among the six approaches, MFLC 
is the easiest, quickest, and most prevalent in practical applications. The major disad-
vantage of MFLC is the lack of forecasting accuracy [5]. Conversely, huge amount of 
data and lengthy simulation time are two disadvantages of PS. Nevertheless, PS is the 
most accurate output time prediction approach if the related databases are continu-
ously updated to maintain enough validity, and often serves as a benchmark for 
evaluating the effectiveness of another method. PS also tends to be preferred because 
it allows for computational experiments and subsequent analyses without any actual 
execution [3]. Considering both effectiveness and efficiency, Chang et al. [4] and 
Chang and Hsieh [2] both forecasted the output/cycle time of a lot in a wafer fab with 
a BPN having a single hidden layer. Compared with MFLC approaches, the average 
prediction accuracy measured with root mean squared error (RMSE) was considera-
bly improved with these BPNs. On the other hand, much less time and fewer data are 
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required to generate an output/cycle time forecast with a BPN than with PS. Chang  
et al. [3] proposed a k-nearest-neighbors based case-based reasoning (CBR) approach 
which outperformed the BPN approach in forecasting accuracy. Chang et al. [4] 
modified the first step (i.e. partitioning the range of each input variable into several 
fuzzy intervals) of the fuzzy modeling method proposed by Wang and Mendel [22], 
called the WM method, with a simple genetic algorithm (GA) and proposed the 
evolving fuzzy rule (EFR) approach to predict the cycle time of a lot in a wafer fab. 
Their EFR approach outperformed CBR and BPN in prediction accuracy. Chen [5] 
constructed a fuzzy BPN (FBPN) that incorporated expert opinions in forming inputs 
to the FBPN. Chen’s FBPN was a hybrid approach (fuzzy modeling and BPN) and 
surpassed the crisp BPN especially in the efficiency respect. Chen’s FBPN was ap-
plied to evaluate the achievability of an output time forecast in Chen [6]. Recently, 
Chen [9] constructed a look-ahead FBPN for the same purpose, and showed that tak-
ing the future release plan into consideration did improve the performance. Chen and 
Lin [12] proposed a hybrid k-means (kM) and BPN approach for estimating lot output 
time in a wafer fab. Subsequently, Chen [10] constructed a kM-FBPN system for the 
same purpose. Similarly, Chen [8] combined SOM and BPN, in which a lot was clas-
sified using SOM before predicting the output/cycle time of the lot with BPN. Chen 
[7] proposed a hybrid look-ahead SOM-FBPN and FIR system for lot output/cycle 
time prediction and achievability evaluation. The hybrid system outperformed many 
existing hybrid approaches with more accurate output/cycle time estimation. Subse-
quently, Chen et al. [11] added a selective allowance to the output time predicted 
using Chen’s approach to determine the internal due date. The results of these studies 
showed that pre-classifying lots was beneficial to prediction accuracy. 

A hybrid artificial neural network (ANN)-fuzzy inference rules (FIR) system is 
constructed in this study for lot output time prediction and achievability evaluation in 
a wafer fab. At first, a hybrid and recurrent ANN (SOM and FBPN) is proposed to 
predict the output time of a wafer lot. The hybrid ANN is recurrent, which is different 
from the existing approaches in this field. PS is also applied in this study to generate 
test examples. According to experimental results, the prediction accuracy of the hy-
brid ANN was significantly better than those of some existing approaches. Subse-
quently, a set of FIRs are established to evaluate the achievability of an output time 
forecast. With the proposed methodology, both output time prediction and achievabil-
ity evaluation can be concurrently accomplished. 

2   Methodology 

In this paper, a hybrid ANN-FIR system is constructed for lot output time prediction 
and achievability evaluation in a wafer fab. The proposed methodology is composed 
of two parts. In the first part, a hybrid and recurrent ANN (SOM and FBPN) is pro-
posed to predict the output time of a wafer lot. 

2.1   Output Time Prediction with a Hybrid ANN (SOM-FBPN) 

The parameters used in the following are defined: 

1. Un: the average fab utilization at the release time of the n-th example/lot. 
2. Qn: the total queue length on the lot’s processing route at the release time. 
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3. BQn: the total queue length before bottlenecks at the release time. 
4. FQn: the total queue length in the whole fab at the release time. 
5. WIPn: fab WIP at the release time. 

6. )(i
nD : the delay of the i-th recently completed lots, i = 1~3. 

7. En: the prediction error of lot n, which is set to be zero in the beginning. 

2.1.1   Lot Classification with SOM 
Every lot fed into the FBPN is called an example. Examples are pre-classified into 
different categories before they are fed into the FBPN with SOM. Let X={x1, x2, . . . , 
xn} denote the set of feature vectors corresponding to examples. Each item xi is a nine-

dimensional feature vector whose elements are the Un, Qn, BQn, FQn, WIPn, 
)(i

nD  (i = 

1~3), and En of the corresponding example. These feature vectors are fed into a SOM 
network. After the training is accomplished, input vectors that are topologically close 
are mapped to the same category, which means the input space is divided into k cate-
gories, and each example is associated with a certain category. Then, the classification 
result is post-processed, including eliminating isolated examples, merging small 
blocks, etc. Finally, the classification is finished. 

After classification, for k categories, k different FBPNs with the same topology 
will be used. 

2.1.2   Output Time Prediction Within Each Category with FBPN 
The configuration of the FBPN is established as follows: 

1. Inputs: eight parameters associated with the n-th example/lot including Un, Qn, 

BQn, FQn, WIPn, and )(i
nD  (i = 1~3). These parameters have to be normalized 

so that their values fall within [0, 1]. Then some production execution/control 
experts are requested to express their beliefs (in linguistic terms) about the im-
portance of each input parameter in predicting the cycle (output) time of a  
wafer lot. Linguistic assessments for an input parameter are converted into 
several pre-specified fuzzy numbers. The subjective importance of an input 
parameter is then obtained by averaging the corresponding fuzzy numbers of 
the linguistic replies for the input parameter by all experts. The subjective im-
portance obtained for an input parameter is multiplied to the normalized value 
of the input parameter. After such a treatment, all inputs to the FBPN become 
triangular fuzzy numbers, and the fuzzy arithmetic for triangular fuzzy num-
bers is applied to deal with all calculations involved in training the FBPN. 

2. Single hidden layer: Generally one or two hidden layers are more beneficial 
for the convergence property of the network. 

3. Number of neurons in the hidden layer: the same as that in the input layer. 
Such a treatment has been adopted by many studies (e.g. [2, 5]). 

4. Output: the (normalized) cycle time forecast of the example. The output is 
chosen according to the purpose. Besides, the same output has been adopted in 
many previous studies (e.g. [2-5]). 

5. Transfer function: Delta rule. 
6. Network learning rule: Back propagation (BP) rule. 
7. Transformation function: Sigmoid function, 
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8. Learning rate (η): 0.01~1.0. 
9. Batch learning. 

The procedure for determining the parameter values is now described. A portion of 
the examples is fed as “training examples” into the FBPN to determine the parameter 
values. Two phases are involved at the training stage. At first, in the forward phase, 
inputs are multiplied with weights, summed, and transferred to the hidden layer. Then 
activated signals are output from the hidden layer as: 
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where )(−  and )(×  denote fuzzy subtraction and multiplication, respectively; jh
~

’s 

are also transferred to the output layer with the same procedure. Finally, the output of 
the FBPN is generated as: 
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To improve the practical applicability of the FBPN and to facilitate the compari-
sons with conventional techniques, the fuzzy-valued output o~  is defuzzified accord-
ing to the centroid-of-area (COA) formula: 

.4/)2()~(COA 321 ooooo ++==  (8) 

Then the defuzzified output o is applied to predict the actual cycle time a, for 
which prediction error E and RMSE is calculated: 

E = |o – a|. (9) 

.examplesofnumber/)( 2∑ −= aoRMSE  (10) 

Note that the prediction error is fed back to the SOM classifier to adjust the classi-
fication result. 
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Subsequently in the backward phase, the deviation between o and a is propagated 
backward, and the error terms of neurons in the output and hidden layers can be cal-
culated, respectively, as 

))(1( oaooo −−=δ , (11) 
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Based on them, adjustments that should be made to the connection weights and 
thresholds can be obtained as 
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Theoretically, network-learning stops when RMSE falls below a pre-specified 
level, or the improvement in RMSE becomes negligible with more epochs, or a large 
number of epochs have already been run. In addition, to avoid the accumulation of 
fuzziness during the training process, the lower and upper bounds of all fuzzy num-
bers in the FBPN will no longer be modified if Chen’s index [5] converges to a mini-
mal value. Then test examples are fed into the FBPN to evaluate the accuracy of the 
network that is also measured with the RMSE. Finally, the FBPN can be applied to 
predicting the cycle time of a new lot. When a new lot is released into the fab, the 
eight parameters associated with the new lot are recorded and fed as inputs to the 
FBPN. After propagation, the network output determines the output time forecast of 
the new lot. 

2.2   Achievability Evaluation with Fuzzy Inference Rules 

The “achievability” of an output time forecast is defined as the probability that the 
fabrication on the wafer lot can be finished in time before the output time forecast [7]. 
Theoretically, if a probability distribution can be obtained for the output time forecast, 
then achievability can be evaluated with the cumulative probability of the probability 
distribution before the given date. However, there are many managerial actions (e.g. 
elevating the priority of the wafer lot, lowering the priority of another wafer lot, in-
serting emergency lots, adding allowance, etc.) that are more influential to achievabil-
ity. Considering the effects of these actions, the evaluation of achievability is decom-
posed into the following two assessments: the possible forwardness of the output time 
forecast if the priority is elevated, and the easiness of priority elevation. For combin-
ing the two assessments, the fuzzy AND operator is applied: 
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1. Vary the priority of the wafer lot (from the current level to every higher level), 
and then predict the output time of the wafer lot again with the hybrid ANN. 

2. Calculate the forwardness (represented with FWD) of the output time after prior-
ity elevation, and then classify the result into one of the following five categories: 
“Insignificant (I)”, “Somewhat Insignificant (SI)”, “Moderate (M)”, “Somewhat 
Significant (SS)”, and “Significant (S)”. Apply Ishibuchi’s simple fuzzy partition 
[17] in forming the five categories. 

3. Request experts to evaluate the easiness of priority elevation (represented with 
EAS), and then classify the result into one of the following five categories: “Very 
Easy (VE)”, “Easy (E)”, “Moderate (M)”, “Difficult (D)”, and “Very Difficult 
(VD)”. Usually the percentages of lots with various priorities in a wafer fab are 
controlled. The easiness of priority elevation is determined against such targets. 

4. Apply the fuzzy AND operator to combine the two assessments, according to the 
fuzzy inference rules proposed by Chen [7], so as to determine the achievability 
of the original output time forecast which is represented with linguistic terms in-
cluding “Very Low (VL)”, ”Low (L)”, ”Medium (M)”, ”High (H)”, and “Very 
High (VH)”. 

3   Simulation Experiments 

In practical situations, the history data of each lot is only partially available in the fab. 
Further, some information of the previous lots such as Qn, BQn, and FQn is not easy to 
collect on the shop floor. Therefore, a simulation model is often built to simulate the 
manufacturing process of a real wafer fab [1-14]. Then, such information can be de-
rived from the shop floor status collected from the simulation model [3]. To generate 
a demonstrative example, a simulation program coded using Microsoft Visual Basic 
.NET is constructed to simulate a wafer fab with the following assumptions: 

1. Lots are uniformly distributed into the plant. 
2. The distributions of the interarrival times of machine downs are exponential. 
3. The distribution of the time required to repair a machine is uniform. 
4. The percentages of lots with different product types in the fab are predetermined. 

As a result, this study is only focused on fixed-product-mix cases. However, the 
product mix in the simulated fab does fluctuate and is only approximately fixed 
in the long term. 

5. The percentages of lots with different priorities released into the fab are  
controlled. 

6. The priority of a lot cannot be changed during fabrication. 
7. Lots are sequenced on each machine first by their priorities, then by the first-in-

first-out (FIFO) policy. Such a sequencing policy is a common practice in many 
foundry fabs. 

8. A lot has equal chances to be processed on each alternative machine/head avail-
able at a step. 

9. A lot cannot proceed to the next step until the fabrication on its every wafer has 
been finished. No preemption is allowed. 
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The basic configuration of the simulated wafer fab is the same as a real-world wa-
fer fab which is located in the Science Park of Hsin-Chu, Taiwan, R.O.C. A trace 
report was generated every simulation run for verifying the simulation model. The 
simulated average cycle times have also been compared with the actual values to 
validate the simulation model. Assumptions (1)~(3), and (7)~(9) are commonly 
adopted in related studies (e.g. [2-5]), while assumptions (4)~(6) are made to simplify 
the situation. There are five products (labeled as A~E) in the simulated fab. A fixed 
product mix is assumed. The percentages of these products in the fab’s product mix 
are assumed to be 35%, 24%, 17%, 15%, and 9%, respectively. The simulated fab has 
a monthly capacity of 20,000 pieces of wafers and is expected to be fully utilized 
(utilization = 100%). Lots are of a standard size of 24 wafers per lot. Lots are released 
one by one every 0.85 hours. Three types of priorities (normal, hot, and super hot) are 
randomly assigned to lots. The percentages of lots with these priorities released into 
the fab are restricted to be approximately 60%, 30%, and 10%, respectively. Each 
product has 150~200 steps and 6~9 reentrances to the most bottleneck machine. The 
singular production characteristic “reentry” of the semiconductor industry is clearly 
reflected in the example. It also shows the difficulty for the production planning and 
scheduling people to provide an accurate due-date for the product with such a compli-
cated routing. Totally 102 machines (including alternative machines) are provided to 
process single-wafer or batch operations in the fab. Thirty replicates of the simulation 
are successively run. The time required for each simulation replication is about 12 
minute on a PC with 512MB RAM and Athlon™ 64 Processor 3000+ CPU. A hori-
zon of 24 months is simulated. The maximal cycle time is less than 3 months. There-
fore, four months and an initial WIP status (obtained from a pilot simulation run) 
seemed to be sufficient to drive the simulation into a steady state. The statistical data 
were collected starting at the end of the fourth month. For each replicate, data of 30 
lots are collected and classified by their product types and priorities. Totally, data of 
900 lots can be collected as training and testing examples. Among them, 2/3 (600 lots, 
including all product types and priorities) are used to train the network, and the other 
1/3 (300 lots) are reserved for testing. 

3.1   Results and Discussions 

The first part of the proposed methodology is to apply a hybrid and recurrent ANN 
(SOM-FBPN) to predicting the output time for every lot in the wafer fab. In the de-
monstrative example, the SOM-FBPN and three traditional approaches (FBPN, CBR, 
and EFR) were all applied for comparison to five test cases containing the data of full-
size (24 wafers per lot) lots with different product types and priorities. The minimal 
RMSEs achieved by applying these approaches to different cases were recorded and 
compared in Table 1. The convergence condition was established as either the im-
provement in RMSE becomes less than 0.001 with one more epoch, or 1000 epochs 
have already been run. According to experimental results, the following discussions 
are made: 

1. From the effectiveness viewpoint, the prediction accuracy (measured with the 
RMSE) of the hybrid SOM-FBPN approach was significantly better than those of 
the other approaches in most cases by achieving a 15%~45% (and an average of 
31%) reduction in RMSE over the comparison basis – the FBPN. There is only 
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one exception, A (super hot lots), in which the RMSE of the hybrid SOM-FBPN 
approach was 5% worse than that of EFR. Overall, the prediction accuracy of the 
hybrid SOM-FBPN approach was still better than that of EFR. The average ad-
vantage is 3%. 

2. In the case that the lot priority was the highest (super hot lot), the hybrid ap-
proach has the greatest advantage over FBPN in forecasting accuracy. In fact, the 
cycle time variation of super hot lots is the smallest, which makes their cycle 
times easy to predict. Clustering such lots seems to provide the most significant 
effect on the performance of cycle time prediction. 

3. As the lot priority increases, the superiority of the hybrid SOM-FBPN approach 
over FBPN becomes more evident. 

4. The greatest superiority of the hybrid SOM-FBPN approach over EFR happens 
when the lot priority is the smallest (normal lots). 

Table 1. Comparisons of the RMSEs of various approaches 

RMSE A(normal) A(hot) A(super hot) B(normal) B(hot) 
FBPN 177.1 102.27 12.23 286.93 75.98 
CBR 172.44(-3%) 86.66(-15%) 11.59(-5%) 295.51(+3%) 78.85(+5%) 
EFR 164.29(-7%) 66.21(-35%) 9.07(-26%) 208.28(-27%) 44.57(-41%) 

SOM-FBPN 151.34(-15%) 63.66(-38%) 9.72(-21%) 188.55(-34%) 41.43(-45%) 

 
The second part of the hybrid system is a set of FIR applied to evaluating the 

achievability of an output time forecast. Some results are shown in Table 2.  

Table 2. Some results of achievability evaluation 

Lot number Priority elevation FWD EAS Achievability 
PA01 Normal → Hot -11.8% (SI) D L 
PA01 Normal → Super Hot -20% (M) VD VL 
PB01 Hot → Super Hot -9.6% (SI) D L 
PA02 Super hot - VD - 

4   Conclusions and Directions for Future Research 

A hybrid ANN-FIR system is constructed in this study for lot output time prediction 
and achievability evaluation in a wafer fab. At first, a hybrid and recurrent ANN 
(SOM and FBPN) is proposed to predict the output time of a wafer lot. Subsequently, 
a set of FIRs are established to evaluate the achievability of an output time forecast. 
According to experimental results, 

1. From the effectiveness viewpoint, the prediction accuracy of the proposed hybrid 
ANN was significantly better than those of some traditional approaches. 

2. Achievability has not been investigated in traditional wafer lot output time pre-
diction approaches. With the proposed methodology, both output time prediction 
and achievability evaluation can be concurrently accomplished. 
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However, to further evaluate the advantages and disadvantages of the proposed 
methodology, it has to be applied to a full-scale actual wafer fab in future research. 
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Abstract. In this paper, we have presented new multivariate fuzzy time series (FTS) forecast-
ing method. This method assume m-factors with one main factor of interest. Stochastic fuzzy 
dependence of order k is assumed to define general method of multivariate FTS forecasting and 
control. This new method is applied for forecasting total number of car road accidents causali-
ties in Belgium using four secondary factors. Practically, in most of the situations, actuaries are 
interested in analysis of the patterns of casualties in road accidents. Such type of analysis sup-
ports in deciding approximate risk classification and forecasting for each area of a city. This 
directly affects the underwriting process and adjustment of insurance premium, based on risk 
intensity for each area. Thus, this work provides support in deciding the appropriate risk associ-
ated with an insured in a particular area. Finally, comparison is also made with most recent 
available work on fuzzy time series forecasting. 

Keywords: Average forecasting error rate (AFER), Fuzziness of fuzzy sets, Fuzzy If-Then 
rules, Multivariate fuzzy time series, fuzzy aggregation operators. 

1   Introduction 

In our daily life, people often use forecasting techniques to model and predict econ-
omy, population growth, stock, insurance/ re-insurance, portfolio analysis and etc. 
However, in the real world, an event can be affected by many factors. Therefore, if we 
consider more factors for prediction, with higher complexity then we can get better 
forecasting results.  

During last few decades, various approaches have been developed for time series 
forecasting. Among them ARMA models and Box-Jenkins model building ap-
proaches are highly famous. Most of the financial and economic time series are 
nonlinear and thus the linear models are inadequate to handle nonlinearity present in 
the process. 

In recent years, many researchers used FTS to handle prediction problems. Song 
and Chissom [9] presented the concept of fuzzy time series based on the concepts of 
fuzzy set theory to forecast the historical enrollments of the University of Alabama. 
Huarng [2] presented the definition of two kinds of intervals in the universe of dis-
course to forecast the TAIFEX .Chen [1] presented a method for forecasting based on 
high-order fuzzy time series. Melike et. al. [7] proposed forecasting method using first 
order fuzzy time series. Lee et. al. [6] presented handling of forecasting problems 
using two-factor high order fuzzy time series for TAIFEX and daily temperature in 
Taipei, Taiwan. 
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The rest of the work on these new methods is organized as follows. In section 2, 
we present the new methods for FTS modeling and applied to annual car accident 
causalities data. We also make indirect comparison of our proposed method with 
existing methods. The conclusions are discussed in section 3. 

2   New Forecasting Method Based on M-Factors High-Order 
Fuzzy Time Series 

From National Institute of Statistics, Belgium, we have taken the data for the period 
of 1974-2004. The main factor of interest is the yearly road accident causalities and 
secondary factors are mortally wounded, died within one month, severely wounded 
and light casualties. 

For forecasting purpose, we can define relationship among present and future states 
of a time series with the help of fuzzy sets. Assume the fuzzified data of the i th  and 

( )1i th+  day are jA  and kA , respectively, where ,j kA A U∈ , then j kA A→  represent 

the fuzzy logical relationship between jA  and kA . 

Let ( )F t  be a FTS. If ( )F t  is caused by ( ) ( )( )1 21 , 1F t F t− − , 

( ) ( )( )1 22 , 2F t F t− − , ..., ( ) ( )( )1 2, ,F t n F t n− − then this fuzzy logical relationship is 

represented by 

( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( )1 2 1 2 1 2, , ..., 2 , 2 , 1 , 1F t n F t n F t F t F t F t F t− − − − − − →  (1) 

is called the two-factors nth order FTS forecasting model, where ( )1F t  and ( )2F t  are 

called the main factor and the secondary factor FTS respectively. In the similar way, 
we can define m-factor nth order fuzzy logical relationship as  

( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) ( )

1 2 1 2

1 2

, , ..., , ..., 2 , 2 , ..., 2 ,

1 , 1 , ..., 1

m m

m

F t n F t n F t n F t F t F t

F t F t F t F t

− − − − − −

− − − →
 (2) 

Here ( )1F t  is called the main factor and ( ) ( ) ( )2 3, , ..., mF t F t F t  are called secon-

dary factor FTS. Using fuzzy composition rules, we establish a fuzzy inference  
system for FTS forecasting with higher accuracy. The accuracy of forecast can be 
improved by considering higher number of factors and higher dependence on history. 
Now we present an extended method for handling forecasting problems based on  
m-factors high-order FTS. The proposed method is now presented as follows. 

Step 1. Define the universe of discourse U  of the main factor 

[ ]min 1 max 2,U D D D D= − − , where minD and maxD  are the minimum and the maximum 

values of the main factor of the known historical data respectively, and 1D , 2D are 

two proper positive real numbers to divide the universe of discourse into n equal 
length intervals 1 2,, ..., lu u u . Define the universes of discourse , 1, 2, ..., 1i i m= −V   
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of the secondary factors ( ) ( )1 2min max
,i i i⎡ ⎤= − −⎣ ⎦i iV E E E E , where 

( ) ( ) ( ) ( )1 2min min min min
, , ..., mE E E⎡ ⎤= ⎣ ⎦iE

 
and ( ) ( ) ( ) ( )1 2max max max max

, ,..., mE E E⎡ ⎤= ⎣ ⎦iE   

are the minimum and maximum values of the secondary-factors of the known  
historical data respectively and i1E , i2E  are vectors of proper positive numbers to 

divide each of the universe of discourse , 1, 2, ..., 1i i m= −V  into equal length inter-

vals termed as 1, 2, 1,, , ..., , 1, 2, ...,l l m l p l− =v v v , where 1, 1,1 1,2 1,, , ...l p⎡ ⎤= ⎣ ⎦v v v v  repre-

sents p-intervals of equal length of universe of discourse 1V  for first secondary-factor 

FTS. Thus we have ( )1m l− ×  matrix of intervals for secondary-factors given by, 

1,1 1,2 1,1

2,1 2,2 2,2

1,1 1,1 1,1

. . .

. . .

. . . . . ..

. . . . . ..

. . . . . ..

. . .

TT

l

l

m m m lm − − −−

⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥

= = ⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥

⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

v v vV

v v vV

V

v v vV

 (3) 

where , , 1, 2, ... 1 , 1, 2, ...,i j i m p l= − =v . 

Based on annual car accident causalities, we assume that minD =953 and 

maxD =1644, thus for main factor time series we get [ ]850,1650U = . Similarly for 

secondary factors 1 2 3 4, ,Y Y Y and Y , we assumed [ ]min 90,1094,5949,38390=E  

and [ ]max 819 , 2393,16645, 46818=E , to get secondary factors’ FTSs. 

Step 2. Define the linguistic term iA  represented by fuzzy sets of the main factor 

shown as follows: 

1
1 2 3 4 5 2 1

2
1 2 3 4 5 2 1

3
1 2 3 4 5 2 1

1 2 3 4 5 2 1

0.5 0 0 0 0 0 01 ...

0.5 0.5 0 0 0 0 01 ...

0 0.5 0.5 0 0 0 01 ...

.

.

.

0 0 0 0 0 0 0.5 1...

l l l

l l l

l l l

n
l l l

A u u u u u u u u

A u u u u u u u u

A u u u u u u u u

A u u u u u u u u

− −

− −

− −

− −

= + + + + + + + +

= + + + + + + + +

= + + + + + + + +

= + + + + + + + +

 
(4) 
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where 1 2, , ..., nA A A  are linguistic terms to describe the values of the main factor. Now 

define the linguistic term , , 1, 2, ..., 1, 1, 2, ...,i jB i m j n= − =  represented by fuzzy sets 

of the secondary-factors, as shown below: 

,1
,1 ,2 ,3 ,4 ,5 , 2 , 1 ,

,2
,1 ,2 ,3 ,4 ,5 , 2 , 1 ,

,3
,1 ,2 ,3 ,4 ,5 , 2 , 1 ,

,

0.5 0 0 0 0 0 01 ...

0.5 0.5 0 0 0 0 01 ...

0 0.5 0.5 0 0 0 01 ...

.

.

.

0

i
i i i i i i l i l i l

i
i i i i i i l i l i l

i
i i i i i i l i l i l

i n

B

B

B

B

− −

− −

− −

= + + + + + + + +

= + + + + + + + +

= + + + + + + + +

=

v v v v v v v v

v v v v v v v v

v v v v v v v v

v ,1 ,2 ,3 ,4 ,5 , 2 , 1 ,

0 0 0 0 0 0.5 1...
i i i i i i l i l i l− −

+ + + + + + + +v v v v v v v

 (5) 

Step 3. Fuzzify the historical data described as follows. Find out the interval 
, 1, 2, ...,pu p l=  to which the value of the main factor belongs. 

Case 1. If the value of the main factor belongs to 1u , then the value of the main factor 

is fuzzified into
1 2 3

0.5 0.01
A A A+ + , denoted by 1X  

Case 2. If the value of the main factor belongs to , 2,3, ..., 1lu p l= −  then the value of 

the main factor is fuzzified into
1 1

0.5 0.51
i i iA A A− +

+ + , denoted by iX . 

Case 3. If the value of the main factor belongs to pu , then the value of the main factor 

is fuzzified into
2 1

0 0.5 1
n n nA A A− −

+ + , denoted by nX .  

Now, for ith secondary-factor, find out the interval ,i lV  to which the value of the 

secondary-factor belongs. 
Case 1. If the value of the ith secondary-factor belongs to ,1iv , then the value  

of the secondary-factor is fuzzified into
,1 ,2 ,3

0.5 0.01
i i iB B B+ + , denoted by 

,1 1,1 2,1 1,1, , ...,i mY Y Y −⎡ ⎤= ⎣ ⎦Y . 

Case  2. If the value of the ith secondary-factor belongs to  

, , 2, 3, .., 1i l p l= −v , then the value of the ith secondary-factor is fuzzified  

into 
, 1 , , 1

0.5 0.51 , 2, 3, ..., 1
i j i j i j

j i nB B B− +
+ + = = −  denoted by ,i jY , where 

2, 3, ...., 1j n= − . 

Case 3. If the value of the ith secondary-factor belongs to ,i pv , then the value of the 

secondary-factor is fuzzified into
, 2 , 1 ,

0.0 0.5 1
i n i n i nB B B− −

+ + , denoted by ,i nY . 
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Step 4. Get the m-factors kth-order fuzzy logical relationships based on the fuzzified 
main and secondary factors from the fuzzified historical data obtained in Step 3). If 
the fuzzified historical data of the main-factor of ith day is iX , then construct the  

m-factors kth-order fuzzy logical relationship as given in (6). 

( ) ( )
( )

2, 1, 2 2, 2 1, 2

1 1, 1 2, 1 1, 1

; , ..., , ..., ; , ..., ,

; , , ...,

j k j k m j k j j m j

j j j m j j

X Y Y X Y Y

X Y Y Y X

− − − − − − − −

− − − − − →
   , where j k>  (6) 

or simply, 

1 2

1, 1 1, 2 1,

2, 1 2, 2 2,

1, 1 1, 2 1,

. . .

. . .

. . .

. . . . . .

. . . . . .

. . . . . .

. . .

T

j j j k

j j j k

j j j k

j

m j m j m j k

X X X

Y Y Y

Y Y Y

X

Y Y Y

− − −

− − −

− − −

− − − − − −

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

→⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

   , where j k>  (7) 

where j kX −  shows the k-step dependence of jth value of main factor jX , 

, , 1, 2, ..., 1, 1, 2, ..., ;i j kY i m j k k n− = − = ⊆ . Then, divide the derived fuzzy logical 

relationships into fuzzy logical relationship groups based on the current states of the 
fuzzy logical relationships. The secondary factors acts like secondary component in 
the m-dimensional state vector and is used in Step 5). 

Step 5. Calculate the forecasted values based on the following principles. 

For m-factor kth order fuzzy logical relationship in Eq. (7), the forecasted value of ith 
day is calculated using fuzzy aggregation operators along with related properties 
where necessary. 

1
1

1

1 1

1 1

j

j

j
j j j

j j j

w

t
w w w

a a a

α

α

α α α

+

−

− +

− +

⎛ ⎞
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟+ +⎜ ⎟
⎝ ⎠

∑
 where 0 1iα< ≤  (8) 

( )
3

1

1000

k

j kj k
k

j

A tα

α
−−

=

−
=
∑

 where 0 1iα< ≤  
(9) 

Here j kA −  and k

j ktα
−  are actual and forecasted causalities for the last three years  

respectively. Initially, we have assumed first three forecasting values using the  
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formula defined by [6]. We have assumed eight partitions of the universe of  
discourse of the main factor FTS. Assuming that 0 , , 1, 2,3,...,8i iA A i≠ ∀ = .  

If ( ), 1, ; 1, 2, ..., ; 1, 2, ...j i j jx y x i n j k+→ = = , then the proposed method satisfies  

the following axioms 

Axiom 1: ( ) ( )0 0 1 1t and t= =   (Boundary Condition) 

Axiom 2:  ( ) ( )1 2 1 2, , ..., , , ...,i

n nt a a a t b b bαα ≤ provided , 1,2,...,i ia b i n≤ =   

 (Monotonicity) 
Axiom 3:  ( )1 2, , ..., nt a a aα  is continuous  (Continuity) 

Axiom 4:  ( ) ( ) ( )
min max

; 1, 2, ....,8k kA t a A kα≤ ≤ =  (Symmetry) 

Axiom 5:  ( ) [ ], , ..., 0,1t a a a a aα = ∀ ∈   (Idempotency) 

For third order m-factor FTS forecasting, we can define Eq (10) using Eq. (8). In 
Eq. (10) below, the negative suffix indicates time back data points and 1,p pa a−  and 

1pa +  are the midpoints of the intervals 1,p pu u−  and 1pu +  respectively. Above defined 

forecasting formula fulfills the axioms of fuzzy sets like monotonicity, boundary 
conditions, continuity and idempotency. The performance is measured by average 
forecasted error rate (AFER) defined in Eq (11). 

( )

( ) ( )

( ) ( ) ( )

( ) ( )

1

1 2

1

1 1

1

1

1 0.5
; 1

1 0.5

0.5 1 0.5
; 2 1

0.5 1 0.5

0.5 1
;

0.5 1

j

j j j

n n

for j

a a

t a for j n

a a a

for j n

a a

α

α

α α

α

α α α

α

α α

− +

−

⎧⎛ ⎞⎪⎜ ⎟⎪ +⎜ ⎟ =⎪⎜ ⎟⎪ +⎜ ⎟⎪⎜ ⎟
⎝ ⎠⎪

⎪⎛ ⎞⎪⎜ ⎟⎪⎜ ⎟+ +⎪= ≤ ≤ −⎨⎜ ⎟
⎪⎜ ⎟+ +
⎪⎜ ⎟
⎝ ⎠⎪

⎪
⎛ ⎞⎪
⎜ ⎟⎪ +⎜ ⎟⎪ =⎜ ⎟⎪ +⎜ ⎟⎪⎜ ⎟⎪⎝ ⎠⎩

 

(10) 

( )
1 1 0 0 %

n

i

F o r e c a s te d v a lu e o f D a y j A c tu a l V a lu e o f D a y j

A F E R
n

=

−
= ×
∑  (11) 

In Table 1, forecasted annual road accident casualties (Fi) are given along with 
AFER value. Also a comparison is made between our proposed methods and [6]. 
Clearly our proposed method performs very well as compared to [6]. 
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Table 1. Proposed Fuzzy Time Series Forecasting Method and Lee et. al.(2006) in [6] 

Proposed Method-I 
Lee L. W. et. al. 

(2006) 
Year 

Actual 
Causalities 

Ai Fi alpha 
F Ai i

Ai

−  Fi 
F Ai i

Ai

−  

1974 1574 -- -- -- -- -- 

1975 1460 -- -- -- -- -- 

1976 1536 -- -- -- -- -- 

1977 1597 1500 -- -- 1500 -- 

1978 1644 1500 -- -- 1500 -- 

1979 1572 1500 -- -- 1500 -- 

1980 1616 1598 0.0069 0.0112 1500 0.0718 

1981 1564 1598 0.0715 0.0218 1500 0.0409 

1982 1464 1498 0.0950 0.0234 1500 0.0246 

1983 1479 1498 0.0468 0.013 1500 0.0142 

1984 1369 1398 0.0026 0.0212 1500 0.0957 

1985 1308 1298 0.0698 0.0077 1400 0.0703 

1986 1456 1498 0.0620 0.029 1300 0.1071 

1987 1390 1398 0.0009 0.0058 1500 0.0791 

1988 1432 1398 0.0155 0.0236 1400 0.0223 

1989 1488 1498 0.0165 0.0069 1400 0.0591 

1990 1574 1598 0.0403 0.0155 1500 0.047 

1991 1471 1498 0.0612 0.0186 1500 0.0197 

1992 1380 1398 0.0382 0.0131 1500 0.087 

1993 1346 1298 0.0826 0.0357 1400 0.0401 

1994 1415 1398 0.0879 0.0119 1300 0.0813 

1995 1228 1198 0.0510 0.0246 1400 0.1401 

1996 1122 1098 0.0431 0.0218 1100 0.0196 

1997 1150 1198 0.0369 0.0415 1200 0.0435 

1998 1224 1198 0.0179 0.0213 1200 0.0196 

1999 1173 1198 0.0802 0.0212 1200 0.023 

2000 1253 1298 0.0053 0.0359 1300 0.0375 

2001 1288 1298 0.0700 0.0078 1300 0.0093 

2002 1145 1098 0.0069 0.0415 1100 0.0393 

2003 1035 997 0.0715 0.0363 1000 0.0338 

2004 953 997 0.0950 0.0465 1000 0.0493 
 

1 100%
31

n F Ai i
AiiAFER

−
∑
== × = 

  2.0624%   4.7237% 
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Fig. 1. A Comparison of proposed Method and Lee L. W. et. al. (2006) in [6] 

3   Conclusion 

From table 1, we can see that our proposed method perform better than [6]. As the 
work in [6] outperformed the work of [1, 2, 3], therefore, indirectly we can conclude 
that our proposed method is also better than all of these methods. We have assumed 
eight partitions for each universe of discourse. Further improved forecasts may be 
obtained using further partitioning of the universe of discourse. It is also possible to 
adapt these intervals using some learning paradigms, like supervised artificial neural 
networks and wavenets [4, 8]. We have considered only triangular MFs in this experi-
ment but further improved results may be obtained by assuming other complex MFs or 
ensemble of MFs for efficient fuzzification of universe of discourse. Thus our pro-
posed method provides a general class of methods for FTS modeling and forecasting. 

Furthermore, we have shown fuzziness of fuzzy observations by presenting each 
datum of the main series as composed of many fuzzy sets. Thus, FTS modeling ex-
tends to type-II FTS modeling. The type-II defuzzified forecasted values ( jt ) may 
also be calculated using some other method, e.g. learning rules from FTS [5, 10, 11]. 
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1   Introduction 

In the era of uncertainty and chaos, the decision making is a complex process espe-
cially when it is related with the future prediction. The decision making process is 
fully dependent on the level of accuracy in forecasting. It is obvious that forecasting 
activities play a vital role in our daily life. The classical time series methods can not 
deal with forecasting problems in which, the values of time series are linguistic terms 
represented by fuzzy sets [1, 2]. Therefore, Song and Chissom [4] presented the the-
ory of fuzzy time series to overcome the drawback of the classical time series meth-
ods. Time series prediction is a very important practical application with a diverse 
range of applications including economic and business planning, inventory and pro-
duction control, weather forecasting, signal processing and control, Pattern matching 
etc. Based on the theory of fuzzy time series, Song presented some forecasting meth-
ods [4,5,6] to forecast the enrollments of the University of Alabama. Chen [8] pre-
sented a method to forecast the enrollments of the University of Alabama based on 
fuzzy time series. It has the advantage of reducing the calculation time and simplify-
ing the calculation process. Hwang [10], used the differences of the enrollments to 
present a method to forecast the enrollments of the University of Alabama based on 
fuzzy time series. Huang extended Chen’s work presented in [9] and used simplified 
calculations with the addition of heuristic rules to forecast the enrollments. Chen [12] 
presented a forecasting method based on high order fuzzy time series for forecasting 
the enrollments of the University of Alabama. Chen [13] and Hwang presented a 
method based on fuzzy time series to forecast the temperature. 

Song [5] used the following model for forecasting university enrollments: 

,1 RAA o
ii −=

                                                       
(1) 

Where iA  denotes the fuzzified enrollments of year ‘i’ represented by a fuzzy set, the 
symbol ‘o’ denotes the Max-Min composition operator, and R is a fuzzy relation 
formed by the fuzzified enrollments of the fuzzy time series. This method has few 
drawbacks i.e.: It requires a large amount of computations to derive the fuzzy relation 
R. The max-min composition operation of formula (1) takes a large amount of com-
putation time when the fuzzy relation R is very big. 

Li [14] presented a dynamic neural network method for time series prediction us-
ing the KIII model. Su [15] presented a method for fusing global and local informa-
tion in predicting time series based on neural networks. Sullivan [16] reviewed the 
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first order time-variant fuzzy time series model and the first order time invariant fuzzy 
time series model presented by song and Chissom [5], where their models are com-
pared with each other and with a time-variant Markov model using linguistic labels 
with probability distributions. 

However, the forecasting accuracy rates of the existing fuzzy time series methods 
for forecasting enrollments are not good enough [9]. The method belongs to the first 
order and time variant methods. It can get a higher forecasting accuracy rate for fore-
casting data than the existing methods. 

2   Basic Concepts for Prediction 

Song [3] proposed the definition of fuzzy time series based on fuzzy sets [1]. Let U be 
the universe of discourse, U={u1, u2, …, un}, and let A be a fuzzy set in the universe 
of discourse U defined as follows : 

                   ,nnAAA u/)u(...u/)u(u/)u( μ++μ+μ=Α 2211                              (2) 

Where Aμ is the membership function of A, )(],1,0[: 1uU AA μμ → indicates the 

grade of membership of ui in the fuzzy set A. .1],1,0[)( nianduiA ≤≤∈μ  

Let X(t)  (t = 1, 2, …,0,1,2, …) be the universe of discourse and be a subset of R, 
and let fuzzy set Fi(t) (I = 1,2, …) be defined in X(t). Let F(t) is called a fuzzy time 
series of X(t) (t=…, 0,1,2, …). If F(t) is caused by F(t – 1), denoted by F(t – 1) 
→F(t), then this relationship can be represented by F(t) = F(t–1)o R(t – 1) [9], where 
the symbol “o” denotes the Max-Min composition operator; R(t, t-1) is a fuzzy rela-
tion between F(t) and F(t-1) and is called the first-order model of F(t). 

Let F(t) is a fuzzy time series and let R(t,t-1) be a first order model of F(t). If  
R(t,t-1)=R(t-1, t-2) for any time t, then F(t) is called a time invariant fuzzy time series. 
If R(t,t-1) is dependent on time t, that is, R(t, t – 1) may be different from R(t-1, t-2) 
for any t, then F(t) is called a time variant fuzzy time series. 

Song [6] proposed the time-variant fuzzy time-series model and forecasted the  
enrollments of the University of Alabama based on the model. The method for fore-
casting the enrollments is briefly reviewed as follows [6]: 

Step 1: Define the universe of discourse within which fuzzy sets are defined. 
Step 2:  Partition the universe of discourse U into several even and equal length  

intervals. 
Step 3: Determine some linguistic values represented by fuzzy sets of the intervals of 

the universe of discourse. 
Step 4: Fuzzify the historical enrollment data. 

Step 5:  Choose a suitable parameter W, where w> 1, calculate wR (t, t-1) and fore            

cast the enrollments as: F(t)=F(t-1)o wR (t,t-1),                                            (3) 
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Where F(t) denotes the forecasted fuzzy enrollment of year t,  
F(t-1) denotes the fuzzified enrollment of year (t-1), and      

UU ),1()(...)2()3()1()2()1,( +−×−−×−∪−×−=− wtFwtFtFtFtFtFttR TTTw             (4) 

Where w is called the “model basis” denoting the number of years before t, “x” is the 
Cartesian product operator, and T is the transpose operator 

Step 6: Defuzzify the forecasted fuzzy enrollment using neural nets. 

Sullivan[16] used the following Markov model to forecast the enrollments of the 

University of Alabama : Rmtt pP *''
1 =+                                                   (5) 

Where tP  is the vector of state probabilities at time t, 1+tP  is the vector of state prob-

abilities at time (t + 1), Rm is the transition matrix, and “*” is a conventional matrix 
multiplication operator. Equation (5) does not change with time and represent time-
invariant fuzzy time-series model. The other style of the Markov model is called the 

time-variant fuzzy time-series model as follows: ,*'
1

'
11

k
mRpP =+ k = 1, 2, …, (6) 

Where k
mR varies with time.  

3   Objective 

The classical time series model cannot forecast for problems with linguistically ex-
pressed time series. The objective of the study is to prepare a fuzzy time series based 
model to predict Gross Domestic Capital (GDP) of India. 

4   Methodology 

The first step is to define the universe of discourse and to partition the universe of 
discourse into fuzzy interval. The grade of membership is obtained for these fuzzy 
length interval sets. Then it establishes fuzzy logical relationship among the fuzzy 
data. Fuzzy inference rules find whether the trend goes upward or downward and 
predict the capital formation for the coming year. The method takes account of the 
trend based upon data of (n-1), (n-2) and (n-3) year and thus predicts the value for nth 

year. The present method is based on second order fuzzy time series.  
Define the universe of discourse. According to table 1, the values lie between 

[12105, 131505]. The universe of discourse in the study is taken as [0, 140000]. 
Fuzzy time series allows the flexibility to change the universe at any time in future. 

Step 1: Dividing the universe of discourse into several even and equal length inter-
vals. For example here U = [12000, 140000] is partitioned into equal length intervals 
U1, U2, U3, U4, U5, U6 and U7 where U1= [0000, 20000), U2 = (20000, 40000], U3= 
[40,000, 60000] U4=[60000, 80000], U5=[80000, 100000], U6=[100000, 120000] 
U7=[120000, 140000]. 
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Table 1. Gross domestic Capital Formation: India [T1] 

Year Public sector (Historical data) 

In millions rupee 

1980-1981 12105 

1981-1982 16986 

1982-1983 20139 

1983-1984 21265 

1984-1985 25600 

1985-1986 29990 

1986-1987 34772 

1987-1988 33757 

1988-1989 40136 

1989-1990 46405 

1990-1991 53099 

1991-1992 57633 

1992-1993 63997 

1993-1994 70834 

1994-1995 88206 

1995-1996 90977 

1996-1997 96187 

1997-1998 100653 

1998-1999 114545 

1999-2000 134484 

2000-2001 131505 
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Table 2. Distribution of Data 

0-
20000 

20000-
40000 

40,000-
60000 

60000-
80000 

80000-
100000 

10000-
120000 

120000-
140000 

2 6 4 2 3 2 2 

After following this step the Universe of discourse (0, 140000) is re divided into 
following fuzzy length interval. 

Table 3. Fuzzy length interval 

U1      =   (0, 20000) 
U2.1   =   (20000, 25000) 
U2.2   =   (25000, 30000) 
U2.3   =   (30000, 35000) 
U2.4   =   (35000, 40000) 
U3.1   = (40000, 46666.7) 
 

U3.2    =    (46666.7, 53333.3) 
U3.3    =    (53333.3, 60000) 
U4       =    (60000, 80000) 
U5.1    =    (80000, 90000) 
U5.2    =    (90000, 100000) 
U6       =    (100000, 120000) 
U7       =    (120000, 140000) 

Step 2: After dividing the historical data into the sorted interval from lowest to high-
est, the statistics of historical data into each interval is given in the table 2. Now con-
vert these equal length intervals into fuzzy length interval.  Here for the easiness the 
interval having the largest number of historical data is divided into four sub intervals 
of equal length; the interval with the second largest member is divided into three 
subinterval of equal length. The third largest member interval is divided into two 
subintervals and the rest of the intervals are with the same length only. If in any inter-
val there is no member from the historical data then that interval will be eliminated. 
This ensures the accuracy in the prediction. 

Step 3: Defining each fuzzy set Ai based on the redivided interval and fuzzifying the 
historical data {capital formed}, where fuzzy set Ai denotes a linguistic value of the 
gross domestic capital of India. i.e.  

A1 = extremely low, A2 = Very-Very low, A3=Very low, A4=low, A5= slightly 
low, A6=towards medium, A7= medium, A8 = slightly above medium, A9=above 
medium, A10=high, A11= Very high, A12=Very-Very High, A13= extremely high. 

The grade of membership for these fuzzy length intervals (ui) have to be decided in 
fuzzy sets Ai. For simplicity let the MF of fuzzy set Ai are 0, 0.5 or 1. The basic rea-
son of expressing the total capital into fuzzyfied capital is to convert crisp set into 
fuzzy sets in order to get a fuzzy time series. 

76251543323134232221211 00000000000501 u/u/u/u/u/u/u/u/u/u/u/u/.u/A ,,,,,,,,,, ++++++++++++=

,,,,,,,,,, u/u/u/u/u/u/u/u/u//u/.u/u/.A 76251543323134232221212 000000000050150 ++++++++++++=

,,,,,,,,,, u/u/u/u/u/u/u/u/u//.u/u/.u/A 76251543323134232221213 000000000501500 ++++++++++++=

,,,,,,,,,, u/u/u/u/u/u/u/u/u/./u/.u/u/A 76251543323134232221214 000000005015000 ++++++++++++=
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,,,,,,,,,, u/u/u/u/u/u/u/u/u//.u/u/u/A 76251543323134232221215 00000000150000 ++++++++++++=

,,,,,,,,,, u/u/u/u/u/u/u/.u/u/./u/u/u/A 76251543323134232221216 000000501500000 ++++++++++++=

,,,,,,,,,, u/u/u/u/u/u/.u/u/.u//u/u/u/A 76251543323134232221217 000005015000000 ++++++++++++=

,,,,,,,,,, u/u/u/u/u/.u/u/.u/u//u/u/u/A 76251543323134232221218 000050150000000 ++++++++++++=

,,,,,,,,,, u/u/u/u/.u/u/.u/u/u//u/u/u/A 76251543323134232221219 000501500000000 ++++++++++++=

,,,,,,,,,, u/u/u/.u/u/.u/u/u/u//u/u/u/A 762515433231342322212110 005015000000000 ++++++++++++=

,,,,,,,,,,, u/u/.u/u/.u/u/u/u/u//u/u/u/A 7261634241443332313221111 050150000000000 ++++++++++++=

,,,,,,,,,, u/.u/u/.u/u/u/u/u/u//u/u/u/A 762515433231342322212112 501500000000000 ++++++++++++=

,,,,,,,,,, u/u/.u/u/u/u/u/u/u//u/u/u/A 762515433231342322212113 15000000000000 ++++++++++++=  

Step 4: Establish a fuzzy relationship based on the given historical data of the type: 

 

AmAl

Ar

AkAj

AjAi

→
→

→
→

 

If Ai, denotes the fuzzified data for (n-1) year and Aj for nth year and fuzzy relation 
is )AA( Ji → . In a common man’s language, this fuzzy logical relationship means: 

IF fuzzified Capital data of the year (n-1) is Ai, THEN fuzzified capital for nth year 
will be Aj. According to our table the fuzzy logical relationship is:  

Table 4. Fuzzy logical relationship 

11 AA →  

21 AA →  

22 AA →  

32 AA →  

33 AA →  

43 AA →  

44 AA →  

64 AA →  

66 AA →  

76 AA →  

87 AA →  

98 AA →  

99 AA →  

109 AA →  

1110 AA →  

1111 AA →  

1211 AA →  

1212 AA →  

1312 AA →  

1313 AA →  

 

Step 5: In order to find whether the trend is increasing or decreasing or is almost 
same, divide the fuzzified intervals obtained in step 2, into four subintervals of equal 
length and obtain first quartile point as decreasing trend value, and third quartile as 
increasing trend value. The following procedure is used to predict the value for the 
next year.  
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The procedure is based on second order difference. The difference of the differ-

ences dS is given by: ( ) ( )3221 −−−− −−−= nnnn SSSSdS  

Case i: If dS is positive the trend is upward  
Case ii: If dS is negative the trend is downward  
Case iii: If dS=0, the trend changes with a constant rate, than rule 2 or rule 3. 

In order to predict the future value apply Rule 1, Rule 2 and Rule 3. 

Rule 1: For forecasting data for the year 1982-1983 it is not possible to calculate dS 
since there is no data for the year 1979-1980.if the data for (n-3) is not available and 

if 21 −− − nn SS > half of length of the interval corresponding to fuzzified capital Aj 

with the membership value 1, then the trend of the forecasting will be upward and 
forecasted data falls at (3/4) point of this interval. 

If 21 −− − nn SS < half of length of the interval corresponding to fuzzy length in-

terval Aj with the membership value 1, then the trend of the forecasting will be 
downward and the forecasted capital will be ¼ point of this interval. 

If 21 −− − nn SS = half of length of the interval corresponding to fuzzified data Aj 

with MF value 1, then the predicted value will be at the middle point of this interval. 

Rule 2: If the )2)()( 13221 −−−−− +×−−− nnnnn SSSSS  Or 

( )232211 ×−−−− −−−−− )SS()SS((S nnnnn  that is if the difference of the differences 

between the years {((n-1) and (n-2) and (n-2) and (n-3)) x 2 + data of (n-1)}or {data 
of (n-1) – twice of difference of the differences of (n-1) and (n-2) and (n-2) and (n-3)} 
falls in the interval corresponding to the fuzzified data Aj with MF equal to 1, then the 
trend is upward and will take the value as (3/4) point of the interval. 

Rule 3: If the )S)SS()SS( nnnnn 13221 2 −−−−− +÷−−−  Or 

( )232211 ÷−−−− −−−−− )SS()SS((S nnnnn  that is if the {data of (n-1) + (difference 

of the difference (n-1) and (n-2) and data of (n-2) and (n-3)) /2) or {data of (n-1)- 
(difference of the difference between (n-1) and (n-2) data and (n-2) and (n-3) 
data)/2)} lies in the fuzzified capital data of Aj with membership function 1 then the 
trend will be downward and the predicted value will be (1/4) point of the length of the 
interval. 

Rule 4: If the data does not follow rule 2 and rule 3 then the predicted capital will 
take the middle value of the fuzzified interval Aj with membership value 1. 

5   Results 

By following the abovementioned methodology, the trend of the linguistic time series 
is predicted [Table 5]. The graph shows both historical and predicted data.  
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Table 5. Comparison of Historical data & predicted data 

Year Histori-
cal data 

Trend Predicted 
value 

Forecast-
ing error 

1980-1981 12105    
1981-1982 16986    
1982-1983 20139 Downward 21250 5.516659 
1983-1984 21265 Middle 22500 5.807665 
1984-1985 25600 Middle 27500 7.421875 
1985-1986 29990 Downward 26250 12.47082 
1986-1987 34772 Upward 33750 2.939146 
1987-1988 33757 Upward 33750 0.020736 
1988-1989 40136 Downward 41666.7 3.813783 
1989-1990 46405 upward 45000 3.027691 
1990-1991 53099 Upward 51666.7 2.697414 
1991-1992 57633 Upward 58333.3 1.215102 
1992-1993 63997 Upward 75000 17.19299 
1993-1994 70834 Upward 75000 5.881356 
1994-1995 88206 Middle 85000 3.634673 
1995-1996 90977 Downward 92500 1.674049 
1996-1997 96187 Downward 92500 3.833158 
1997-1998 100653 Upward 115000 14.25392 
1998-1999 114545 Upward 115000 0.397224 
1999-2000 134484 Upward 135000 0.383689 
2000-2001 131505 upward 135000 2.657694 

 
Forecasting error: Forecasting error is defined as ((predicted value ~ actual 
value)/actual value) *100. Average percentage forecasting error is 4.99 %. 
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6   Conclusions 

Historically much data has been generated to facilitate human analysis for accurate 
prediction and so this has encouraged the use of fuzzy based analysis techniques over 
other possible methods of data processing. In addition, since humans are so adept at 
understanding gray logic i.e. fuzzy based techniques, fuzzy based analysis provides 
some aid in predicting time series and also helps informally validate results. From the 
above discussion it can be safely concluded that the present study is able to predict  
the capital for the coming years as well as the trend can be identified (as shown in the 
table). By classifying the historical data into fuzzy length interval makes it closer to 
the real world and narrows down the range of prediction. The present paper is a study 
of importance as it paves the way for laying the foundation to ensure increased  
robustness, versatility and reliability of fuzzy based systems. 
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Design of Modular Neural Networks with Fuzzy 
Integration Applied to Time Series Prediction 

Patricia Melin, Oscar Castillo, Salvador Gonzalez, Jose Cota, Wendy Lizeth Trujillo, 
and Paul Osuna 

Division of Graduate Studies, Tijuana Institute of Technology, Mexico 

Abstract. We describe in this paper the application of several neural network architectures to 
the problem of simulating and predicting the dynamic behavior of complex economic time se-
ries. We use several neural network models and training algorithms to compare the results and 
decide at the end, which one is best for this application. We also compare the simulation results 
with the traditional approach of using a statistical model. In this case, we use real time series of 
prices of consumer goods to test our models. Real prices of tomato and green onion in the U.S. 
show complex fluctuations in time and are very complicated to predict with traditional statisti-
cal approaches. 

1   Introduction 

Forecasting refers to a process by which the future behavior of a dynamical system is 
estimated based on our understanding and characterization of the system. If the dy-
namical system is not stable, the initial conditions become one of the most important 
parameters of the time series response, i.e. small differences in the start position can 
lead to a completely different time evolution. This is what is called sensitive depend-
ence on initial conditions, and is associated with chaotic behavior [2, 16] for the dy-
namical system. 

The financial markets are well known for wide variations in prices over short and 
long terms. These fluctuations are due to a large number of deals produced by agents 
that act independently from each other. However, even in the middle of the apparently 
chaotic world, there are opportunities for making good predictions [4,5]. Tradition-
ally, brokers have relied on technical analysis, based mainly on looking at trends, 
moving averages, and certain graphical patterns, for performing predictions and sub-
sequently making deals. Most of these linear approaches, such as the well-known 
Box-Jenkins method, have disadvantages [9]. 

More recently, soft computing [10] methodologies, such as neural networks, fuzzy 
logic, and genetic algorithms, have been applied to the problem of forecasting com-
plex time series. These methods have shown clear advantages over the traditional sta-
tistical ones [12]. The main advantage of soft computing methodologies is that, we do 
not need to specify the structure of a model a-priori, which is clearly needed in the 
classical regression analysis [3]. Also, soft computing models are non-linear in nature 
and they can approximate more easily complex dynamical systems, than simple linear 
statistical models. Of course, there are also disadvantages in using soft computing 
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models instead of statistical ones. In classical regression models, we can use the in-
formation given by the parameters to understand the process, i.e. the coefficients of 
the model can represent the elasticity of price for a certain good in the market. How-
ever, if the main objective if to forecast as closely as possible the time series, then the 
use of soft computing methodologies for prediction is clearly justified. 

2   Monolithic Neural Network Models 

A neural network model takes an input vector X and produces and output vector Y. 
The relationship between X and Y is determined by the network architecture. There 
are many forms of network architecture (inspired by the neural architecture of the 
brain). The neural network generally consists of at least three layers: one input layer, 
one output layer, and one or more hidden layers. Figure 1 illustrates a neural network 
with p neurons in the input layer, one hidden layer with q neurons, and one output 
layer with one neuron. 

 

Fig. 1. Single hidden layer feedforward network 

In the neural network we will be using, the input layer with p+1 processing ele-
ments, i.e., one for each predictor variable plus a processing element for the bias. The 
bias element always has an input of one, Xp+1=1. Each processing element in the input 
layer sends signals Xi (i=1,…,p+1) to each of the q processing elements in the hidden 
layer. The q processing elements in the hidden layer (indexed by j=1,…,q) produce an 
“activation” aj=F(ΣwijXi) where wij are the weights  associated with the connections 
between the p+1 processing elements of the input layer and the jth processing element 
of the hidden layer. Once again, processing element q+1 of the hidden layer is a bias 
element and always has an activation of one, i.e. aq+1=1. Assuming that the processing 
element in the output layer is linear, the network model will be 

             p+1               p+1               p+1   

Yt = Σ πι xit + Σ θj F ( Σwij xit ) 
         j=1                j=1            i=1  

(1) 

Here πι are the weights for the connections between the input layer and the output 
layer, and θj are the weights for the connections between the hidden layer and the out-
put layer. The main requirement to be satisfied by the activation function F(.) is that it 
be nonlinear and differentiable. Typical functions used are the sigmoid, hyperbolic 
tangent, and the sine functions. 
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The weights in the neural network can be adjusted to minimize some criterion such 
as the sum of squared error (SSE) function: 

                                n      

 E1 = ½ Σ (dl- yl)
2  

                   l = 1    
(2) 

Thus, the weights in the neural network are similar to the regression coefficients in 
a linear regression model. In fact, if the hidden layer is eliminated, (1) reduces to the 
well-known linear regression function. It has been shown [22] that, given sufficiently 
many hidden units, (1) is capable of approximating any measurable function to  
any accuracy. In fact F(.) can be an arbitrary sigmoid function without any loss of  
flexibility. 

The most popular algorithm for training feedforward neural networks is the back-
propagation algorithm [14,18]. As the name suggests, the error computed from the 
output layer is backpropagated through the network, and the weights are modified  
according to their contribution to the error function. Essentially, backpropagation per-
forms a local gradient search, and hence its implementation does not guarantee reach-
ing a global minimum. A number of heuristics are available to partly address this 
problem, some of which are presented below. Instead of distinguishing between the 
weights of the different layers as in Equation (1), we refer to them generically as wij  
in the following. 

After some mathematical simplification the weight change equation suggested by 
backpropagation can be expressed as follows: 

wij = -η ∂E1 + θΔwij 
    ∂wij  

(3) 

Here, η is the learning coefficient and θ is the momentum term. One heuristic that 
is used to prevent the neural network from getting stuck at a local minimum is the 
random presentation of the training data. 

3   Modular Neural Networks 

There exists a lot of neural network architectures in the literature that work well when 
the number of inputs is relatively small, but when the complexity of the problem 
grows or the number of inputs increases, their performance decreases very quickly. 
For this reason, there has also been research work in compensating in some way the 
problems in learning of a single neural network over high dimensional spaces. 

In the work of Sharkey [20], the use of multiple neural systems (Multi-Nets) is de-
scribed. It is claimed that multi-nets have better performance or even solve problems 
that monolithic neural networks are not able to solve. It is also claimed that multi-nets 
or modular systems have also the advantage of being easier to understand or modify, 
if necessary. 

In the literature there is also mention of the terms “ensemble” and “modular” for 
this type of neural network. The term “ensemble” is used when a redundant set of 
neural networks is utilized, as described in Hansen and Salamon [8]. In this case, each 
of the neural networks is redundant because it is providing a solution for the same 
task, as it is shown in Figure 2. 
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On the other hand, in the modular approach, one task or problem is decompose in 
subtasks, and the complete solution requires the contribution of all the modules, as it 
is shown in Figure 3. 

 

Fig. 2. Ensembles for one task and subtask 

 

Fig. 3. Modular approach for task and subtask 

4   Methods for Response Integration 

In the literature we can find several methods for response integration, that have been 
researched extensively, which in many cases are based on statistical decision meth-
ods. We will mention briefly some of these methods of response integration, in par-
ticular the ones based on fuzzy logic. The idea of using these types of methods, is that 
the final decision takes into account all of the different kinds of information available 
about the time series. In particular, we consider aggregation operators, and the fuzzy 
Sugeno integral [21]. 

Yager [23] mentions in his work, that fuzzy measures for the aggregation criteria 
of two important classes of problems. In the first type of problems, we have a set 
Z={z1,z2,…,zn} of objects, and it is desired to select one or more of these objects 
based on the satisfaction of certain criteria. In this case, for each zi∈Z, it is evaluated 
D(zi)=G(Ai(zi),…,Aj(zi)), and then an object or objects are selected based on the value 
of G. The problems that fall within this structure are the multi-criteria decision prob-
lems, search in databases and retrieving of documents.  

In the second type of problems, we have a set G={G1,G2,…,Gq} of aggregation 
functions and object z. Here, each Gk corresponds to different possible identifications 
of object z, and our goal is to find out the correct identification of z. For achieving 
this, for each aggregation function G, we obtain a result for each z, Dk(z)=Gk(A1(z), 
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A2(z), … ,An(z)). Then we associate to z the identification corresponding to the larger 
value of the aggregation function. 

A typical example of this type of problems is pattern recognition. Where Aj corre-
sponds to the attributes and Aj(z) measures the compatibility of z with the attribute. 
Medical applications and fault diagnosis fall into this type of problems. In diagnostic 
problems, the Aj corresponds to symptoms associated with a particular fault, and Gk 
captures the relations between these faults.  

Fuzzy integrals can be viewed as non-linear functions defined with respect to fuzzy 
measures. In particular, the “gλ-fuzzy measure” introduced by Sugeno [21] can be 
used to define fuzzy integrals. The ability of fuzzy integrals to combine the results of 
multiple information sources has been mentioned in previous works. 

Definition 1. A function of sets g:2x-(0.1) is called a fuzzy measure if: 

1. g(0)=0   g(x)=1 
2. g(A)≤ g(B) if A⊂B 
3. if {Ai}iα =1 is a sequence of increments of the measurable set then 

 lim g(Ai) = g (lim Ai)                                                  (4) 
                                             i → ∞            i → ∞     

From the above it can be deduced that g is not necessarily additive, this property is 
replaced by the additive property of the conventional measure. 

From the general definition of the fuzzy measure, Sugeno introduced what is called 
“gλ-fuzzy measure”, which satisfies the following additive property: For every A, B 
⊂ X and A ∩ B = θ, 

g(A ∪ B) = g(A) + g(B) +  λ g(A)g(B),                                   (5) 

for some value of λ>-1. 

This property says that the measure of the union of two disjunct sets can be obtained 
directly from the individual measures. Using the concept of fuzzy measures, Sugeno 
[21] developed the concept of fuzzy integrals, which are non-linear functions defined 
with respect to fuzzy measures like the gλ-fuzzy measure. 

Definition 2. Let X be a finite set and h:X→[0,1] be a fuzzy subset of X, the fuzzy 
integral over X of function h with respect to the fuzzy measure g is defined in the 
following way, 

h(x) o g (x)   = max [ min ( min h(x), g(E))]                            (6) 
                                                  E ⊆ X             x ∈ E      

                                                    = sup [min( α , g(hα ))] 
                                                α ∈ [0, 1] 

where hα is the level set α of h,  

           hα  = { x | h(x) ≥ α }.                                                (7) 

We will explain in more detail the above definition: h(x) measures the degree to 
which concept h is satisfied by x. The term min(hx) measures the degree to which 
concept h is satisfied by all the elements in E. The value g(E) is the degree to which 
the subset of objects E satifies the concept measure by g. As a consequence, the 
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obtained value of comparing these two quantities in terms of operator min indicates 
the degree to which E satifies both criteria g and min(hx). Finally, operator max takes 
the greatest of these terms. 

5   Simulation and Forecasting Prices in the U.S. Market 

We will consider the problem forecasting the prices of tomato in the U.S. market. The 
time series for the prices of this consumer good shows very complicated dynamic be-
havior, and for this reason it is interesting to analyze and predict the future prices for 
this good. We show in Figure 4 the time series of monthly tomato prices in the period 
of 1960 to 1999, to give an idea of the complex dynamic behavior of this time series. 

We will apply both the modular and monolithic neural network approach and also 
the linear regression method to the problem of forecasting the time series of tomato 
prices. Then, we will compare the results of these approaches to select the best one for 
forecasting. 
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Fig. 4. Prices in US Dollars of tomato from January 1960 to December 1999 

6   Experimental Results 

We describe, in this section, the experimental results obtained by using neural net-
works to the problem of forecasting tomato prices in the U.S. Market. We show re-
sults of the application of several architectures and different learning algorithms to 
decide on the best one for this problem. We also compare at the end the results of the 
neural network approach with the results of linear regression models, to measure the 
difference in forecasting power of both methodologies. 

First, we will describe the results of applying modular neural networks to the time 
series of tomato prices. We used the monthly data from 1960 to 1999 for training a 
Modular Neural Network with four Modules, each of the modules with 80 neurons 
and one hidden layer. We show in Figure 5 the result of training the modular neural 
network with this data. In Figure 5, we can appreciate how the modular neural net-
work approximates very well the real time series of tomato prices over the relevant 
period of time. 
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Fig. 5. Modular network for tomato prices with Levenberg-Marquardt algorithm 
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Fig. 6. Comparison of performance results for several modular neural networks 
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Fig. 7. Comparison of monolithic and modular neural networks 

We have to mention that the results shown in Figure 5 are for the best modular 
neural network that we were able to find for this problem. We show in Figure 6 the 
comparison between several of the modular neural networks that we tried in our  
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experiments. From Figure 6 we can appreciate that the modular neural network with 
one time delay and Leverberg-Marquardt (LM) training algorithm is the one that fits 
best the data and for this reason is the one selected. 

We show in Figure 7 the comparison of the best monolithic network against the 
best modular neural network. The modular network clearly fits better the real data of 
the problem. 

7   Conclusions 

We described in this paper the use of modular neural networks for simulation and 
forecasting time series of consumer goods in the U.S. Market. We have considered a 
real case to test our approach, which is the problem of time series prediction of to-
mato prices in the U.S. market. We have applied monolithic and modular neural net-
works with different training algorithms to compare the results and decide which is 
the best option. The Levenberg-Marquardt learning algorithm gave the best results. 
The performance of the modular neural networks was also compared with monolithic 
neural networks. The forecasting ability of modular networks was clearly superior. 
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1   Introduction 

The interferometry is an optical technique does not destructive; it used to measure 
physics variables (stress, temperature, acceleration, curvature, and so on) with high 
degree of resolution, because it follows from the magnitude of wavelength used of the 
light [1]. 

In optical metrology, the mathematical model to state the phenomena of interfer-
ence is modeling across a fringes pattern that modulates a signal with cosenoidal pro-
file as [2]:  

)),(),(cos(),(),(),( yxyxywxwyxbyxayxI yx η+Θ+++=  

Where ),( yxa  is the background lighting, ),( yxb  is the amplitude modulation, 

xw and yw  are the carrier frequencies on the axis x  and y , ),( yxΘ  is the phase 

term related to the physical quantity being measured, ),( yxη  is an additive uniform 

noise. 
The goal of genetics algorithms is to recover ),( yxΘ  from the fringe pattern, 

which it is directly relationship with the physics quantity that we want to measure. By 
other part, the experimental array to provoke the interference phenomenon requires 
recording the interference image that to generate, and it processed digitally in the 
computer to obtain the information of the phase. 
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One way to calculate the phase term ),( yxΘ is the phase shift technical (PST) 

[10-14], which needs unless of three phase interferograms. The shift of phase between 
the interferograms must to be known and controlled experimentally. This technical 
can be used when the mechanical conditions are satisfied in the interferometry ex-
periment. 

In other conditions, when the stability condition is not cover, there are a lot of 
techniques to obtain the term of phase from the fringes pattern, as: the Fourier Method 
[15, 16], Synchronous Method [17] and the Phase Lock Loop (PLL) [18], between 
others. However, these techniques work well only if the interferogram analyzed has a 
carrier frequency, a narrow bandwidth and the signal has low noise. Even more, these 
methods fail when we calculate the phase of an interferogram with closed fringes, as 
the figure 1. Besides, the Fourier and Synchronous methods estimate the phase 
wrapped because of the arctangent function used in the phase calculation, so an addi-
tional unwrapping process is required. The unwrapping process is difficult when the 
fringes pattern includes high amplitude, which causes differences greater than  π2  
radians between adjacent pixels [19-20]. In PLL technique, the phase is estimated by 
following the phase changes of the input signal by varying the phase of a computer 
simulated oscillator (VCO) such that the phase error between the fringe pattern and 
VCO’s signal vanishes. 

Recently, the regularization [21-24] and neural network techniques [25,26] have 
been used to work with fringes pattern, which contain a narrow bandwidth and noise. 
The regularization technique established a cost function that constrains the estimated 
phase using two considerations: (a) the fidelity between the estimated function and 
the observed fringes pattern and (b) smoothness of the modulated phase field. In the 
neural network technique, a multilayer neural network is trained with a set of fringes 
pattern and a set of phase gradients provided from calibrated objects. After that the 
network has been trained, the phase gradients is estimated in the network output when 
the fringes pattern (interferograms) are presented in the network input. The defect of 
this technique is the requirement of a set of training fringe images and theirs related 
phase measurements. 

Therefore to the case of interferograms as the figure 1, we require different tech-
niques, as the proposals in the articles [2], [3], [4], [8], [9]. 

Our proposal consists to use Zernike polynomials to optimistic a quadratic crite-
rion. The Zernike polynomials are used to obtain the interferogram phase that phase is 
showed as a surface and due to the orthogonal characteristics of the Zernike polyno-
mials, these are very suitable to carry out the fitting of that surface. By other way, the 
parameters of the Zernike polynomials have direct relation with the physics properties 
as: aberration spherical coefficient, come coefficient, astigmatism coefficient, focus 
shift coefficient, tilt in y, and tilt in x, so on. [1]. 

Therefore, we use the Zernike polynomials to recover the closed interferograms 
phase using AG. 

The paper is organized as follows, in the section 2 we establish the mathematics 
models that used to carry out the optimization by AG. In the section 3 the heuristics 
model, in the section 4 we show the experimental results obtained. And finally in the 
section 5, conclusions and comments. 
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2   Mathematics Models 

The model used to represent the interference phenomena is: 
 

)),(cos(),(),(),( yxywxwyxbyxayxI yx Θ+++=  
 

The optimization criterion that we use, it was: 
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Where: 

x , y are integer values representing indexes of the pixel location in the fringes im-

age, α is used to convert the proposal from minimal to maximal optimization, xw  is 

the frequency in the axe x , yw  is frequency in the axe y , λ   parameter which con-

trol the smoothness level of the image to obtain, β  parameter which control the im-

pact level of second derivative term and discriminate the concavity or convexity of 

the image, kz is the k  eth chromosome of the population, k  is the index into the 
whole population of chromosomes. 

 
The fitness function that we use is the Zernike polynomial which cartesian model 

is [2, pag.465], [7]: 
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Where: 
j is the order of Zernike polynomial, U  is the result polynomial of mapping the 

plane ),( θρ  to plane ),( yx . 

The AG that we use to have the following characteristic: 
 
Select Operator, Boltzman type.  
 
Cross Operator with two points of cross. 
 

Mutation Operator with stepped degraded. 
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The Zernike polynomial that we use is the four order. 
 

The similarity criterion between the inteferograms that we used was the calculus of 
the Euclidian distance between the images [8]. 

3   Heuristics Model 

The search intervals to the Zernike variables polynomial were obtained by heuristics 
model follows. 
It shows as algorithms in pseudo-code format. 
 

Read the N genetics parameters with the values of theirs minimal interval and maxi-
mal interval. 
Run the Genetics Algorithms and find the best value of Fitness, and store into Fit-
nessMax_old variable. 
If the parameter value( i ) >0 then his value of minimal interval=0,  
else his value of maximal interval=0. 
Run the Genetics Algorithms and find the best value of Fitness, and store into Fit-
nessMax_new variable. 
If FitnessMax_new>FitnessMax_old then FitnessMax_old=FitnessMax_new and go 
to subrutine of Parameters Change, else send a warning and End. 
 

Subrutine of Parameters Change. 
Do 
{Label A 
If the parameter(i) >0 then his value of maximal interval=maximal interval/10 and run 
the Genetics Algorithms, Else his value of minimal interval=value of minimal inter-
val/10 and run the Genetics Algorithms. 
{If FitnessMax_new>FitnessMax_old then FitnessMax_old=FitnessMax_new and go 
to Label A,  
Else  
If the parameter(i) >0 his value of maximal interval=value of maximal interval*10,  
Else his value of minimal interval=value of minimal interval*10. 
} 
Add one to i parameter. 
If i > N then End,  
Else go to label A. 
} 

4   Experimental Results 

The computer equipment that we use to do the tests is a PC-Pentium Centrino 
1.6GHz, 256 MB of RAM. 
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Case 1. Image of 40x40 pixels shows figure 1, resolved with: population=1000, cross 
probability=90%, mutation probability=10%, number of generations=50, time 
used to obtain the figure 2 is of:  540 seconds. 

 

Fig. 1. 

 

Fig. 2. 

The figures 3,5,7,9 y 11; were obtained [5] with a fitness function: 
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And with search interval found by heuristics model: 

[ ] [ ];05.0,05.0,,;2,2, 54321 −∈−∈ zzzzz  

[ ];003.0,003.0,,, 9876 −∈zzzz  

[ ]0001.0,0001.0,,,, 1413121110 −∈zzzzz  
 

The figures 4,6,8,10 and 12; were obtained with a fitness function: 

++++= 44332211),,( UzUzUzUzyxzfajuste  

++++++ 10109988776655 UzUzUzUzUzUz  

15151414131312121111 UzUzUzUzUz ++++  
 
Case 2. Image of 40x40 pixels show figure 3, resolved with: population=1500, cross 

probability=90%, mutation probability=1%, number of generations=40, time 
used to obtain the figure 4 is of: 360 seconds. 

 

With a search interval found by heuristics model: 
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[ ] [ ] [ ]
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zzz
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Fig. 3. 

 

Fig. 4. 

Case 3.  Image of 40x40 pixels show figure 5, resolved with: population=500, cross 
probability=100%, mutation probability=4%, number of generations=170, 
time used to obtain the figure 6 is of: 560 seconds. 

 

With a search interval found by heuristics model: 

[ ] [ ]
[ ] [ ],001.0,0,,0,000001.0,,
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[ ] [ ]
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∈−∈
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Fig. 5. 
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Fig. 6. 

Case 4. Image of 40x40 pixels show figure 7, resolved with: population=500, cross 
probability=100%, mutation probability=4%, number of generations=170, 
time used to obtain the figure 8 is of: 560 seconds. 

 
With a search interval found by heuristics model: 
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Fig. 7. 

 

Fig. 8. 

Case 5.  Image of 40x40 pixels show figure 9, resolved with: population=500, cross 
probability=100%, mutation probability=4%, number of generations=170, 
time used to obtain the figure 10 is of: 360 seconds. 

 
With a search interval found by heuristics model: 

[ ] [ ] [ ]
[ ],0,0001.0,

,0,01.0,1,0,,01.1,99.0

118

54321

−∈
−∈∈∈

zz

zzzzz
 

[ ] [ ] [ ],0001.0,0,0,001.0,01.0,0 976 ∈−∈∈ zzz  
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Fig. 9. 

 

Fig. 10. 

Case 6.  Image of 40x40 pixels show figure 11, resolved with: population=500, cross 
probability=100%, mutation probability=4%, number of generations=170, 
time used to obtain the figure 12 is of: 360 seconds. 

 
With a search interval found by heuristics model: 
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Fig. 11. 

 

 
Fig. 12. 
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The case 1 is selected from reference [2] and the cases 2 to 6 is selected from refer-
ence [5]. 

 
Case 7.  Image of 40x40 pixels shows figure 13, resolved with: population=500, cross 

probability=100%, mutation probability=1%, number of generations=30, time 
used to obtain the figure 14 is of: 60 seconds. 

 

With a search interval found by heuristics model: 
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Fig. 13. 

 

Fig. 14. 

Case 8.  Image of 40x40 pixels shows figure 15, resolved with: population=500, cross 
probability=100%, mutation probability=1%, number of generations=20, time 
used to obtain the figure 16 is of: 60 seconds. 

 

With search interval found by heuristics model: 
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Fig. 15. 

 

Fig. 16. 

The cases 7 and 8 is selected from the reference [6] 
 

Case 9. Image of 64x64 pixels shows figure 17, resolved with: population=500, cross 
probability=90%, mutation probability=1%, number of generations=30, time 
used to obtain the figure 18 is of: 180 seconds. 

 

Fig. 17. 

 

Fig. 18. 

The case 9, we were selected from the reference [2]. 

5   Conclusions 

We have presented results selected the phase recover, in basis to its recover time, for 
several closed interferograms applying a fitness function by Zernike polynomial and 
using AG whose parameters interval was found by heuristics model. 

We searched to prove the advantages of our technique with respect to others and 
under criterions as:  
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a).-Recover the interferogram and consequently its phase.  
b).-Direct relationship of physics parameters.  
c).-Recover Time. 

We can state that: 

1.-In the figures 3,5,7,9,11 that were generated with not Zernike polynomials and 
using AG, in accordance with reference [5], and similar conditions of search range, 
we get similar results, with the difference that we can correlation the parameters of 
Zernike polynomials with optics values and the reference [5] did not. Moreover, we 
were reported the recover time and the reference [5] did not, in that point we could 
not contrast the advantages. 

2.-For the figures 13, 15 of the reference [6] that were generated with Zernike 
polynomial and recovered the interferogram parameters with technique of quadratic 
minimal using Zernike polynomial, also were recovered satisfactorily and acceptable 
time. Newly, we can not to compare recover times because the reference [6] did not 
report. 

3.-For the figure 17 of the reference [2] that use AG but not Zernike polynomial, it 
report a recover time 330 sec., we recover it in 180 sec., under similar conditions of 
computer equipment. 

4.-About to reference [8],  
a).-They used real interferograms, we did not by the moment, we are working in 

this part. 
b).-Use an evolutionary algorithms and not a genetics algorithms. 
c).-Use a Seidel polynomial and not a Zernike polynomial. 
d).-Establish the problem as an optimization problem in the real space, similar to 

ours. 
e).-Use a Pentium IV, but did not mention the speed computer. 
f).-The experimentals (2) take between 3 to 6 minutes, we carry out several ex-

perimentals with results of better time. 
g).-Use MatLab, we use “C”. 
h).-Have serious problems for Seidel Polynomial of order bigger than 3, we have 

not problem with order Zernike polynomial. 
i).-Assert that the evolutionary strategy is generally recommended to the genetics 

algorithms to resolve problems that deal with the optimization function of real num-
bers, but has not reference to this assert. 

j).-Use a factor c=0.01 for the experimentals but does not say how to obtain it. 
k).-Assert that if the success of mutation happen rarely, the search say us that we 

are near to a minimal, by recommend to decrease the size of neighborhood when we 
search. If the mutations are successful and they happen very frequently, it means that 
the converse can acceleration across the increase of the step, however did not show 
any references about theses assertions. 

l).-They mention that after a lot of attempt found the cross and mutation configuration 
in terms following: a 10% for the equation (12), a 30% for the equation (13) and a 70% 
for the equation (14). Similar to ours, they carry out several attempts for fit the ranks. 

5.-Respect to the reference [9],  
a).-Use a polynomial equation not Zernike to obtain the phase. 
b).-Use simulate interferograms with noise. 
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c).-Use an evolution algorithms and not a genetics algorithms. 
d).-Drive one experimental, we report several. 
e).-Do not report recover time, we do. 
f).-Do not report the equipment type that they were used, we do. 
g).-Use Matlab, we use “C”. 

We conclude that our proposal shows better results respect to other techniques. 
As future work we seek to carry off AG to embedded software using FPGA tech-

nology not parallel way, after in parallel way to recover the phase in real time and re-
duce the recover time. 
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Abstract. Neural networks have been used in the development of intelligent recognition  
systems that simulate our ability recognize patterns. However, rotated objects may cause incor-
rect identification by recognition systems. Our quick glance provides an overall approximation 
of a pattern regardless of noise or rotations. This paper proposes that the overall approximation 
of a pattern can be achieved via pattern averaging prior to training a neural network to recog-
nize that pattern in various rotations. Pattern averaging provides the neural network with 
“fuzzy” rather than “crisp” representations of the rotated objects, thus, minimizing computa-
tional costs and providing the neural network with meaningful learning of various rotations of 
an object. The proposed method will be used to recognize rotated coins and is implemented to 
solve an existing problem where slot machines in Europe accept the new Turkish 1 Lira coin as 
a 2 Euro coin.  

Keywords: Neural networks, Pattern Recognition, Coin Identification, Rotational Invariance. 

1   Introduction 

Computational Intelligence research and applications have gained an increased mo-
mentum to model human perception and recognition. While computer vision methods 
prepare efficient data acquisition and presentation of patterns, neural networks per-
form the learning of these patterns. However, in complicated recognition tasks, such 
as recognizing rotated objects, careful and effective data presentation to the neural 
network is required in order to achieve meaningful learning. 

Many intelligent and conventional recognition systems have been developed which 
are insensitive to different kinds of transformation; including rotation, translation and 
scale [1],[2],[3]. The use of neural networks for classifying rotated objects was inves-
tigated by Fukumi et al. [1] who presented an efficient rotation-invariant recognition 
system using a back propagation neural network. They described a system based on a 
rotation-invariant neural network that is capable of identifying circular objects. 
Rotational invariance is achieved by explicitly generating the rotational group for a 
coarse model of the circular patterns in a preprocessing step and feeding the results 
into a neural network. This approach has the advantage of identifying patterns at any 
degree with an improved recognition accuracy by using circular slabs, however, di-
viding and determining circular pattern slabs is complex and time consuming [2]. 
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Other works on coin identification also include Adameck et al. method that uses coin 
surface colour [4] and Nolle et al. method that uses coin pattern edge detection [5]. 
The use of colour seems to increase the computational costs unnecessarily, whereas 
edge-based pattern recognition has the problem of noise sensitivity. 

More recently, an intelligent coin identification system for distnguishing the 2 Euro 
coins from the new Turkish 1 Lira coin was proposed [6]. This system used minmal 
coin image database (using only two 2-Euro coins) and larger coin rotation angles. In 
order to achieve rotation invariance, further work [3] suggested reducing the rotation 
angles and increasing the number of euro coin varations. This development and 
system perfermance improvement was further increased using larger databases (using 
five 2-Euro coins) in addition to one Turkish 1-Lira coin [7]. The maximum number 
of euro coin variations is 12 which represents the available officially used 2-Euro 
coins in the European Union. The problem of increasing the number of euro coin 
variations during training a neural network is that the intelligent system could be more 
biased into classifying the output as euro instead of Turkish coin which has only one 
variation of coin. Additionally, larger database and small angle rotations lead to 
increase in computational and time cost. 

The work in this paper aims at introducing an efficient intelligent rotation-invariant 
system for coin recognition, using small rotation angles and a large coin image 
database (using nine euro coins and one Turkish coin), while keeping computational 
cost to a minimum. The method uses pattern averaging and a back propagation neural 
network classifier. The proposed method is implemented to solve a real-life problem, 
which is the incorrect identification by slot machines in Europe of the new 1 Turkish 
Lira (1-TL) coin as the 2 Euro (2-EURO) coins due to physical similarities between 
the coins. A 2-EURO coin is roughly worth 4 times the 1-TL. This particular imple-
mentation is novel and is intended for use as a support tool to standard physical meas-
urements in slot machines. 

This paper is organized as follows: Section 2 presents the rotated coin image data-
base. Section 3 describes the identification system and reviews the two phases of its 
implementation. Section 4 presents the system implementation results. Finally,  
Section 5 concludes the work that is presented within this paper. 

2   Rotations and Coin Image Database 

On 1st of January 2002, the euro banknotes and coins were introduced in 12 Member 
States of the European Union, with seven banknotes and eight coins [8]. The obverse 
side of each coin has the same design for all 12 countries in the euro area. The reverse 
side displays different designs for each country. All coins can be used anywhere in the 
euro area and the coin with the highest value is the 2-EURO coin. On 1st of January 
2005, the new Turkish Lira banknotes and coins were introduced in Turkey, with six 
banknotes and six coins and the coin with the highest value is the 1-TL coin [9]. Due 
to physical similarities in diameter, thickness and weight, the Turkish 1-TL coin is 
identified by slot machines as the 2-EURO coin which has more value [10],[11]. 

The implementation of the work that is presented within this paper involves distin-
guishing the 2-EURO coins from the 1-TL coin. Ten coins are used for this purpose: 
one 1-TL coin of Turkey and nine 2-EURO coins of Belgium-Luxembourg, Nether-
lands, Belgium, Spain, Austria, Germany, Finland, Italy and France.  
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Images of the obverse and reverse sides of the ten coins at various rotations were 
captured using a Creative WebCam (Vista Plus) as shown in Figure 1. The coins were 
rotated at intervals of (15o) degrees as shown in Figure 2, and a total of 288 rotated 
coin images were captured. Rotation by 15o results in 48 images of the 1-TL coin (24 
obverse sides and 24 reverse sides) and 240 images of the 2-EURO coins (24 obverse 
sides, 216 reverse sides of the nine coins of Belgium-Luxembourg, Netherlands, Bel-
gium, Spain, Austria, Germany, Finland, Italy and France). Table 1 shows the number 
of coin images obtained using 15o degree rotation intervals and examples of rotated 
coins can be seen in Figure 3. 

 

Fig. 1. Coin Rotation and Image Capturing 

 

Fig. 2. Rotation Intervals of the Coins 

Table 1. Number of Coin Images at 150 Rotations 

Images Obverse Reverse Total 

2-EURO 24 216 240 

1-TL 24 24 48 

Total 48 72 288 



 Rotated Coin Recognition Using Neural Networks 293 

 
          (a)                     (b)                     (c)                     (d)      (e)              (f) 

 

 
          (g)                  (h)                    (i)                  (j)                    (k)                 (l) 

Fig. 3. Rotated Coins (a) 00 Rotated 2-Euro of Finland (b) 150 Rotated 2-Euro of Belgium-
Luxembourg (c) 300 Rotated 2-Euro of Netherlands (d) 450 Rotated 2-Euro of Germany (e) 600 
Rotated 2-Euro of France (f) 750 Rotated 2-Euro of Austria (g) 900 Rotated 2-Euro of Italy (h) 
1050 Rotated 2-Euro of Spain (i) 1200 Rotated 2-Euro of Belgium (j) 1350 Rotated 1-TL of 
Turkey - Reverse Side (k) 1500 Rotated 1-TL of Turkey - Obverse Side (l) 1650 Rotated 2-Euro 
Common Obverse Side 

Captured images of all the coins at (0o, 90o, 180o and 270o) degrees rotations will 
be used for training the back propagation neural network, thus, providing 48 coin  
images for training (8 1-TL and 40 2-EURO coin images). The remaining 240 coin 
images in the database (40 1-TL and 200 2-EURO coin images) will be used for gen-
eralizing the trained neural network. This method of rotation using 15o degree interval 
is considered sufficient for all possible rotations of a coin in a slot machine. 

3   The Intelligent Identification System 

The implementation of the proposed rotation invariant intelligent identification sys-
tem consists of two phases: an image processing phase where coin images undergo 
compression, segmentation and pattern averaging in preparation to be presented to the 
second phase; which is training a back propagation neural network to classify the coin 
as 1-TL coin, 2-EURO coin or Unidentified coin. Once the neural network converges 
and learns, the second phase consists only of one forward pass that yields the identifi-
cation result. 

3.1   Image Processing Phase 

The first phase of the proposed system involves preparing the training/generalization 
data for the neural network. Care must be taken in order to provide the neural network 
with sufficient data representations of the rotated objects (coins) if we are to achieve 
meaningful learning, while attempting to keep the computational costs to a minimum. 

Image processing is carried out in this phase, where images of the rotated coins are 
captured in RGB color with the dimensions of 352x288 pixels. These are converted to  
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grayscale which consists of pixel values between 0 and 255. The grey coin images are 
then cropped to 250x250 pixels images. Thresholding is then applied using a thresh-
old value of 135 as shown by equation 1. 
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where T[x,y] is thresholded image and P[x,y] is the grey pixel at coordinates x and y. 
The binary coin image is then compressed to 125x125 pixels using sampling com-

pression as shown in equation 2. 
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where C represents the compressed image array, T[x,y] is thresholded image and x 
and y are the pixel coordinates: x=x+2 and y=y+2 (initial values for x and y is 0).  

The compressed image is then trimmed to a 100x100 pixels size image. This is  
followed by pattern averaging, where segmentation is applied to the image and pixel 
values within segments are averaged and stored as feature vectors for training the neu-
ral network. After various experiments 5x5 segment size was chosen, thus resulting in 
a 20x20 “fuzzy” bitmap that represents the various coins at various rotations. Other 
segment sizes can also be used, however, the larger the segment size is, the higher the 
computational cost will be. A 5x5 segment size results in 20x20 feature vector bit-
map, thus requiring 400 neurons in neural network input layer. Pattern averaging can 
be defined as in equations 3 and 4. 
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where x and t; and y and z represents x and y coordinates of image respectively, i 
represents segment number, P[x,y] represents pixel value of the pattern, Sx and Sy  is 
the x and y coordinates lengths of segments, D is total number of each pixel. Figure 4 
shows the image processing phase of the coin identification system. 

 

Fig. 4. Image Processing Phase: from original grey coin image to fuzzy feature vector 
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3.2   Neural Network Implementation Phase 

The second phase of the proposed identification system is the implementation of a 
back propagation neural network classifier. This phase consists of training the neural 
network using the averaged patterns (feature vectors) obtained from the first phase. 
Once the network converges (learns), this phase will only comprise generalizing the 
trained neural network using one forward pass. 

A 3-layer feed forward neural network trained by back propagation with 400 input 
neurons, 25 hidden neurons and 2 output neurons is used to classify the 1-TL and the 
2-EURO coins. The number of neurons in the input layer is dictated by the number of 
averaged segments in the 20x20 bitmap. The choice of 25 neurons in the hidden layer 
was a result of various training experiments using lower and higher hidden neuron 
values. The chosen number assured meaningful training while keeping the time cost 
to a minimum. The two neurons in the output layer represent the 1-TL and the  
2-EURO coins, which were represented as binary [1 0] or [0 1] outputs for the Euro or 
the Turkish Lira respectively; if neither output response is obtained the coin is classi-
fied as “Unidentified”. 

The activation function used for the neurons in the hidden and output layers is the 
sigmoid function. During the learning phase, initial random weights of values be-
tween –0.6 and 0.6 were used. The learning rate and the momentum rate; were  
 

Table 2. Neural Network Final Training Parameters 

Input 
Neurons 

Hidden 
Neurons 

Output 
Neurons 

Learning 
Rate 

Momentum 
Rate 

LMS 
Error 

Iterations
Training 
Time * 

400 25 2 0.00099 0.6 0.001 2880 99 seconds 
  * Using a 2.4 GHz PC with 256 MB of RAM, Windows XP OS and Borland C++ compiler. 

 1  2  3 400

 1  2 25

 1  2 

1-TL2-EURO

Input
Layer

Hidden
Layer

Coin    Averaged    Feature    Vector 

Output
Layer

 

Fig. 5. Neural Network Topology for Rotated Coin Identification System 
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adjusted during various experiments in order to achieve the required minimum error 
value of 0.001; which was considered as sufficient for this application. Table 2 shows 
the final parameters of the trained neural network, whereas Figure 5 shows the  
topology of the neural network. 

The neural network is trained using only 48 coin images of the available 288 coin 
images. The 48 training images are of rotated coins at (0o, 90o, 180o and 270o degrees) 
resulting in 8 1-TL coin images (4 obverse and 4 reverse sides) and 40 2-EURO coin 
images (4 obverse common side, 4 reverse sides of each coin of Germany, France, 
Spain, Belgium-Luxembourg, Belgium, Austria, Finland, Italy and the Netherlands). 
The remaining 240 coin images are the testing images which are not exposed to the 
network during training and shall be used to test the robustness of the trained neural 
network in identifying the coins despite the rotations. 

4   Simulation Results 

The two phases of the intelligent identification system were implemented using the  
C-programming language. The neural network learnt and converged after 2880 itera-
tions and within 99 seconds. The processing time for the generalized neural network 
after training and using one forward pass, in addition to the image preprocessing 
phase was a fast 0.03 seconds. The efficiency and speed of this novel rotation invari-
ant coin identification system have been demonstrated through this application. 

Coin identification results using the training image set (48 coin images) yielded 
100% recognition as would be expected. The system implementation using the testing 
image sets, that were not previously exposed to the neural network, yielded correct 
identification of 227 coin images out of the available 240 coin test images, thus 
achieving a 94.6% recognition rate. Combining testing and training coin image sets, 
an overall recognition rate of 95.5% has been achieved. This successful result was ob-
tained by only using the 90o rotated coin images for training the neural network.  
Table 3 shows the coin identification results in details. 

Table 3. Intelligent Coin Identification Results 

Coins 2-EURO 1-TL BOTH 

Image Set Training Testing Training Testing Training Testing Total 

Recognition 
Rate 

40/40 
(100 %) 

198/200 
(99 %) 

8/8 
(100%) 

29/40 
(72.5 %) 

48/48 
(100%) 

227/240 
(94.6 %)

275/288 
(95.5 %) 

5   Conclusion 

This paper presented an intelligent rotation-invariant coin identification system that 
uses coin surface patterns and a neural network for the identification of rotated coins at 
intervals of 15o degrees. The system uses image preprocessing in its first phase, where 
averaged segments of the coin image are obtained and used as the input to the neural 
network in the second phase. The averaged patterns form fuzzy feature vectors that  



 Rotated Coin Recognition Using Neural Networks 297 

enable the neural network to learn the various rotations of the objects. Thus, reducing 
the computational costs and providing a rotation invariant identification system. 

A real life application has been successfully implemented, as shown in this paper, 
to identify the 2-EURO and 1-TL coins where the system can be used as a support 
tool to standard physical measurements in slot machines. This solves an existing prob-
lem where physical similarities between these coins led to slot machine abuse in 
Europe. Moreover, the developed system is flexible and can thus be trained to recog-
nize other coins. 

An overall 95.5% correct identification of both the 2-EURO and the 1-TL coins 
has been achieved, where 275 out of 288 rotated coin images were correctly identi-
fied. The recognition rate for the Euro coin is higher than that for the Turkish Lira due 
to the higher number of training Euro coin patterns. Rotation by intervals of 15o de-
grees provides sufficient coin image database for a robust learning of the neural net-
work within the developed rotation-invariant identification system. These results are 
very encouraging when considering the time costs. The neural network training time 
was 99 seconds, whereas the system run time for both phases (image preprocessing 
and neural network generalization) was 0.03 seconds. 
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Abstract. We propose a new method for handwriting recognition that utilizes geometric fea-
tures of letters. The paper deals with recognition of isolated handwritten characters using an ar-
tificial neural network. The characters are written on a regular sheet of paper using a pen, and 
then they are captured optically by a scanner and processed to a binary image which is analyzed 
by a computer. In this paper we present a new method for off-line handwriting recognition and 
also describe our research and tests performed on the neural network.  

Keywords: Handwriting Recognition, Isolated Handwritten Characters, Artificial Neural  
Networks, Artificial Intelligence. 

1   Introduction 

Handwriting recognition has been studied for nearly forty years and there are many 
proposed approaches. The problem is quite complex, and even now there is no single 
approach that solves it both efficiently and completely in all settings. In the handwrit-
ing recognition process in Fig. 1, an image containing text must be appropriately sup-
plied and preprocessed. Next, the text must either undergo segmentation or feature  
extraction. Small processed pieces of the text will be the result, and these must un-
dergo recognition by the system. Finally, contextual information should be applied to 
the recognized symbols to verify the result. Artificial neural networks, applied in 
handwriting recognition, allow for high generalization ability and do not require deep 
background knowledge and formalization to be able to solve the written language 
recognition problem. 

Handwriting recognition can be divided by its input method into two categories: 
off-line handwriting recognition and on-line handwriting recognition. For off-line 
recognition, the writing is usually captured optically by a scanner. For on-line recog-
nition, a digitizer samples the handwriting to time-sequenced pixels as it is being writ-
ten. Hence, the on-line handwriting signal contains additional time information which 
is not presented in the off-line signal. 
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Fig. 1. Steps involved in handwriting recognition 

2   The State of the Art 

The state of the art of automatic recognition of handwriting at the beginning of the 
new millennium is that as a field it is no longer an esoteric topic on the fringes of in-
formation technology, but a mature discipline that has found many commercial uses. 
On-line systems for handwriting recognition are available in hand-held computers 
such as personal digital assistants. Their performance is acceptable for processing 
handprinted symbols, and, when combined with keyboard entry, a powerful method 
for data entry has been created. 

Off-line systems are less accurate than on-line systems. However, they are now 
good enough that they have a significant economic impact on for specialized domains 
such as interpreting handwritten postal addresses on envelopes and reading courtesy 
amounts on bank checks [8,9,14,17]. 

The success of on-line systems makes it attractive to consider developing off-line 
systems that first estimate the trajectory of the writing from off-line data and then use 
on-line recognition algorithms [16]. However, the difficulty of recreating the temporal 
data [5,6] has led to few such feature extraction systems so far [1]. 

Research on automated written language recognition dates back several decades. 
Today, cleanly machine-printed text documents with simple layouts can be recognized 
reliably by OCR software. There is also some success with handwriting recognition, 
particularly for isolated handprinted characters and words. For example, in the on-line 
case, the recently introduced personal digital assistants have practical value. Similarly, 
some online signature verification systems have been marketed over the last few years 
and instructional tools to help children learn to write are beginning to emerge. Most of 
the off-line successes have come in constrained domains, such as postal addresses, 
bank checks, and census forms. The analysis of documents with complex layouts, rec-
ognition of degraded printed text, and the recognition of running handwriting continue 
to remain largely in the research arena. Some of the major research challenges in on-
line or off-line processing of handwriting are in word and line separation, segmentation 
of words into characters, recognition of words when lexicons are large, and the use of 
language models in aiding preprocessing and recognition. In most applications, the 
machine performances are far from being acceptable, although potential users often 
forget that human subjects generally make reading mistakes [2,3,7]. 

The design of human-computer interfaces [10,11,12] based on handwriting is part 
of a tremendous research effort together with speech recognition [13], language proc-
essing and translation to facilitate communication of people with computers. From 
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this perspective, any successes or failures in these fields will have a great impact on 
the evolution of languages [4,15]. 

3   Method Description 

The proposed system attempts to combine two methods for handwriting recognition, 
neural networks and preprocessing for geometric features extraction. The motivation 
behind that preprocessor is to reduce the dimensionality of the neural network input. 
The system consists of the preprocessing subsystem and the neural network subsys-
tem, as shown in Fig. 2. However, another benefit given by the preprocessor is immu-
nity against image translation, because all the information is relative to the image's 
center of mass in Fig. 3. 

PREPROCESSING SUBSYSTEM

Module of 
searching of 

center of 
mass

Module of 
pattern 

description

Feature extraction by character 
and detection of major features

NEURAL NETWORK 
SUBSYSTEM

Module for 
recognizing 

isolated characters 
using artificial 

neural networks

Module for 
recognizing words 

using artificial 
neural networks

contextual knowledge 
from linguistics

recognized 
text

handwritten 
text 

digitization

binarization

noise elimination

thinning

normalizing

segmentation

Module of 
input value 

normalization

Module of 
fuzzy logic 

rules

 

Fig. 2. The proposed system of handwriting recognition 

a) b)

 

Fig. 3. a) Determining the center of mass of a character, b) determining the approximate  
position of the center of an optional letter 
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The handwritten text is made subject to the following preprocessing: digitization, 
binarization, noise elimination, thinning, normalizing and segmentation. The next step  
 

 
Fig. 4. Geometric analysis of letters for geometric feature extraction 
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Fig. 5. Scheme of the preprocessing method for geometric feature extraction of characters: a) 
geometric analysis of letter e; b) pattern description by creating a binary image; c) histograms 
for letter e 
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is to find the center of mass of the character image. With the center of mass as a refer-
ence point, the vectors are drawn, creating a set of points describing the contour of the 
character so that its pattern description is made. The neural network training patterns 
are based on the geometric analysis of letters in Fig. 4. The description patterns of 
each isolated character in Fig. 5, after the normalization process, are inputs for an arti-
ficial neural network. 

The letter can be considered as a set of points which mass mk is constant, and have 
gravity forces Gk=mk*g, and also vectors rk (1):  
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The center of a letter i.e. the center of mass of the character image is found by  
determining gravity center coordinates (2):  
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In (1) and (2) gravity force G is total weight of the set of points (3):  
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 (3) 

4   Research Results 

The data set for the system in Fig. 6 was the "Optical Recognition of Handwritten 
Digits" database, which was originally assembled by the National Institute of Stan-
dards and Technology (NIST) in 1994. It consists of handwritten numerals from a to-
tal of 43 people, 30 contributed to the training set database and 13 different people to 
the test set database. 

 

Fig. 6. The data set for this system 

In the proposed hybrid system, the description patterns of each isolated character, 
after the process of input value normalization and application of letter description 
rules using fuzzy logic, are the input signals for the neural network as presented in 
Fig. 7.  
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Fig. 7. Proposed hybrid system: input signals for the neural network 

The simulation set of the recognition of isolated handwritten characters, built for 
creating and training artificial neural networks is shown in Fig. 8a. The neural net-
works are trained with the model of isolated written language characters. The applied 
neural network architecture is presented in Fig. 8b. The networks consist of two layers 
of neurons with the competitive mechanism. The ability of the neural network to learn 
to recognize specific letters depends on the number of learning epochs. The specified 
time of learning enables the network to minimize the error so that it could work more 
efficiently. Based on the research, the following conclusion has been reached as 
shown in Fig. 8c. Error rate is about 20% at learning time equals 50 epochs and 5% at 
100 epochs. The error rate dropped by about 90% after training with 60 series of all 
patterns. 
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Fig. 8. Neural network simulations of isolated handwritten characters models, neural network 
architecture and error rate 

5   Conclusions and Perspectives 

Many advances and changes have occurred in the field of automated written language 
recognition, over the last decade. The different sources of variability of various psy-
chophysical aspects of the generation and perception of written language make hand-
writing processing so difficult. 

Considerable progress has been made in handwriting recognition technology par-
ticularly over the last few years. Handwriting recognition systems have been limited 
to small and medium vocabulary applications, since most of them often rely on a lexi-
con during the recognition process. The capability of dealing with large lexicons, 
however, opens up many more applications. 
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3-D Object Recognition Using an Ultrasonic 
Sensor Array and Neural Networks 

Keeseong Lee 

School of Electronics and Electrical Engineering, Hongik University, Seoul, Korea 
leeksyh@yahoo.com 

Abstract. 3-D object recognition which is independent of translation and rotation using an ul-
trasonic sensor array, invariant moment vectors, and neural network is presented. With invari-
ant moment vectors of the acquired 16x8 pixel data of square, rectangular, cylindrical, and 
regular triangular blocks, SOFM (Self Organizing Feature Map) neural network can classify  
3-D objects. Invariant moment vectors are constants independent of translation and rotation. 
The experimental results of the 3-D object recognition using an ultra sensor array are presented 
to show the effectiveness of the proposed algorithm. 

Keywords: 3-D Object Recognition, Ultrasonic Sensor Array, Neural Networks, Invariant  
Moment Vectors. 

1   Introduction 

3-Dimensional (3-D) object recognition is considered as one of the important tech-
nologies in the field of computer vision. Since the efficiency of industrial robots  
depends on the working environment conditions, environment recognition can be  
performed in various conditions where the processing time must be short [1]. 

In 3-D object recognition the distance information between the sensor and the 
object is used for the basic information. To measure the distance information, 
stereovision, laser distance sensor, radar sensor, and ultrasonic sensor may be used. 
Because 3-D image is recognized by 2-D image by the stereo camera, the distance 
information is heavily distorted. Due to the distorted information, the complex 
algorithm and iteration processing are needed to analyze the 2-D image. Since the 
direction and intensity of the light can influence the recognition rate, it is difficult to 
recognize the object in the dark environments or the transparent objects [2]. 
Recognizing objects in dark environment or transparent objects can be solved using 
the ultrasonic sensor. Because the ultrasonic sensor has the property that the 
ultrasonic wave is reflected from the surface of object, the ultrasonic sensor can detect 
the objects in the dark environments. Even though the camera can’t detect the 
transparent objects, the ultrasonic sensor can detect them. Measuring a distance is a 
simple procedure for ultrasonic sensors. With these advantages, the ultrasonic system 
can be utilized for recognition of the objects. 

For the object recognition, it is required to recognize the object even though there  
is translation, rotation or both. But the researches by Lee [2] and Watanabe and  
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Yoneyama [3] only dealt the object recognition without considering the translation 
and rotation. This reveals the need for extending the recognition algorithm. 

A method for 3-D object recognition which is independent of translation and rota-
tion by the ultrasonic sensor array, invariant moment vectors [4][5] and SOFM neural 
network [2][6] will be presented. The experimental results will be shown to prove the 
effectiveness of the proposed method. 

2   Invariant Moment Vectors 

In order to recognize the object independent of translation and rotation, the features of 
an object must be extracted using the invariant moment vectors method. 

M.K. Hu [7] showed how to obtain the moments that are invariant with translation 
and rotation.  The 2-D moment of order )( qp +  of an image, computed from the 

continuous image intensity function ),( yxf , is defined as 

  pqm = ∫ ∫
∞

∞−

∞

∞−

px qy dxdyyxf ),(            (1) 

where ......3,2,1,0, =qp  

In equation (1), the zero order moment 00m  represents a total number of input pat-

tern pixel of the binary input. The first order moments, 10m  and 01m , represent the 

center of gravity in x- and y-axis, respectively. The second order moments, ,20m  

11m  and 02m  contain the information about size and rotation of the pattern. 

If the input pattern ),( yxf  is binary number, equation (1) can be expressed as 

follows: 

pqm = ∑
∈Syx

px
),(

qy                                                 (2) 

where }1),(|),{( == yxfyxS  

The components of moment in equation (2) are not invariant with translation of in-
put pattern. If the first order moment is used, the center of gravity of the ob-

ject, ),(
−−
yx , is 

−
x  = 

00

10

m

m
, 

−
y  = 

00

01

m

m
                                               (3) 

In order to obtain invariant features with respect to the translation, the central mo-

ment pqμ  must be calculated with the coordinates of center of gravity for the input 

pattern. 
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pq yyxx )()(
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−

∈

−
−−= ∑μ               (4) 

In addition, the invariant moment with the variety of size can be obtained by  

converting the central moment pqμ  into the normalized moment as follows: 

pqη  = γμ
μ

00

pq
     where γ  = 1

2
++ qp

                                   (5) 

If the second and third order moments are used, a set of seven invariant moment 
vectors can be obtained [4]. These values are invariant with translation, rotation and 
variety of size of objects.  The set of seven invariant moments are 

=1φ  20η  + 02η                                 (6)                                              

=2φ  20(η  - 2
02 )η  + 2

114η                                   (7)                                              

=3φ  30(η  - 2
12 )3η  + 213( η  - 2

03 )η                                      (8)                                         

=4φ  30(η  + 2
12 )η  + 21(η  + 2

03 )η                                                                        (9) 

=5φ  30(η  - 3 )12η ( 30η  + 2
0321

2
123012 )(3))[( ηηηηη +−+  

+ ])()(3)[)(3( 2
0321

2
123003210321 ηηηηηηηη +−++−        (10) 

])())[(( 2
0321

2
123002206 ηηηηηηφ +−+−=  

))((4 0321123011 ηηηηη +++                                                       (11) 

])(3))[()((3 2
0321

2
1230123030217 ηηηηηηηηφ +−++−=  

+ ])()(3)[)(3( 2
0321

2
123003213021 ηηηηηηηη +−++−         (12) 

 

The features of an object, 7654321 ,,,,,, φφφφφφφ  will be used for the inputs of 

SOFM neural network. 

3   SOFM (Self Organizing Feature Map) Neural Network 

The SOFM neural network is a two-layer network. The first layer of network is the 
input layer. The second layer, the competitive layer, is organized as a 2-D grid. All 
the interconnections start from the first layer to the second; two layers are fully inter-
connected so that each input unit is connected to all of the units in the competitive 
layer. With the 2-dimensional grid system the output neuron space is N x N square 
and the input vector is constructed as V-Dimension.    

The winning neuron is determined based on the similarity measures between input 
vector and the weight vectors. The method to determine the winning neuron uses the 
Euclid distance as follows;  
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∑
≤≤

−=
Mj

cjcj twxdtwxd
1

)()( )]}([{min)](,[                                 (13) 

where x , )()( tw cj  and M are the input vector, the weight vector which is corre-

sponding to thj  output neuron, and the number of output neuron, respectively. 

Among the output neurons, winning neuron )(cj  is determined by selecting a neuron 

j  that has the minimum distance d . 

The learning algorithm of the neural network updates not only the weight vector of 
the winning neuron but also the weight vector of all the neurons in the winning neu-
ron's neighborhood. In figure 1, an example of topological relation for winning  

neuron is shown. )()( tN cj  represents the collection of neighbor neuron for winning 

neuron )(cj  in time t . The learning rule is as follows: 
  

)],()()[()()()1( )( twtxtNttwtw ijicjijij −+=+ α     )()( tNj cj∈      (14) 

)
IterationsofNumber 

1(9.0)(
t

t −=α                (15) 

where ),(twij  )(txi  and )(tα  are the weight vector between input neuron i  and 

output neuron j , the input vector, and the learning rate that ranges from 0 to 1, re-

spectively. The neighborhood size of winning neuron, )()( tN cj  is decreased from 

3=jN  to 0 as the time elapses shown in figure 1. In the first step of learning, all the 

neurons may be included and almost all the neurons are learned for each pattern. The 
neighborhood size is decreased as the learning procedures progress. Only the weight 
vector of winning neuron will be adjusted finally. 

 

Fig. 1. Topological Neighborhood around Winning Neuron 
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4   Experimental Setup and Method 

4.1   Experimental Setup 

The experimental setup is composed of ultrasonic sensor array, sensor driving part 
and control part. The ultrasonic sensor array is comprised of 8 ultrasonic sensors that 
are located in the straight line with the interval of 5 cm. Using this ultrasonic array, 
the 8 x 1 pixel information can be obtained. With stepper motor and motor driver,  
16 x 8 pixel information can be obtained by moving the ultrasonic sensor array by  
16 steps. The sensor array is moved by 2.5 cm each step. 

The ultrasonic sensor used in the setup is Electrostatic Transducer [9] made by  
Polaroid. The specifications are:  

  Diameter: 3.5 cm 
  Input peak-to-peak voltage: 380 V 
  Sending and receiving frequency: 50 KHz 

The sensor driving part performs the following functions: 1) it sends the ultrasonic 
wave, 2) it receives the echo signal and 3) it measures the distance by amplifying the 
echo signal, eliminating the noise and converting into the digital signal. The one-pulse 
echo mode is used due to the short processing time and its high reliability.   

The control part is 8751 microprocessor and performs the following functions: 1) it 
independently controls the sensor to reduce the multiple-reflection and interference 
between the sensors and 2) it controls the sending and receiving time of the sensors. 
After compensating the disturbances by the changes of base height and temperature, 
the distance information is sent to the PC. The experimental setup is illustrated in  
figure 2. 

 
Fig. 2. Experimental Setup 
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4.2   Experimental Method 

In the experiment it is assumed that the ultrasonic wave propagates to the straight  
direction only. The distance information may be contaminated by the errors resulting 
from: 1) ultrasonic wave is diminished in the air, 2) the transmitting speed is changed 
due to temperature changes and 3) there is a variation from the surface of the object 
and the bending degree of the ultrasonic sensor array. Even though the controller 
compensates the errors, the neural network can also compensate the errors to obtain 
the high reliability of the data and perform the preprocessing procedures.   

With the preprocessed 16 x 8 pixel information, the invariant moment vectors are 
obtained. The invariant moment method is used to obtain the features that are inde-
pendent of the translation and rotation of the object. Table 1 depicts the patterns of the 
experimental object.  

For the experiment, the 26 patterns are used: 6 square, 8 rectangle, 5 cylindrical 
and 7 regular triangle blocks.  By engaging the total of 130 data of 30 square, 40 rec-
tangle, 25 cylindrical and 35 regular triangle blocks and applying equation (6)-(12), a 
set of seven invariant moment vectors are obtained. The 78 data are used for the train-
ing data and 52 data are used for the test data. SOFM neural network is trained with 7 
input vectors and N x N output neuron space for recognizing 4 kinds of object. By ob-
serving the size of output neuron space, the numbers of iterations and the recognition 
rate, the size of output neuron space and the number of iteration in the each neuron 
space are adjusted from 2x2 to 10x10 and from 10 to 50, respectively. To compare the 
cases whether invariant moment method is used or not, the preprocessed 16 x 8 pixel 
distance information is trained using the neural network for each case. In the experi-
ment the 128 dimension of input vector V is used.   

Table 1. Patterns of the Experimental Objects 

    Translation Rotation 

Displacement 
 
Objects 

Base 

      Dis-
placement
 
Ob-
jectBase  
 Left 2㎝
 

Right
2㎝ 

Up
2㎝

Down
2㎝  45° 90° 135° 

Square Block 
W6.3×L6.3×H1.5 ◦  ◦ ◦ ◦ ◦ ◦ × × 

Rectangular Block 
W7×L11×H1.5  ◦  ◦ ◦ ◦ ◦ ◦ ◦ ◦ 

Cylindrical Block 
D7.5×H1.5 ◦  ◦ ◦ ◦ ◦ × × × 

Regular Triangular  
Block L7×H1.5 ◦  ◦ ◦ ◦ ◦ ◦ ◦ × 

  ( ◦ : Pattern,  × : No Pattern) 
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5   Experimental Results 

When the objects are placed in the center point and with translation and/or rotation, 
the invariant moment vectors for square, rectangle, cylindrical, and regular triangle  
 

Table 2. Invariant Moment Vectors for Square Block 

°

 

Table 3. Invariant Moment Vectors for Rectangular Block 

° °

 

Table 4. Invariant Moment Vectors for Regular Triangular Block 

° °
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blocks are shown in table 2 - 4, respectively. Because the invariant moment vectors 
are maintained within certain range of values, the invariant moment vectors have the 
features for recognizing the objects.   

In table 5 the recognition rates with the SOFM neural network are shown when 1) 
with the invariant moment vectors and 2) without invariant moment vectors. For two 
cases, 16 x 8 pixel is used and number of iteration is 10. 

As shown in table 5, when the invariant moment vectors are not used, the recogni-
tion rates for the training data and the testing data are 55.1% and 17.3%, respectively. 
It is obvious that the method without invariant moment vectors is not applicable for 
object recognition. But with the invariant moment vectors the recognition rates for the 
training data and testing data are 96.15% and 92.3%, respectively. It is shown that the 
method with the invariant moment vectors is an effective method for object recogni-
tion. The possible cause for the small error is generated from the temperature varia-
tion and digital data conversions.   

Table 5. Recognition Rates with and without Invariant Moment Vectors 
 

  

 
  

  
Training Data

 
 

 

     

 
    

     

 
    

 
The maps of SOFM neural network when the output neuron spaces are 4x4, 6x6 

and 8x8 after 10 iterations are shown in Figure 3(a), (b), and (c), respectively.    
The recognition rates are unchanged when the number of iteration is changed for 

each output neuron space in figure 3. Even though the output neuron space of 
SOFM neural network and the number of iteration are adjusted from 4x4 to 10x10 
and from 10 to 50, respectively, the recognition rates are constant except when 2 x 2 
neuron space is used. The recognition rates for total testing data are all 92.3%. In 
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case of 2 x 2 output neuron space, the recognition result is not acceptable because 
of the inconsistency between the distribution of input data and the size of the output 
neuron space. 

 
                                                                 (a) 
 

 
(b) 

 
(c) 

(a) Neuron Space 4 x 4  (b) Neuron Space 6 x 6  (c) Neuron Space 8 x 8 

Fig. 3. Map of SOFM Neural Network with Different Output Neuron Space after 10 Iterations 
of the Testing Data 
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6   Conclusions 

An object recognition technique with an ultrasonic sensor array is proposed. To rec-
ognize the objects that are independent of the translation and rotation, the invariant 
moment vectors are used. A set of seven invariant moment vectors is utilized as an 
input of the SOFM neural network.  The experiments were performed to find the rela-
tion in the size of output neuron spaces, the number of iteration and the recognition 
rate. Because the ultrasonic sensor uses the time of flight, it can recognize the object 
without concerning the intensity of light. This means that one can recognize the ob-
jects without lights. Also the transparent object can be recognized because it can be 
reflected by the ultrasonic wave. It is also shown that the 3-D object recognition can 
be performed without the complex mathematical modeling or calculations.   

With a simple processing of input data and short training time, the recognition rate 
with ultrasonic sensors is 92.3% even though there are translation and rotation. When 
the output neuron space of the SOFM neural network is varied from 2x2 to 10x10, the 
recognition rate is same for all the case except 2x2 case. Also, when the number of it-
eration is varied from 10 to 50, the recognition rates are constant for all cases. For the 
case without the invariant moment vectors, the recognition rate is only 55.12%.  
Counting much higher recognition rate, the invariant moment vector method must be 
used to recognize the objects for ultrasonic sensors.   

The advantages of the ultrasonic sensor are low cost, the simple circuits, and sim-
ple mathematical models. The use of ultrasonic sensor will benefit in the field of 3-D 
object recognition using the neural network and invariant moment vectors. 
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Abstract. In this paper a fuzzy system for detection of the triangular and rectangular traffic 
signs is presented. In many sign recognition systems reliable and fast shape detection is a pre-
requisite for successful classification. The proposed method operates on colour images in which 
it detects the characteristic points of signs by sets of fuzzy rules. These points are used then for 
extraction of the shapes that fulfil the fuzzy verification rules. The method allows very accurate 
and real-time detection of the planar triangles, inverted triangles, rectangles, and diamond 
shapes. The presented detector is a part of a driver-assisting-system for recognition of the road 
signs. The experimental results verify the method accuracy and robustness. 

1   Introduction 

Computers can help to increase safety on our roads. The driver-assisting-systems 
(DAS) can assist drivers to properly react to the road conditions. A road sign (RS) 
recognition system constitutes a vital part of DAS [4]. It can remind a driver of the 
passing RSs and verify her or his reaction on some of them. For instance, a detected 
speed limit or a “STOP” sign can be checked against the current speed of a vehicle. 
Usually the RS recognition systems at first detect shapes of interest, and then do signs 
classification. However, it is also possible to perform the two actions at once, as e.g. 
in the RS recognition system based on the matching in the log-polar space [1]. An in-
teresting method of RS detection has been proposed by Escalera et.al. [6]. It relies on 
detection in the HSI space. Then the recognition is done based on the energy func-
tional. Another work by Gavrila presents the RSs detection from monochrome images 
based on the distance transform [9]. The CIECAM97 colour space for RS detection is 
proposed by Gao et.al. [8]. A fuzzy approach to RS shape determination presents 
Fleyeh et.al. [7]. Their system is based on a set of fuzzy rules for object detection 
from the colour images. For other systems one can refer to [11][12][13]. In this paper 
we propose a fuzzy system which finds the triangular and rectangular shaped Polish 
RSs. The problem is difficult for real scenes since RSs can have different size and 
tint, can be tilted and rotated, or can be worn out due to weather conditions  At first 
the fuzzy colour segmentation is performed and the salient points are found in the HSI 
colour space. Then the detected points are used to build shape hypothesis from which 
only the ones which have been verified with the RS fuzzy shape templates are se-
lected. The method is fast and accurate. 
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2   Architecture of the Road Signs Detection System 

Fig. 1 depicts the architecture of the fuzzy RS detection system. The processing starts 
with the colour image acquisition followed by an optional low pass filtering for noise 
removal. In some setups this stage will also adjust the input image to a desired resolu-
tion. In our system the Olympus C-70 and the Marlin F-033C camera by Allied 
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Fig. 1. Architecture of the fuzzy RSs detector. Triangular, inverted triangular, rectangular, and 
diamond shaped signs can be detected. Further classification is done by the neural network [3]. 
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Fig. 2. Histograms of the H and S channels of the road signs (black) and their fuzzy member-
ship functions (red). Blue colour (rectangular RS, group “D”) hue (a), saturation (b). Yellow 
colour (triangular RS, group “A”), hue (c), multimodal saturation (d). 

Vision Technologies were used. The first one operates over the USB connection, 
while the latter through the IEEE 1394 FireWire, which is much faster and thus pref-
erable. However, the Olympus camera has wider zoom which helps in some situa-
tions. The colour segmentation stage follows. Its purpose is to partition an image into 
areas of road signs and the background (i.e. all other objects). 

Table 1. Definitions of the fuzzy membership functions of Fig. 2 for RS colour segmentation 

Attribute Piecewise-linear membership functions – coordinates (x,y) 
Blue H (HB) (125, 0) - (145, 1) - (150, 1) - (160, 0) 
Blue S (SB) (100, 0) - (145, 1) - (152, 1) - (180, 0) 
Yellow H 
(HY) 

(20, 0) - (23, 1) - (33, 1) - (39, 0) 

Yellow S (SY) 
(80, 0) - (95, 0.22) - (115, 0.22) - (125, 0) - (128, 0) - (150, 0.48) - (155, 
0.48) - (175, 0.18) - (200, 0.22) - (225, 1) - (249, 0.95) - (251, 0) 

The segmentation is done by fuzzy reasoning based on the membership functions 
defined for the channels H and S of the HSI space. They are based on the experimen-
tally found histograms (Fig. 2) of the blue and yellow dye encountered in the  
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information “D” and warning “A” signs, respectively. For this purpose a special ap-
plication was built that allows selection of the interest areas from many hundreds of 
road scenes. This operation is performed by a human operator, then the histograms in 
different colour spaces are computed. We experimented with the RGB, HSI, YCrCb, 
and CIELAB. However, the best results in terms of computation time were obtained 
with the HSI space. Especially the hue channel (H) was shown to be fairly invariant to 
the varying illumination conditions, as well as to the figure deformation, shadows and 
highlights when the incident illumination is white [7].  

The following fuzzy rules are used for pixel segmentation: 

 R1:  IF HB=high AND SB=high THEN PB=high; 
 R2:  IF HY=high AND SY=high THEN PY=high; 

(1) 

where the membership functions μHB, μSB, μHY, and μSY are given in and Table 1. PB 
and PY are fuzzy measures denoting a degree of pixels membership into one of the 
two classes: blue and yellow. For the reasoning we used the two common methods of 
Mamdami and Larsen, respectively, given as follows [10][5]: 

   ( ) ( ), min ( ), ( )A B A Bx y x yμ μ μ⇒ =  

( ), ( ) ( )A B A Bx y x yμ μ μ⇒ =  
(2) 

Both were tested and performed well in our system. However, in practice the first one 
is preferred since it avoids the multiplication. Thus, PB and PY follow first rule in (2). 

The binary images after segmentation are morphologically eroded with a structural 
element which was set to remove small separated blobs (5×5 square in our experi-
ments). Then the fuzzy detection of the salient points, which are specific vertices of 
the signs, and figure verification are performed (see the next sections). 

It is interesting to note that the classification process is also soft and done by the 
ensemble of Hamming neural networks operating on deformable pictograms [2][3]. 

3   Detection of the Characteristic Points 

The characteristic points for the triangular or rectangular shapes are their corner 
points. Positions of three of them are sufficient for unique localization of the whole 
object they belong to. This feature is used in our system for detection of the signs for 
which the corner points can be found. Certainly, for the circular objects the set of sali-
ent points is more ample and contains their edges.  

The salient points are sought in the colour segmented binary images. Thus, the 
technique is very fast. To assess a point we need to analyze its neighbourhood. This 
analysis is done with the symmetrical detector of local binary features (SDLBF). It is 
composed of four equal rectangular panes, centred at a point of interest PC – see  
Fig. 3a. For a discrete pixel grid, this central point takes on a virtual position which 
does not coincide with the grid. Thus, SDLBF is anchored in a real point PC on a dis-
crete grid. SDLBF consists of four panes W0, W1, W2, and W3 - Fig. 3a – each of size 
hi×vi. Detection with a SDLBF is done by counting number of set pixels in each pane. 
Thus, for each point we obtain a set of four counters c0, c1, c2, and c3. Their values are  
 



320 B. Cyganek 

then compared with the predefined templates for salient points. If a match is found 
then a point PC is classified as a salient point. Each pane Wi is additionally divided 
alongside its diagonal into two partitions. Thus, a SDLBF contains eight segments. 
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Fig. 3. A detector of local binary features (a). Partitioning of a single pane in the SDLBF (b). 

Fig. 3b depicts a detailed partitioning into regions Q0 and Q1 of a single pane in the 
SDLBF detector. However, this partitioning is not symmetrical since one of the parts 
contains diagonal elements D. For instance, for a 9×9 pane we have 81 detection ele-
ments, from which 36 belongs to Q0 and 36+9=45 to Q1. Thus, SDLBF can be seen 
as a circular detector set around a central point. Detection of characteristic points  
relies on setting pixel membership values for each pane. 

 

Fig. 4. Detection of salient points with the SDLBF. Type of a central point is determined based 
on the counted number of pixels of an object (crossed area) belonging to each pane. 
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Fig. 4 shows some examples of the detection of different characteristic points with 
the SDLBF. For instance, if the panes 1 and 2 are almost entirely filled while the 
other are empty then we infer a bottom corner points for a reversed triangle (left im-
age in the last row in Fig. 4). Similarly, if the panes 2 and 3 are set whereas the rest is 
(almost) empty then the point corresponds to the lower bottom corner of a rectangle 
(middle image in the last row in Fig. 4). In practice, SDLBF showed to be very robust, 
both in terms of accuracy and speed.  

 

Fig. 5. Salient point definitions for road sign shapes. Point names are used in fuzzy rules. 
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Fig. 6. SDLBF fill ratio membership function 

The necessary fill ratios for each pane 
are governed by the fuzzy membership 
function in Fig. 6 which resolves one of 
the three states {low, medium, high} fill 
ratios, depending on the number of set 
pixels to the total capacity of a pane. 
For detection of different RS salient 
points – denoted in Fig. 5 – we de-
signed a set of fuzzy rules (3)-(6) for 
shapes in Fig. 5.  

The binary result {low, high} tells 
whether a given pixel belongs to one of 
the characteristic points. 

 
 R3:  IF Q5= medium AND Q6= medium AND Qother=low THEN 
T0=high; 
 R4:  IF Q2=medium AND Q3= high AND Qother=low THEN 
T1=high; 
 R5:  IF Q0= high AND Q1= medium AND Qother=low THEN 
T2=high; 

(3) 

 R6:  IF Q1= medium AND Q1= medium AND Qother=low THEN 
I0=high; 
 R7:  IF Q6= medium AND Q7= high AND Qother=low THEN 
I1=high; 
 R8:  IF Q4=high AND Q5= medium AND Qother=low THEN 
I2=high; 

(4) 
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 R9:  IF Q4=high AND Q5=high AND Qother=low THEN S0=high; 
 R10:  IF Q2=high AND Q3=high AND Qother=low THEN S1=high; 
 R11:  IF Q0=high AND Q1=high AND Qother=low THEN S2=high; 
 R12:  IF Q6=high AND Q7=high AND Qother=low THEN S3=high; 

(5) 

 R13:  IF Q5=high AND Q6=high AND Qother=low THEN D0=high; 
 R14:  IF Q3=high AND Q4=high AND Qother=low THEN D1=high; 
 R15:  IF Q1=high AND Q2=high AND Qother=low THEN D2=high; 
 R16:  IF Q0=high AND Q7=high AND Qother=low THEN D3=high; 

(6) 

Sometimes many neighbouring pixels get the same saliency label. Therefore, for 
such clouds of points we find their centres which then substitute such group of points. 

4   Fuzzy Rules for Figure Verification 

Triangular, inverted triangular, rectangular, and diamond shaped RSs can be detected 
with the presented technique. Figure detection relies on checking all possible configu-
rations of their characteristic points. Then the fuzzy figure verification follows, which 
accepts only those which fulfil the allowable shape definitions for RSs. For triangles 
we check whether a candidate figure is equilateral and whether its base is not exces-
sively tilted. The former condition is checked by measuring lengths of sides. The lat-
ter by measuring slope of the base side. Details are fairly straightforward and omitted 
here due to limited space. Similar conditions are set and checked for other shapes  
as well.   

 

Fig. 7. Fuzzy figure verification process 
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If the following fuzzy rule is fulfilled then a figure measure F is high, as follows: 

R17:  IF C1=high AND C2=high AND C3=high AND C4=high THEN F=high; (7) 

Thus, R17 has four input and one output fuzzy variables. However, the verification 
rules are very fast in computations. 

5   Experimental Results 

The system was implemented in C++ and was tested on the IBM PC with Pentium IV 
3.4GHz and 2GB RAM. Fig. 8 depicts stages of detection of the warning RSs. Their 
characteristic feature is a yellow background and a red rim (the Polish RSs). How-
ever, the rim is usually very thin or totally missing due to wear and tear under harsh 
weather conditions. Thus, only the yellow areas are taken for segmentation. However, 
the presented technique can be easily applied to other world warning RSs which usu-
ally have white background and thick red border. In such a case we simply substitute 
the yellow with the red segmentation. The other stages are the same. 

  
a b c 

  
d e f 

Fig. 8. Experimental results of detection of the warning signs group “A”. The original scene 
(a), the colour segmented map (b), after erosion (c), salient points (d), detected figures (e,f). 

Images in Fig. 8 follow the scheme in Fig. 1: (b) depicts the areas after fuzzy  
segmentation of the yellow colour (Fig. 2c,d); (c) shows (b) after the morphological 
erosion with the 5×5 square structural element; (d) visualizes the salient points – dif-
ferent lightness was used to denote different types of the characteristic points, such as 
top-corner, left-bottom, etc (see Fig. 5). Fig. 8ef show the detected triangles after the 
fuzzy figure detection and verification stages. Let us note that all possible configura-
tions have been checked but only the ones that fulfil the triangle conditions R17, were  
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Fig. 9. Experimental results of detection of RSs with different shapes: A7, D1, D3 and D6 
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left. The detected figures are correct despite many false points due to the yellow lorry. 
Fig. 9 illustrates experimental results of detection of signs with different shapes; 
These are the signs: A7, D1, as well as D3 with D6 (from top to bottom, image order 
is the same as in Fig. 8). Let us note that for the A7 sign – the inverted triangle – as 
well as for the D1 – the diamond – detection of a sign is also its recognition. For all 
the others, we need to analyze their pictograms – for more details refer to [2][3]. The 
detection accuracy is also very high and is above 96% for all RS groups. Table 2  
contains average execution times for different signs from the groups “A” and “D”. 
System performs the incoming 320×240 video stream in real-time. The most time 
consuming stages are the morphological erosion and segmentation, respectively.  

Table 2. Average execution times (ms) for detection of the road signs with different shapes  

“A”, Δ “A”, ∇ “D”,  “D”, ◊ 
41 32 37 32 

6   Conclusions 

In this paper we present a system for fuzzy detection of the triangular and rectangular 
shaped road signs. The three groups of fuzzy rules have been proposed to perform 
colour segmentation, detection of the salient points, as well as shape verification. Al-
though designed to work in Polish conditions the system can be easily adopted to 
other countries as well. Moreover, it is fast and very accurate, what was shown by ex-
perimental results. However, the method can fail if parts of a sign, which contain sali-
ent points, are not visible. Nevertheless this is not so severe, since we process a video 
stream from a moving vehicle. Thus, it is highly probable that the occlusions will af-
fect only negligible amount of frames since RSs are usually placed in the most visible 
areas of the roads. However, the other parts which do not contain areas with salient 
point, can be occluded. This does not affect the method. False detections can also 
happen. However, they can be verified by two other mechanisms: The first is a verifi-
cation in the next video frame (tracking). The second mechanism is the classification 
module – it simply rejects objects with unknown pictograms [3]. 
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Abstract. This paper presents a Nonlinear Neuro-Fuzzy Network (NNFN) for equalization of 
channel distortion. The NFNN is constructed by using fuzzy rules that incorporate nonlinear 
functions. The structure and learning algorithm of NNFN are presented and the development of 
adaptive equalizer has been performed. The equalizer is applied for equalization of channel dis-
tortion of time-invariant and time-varying channels. The performance of NNFN based equalizer 
has been compared with the performance of other nonlinear equalizers. The obtained simulation 
results of NNFN based system satisfies the effectiveness of the proposed system in equalization 
of channel distortion. 

1   Introduction 

Recently, fuzzy neural systems have been developed and applied in engineering fields 
to solve control, communication, prediction, signal processing and pattern recognition 
problems [1-7]. Development of fuzzy neural systems includes the generation of 
proper knowledge base that has IF-THEN form and then finding the optimal defini-
tion of the premise and consequent parts of these fuzzy rules through the training  
capability of neural networks.  Neural fuzzy controller (NEFCON) [2], adaptive 
neuro-fuzzy inference system (ANFIS) [3], evolving fuzzy neural network [6] and 
TSK-type recurrent neuro-fuzzy neural network [7]are developed for modeling and 
control of nonlinear processes. In [4] a training procedure with variable system struc-
ture approach for fuzzy inference system is presented. In [5] using α - level procedure 
the training of fuzzy neural network is carried out and developed system is applied for 
control of technological processes.  

The structures of most of neuro-fuzzy systems mainly implement the TSK-type or 
Mamdani-type fuzzy reasoning mechanisms. Adaptive neuro-fuzzy inference system 
(ANFIS) implements TSK-type fuzzy system [3]. The consequent parts of the TSK-
type fuzzy system include linear functions. This fuzzy system can describe the con-
sidered problem by means of combination of linear functions. Sometimes these fuzzy 
systems need more rules, during modeling complex nonlinear processes in order to 
obtain the desired accuracy. Increasing the number of the rules leads to the increasing 
the number of neurons in the hidden layer of the network. To improve the computa-
tional power of neuro-fuzzy system, we use nonlinear functions in the consequent part 
of each rule. Based on these rules, the structure of the nonlinear neuro-fuzzy network 
(NNFN) has been proposed. Because of these nonlinear functions, NNFN network has 
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more computational power, and, it can describe nonlinear processes with desired accu-
racy. In this paper, the NNFN is used for equalization of nonlinear channel distortion. 

Different approaches have been proposed for channel equalization. Classical ap-
proaches for adaptive equalizer design are based on knowledge of the parametric 
channel model [9]. Other type of adaptive equalizers is based on linear system theory, 
such as decision feedback equalizer that improves the performance of equalizer. 
Nowadays neural networks are widely used for channel equalization. One class of 
nonlinear adaptive equalizer is based on multiplayer perceptrons (MLP) and radial ba-
sis functions (RBF) [11,12]. MLP equalizers require long training and are sensitive to 
the initial choice of network parameters. The RBF equalizers are simple and require 
less time for training, but usually require a large number of centers, which increase 
the complexity of computation. The application of neural networks for adaptive 
equalization of nonlinear channel is given in [11]. Using 16 QAM (quadrature ampli-
tude modulation) scheme the simulation of equalization of communication systems is 
carried out. In [13] neural decision-feedback equalizer is developed by using adaptive 
filter algorithm for equalization of nonlinear communication channels.  

One of the effective ways for development of adaptive equalizers for nonlinear 
channels is the use of fuzzy technology. This type of adaptive equalizer can process 
numerical data and linguistic information in natural form [14]. Fuzzy equalizer that 
includes fuzzy IF-THEN rules was proposed for nonlinear channel equalization 
[15,16,17]. The incorporation of linguistic and numerical information improves the 
adaptation speed and its bit error rate (BER). Sometimes the construction of proper 
fuzzy rules for equalizers is difficult. One of the effective technologies for construc-
tion of equalizer’s knowledge base is the use of neural networks. In this paper the 
NNFN structure and its learning algorithm are applied for development of equalizer. 
The NNFN network allows in short time train equalizer and gives better bit error rate 
(BER) results, at the cost of computational strength. The paper is organized as fol-
lows. In section 2 the architecture and learning algorithm of NNFN are given. In sec-
tion 3 the simulation of NNFN system for channel equalization is presented. Finally, 
section 4 includes the conclusion of the paper.  

2   Nonlinear Neuro-fuzzy Network  

The kernel of a fuzzy inference system is fuzzy knowledge base. In a fuzzy knowl-
edge base the information that consists of input-output data points of the system is in-
terpreted into linguistic interpretable fuzzy rules. In the paper the fuzzy rules that 
have IF-THEN form and constructed by using nonlinear quadratic functions are used. 
They have the following form. 

If  x1 is Aj1  and …and  xm is Ajm  Then  ∑
=

++=
m

i
jiijiijj bxwxwy

1

2 )21(  (1) 

Here x1, x2,…,xm are input variables, yj (j=1,..,n) are output variables which are 
nonlinear quadratic functions, Aji is a membership function for i-th rule of the j-th in-
put defined as a Gaussian membership function. w1ij , w2ij and bj (i=1,..m, j=1,…,n) 
are parameters of the network. The fuzzy model that is described by IF-THEN rules 
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can be obtained by modifying parameters of the conclusion and premise parts of the 
rules. In this paper, a gradient method is used to train the parameters of rules in  
the neuro-fuzzy network structure. Using fuzzy rules in equation (1), the structure of 
the NNFN is proposed (Fig. 1). The NNFN includes seven layers. In the first layer the 
number of nodes is equal to the number of input signals. These nodes are used for dis-
tributing input signals. In the second layer each node corresponds to one linguistic 
term. For each input signal entering to the system the membership degree to which 
input value belongs to a fuzzy set is calculated. To describe linguistic terms the Gaus-
sian function is used. 

2
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iji cx

ij ex σμ
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−

= ,  i=1..m,     j=1..J (2) 

 
 
 
 
 
 
 
 
 

 
 

 
 
 

Fig. 1. Structure of NNFN 

Here m is number of input signals, J is number of linguistic terms assigned for ex-
ternal input signals xi. cij and σij are centre and width of the Gaussian membership 
functions of the j-th term of i-th input variable, respectively. μ1j(xi) is the membership 
function of i-th input variable for j-th term. m is number of external input signals.  

In the third layer, the number of nodes corresponds to the number of the rules (R1, 
R2,…,Rn). Each node represents one fuzzy rule. To calculate the values of output sig-
nals, the AND (min) operation is used. In formula (3), Π is the min operation 

∏=
j

ijl xx )(1)( μμ , l=1,..,n, j=1,..,J    (3) 

The fourth layer is the consequent layer. It includes n Nonlinear Functions (NF) 
that are denoted by NF1, NF2,…,NFn, The outputs of each nonlinear function in Fig.1 
are calculated by using the following equation (1-3).  
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In the fifth layer, the output signals of third layer μl(x) are multiplied with the out-
put signals of nonlinear functions. In the sixth and seventh layers, defuzzification is 
made to calculate the output of the entire network.  
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Here yl is the outputs of fourth layer that are nonlinear quadratic functions, u is the 
output of whole network.  

After calculating the output signal of the NNFN, the training of the network starts. 
Training includes the adjustment of the parameter values of membership functions cij 
and σij (i=1,..,m,  j=1,..,n) in the second layer (premise part) and parameter values of 
nonlinear quadratic functions w1ij, w2ij, bj (i=1,..,m, j=1,..,n) in the fourth layer (con-
sequent part). At first step, on the output of network the value of error is calculated. 
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Here O is number of output signals of network (in given case O=1), i
d
i uu  and  are 

the desired and current output values of the network, respectively. The parameters 
w1ij, w2ij, bj (i=1,..,m, j=1,..,n) and cij and σij (i=1,..,m,  j=1,..,n) are adjusted using 
the following formulas. 
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Here γ is the learning rate, λ is the momentum, m is number of input signals of the 
network (input neurons) and n is the number of rules (hidden neurons). The values of 
derivatives in (7-8) are determined by the following formulas. 
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The derivatives in (10) are determined by the following formulas.  
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Using equations (11) and (14) in (7)-(10) the learning of the parameters of the 
NNFN is carried out. 

3   Simulation 

The architecture of the NNFN based equalization system is shown in Fig. 2. The ran-
dom binary input signals s(k) are transmitted through the communication channel. 
Channel medium includes the effects of the transmitter filter, transmission medium, 
receiver filter and other components. Input signals can be distorted by noise and inter-
symbol interference. Intersymbol interference is mainly responsible for linear distor-
tion. Nonlinear distortions are introduced through converters, propagation environ-
ment. Channel output signals are filtrated and entered to the equalizer for equalizing 
the distortion.  

During simulation the transmitted signals s(k) are known input samples with an 
equal probability of being –1 and 1. These signals are corrupted by additive noise 
n(k). These corrupted signals are inputs for the equalizer. In channel equalization, the 
problem is the classification of incoming input signal of equalizer onto feature space 
which is divided into two decision regions. A correct decision of equalizer occurs if 

)()( ksks = . Here s(k) is transmitted signal, i.e. channel input, )(ks  is the output 
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of equalizer. Based on the values of the transmitted signal s(k) (i.e. ±1) the channel 
state can be partitioned into two classes R+ and R-.Here R+={x(k)⏐s(k)=1} and R-

={x(k)⏐s(k)=-1}. x(k) is the channel output signal.  
 
 

 

 

 
 

 
 
 

Fig. 2. The architecture of the NNFN based equalization system 

In this paper the NNFN structure and its training algorithm are used to design 
equalizer. Simulations have been carried out for the equalization of linear and nonlin-
ear channels. 

In the first simulation, we use the following nonminimum-phase channel model. 

n(k)) (k)s(k- a)(k)s(k-a(k)s(k)ax(k) +++= 21 321  (15) 

where 0.3482 and 0.8704 0.3482, 321 === (k)a(k)a(k)a . n(k) is additive noise. 
This type of channel is encountered in real communication systems. During equalizer 
design, the sequence of transmitted signals is given to the channel input.  200 sym-
bols are used for training and 103 signals for testing. They are assumed to be an in-
dependent sequence taking values from {-1,1} with equal probability. The additive 
Gaussian noise n(k) is added to the transmitted signal.  In the output of the equaliza-
tion system, the deviation of original transmitted signal from the current equalizer 
output is determined. This error e(k) is used to adjust network parameters. Training 
is continued until the value of the error for all training sequence of signals is  
acceptably low. 

During simulation, the input signals for the equalizer are outputs of channel x(k), 
x(k-1), x(k-2), x(k-3). Using NNFN, ANFIS [19], and feedforward neural networks 
the computer simulation of equalization system has been performed. During simula-
tion, we used 27 rules (hidden neurons) in the NNFN, 27 hidden neurons in the feed-
forward neural network and 36 rules (hidden neurons) in the ANFIS based equalizer. 
The learning of equalizers has been carried out for 3000 samples. After simulation 
the performance characteristics (bit error rate versus signal-noise ratio) for all equal-
izers have been determined. Bit Error Rate (BER) versus Signal-Noise Ratio  
(SNR) characteristics have been obtained for different noise levels. Fig. 3 show the  
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Fig. 3. Performance of NNFN (solid line with ‘+’), ANFIS (dashed line with ‘o’) and feedfor-
ward neural network (dash-doted line with ‘*’) based equalizers  

performance of equalizers based on NNFN, ANFIS and feedforward neural net-
works. In Fig. 3 solid line is the performance of the NNFN based equalizer, dashed 
line is the performance of the equalizer based on ANFIS and dash-dotted line is the 
performance of feedforward neural network based equalizer. As shown in figure, at 
the area of low SNR (high level of noises) the performance of NNFN based equalizer 
is better than other ones.  

 
In the second simulation, the following nonlinear channel model was used 

n(k)))(k)s(k-a(k)s(k)(a.) -(k)s(k-a(k)s(k)ax(k) ++⋅+= 3
2121 1901  (16) 

where 0.5 and 1 21 == (k)a(k)a . We consider the case when the channel is time 

varying, that is (k)a(k)a 21  and  coefficients are time-varying coefficients. These are 

generated by using second-order Markov model in which white Gaussian noise 
source drives a second-order Butterworth low-pass filter [4,22]. In simulation a sec-
ond order Butterworth filter with cutoff frequency 0.1 is used. The colored Gaussian 
sequences which were used as time varying coefficients ai are generated with a stan-
dard deviation of 0.1. The curves representing the time variation of the channel coef-
ficients are depicted in Fig. 4. The first 200 symbols are used for training. 103 signals 
are used for testing. The simulations are performed using NNFN, ANFIS and feed-
forward neural networks. 36 neurons are used in the hidden layer of each network. 
Fig. 5 illustrates the BER performance of equalizers for channel (16), averaged over 
10 independent trials. As shown in figure performance of NNFN based equalizer is 
better than other ones.  

In Fig. 6, error plot of learning result of NNFN equalizer is given. The channel 
states are plotted in Fig. 7. Here Fig.7(a) demonstrates noise free channel states, 7(b) 
is channel states with additive noise, and Fig. 7(c) is channel states after equalization 
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Fig. 4. Time-varying coefficients of channel 

of distortion. Here 7(c) describes the simulation result after 3000 learning iterations. 
The obtained result satisfies the efficiency of application of NNFN technology in 
channel equalization. 

 

Fig. 5. Performance of the NNFN (solid line with ‘+’), ANFIS (dashed line with ‘o’) and feed-
forward neural network (dash-doted line with ‘*’) based equalizers  

 

Fig. 6. Error plot 
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                        a)                                                           b) 

 
                                                       c)                                                         

Fig. 7. Channel states: a) noise free, b) with noise, c) after equalization 

4   Conclusion 

The structure and learning of NNFN are represented. The NNFN and its learning 
algorithm are applied for equalization of the linear and nonlinear time-varying 
channels in presence of additive distortion. Simulation result of NNFN based 
equalizer is compared with the simulation results of equalizers based on feedforward 
neural network and ANFIS. It was found that NNFN based equalizer has better BER 
performance than other equalizers in the noise channels. Comparative simulation 
results satisfy the efficiency of application of the NNFN in adaptive channel 
equalization. 
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Abstract. We evaluate the performance of three Bayesian network classifiers as decision sup-
port system in the cytodiagnosis of breast cancer. In order to test their performance thoroughly, 
we use two real-world databases containing 692 cases collected by a single observer and 322 
cases collected by multiple observers respectively. Surprisingly enough, these classifiers gener-
alize well only in the former dataset. In the case of the latter one, the results given by such pro-
cedures have a considerable reduction in the sensitivity and PV- tests. These results suggest that 
different observers see different things: a problem known as interobserver variability. Thus, it is 
necessary to carry out more tests for identifying the cause of this subjectivity. 

1   Introduction 

One of the most common types of cancer that affects women in North America, 
Europe and the Antipodes, is breast cancer [3]. The usual practice in the United King-
dom to accurately diagnose such a disease is to use three different methods: the sur-
geon’s clinical opinion, a mammography and the cytological studies. That is why this 
diagnosis process is known as the triple approach [3]. Because mammographic studies 
are not decisive in the diagnosis of breast cancer [3, 9], an alternative confirmatory 
method is needed to support or reject these findings. The most common confirmatory 
method used in the United Kingdom for this purpose is that of fine needle aspiration 
of breast lesion (FNAB) [3-5]. Such a technique involves a process where a syringe 
sucks cells from breast lesions using a fine bore needle similar to those used for blood 
samples. Once this is done, these cells are transferred to a transport solution and sent 
to the pathology laboratory for a microscopic study carried out by a trained cytopa-
thologist [3]. In this paper, we focus on how to build a decision support system, based 
on Bayesian networks, from a cytopathological database retrospectively collected by a 
single observer and the validation of such a system using other database prospectively 
collected by multiple observers. 

The time it normally takes to a medical doctor to become an independent practising 
cytopathologist is about 5 years as a minimum. This fact can give an indication of the 
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very complex learning process through which medical doctors have to pass. It is 
mainly for this reason that machine learning methods for decision-making may have 
two potential applications: to accelerate the training process of learning by providing 
guidance to the trainee on what features are the most important ones to look at; and to 
compare the final results to those of the trainee or even that of the expert so that the 
decision (whether the sample taken indicates a benign or a malignant output) can be 
made on more robust criteria. In this paper, we explore the first issue. We use 692 
consecutive adequate specimens collected by a single pathologist to train (using 462 
of those 692 cases) and test (using 230 of those 692 cases) 3 Bayesian network classi-
fiers and 322 consecutive adequate specimens collected by 19 pathologists to also test 
that same classifiers resultant from the previous training phase. The results show the 
presence of a difficulty known as the interobserver variability problem [10, 13, 15], 
which prevents the classifiers from generalizing well enough. The interobserver vari-
ability problem refers to the situation where there is no reproducibility of the results 
given by different experts on the same set of cases. That is to say, in the specific case 
of the cytodiagnosis of breast cancer, pathologists do not agree on what cytological 
features are the most relevant for correctly diagnosing whether a patient has breast 
cancer or not given a specific dataset.  

Although the inconsistencies in the two datasets prevent the decision support sys-
tem presented here from performing robustly, it can be argued that, with the aid of 
this kind of tools (Bayesian networks), the main underlying principles, conditions, 
mechanisms and causes that lead to this problem could be gradually discovered. The 
remainder of this paper is organized as follows. In section 2 we present the material 
and methods used for this research. In section 3 we present the performance of three 
algorithms that build Bayesian network structures from a database collected by a sin-
gle observer and a database collected by multiple observers. In section 4 we discuss 
the results given by these procedures and finally, in section 5, we present some con-
clusions and propose some sensible directions for future research. 

2   Materials and Methods 

2.1   The Databases 

We used two different databases to carry out our studies: a dataset retrospectively col-
lected by a single observer and a dataset prospectively collected by 19 different ob-
servers ranging from 5 to 20 years of experience on FNABs. The former contains 692 
consecutive adequate specimens of FNAB received at the Department of Pathology, 
Royal Hallamshire Hospital in Sheffield during 1992-1993 [3]. The latter consists of 
322 consecutive adequate FNAB specimens received at the same department during 
1996-1997 [5]. In such a database the 19 pathologists were given one hour of training 
with images of the observable characteristics that serve to clarify definitions and a 
document containing the details of the features with representative colour images of 
each of them. 11 independent variables and 1 dependent variable form part of both 
datasets. The independent variables are: age, ‘cellular dyshesion’, ‘intracytoplasmic 
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lumina’, ‘three-dimensionality of epithelial cells clusters’, ‘bipolar naked nuclei’, 
‘foamy macrophages’, nucleoli, ‘nuclear pleomorphism’, ‘nuclear size’, ‘necrotic 
epithelial cells’ and ‘apocrine change’. All these variables, except age, were dichoto-
mized taking the values of “true” or “false” indicating respectively the presence or ab-
sence of a diagnostic feature. Variable age was actually sorted into three different 
categories: 1 (up to 50 years old), 2 (51 to 70 years old) and 3 (above 70 years old). 
The dependent variable “outcome” can also take on two different values: benign or 
malignant (for more details on the meaning of these variables, the reader is referred to 
[3]). In the case of a malignant outcome, the results were confirmed by an open bi-
opsy in both databases (where available). In the case of a benign outcome, the results 
were confirmed by clinical details, mammographic findings (where available) and by 
absence of further malignant specimens. 

2.2   Bayesian Network Classification 

In a classification task, given a set of unlabelled cases on the one hand, and a set of 
labels on the other, the problem to solve is to find a function that suitably maps each 
unlabelled instance to its corresponding label (class). As can be inferred, the central 
research interest in this specific area is the design of automatic classifiers that can es-
timate this function from data. The efforts of such a research have resulted in different 
classification methods: regression, decision trees, Bayesian networks and neural net-
works, among others [14]. For the tests reported here, we used 3 algorithms that build 
Bayesian network structures from data: PC, CBL2 and MP-Bayes [1, 6, 11]. For the 
lack of space, we do not provide the details of any of these 3 procedures. Instead, we 
only briefly describe them and refer the reader to their representative sources. 

1. PC is an algorithm for constructing Bayesian network (BN) structures from data 
[11, 12]. It uses the G2 statistics to carry out conditional independence tests for de-
ciding the deletion of an arc between two nodes (random variables). It is important 
to mention that procedure PC is stepwise backward algorithm: it assumes that 
every pair of variables is connected and then deletes arcs if the test indicates so. 
For more details on PC, the reader is referred to [11, 12]. 

2. CBL2 is a constraint-based algorithm to build BN structures from data [2]. CBL2 
uses mutual information and conditional mutual information tests to decide when 
to connect/disconnect a pair of nodes. It is a stepwise forward procedure since its 
initial state is an empty graph: every pair of nodes is disconnected. 

3. MP-Bayes is a constraint-based algorithm to build BN structures from data which 
uses mutual information and conditional mutual information measures, combined 
with the statistics T, to add/delete an arc between a pair of nodes [6]. MP-Bayes is 
a stepwise forward procedure: it assumes, as the initial state, an empty graph. First, 
it starts adding arcs if the independence tests do not hold. Then, the procedure 
starts removing arcs if the conditional independence tests do indeed hold. It has 
been explicitly designed for behaving parsimoniously: it tries to build Bayesian 
network structures with the least number of arcs (see table 1). 



340 N. Cruz-Ramírez et al. 

3   Experimental Methodology and Results 

The single observer dataset was randomly divided into two different sets: a training set 
consisting of 462 cases and a test set containing the remaining 230 cases [8]. Table 1 
shows the structures resultant of running procedures PC, CBL2 and MP-Bayes on the 
462 cases. Then, these structures were used to check the classification performance on 
the remaining 230 cases of this dataset and on the whole multiple observer dataset 
(322 cases). These classification results are shown in tables 2 and 3 respectively. 
Also, in order to visually measure the degree of agreement among experts’ diagnoses, 
we used the 322-case dataset for constructing the correspondent Bayesian networks. 
Table 4 shows such networks. 

Table 1. Bayesian network structures resultant from running procedures PC, CBL2 and  
MP-Bayes on the 462-case dataset 

PC CBL2 MP-Bayes 
Bipolar → Foamy Age → Bipolar Bipolar → Foamy 
Age → Nucleoli Age → Outcome Bipolar → NuclearP 
Age → Outcome ThreeD → Outcome Age → Nucleoli 

ThreeD → Outcome Cellular → Age Age → Outcome 
Cellular → Outcome Cellular → Outcome Nucleoli → NuclearS 
Nucleoli → ThreeD Nucleoli → Necro Nucleoli → Outcome 

Nucleoli → Outcome Nucleoli → Outcome Necro → Foamy 
Nucleoli → NuclearS Necro → Foamy NuclarP → NuclearS 

Necro → Foamy Necro → Outcome NuclearS → Outcome 
Necro → Nucleoli Apocri → Nucleoli Intracyto → Outcome 
Apocri → Nucleoli NuclarS → NuclearP  
Apocri → Outcome NuclearS → Nucleoli  

NuclarS → NuclearP NuclearS → Outcome  
NuclarS → Outcome Intracyto → Outcome  
Intracyto → Outcome   

 

Table 2. Results of accuracy, sensitivity, specificity, predictive value of a positive result and 
predictive value of a negative result given by PC, CBL2 and MP-Bayes on the 230-case test set. 
95% confidence intervals are shown in parentheses. 

Tests PC CBL2 MP-Bayes 
Accuracy 93% ± 1.68% 92% ± 1.78% 92% ± 1.78 
Sensitivity 87% (79-94) 88% (81-95) 88% (81-95) 
Specificity 97% (94-100) 95% (91-98) 94% (90-98) 

PV+ 94% (88-99) 90% (84-97) 89% (82-96) 
PV- 93% (89-97) 93% (89-97) 93% (89-97) 
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Table 3. Results of accuracy, sensitivity, specificity, predictive value of a positive result and 
predictive value of a negative result given by PC, CBL2 and MP-Bayes on the 322-case test set. 
95% confidence intervals are shown in parentheses. 

Tests PC CBL2 MP-Bayes 
Accuracy 80% ± 2.22% 77% ± 2.34% 85% ± 1.98% 
Sensitivity 56% (48-64) 50% (42-58) 72% (64-79) 
Specificity 96% (94-99) 96% (94-99) 94% (91-98) 

PV+ 91% (85-98) 91% (84-97) 90% (84-95) 
PV- 75% (70-81) 73% (67-79) 82% (77-87) 

Table 4. Bayesian network structures resultant from running procedures PC, CBL2 and  
MP-Bayes on the 322-case dataset 

PC CBL2 MP-Bayes 
Bipolar → Foamy Bipolar → Age Bipolar → Foamy 

Age → Bipolar Bipolar → Outcome Age → Bipolar 
Age → Outcome Age → Outcome Age → NuclearP 

ThreeD → Outcome ThreeD → NuclearP Age → Outcome 
Cellular → Outcome ThreeD → Outcome Cellular → Outcome 
Cellular → NuclearS Foamy → Bipolar ThreeD → Outcome 

NuclearP → NuclearS Foamy → Nucleoli Foamy → Apocri 
Nucleoli → NuclearP Foamy → NuclearP NuclearP → NuclearS 

 Foamy → NuclearS NuclearS → Foamy 
 Foamy → Apocri  
 NuclearP → Nucleoli  
 NuclearP → Intracyto  
 NuclearP → NuclearS  
 NuclearP → Outcome  
 Cellular → Outcome  
 NuclearS → Cellular  
 NuclearS → Outcome  
 Intracyto → Outcome  

4   Discussion 

According to the medical literature, all 10 defined cytological observations mentioned 
in section 2.1 are considered relevant for the cytodiagnosis of FNAB [3]. Further-
more, variable age is also considered relevant for such a purpose as it provides useful 
information for making the final diagnosis [3]. As can be seen from the results shown 
in table 2, the overall performance by all classifiers seems to be reasonably accept-
able. That is to say, the trade-off between sensitivity and specificity appears to be 
adequate. However, to press the limits of the performance of these three procedures, 
we decided to test them on the 322-case dataset (collected by multiple observers), in 
order to evaluate their behavior regarding the previously mentioned interobserver 



342 N. Cruz-Ramírez et al. 

variability problem. Table 3 shows a considerable reduction in the performance of 
such classifiers. Looking into this table more closely, we can see that MP-Bayes has 
the best performance in accuracy, sensitivity and PV- while PC and CBL2 have the 
best performance in specificity and PV+. However, the tests where MP-Bayes be-
haves in the best way are better than those where PC and CBL2 show the best behav-
ior. It seems that the conservative nature of MP-Bayes, regarding the addition of arcs 
(underfitting), makes it less vulnerable to the important interobserver variability prob-
lem. That is to say, since the number of arcs going to variable “outcome” given by PC 
and CBL2 (7 arcs; see table 1) is bigger than that produced by MP-Bayes (4 arcs), 
meaning that the former procedures match the training data (462 cases) better than the 
latter, they have, in general, a poorer performance (overfitting) on the test data (322 
cases), as shown in table 3. Moreover, comparing the results of tables 1 and 4 for each 
procedure, one can easily see that the difference within the same procedure using the 
230 and 322 case test sets is far bigger in PC and CBL2 than in MP-Bayes. In sum, 
the results given by MP-Bayes (table 3) seem to support Occam’s razor: simpler  
models are, in general, more useful and adequate than complex models [7]. 

The previous experiments using the Bayesian network approach seem also to 
unveil interesting characteristics in the experts’ behavior that avoid the reproducibility 
of results among different observers. To support this hypothesis, we decided to train 
the three procedures presented here with the 322-case database to measure the 
individual differences among the cytopathologists in the codification of the variables. 
Table 4 helps us visualize these differences. When classifying the variables, a single 
observer cannot be blind to the values they have assigned to earlier variables. When a 
variable has an ambiguous value, the expert may then be biased by their knowledge 
about an earlier decision. The observed values are thus not strictly independent. In 
fact, the expert’s own implicit knowledge about the relationships between the 
variables may be affecting the values recorded in the dataset. The results of the 
Bayesian model will thus reflect the expert’s knowledge rather than (as well as)  
the real relationships. This indicates a subjective process where every pathologist 
takes into account different variables as being relevant to diagnose breast cancer. It is 
now easy to see why the solutions of the three procedures do not generalize well when 
using the database collected by a single observer (462 cases) for training purposes and 
the database collected by multiple observers (322 cases) for test purposes. For the 
case of MP-Bayes, if we compare tables 1 and 4, we can notice that it is only two 
variables (age and ‘nuclear size’) which are common for the Bayesian networks of 
both figures. According to these results and the results of tables 2 and 3, it seems that 
both the single observer and the multiple observers agree that variables age and 
nuclear size are the most informative variables to determine specificity and PV+, 
since it is the values of these tests which remain practically constant within the two 
datasets. Recall that cytopathologists are specially trained to keep the values of these 
two tests at maximum (100%). Thus, these results seem to support such specialized 
behavior. Furthermore, the values for sensitivity and PV- drop considerably from one 
database (462 cases) to another (322 cases). These results also seem to support this 
mentioned overspecialization. 

For the case of PC, if we compare tables 1 and 4, we can notice that it is now four 
variables (age, ‘three dimensionality’, ‘cellular dyshesion’ and ‘nuclear size’) which 
are common for the Bayesian networks of both tables. According to these results and 
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the results of tables of tables 2 and 3, it seems less clear (with respect to the results of 
MP-Bayes) in what variables the single observer and the multiple observers agree this 
time as being the most informative variables to determine specificity and PV+, since 
the specificity remains almost constant within the two datasets but PV+ does not. Be-
cause of the overfitting produced by PC (in the sense of the number of arcs), this algo-
rithm seems to be more vulnerable to the interobserver variability since the values for 
sensitivity and PV- drop much more dramatically for this procedure than for MP-
Bayes from one database (462 cases) to another (322 cases): from 87% to 56% in sen-
sitivity and from 93% to 75% in PV- for PC; from 88% to 72% in sensitivity and from 
93% to 82% in PV- for MP-Bayes. 

For the case of CBL2, if we compare tables 1 and 4, we can notice that it is five 
variables (age, ‘three dimensionality’, ‘cellular dyshesion’, ‘intracytoplasmic lumina’ 
and ‘nuclear size’) which are common for the Bayesian networks of both tables. In 
contrast with PC, and according to these results and the results of tables 2 and 3, it 
seems that the additional variable found by CBL2 to explain the outcome (‘intracyto-
plasmic lumina’) is the key to produce almost identical values of specificity and PV+ 
within the two datasets. However, with the selection of these five variables, CBL2 
overfits the data as well. This overfitting can be perceived in the values of sensitivity 
and PV-, which drop even more dramatically than those given by PC from one data-
base (462 cases) to another (322 cases): from 88% to 50% in sensitivity and from 
93% to 73% in PV- for CBL2; from 87% to 56% in sensitivity and from 93% to 75% 
in PV- for PC. Hence, this algorithm seems to be also more vulnerable to the interob-
server variability than MP-Bayes. The results of tables 1 and 4 seem to reveal interest-
ing characteristics in the experts’ behavior about their individual differences in the 
codification of the variables that avoid the reproducibility of results: only age is  
considered by all of them as being indicative of malignancy. 

In order to make their final diagnoses, cytopathologists follow a process which is 
not very well known to date and can only be partially explained in terms of pattern 
recognition with occasional use of heuristic logic [3]. It is important to notice that all 
the features coded in the breast cancer datasets used by the 3 procedures were coded 
by the expert cytopathologists who carried out most of the processing that is probably 
required to solve the diagnostic problem. So, if this is true, then there is little work left 
to any classifier that uses this dataset. In other words, the information provided in 
such databases is subjective rather than objective. 

5   Conclusions and Future Work 

We have presented a study to check the possibility of reliably constructing decision 
support tools, based on Bayesian networks, for the cytodiagnosis of breast cancer. The 
results show that it is possible to accurately build automatic classifiers from data if 
these data come from a single observer. However, the results suggest not constructing 
such classifiers from data if these data come from different observers. The Bayesian 
network framework allows us to visually identify the so-called interobserver variabil-
ity problem: the interpretation of a sample may vary from a pathologist to another 
one; a situation that is reflected in different Bayesian network structures. Hence, it is 
necessary to carry out more research in the direction of finding the potential causes 
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that prevent the classifiers from performing accurately. It is probable that the patholo-
gists are taking into account more information than that portrayed by the cytological 
images. Thus, we will be trying to incorporate more information so that we can  
confirm this hypothesis. 
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Abstract. This paper presents a new way to solve the inverse problem of electrocardiography 
in terms of heart model parameters. The developed event estimation and recognition method 
uses a unified neural network (UNN)-based optimization system to determine the most relevant 
heart model parameters. A UNN-based preliminary ECG analyzer system has been created to 
reduce the searching space of the optimization algorithm. The optimal model parameters were 
determined by a relation between objective function minimization and robustness of the solu-
tion. The final evaluation results, validated by physicians, were about 96% correct. Starting 
from the fact that input ECGs contained various malfunction cases, such as Wolff-Parkinson-
White (WPW) syndrome, atrial and ventricular fibrillation, these results suggest this approach 
provides a robust inverse solution, circumventing most of the difficulties of the ECG inverse 
problem. 

1   Introduction 

The most important health problem affecting large groups of people is related to the 
malfunction of the heart, usually caused by heart attack, rhythm disturbances and 
pathological degenerations. One of the main goals of health study is to predict these 
kinds of tragic events, and by identifying the patients situated in the most dangerous 
states, to make it possible to apply a preventing therapy.  

Creating a heart model is important [1], as the computer, when applying traditional 
signal processing algorithms recognizes lots of waves, but it does not really “under-
stand” what is happening. To overcome this, the computer needs to know the origin 
and the evolvement process of the ECG signal [2]. During signal processing, if the 
traditional algorithm finds an unrecognizable waveform, the model-based approach is 
activated, which tries to estimate the causes of the encountered phenomenon (e.g. 
quick recognition of ventricular fibrillation) [3]. 

The heart is a dynamic organ and places special demands on spatial techniques. To 
understand its physiology and patho-physiology, not only the electrical activity and 
spatial distribution of its structures is important, but also their movement during car-
diac cycles. The measured ECG signal is influenced during repolarization by the me-
chanical movement of the heart. The main goal of the inverse problem of ECG is to 
characterize and reconstruct cardiac electrical events from measurements. In contrast 
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to the forward problem of electrocardiography, the inverse problem does not possess a 
mathematically unique solution and in order to improve stability, it needs to adopt 
regularization techniques.  

Several approaches have been explored to handle the problem of multiple solutions 
by using equivalent cardiac generators (such as equivalent dipole and multi-pole), 
heart surface isochrones [4], or epicardial potential [5]. The high sensitivity of solu-
tions to the different disturbances forced the investigators to explore regularization 
techniques [6]. These methods allow a significant progress, but the different uncer-
tainty elements of the processing hinder the potentially beneficial ECG inverse solu-
tions from becoming a routine clinical tool at present. Body surface potential mapping 
(BSPM) was developed to allow an almost complete data acquisition from the body 
surface [7] BSPM may have a great advantage over the standard 12-lead system in 
different situations due to deeper accessible information. Mirvis has shown some 
cases of BSPM recordings that clearly demonstrate the inadequacies of the standard 
ECG lead sets in a variety of pathologies [7]. As we know more about the depolariza-
tion – repolarization mechanism, we can understand better the internal function of the 
heart. 

Many interesting biomedical applications of artificial neural networks are in the 
area of data processing [8]. The best known neural solutions involve multilayer per-
ceptrons, Kohonen self-organizing networks, fuzzy or neuro-fuzzy systems, genetic 
algorithms and the combination of various solutions within a hybrid system [9]. A 
typical heart modeling system applies many neural networks and chooses the best 
one, while discarding the rest. Most efficient approaches usually are based on the 
combination of many classifiers utilizing either different classifier network structures 
or different data preprocessing methods [10]. 

The support vector machine (SVM), pioneered by Vapnik [11] had to solve the 
main drawbacks of conventional artificial neural networks (ANNs) such as: 

• Modern biological problems are high-dimensional, and if the underlying mapping 
is not very smooth, the linear paradigm needs an exponentially increasing number 
of terms with an increasing dimensionality of the input space, that means an  
increase in the number of independent variables. This is known as ‘the curse of  
dimensionality’; 

• The real-life data generation laws may typically be far from the normal distribution 
and a model-builder must handle this difference in order to construct an effective 
learning algorithm; 

• The maximum likelihood estimator (and consequently the sum-of-error-squares 
cost function) should be replaced by a new induction paradigm that is uniformly 
better, in order to model properly non-Gaussian distributions. 

The SVM classifiers became quite popular due to their robustness and stability 
[12]. A SVM used in a heart modeling system is rigorously based on statistical learn-
ing theory and simultaneously minimizes the training and test errors. Apart from that 
they produce a unique globally optimal solution and hence are extensively used in  
diverse applications including medical diagnosis [13].  

This paper presents an event recognition study performed with ECG signal analysis 
and 3D heart model using unified neural networks. The main purpose is to evaluate 
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the strength and weakness of each method, and to analyze the cooperation efficiency 
in malfunction diagnosis. 

2   Materials and Methods 

2.1   Unified Neural Networks 

If we focus on the two-class classification case and consider linear discriminant func-
tions, the respective decision hypersurface in the n-dimensional feature space is a  
hyperplane that can be described as: 

( ) 00 =+⋅= wxwxg T  (1) 

where [ ]Tnwww ,...,1=  is known as the weight vector and 0w  as the threshold value. 

For a given vector dx , if the function ( ) 0=dxg  than dx  situates on the decision 

hyperplane. The distance z  of a vector x  from the decision hyperplane is represented 

as: 
( )
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xg
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=
=

n

i
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2 .  

In a classification problem, our purpose is the optimization of vector w  in such a 

way, that the criteria function ( )wJ  is minimized. Let 1ω  and 2ω  be the two classes 

that we have to separate. We assume, that this task can be performed using a linear re-
lation. This means that there exists at least one such a solw  hyperplane that fulfill the 

following relations:  

0>⋅ xw T
sol  for 1ω∈∀x , and 0<⋅ xw T

sol  for 2ω∈∀x . (2) 

If we design a classifier, where the desired output is 1+=desy  for 1ω∈∀x  and 

1−=desy  for 2ω∈∀x , and try to modify weights in vector w  in such a way that the 

criteria function 2)()( wxywJ T
des ⋅−=  is minimized than we constructed a root 

mean square (RMS) error based separation. 
A very popular classifier algorithm is based on SVM’s. The main concept incorpo-

rates the search for the ‘most robust solution’ vector solw  that gives the maximum 

possible margin. The margin is represented by the minimal distance z . This means 

the minimization of w . Although these methods deliver good results in a certain 

noise-free environment, in biomedical simulation such sterile conditions never occur. 
This is caused by measurement errors and the improper estimation of un-measurable 
biological parameters. RMS classifiers have the following drawbacks: 

• Improper solution in case of asymmetric transfer functions 
• Large estimation error of the criteria function in case of border-close high disper-

sion (uncertain) inputs 
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• In a noisy environment, the criteria function may possess multiple local minimal 
solutions that may cause low quality results 

• The white noise is ‘un-learnable’ so the function ( )wJ  will saturate at an uncon-

trollable error level. 

The SVM perform a much better result in hostile environment, but did not take into 
consideration the topology of the input vectors as Fig. 1 presents. To overcome the 
above mentioned problems, we propose for classification a UNN. The main difference 
between UNN and the described classifiers consists in the equation of criteria function: 

 ( ) ( ) ( ) ( )zfxxfwxywJ mmsmsm
T

desd ⋅+−⋅+⋅−⋅= λλλ ε
2

. (3) 

that is composed by a difference error, smoothness and margin part. Coefficients dλ , 

smλ , mλ  are weighting the square error and the results of smoothing and margining 

functions represented by smf  and mf . The norm εxx −  represents the result of 

equation: 

2

1
))((∑ = ⋅−−⋅=− n

i
T

i
T wxwxxx εε , (4) 

where T
ii e ]0,...,0,,0,...,0[=ε . The margin value is represented by z .  

Although this example illustrates a linear separation, the UNN may be applied in 
non-linear environment. 

 

Fig. 1. Linearly separable two-class problem, resolved by an SVM-based classifier: although 
the circle group has a much higher density close to the separator line, the margin to the groups 
is the same 

2.2   Study Records 

The first signal resource was a 192-electrode measurement (BSPM) database (sam-
pled at 1000 Hz with 12-bit resolution) obtained from the Research Institute for  
Technical Physics and Materials Science (MTA-MFA) of Budapest. These registra-
tions contain various malfunction cases as WPW syndrome, atrial and ventricular fib-
rillation, flutter. In the second stage of the study we used 12-lead ECG registrations 
from our database. These signals were sampled at 500-1000 Hz with 12-bit resolution. 
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2.3   The Approach of ECG Inverse Problem 

In contrast to methods that directly solve the matrix equation linking electrical 
sources with electrical potential fields to estimate ECG inverse solution, our approach 
indirectly obtains the result in terms of heart model parameters. The preliminary ECG 
analyzer system (PAS) is based on detailed, a priori knowledge of human anatomy 
and physiology, developed using an ANN, tested and validated by physicians in  
clinical environment (see Fig. 2).  

In this study the PAS was used to obtain initial information on the site of origin of 
cardiac activation. The output of the ANN provides the initial heart model parameters. 
Then the BSPMs or 12-lead ECGs were simulated by the ECG generator unit, and the 
objective functions that assess the similarity between the measured and simulated  
signals were determined. The heart model parameters are adjusted with the aid of op-
timization algorithms or in certain cases physicians. The simulation procedure is per-
formed until the objective functions satisfy the given convergence criteria. Finally the 
parameters are validated. 

 

Fig. 2. The schematic diagram of the heart analyzer and modeling method 

2.4   ANN-Based Preliminary ECG Analyzer System 

Application of a priori knowledge to reduce the searching space of heart model pa-
rameters is quite important. The PAS (see Fig. 3) was developed to determine roughly 
the cardiac status and state, which was then used to initialize the model parameters 
and decrease the searching space for the optimization system. 

 

Fig. 3. The ANN-based preliminary analyzer system used to estimate the pacing site from ECG 
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In the present study, the PAS was developed based on a three-layer UNN as shown 
in Fig. 3. This network is capable of mapping the nonlinear input-output relationship, 
to a desired degree of accuracy. An adaptively weighted coefficient algorithm was 
used to train the ANN. The number of neurons in the input layer was set to 192, cor-
responding to the number of body surface electrodes used in the present simulation 
study. The hidden layer had 125 neurons that were determined heuristically. The out-
put layer had 512 neurons, which corresponded to 32 ventricular myocardial segments 
of computer heart model: MS-1 to MS-32. Sixteen cardiac cellular units were selected 
for each of 32 myocardial segments in the ventricles, and each of these 16 x 32 = 512 
sites was then paced in the forward simulation using the computer heart-torso model, 
generating the dataset for training the ANN. 

 

Fig. 4. The simulated ECG signal in normal and abnormal case (bypass tract) 

3   Results 

During the simulation, a parameter classification algorithm was applied to distinguish 
normal QRS complexes from abnormal ones, in order to determine the specific differ-
ences between the normal and abnormal parameter values. For normal cases the de-
tection ratio is practically 100%. The signals presented in Fig. 4 were obtained via 
simulation using the initial parameter set for a normal and abnormal (bypass tract) 
situation. 

 

Fig. 5. The simulated depolarization in normal and abnormal case (bypass tract) 
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Fig. 5 presents the cell activation simulation that was effectuated and visualized af-
ter 200 ms of the rises of sinoatrial node excitation. In the right side of the image the 
activation time of each cell is showed. Neighbor slices are situated at 10 mm distance 
from each other, so totally a 5 centimeter wide ventricular tissue is visualized. Table 1 
shows the efficiency of simulation for different cases. The evaluation of the simulated 
results was made by physicians. The performance was determined as the ratio of  
correct and total decisions. 

Table 1. Simulation performance for normal and pathological cases 

Pathological case Decision  
number 

Failed  
decisions 

Performance 

Normal 44 0 100.00% 
Ectopic beat 21 0 100.00% 
WPW syndrome 14 1   92.86% 
Atrial flutter 22 1   95.45% 
Atrial fibrillation 18 1   94.44% 
Ventricular fibrillation 19 1   94.73% 
Re-entry mechanisms 19 2   89.47% 
Triggered activity 36 2   94.44% 
Aberrant ventricular conduction 21 1   95.24% 

4   Discussion 

Table 1 reveals that the 3D heart simulation [14, 15] succeeds in most cases, such as 
WPW (Wolf Parkinson White) syndrome, pre-excitations, and tissue activation mod-
eling. Re-entry mechanisms and triggered event cases represent the weak points of the 
simulation model. The application in practice of the model has several obstacles, 
which can be classified into the following groups: 

• Effects of internal and external perturbations (such as environment, sympathetic 
and parasympathetic despondence); 

• Lack of information on different elements of the model; 
• Lack of technical background. 

4.1   The Limitations of the Model 

Several problems could be found, but the most important limitations are: 

• The processes performed inside the cells are not well known, the behavior of the 
studied components cannot be determined with an acceptable precision; 

• In critical cases, if a group of cells does not get the necessary food, it changes its 
behavior. A model created to simulate the normal behavior of the cell will not 
simulate it correctly in abnormal case; 
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• Because the structure of the heart differs from patient to patient, this structure is 
not known a priori, it has to be determined in real-time, based on the available  
information; 

• The structure of the torso introduces the same problem. It is hard to determine the 
electrical conductivity and precise position of its elements. 

4.2   Perturbation Phenomena and Technical Background 

In case of human system identification the most important disturbing phenomena are: 

• It is known, that respiration makes the heart change its shape and position. Al-
though the motion of the heart can be tracked, it is not possible to determine from 
the ECG the amplitude of the motion; 

• The continuous motion and displacement involves very hard problems. Because 
the motion has an effect on the behavior of all internal elements, the behavior of 
the heart will also be modified. The model has to follow the changes of the cell 
properties. For example: a resting man suddenly jumps out of the bed. The control-
ling mechanisms start their adjustment, the values of model parameters will 
change; 

• Fever and respiration frequency can also cause alterations. 

External events (the patient senses something annoying or pleasant) change the de-
pendence between the previously measured signals, and the determined parameters. 
This is one of the causes why the perfect simulation of a human body is impossible. 

At present, the performance of personal computers does not make possible the real-
time determination of parameter values. The practical application is possible only in 
case of strongly parallel systems. The simplified model can be applied in real-time, 
but its efficiency is reduced because of the neglected parameters. The waveform of 
the simulated ECG in normal cases can be considered acceptable. The shape and du-
ration of basic waves have realistic values. In case of abnormal cases the obtained 
waveform is not acceptable and more simulations are needed. 

5   Conclusions 

Regarding the fact, that computerized ECG diagnostics refer to several medical and 
technical problems, at the moment it cannot be applied as a standalone system. The 
short-term solution is the application of fuzzy systems and systems based on multi-
agents, which, based on empirical information, make it possible to accomplish an 
adaptive advising system based on continuous transitions. If a hybrid system (neu-
ronal-fuzzy and model-based approach, simultaneously) is built, it may become 
possible to learn the model via the knowledge of the traditional advising system, 
which after a suitable learning process, will be able to replace gradually the old  
system. 
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Abstract. Ensemble Neural Networks are a learning paradigm where many neural networks are 
used together to solve a particular problem. In this paper, the relationship between the ensemble 
and its component neural networks is analyzed with the goal of creating of a set of nets for an 
ensemble with the use of a sampling-technique. This technique is such that each net in the en-
semble is trained on a different sub-sample of the training data. 

1   Introduction 

The defining characteristic of an ensemble is that it involves combining a set of nets 
each of which essentially accomplishes the same task. The use of an ensemble can 
provide an effective alternative to the tradition of generating a population of nets, and 
then choosing the one with the best performance, whilst discarding the rest. The idea 
to ensemble neural networks is to find ways of exploiting instead the information con-
tained in these redundant nets. 

Combining estimators to improve performance has recently received more atten-
tion in the neural networks area, in terms of neural computing, there are two mains is-
sues: first creation, or selection, of a set of nets to be combined in an ensemble;  
and second, the methods by which the outputs of the members of the ensemble are 
combined [2]. 

2   Methods for Creating Ensemble Members 

There is no advantage to combining a set of nets which are identical; identical that is, 
in that they generalize in the same way. In principle, a set of nets could vary in terms 
of their weights, the time they took to converge, and even their architecture and yet 
constitute the same solution, since they resulted in the same pattern of errors when 
tested on a test set. There are many parameters which can be manipulated an efforts, 
to obtain a set of nets which generalize differently. 

These include the following: initial conditions, training data, the topology of the 
nets, and the training algorithm. 
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The main methods which have been employed for the creation of ensemble mem-
bers are; changing the set of initial random weights, changing topology, changing the 
algorithm employed, changing the data[1]. 

The last one method, changing the data, is to be most frequently used for the crea-
tion of ensembles are those which involve altering the training data. 

There are a number of different ways in which this can be done, which include: 
sampling data, disjoint training sets, boosting and adaptive resampling, different data 
sources, and preprocessing. These can be considerated individually, and it should  
be noted that ensemble could be created using a combination of two or more these 
techniques. 

3   Sampling Data 

A common approach to the creation of a set of nets for an ensemble is to use some 
form of sampling technique, such that each net in the ensemble is trained on a differ-
ent subsample of the training data. Resampling methods which have been used for 
this purpose include cross-validation (Krogh and Vedelsby[2],1995) and bootstrap-
ping(Breiman[4]), although in statistics the methods are better known as techniques 
for estimating the error of a predictor from limited sets of data[3].  

In bagging (Breiman[5]) a training set containing N cases is perturbed by sampling 
with replacement (bootstrap) N times from the training set. The perturbed data set 
may contain repeats. This procedure can be repetead several times to create a number 
of different, although overlapping, data sets. Such statistical resampling techniques 
are particularly useful where there is a shortage of data. 

Disjoint training sets, this method sampling without replacement, there is then no 
overlap between the data used to train different nets. 

Boosting and adaptive resampling, the base of this algorithm  is that training sets 
adaptively resampled , such that the weights in the resampling are incremented for 
those case which are most often misclassified [3]. 

4   Sampling Data Method for Creating Ensemble Neural Networks 

The goal of the algorithm in the sampling data method is to find the data set of train-
ing for the creation of ensemble neural networks. 

To train the network we used the Rastrigin´s function, wich has two dependent 
variables, and the function is defined as: 

Ras(p) = 20 + (p1 .^2 + p2 .^2 - 10.0 *( cos(2 * 
pi .* p1) + cos(2 * pi .* p2))) (1) 

5   The Algorithm Sampling Data Method 

1. The collected data of Rastrigin´s function are used to train the neural network. 

P=[p(i)……………………..p(n)] (2) 
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2. In the process of training of the neural network the data that generate an  
error of greater or equal to the mean square error are stored like the new data set of 
training. 

If e(i) >RMSE then Psampling =[p(i)……………….p(n)] (3) 

3. The stored data represents the data set of sampling that is going away to use in 
the creation of the neural networks ensemble. 

Psampling =[p(i)……………….p(n)] (4) 

4. The output of the modular neural networks is evaluated by, wich is average of 
the output of the modules. 

Oneural_mod = prom[(Mnn(i)+…..Mnn(n)] (5) 

5.1   Sampling Data Method 

The neural networks in this study were trained using the back propagation algorithm 
with sigmoid activation function. During the learning phase, the output error by each 
data of training is verified, and if it’s greater to the mean square error, input data is 
stored to be used like the group of sampling data that were used for the creation of the 
neural networks ensemble. Rastrigin Function in figure 1 is used for the training the 
neural network using the data generated by the Rastrigin´s function without using 
sampling data method. 

Training of Neural Network without using sampling method
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Fig. 1. Training of Neural Network without sampling data method 

We show in Figure 2 the results of repeating 30 times the training of data and the 
average error achieved. 
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The Average error achieved
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Fig. 2. The average error achieved without sampling data method 

Rastrigin´s Function in figure 3 is used for training the neural network, using the 
data generated by Rastrigin´s function with a sampling data method. 

Training of the neural network using sampling data method
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Fig. 3. Training of the neural network using sampling data method 

Executing thirty times the training process and showing the average error achieved 
in figure 4, using data sampling method. 
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Output Error Using Sampling Method

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

1 22 43 64 85 106 127 148 169 190 211 232 253

Input Data

O
u

tp
u

t 
E

rr
o

r

Output Error Using Sampling
Method

 

Fig. 4. The average error achieved using sampling data method 

In Figure 5 we show a comparison between the Output Error using the Sampling 
Data Method and without in sampling data method. 

Output Error Comparison Sampling Data Method
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Fig. 5. Output Error Comparison sampling data method 

5.2   Creating Modular Neural Networks 

In the experimental results shown previously with the sampling method, for the crea-
tion of modular neural networks, we used a neural network of 1 hidden layer and 40 
neurons, learning rate of .001, Rastrigin´s function, 2000 input data, training function 
Levenberg-Marquardt backpropagation. The First three modular neural networks cre-
ated without using the sampling method are the following. 
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Creating Modular Neural Network without Sampling Data 
Method
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Fig. 6. Modular Neural Network without sampling data method 

We show in Figure 6 the experimentals results creating modular neural networks 
without sampling data. 

We show in Figure 7 the experimentals results creating modular neural networks 
using sampling data method. 

Creating Modular Neural Network Using Sampling Data Method
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Fig. 7. Modular Neural Network using sampling data method 

The previous results do not have a great difference using sampling method and 
without using it. Subsequently results of the output error of the modular neural net-
works, are presented and their average for the modular neural network. 
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Creating Modular Neural Network without Sampling Data 
Method
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Fig. 8. Modular Neural Networks without sampling data method with modular average  

We show in Figure 8 the experimental results creating modular neural network 
without sampling data method with modular average. 

We show in Figure 9 the experimental results creating modular neural networks us-
ing sampling data method with modular average. 

Creating Modular Neural Network Using Sampling Data Method
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Fig. 9. Modular Neural Networks using sampling data method with modular average 

We show in Figure 10 the results of the output error without the sampling data 
method. 
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Output Error Modular Neural Networks without sampling data 
method
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Fig. 10. Output Error of the Modular Neural Network without sampling data method 

We show in Figure 11 the results the output error using sampling data method. 

Output Error Modular Neural Networks Using Sampling Data
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Fig. 11. Output Error of the Modular Neural Network using sampling data method 

6   Conclusions 

In conclusion, it’s difficult to identify the best statistical sampling method to estimate 
the predictive accuracy of a neural network. The decision strongly depends on the 
complexity of the problem, and the number and variability of the available cases. 
Based on the experimental results obtained, we can comment that to utilize less data 
for the training of the modular neural networks is minimized the output error of the 
neural network, its necessary to prove a sampling method with different benchmark 
functions to establish a criterion that verifies it’s operation to do a comparative with 
other sampling methods. It can be concluded that to a create modular neural networks 
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is a good option to compare sampling data methods that allow the process of training 
modular neural network to work satisfactorily, without themselves making changes to 
with the architecture and parameters of the modular network neuronal. 

Comparison Using Sampling data and without sampling data 
modular neural network
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Fig. 12. Comparison using and without sampling data Modular Neural Networks 

We show in figure 12 comparison results between using and without sampling data 
method. 
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Pattern Recognition Using Modular Neural  
Networks and Fuzzy Integral as Method for 
Response Integration 

Patricia Melin, Melchor Carranza, Pedro Salazar, and Rene Nuñez 

Division of Graduate Studies, Tijuana Institute of Technology, Mexico 

Abstract. We describe in this paper a new approach for pattern recognition using modular  
neural networks with a fuzzy logic method for response integration. We proposed a new archi-
tecture for modular neural networks for achieving pattern recognition in the particular case of 
human fingerprints. Also, the method for achieving response integration is based on the fuzzy 
Sugeno integral. Response integration is required to combine the outputs of all the modules in 
the modular network. We have applied the new approach for fingerprint recognition with a real 
database of fingerprints from students of our institution.  

1   Introduction 

Response integration methods for modular neural networks that have been studied, to 
the moment, do not solve well real recognition problems with large sets of data or in 
other cases reduce the final output to the result of only one module. Also, in the par-
ticular case of fingerprint recognition, methods of weighted-statistical average do not 
work well due to the nature of the fingerprint recognition problem. For these reasons, 
a new approach for fingerprint recognition using modular neural networks and fuzzy 
integration of responses was proposed in this paper. 

The basic idea of the new approach is to divide a human fingerprint in to three dif-
ferent regions: the top, the middle and the bottom. Each of these regions is assigned to 
one module of the neural network. In this way, the modular neural network has three 
different modules, one for each of the regions of the human fingerprint. At the end, 
the final decision of fingerprint recognition is done by an integration module, which 
has to take into account the results of each of the modules. In our approach, the inte-
gration module uses the fuzzy Sugeno integral to combine the outputs of the three 
modules. The fuzzy Sugeno integral allows the integration of responses from the three 
modules of the top, middle and bottom of a human specific fingerprint. Other ap-
proaches in the literature use other types of integration modules, like voting methods, 
majority methods, and neural networks. 

The new approach for fingerprint recognition was tested with a database of  
students and professors from our institution. This database was collected at our insti-
tution using a special scanner. The results with our new approach for fingerprint  
recognition on this database were excellent. 
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2   Modular Neural Networks 

There exists a lot of neural network architectures in the literature that work well when 
the number of inputs is relatively small, but when the complexity of the problem 
grows or the number of inputs increases, their performance decreases very quickly. 
For this reason, there has also been research work in compensating in some way the 
problems in learning of a single neural network over high dimensional spaces. 

In the work of Sharkey [1], the use of multiple neural systems (Multi-Nets) is de-
scribed. It is claimed that multi-nets have better performance or even solve problems 
that monolithic neural networks are not able to solve. It is also claimed that multi-nets 
or modular systems have also the advantage of being easier to understand or modify, 
if necessary. 

In the literature there is also mention of the terms “ensemble” and “modular” for 
this type of neural network. The term “ensemble” is used when a redundant set of 
neural networks is utilized, as described in Hansen and Salomon [2]. In this case, each 
of the neural networks is redundant because it is providing a solution for the same 
task, as it is shown in Fig. 1. 

 
Fig. 1. Ensembles for one task and subtask 

On the other hand, in the modular approach, one task or problem is decompose in 
subtasks, and the complete solution requires the contribution of all the modules, as it 
is shown in Fig. 2. 

 
Fig. 2. Modular approach for task and subtask 
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2.1   Multiple Neural Networks 

In this approach we can find networks that use strongly separated architectures. Each 
neural network works independently in its own domain. Each of the neural networks 
is build and trained for a specific task. The final decision is based on the results of the 
individual networks, called agents or experts. 

One example of this is shown by Schmidt [3], in Fig. 3, where a multiple architec-
ture is used, one module consists of a neural network trained for recognizing a person 
by the voice, while the other module is a neural network trained for recognizing a  
person by the image. 

 

Fig. 3. Multiple networks for voice and image 

The outputs by the experts are the inputs to the decision network, which is the one 
making the decision based on the outputs of the expert networks. 

2.2   Main Architectures with Multiple Networks 

Within multiple neural networks we can find three main classes of this type of  
networks [4]: 

• Mixture of Experts (ME): The mixture of experts can be viewed as a modular 
version of the multi-layer networks with supervised training or the associative 
version of competitive learning. In this design, the local experts are trained with 
the data sets to mitigate weight interference from one expert to the other. 

• Gate of Experts: In this case, an optimization algorithm is used for the gating 
network, to combine the outputs from the experts.  

• Hierarchical Mixture of Experts: In this architecture, the individual outputs 
from the experts are combined with several gating networks in a hierarchical 
way.  
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3   Methods for Response Integration 

The importance of this part of the architecture for pattern recognition is due to the 
high dimensionality of this type of problems. As a consequence in pattern recognition 
is good alternative to consider a modular approach. This has the advantage of reduc-
ing the time required of learning and it also increases accuracy. In our case, we  
consider dividing the images of a human fingerprint in three different regions, and 
applying a modular structure for achieving pattern recognition. 

In the literature we can find several methods for response integration, that have 
been researched extensively, which in many cases are based on statistical decision 
methods. We will mention briefly some of these methods of response integration, in 
particular de ones based on fuzzy logic. The idea of using this type of methods is that 
the final decision takes into account all of the different kind of information available 
about the human face. In particular, we consider aggregation operators, and the fuzzy 
Sugeno integral [9]. 

Yager [10] mentions in his work, that fuzzy measures for the aggregation criteria 
of two important classes of problems. In the first type of problems, we have a set 
Z={z1,z2,…,zn} of objects, and it is desired to select one or more of these objects 
based on the satisfaction of certain criteria. In this case, for each zi∈Z, it is evaluated 
D(zi)=G(Ai(zi),…,Aj(zi)), and then an object or objects are selected based on the value 
of G. The problems that fall within this structure are the multi-criteria decision prob-
lems, search in databases and retrieving of documents.  

In the second type of problems, we have a set G={G1,G2,…,Gq} of aggregation 
functions and object z. Here, each Gk corresponds to different possible identifications 
of object z, and our goal is to find out the correct identification of z. For achieving 
this, for each aggregation function G, we obtain a result for each z, Dk(z)=Gk(A1(z), 
A2(z), … ,An(z)). Then we associate to z the identification corresponding to the  
larger value of the aggregation function. 

A typical example of this type of problems is pattern recognition. Where Aj corre-
sponds to the attributes and Aj(z) measures the compatibility of z with the attribute. 
Medical applications and fault diagnosis fall into this type of problems. In diagnostic 
problems, the Aj corresponds to symptoms associated with a particular fault, and Gk 
captures the relations between these faults. 

Fuzzy integrals can be viewed as non-linear functions defined with respect to fuzzy 
measures. In particular, the “gλ-fuzzy measure” introduced by Sugeno [9] can be used 
to define fuzzy integrals. The ability of fuzzy integrals to combine the results of  
multiple information sources has been mentioned in previous works. 

Definition 1. A function of sets g:2x→(0.1) is called a fuzzy measure if: 
1) g(0)=0   g(x)=1 
2) g(A)≤ g(B) if A⊂B 
3) if {Ai}iα =1 is a sequence of increments of the measurable set then 

lim g(Ai) = g (lim Ai) 
i → ∞            i → ∞ 

(1) 

From the above it can be deduced that g is not necessarily additive, this property is 
replaced by the additive property of the conventional measure. 
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From the general definition of the fuzzy measure, Sugeno introduced what is called 
“gλ-fuzzy measure”, which satisfies the following additive property: For every A, B 
⊂ X and A ∩ B = θ, 

g(A ∪ B) = g(A) + g(B) +  λ g(A)g(B), 

for some value of λ>-1. 
(2) 

This property says that the measure of the union of two disjunct sets can be obtained 
directly from the individual measures. Using the concept of fuzzy measures, Sugeno 
[9] developed the concept of fuzzy integrals, which are non-linear functions defined 
with respect to fuzzy measures like the gλ-fuzzy measure. 

Definition 2. let X be a finite set and h:X→[0,1] be a fuzzy subset of X, the fuzzy 
integral over X of function h with respect to the fuzzy measure g is defined in the 
following way, 

h(x) o g (x)   = max [ min ( min h(x), g(E))]       
                                   E ⊆ X               x ∈ E 

                               = sup [min( α , g(hα ))] 
                                   α ∈ [0, 1] 

(3) 

where hα is the level set α of h,  

hα  = { x | h(x) ≥ α } (4) 

We will explain in more detail the above definition: h(x) measures the degree to 
which concept h is satisfied by x. The term min(hx) measures the degree to which 
concept h is satisfied by all the elements in E. The value g(E) is the degree to which 
the subset of objects E satifies the concept measure by g. As a consequence, the 
obtained value of comparing these two quantities in terms of operator min indicates 
the degree to which E satifies both criteria g and min(hx). Finally, operator max takes 
the greatest of these terms. One can interpret fuzzy integrals as finding the maximum 
degree of similarity between the objective and expected value. 

4   Proposed Architecture and Results 

In the experiments performed in this research work, we used 50 fingerprints that were 
taken with a scanner from students and professors of our Institution [11]. The images 
were taken in such a way that they had 198 pixels wide and 200 pixels high, with a 
resolution of 300x300 ppi, and with a color representation of a gray scale, some of 
these images are shown in Fig. 4. In addition to the training data (50 fingerprints) we 
did use 10 images that were obtained by applying noise in a random fashion, which 
was increased from 10 to 100%. 
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Fig. 4. Sample Images used for Training 

4.1   Proposed Architecture 

The architecture proposed in this work consist of three main modules, in which each 
of them in turn consists of a set of neural networks trained with the same data, which 
provides the modular architecture shown in Fig. 5. 

 
Fig. 5. Final Proposed Architecture 

The input to the modular system is a complete photograph. For performing the 
neural network training, the images of the human fingerprints were divided in three 
different regions. The first region consists of the area on top, which corresponds to 
Sub Task 1. The second region consists of the area on the middle, which corresponds 
to Sub Task 2. The third region consists of the area on the bottom, which corresponds 
to Sub Task 3. An example of this image division is shown in Fig. 6. 

 
Fig. 6. Example of Image Division 
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Fig. 7. Final Architecture Showing Inputs and Outputs 

As output to the system we have an image that corresponds to the complete image 
that was originally given as input to the modular system, we show in Fig. 7 an 
example of this. 

4.2   Description of the Integration Module 

The integration modules performs its task in two phases. In the first phase, it obtains 
two matrices. The first matrix, called h, of dimension 3x3, stores the larger index 
values resulting from the competition for each of the members of the modules. The 
second matrix, called I, also of dimension 3x3, stores the image number 
corresponding to the particular index. 

Once the first phase is finished, the second phase is initiated, in which the decision 
is obtained. Before making a decision, if there is consensus in the three modules, we 
can proceed to give the final decision, if there isn’t consensus then we have search in 
matrix g to find the larger index values and then calculate the Sugeno fuzzy measures 
for each of the modules, using the following formula, 

g(Mi ) = h(A) + h(B) + λ h(A) h(B) (5) 

Where λ is equal to 1. Once we have these measures, we select the largest one to 
show the corresponding image. 

4.3   Summary of Results 

We describe in this section the experimental results obtained with the proposed 
approach using the 50 images as training data. We show in Table 1 the relation 
between accuracy (measured as the percentage of correct results) and the percentage 
of noise in the figures.  
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Table 1. Relation between the % of noise and the % of correct results 

% of noise % accuracy
0 100 

10 100 
20 100 
30 100 
40 95 
50 100 
60 100 
70 95 
80 100 
90 75 

100 80 

In Table 1 we show the relation that exists between the % of noise that was added 
in a random (uniform) fashion to the testing data set, that consisted of the 50 original 
images, plus 200 additional images. 

In Table 2 we show the reliability results for the pattern recognition system. 
Reliability was calculated as shown in the following equation. 

correct results-error Reliability    = 
       correct results 

Table 2. Relation between reliability and accuracy 

% errors %reliability %correct results

0 100 100.00 

0 100 100.00 

0 100 100.00 

0 100 100.00 

5 94.74 95.00 

0 100 100.00 

0 100 100.00 

5 94.74 95.00 

0 100 100.00 

25 66.67 75.00 

20 75 80.00 

5   Conclusions 

We showed in this paper the experimental results obtained with the proposed modular 
approach. In fact, we did achieve a 98.9% recognition rate on the testing data, even 
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with an 80% level of applied noise. For the case of 100% level of applied noise, we 
did achieve a 96.4 % recognition rate on the testing data. The testing data included 10 
images for each fingerprint in the training data. These 10 images were obtained by 
applying noise in a random fashion, increasing the level of noise from 10 to 100 %, to 
the training data. We also have to notice that it was achieved a 96.7 % of average 
reliability with our modular approach. These percentage values were obtained by 
averaging. In light of the results of our proposed modular approach, we have to notice 
that using the modular approach for human fingerprint pattern recognition is a good 
alternative with respect to existing methods, in particular, monolithic, gating or voting 
methods.  
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Abstract. The paper illustrates a differential evolution (DE) algorithm to calculate the level-cuts 
of the fuzzy extension of a multidimensional real valued function to fuzzy numbers. The method 
decomposes the fuzzy extension engine into a set of "nested" min and max box-constrained op-
timization problems and uses a form of the DE algorithm, based on multi populations which co-
operate during the search phase and specialize, a part of the populations to find the the global 
min (corresponding to lower branch of the fuzzy extension) and a part of the populations to find 
the global max (corresponding to the upper branch), both gaining efficienty from the work done 
for a level-cut to the subsequent ones. A special version of the algorithm is designed to the case 
of differentiable functions, for which a representation of the fuzzy numbers is used to improve 
efficiency and quality of calculations. The included computational results indicate that the DE 
method is a promising tool as its computational complexity grows on average superlinearly (of 
degree less than 1.5) in the number of variables of the function to be extended. 

1   Introduction 

Appropriate use of fuzzy numbers in applications requires at least two features to be 
satisfied: (1) an easy way to represent and model fuzzy information with a high flexi-
bility of shapes, e.g. allowing asymmetries or nonlinearities; (2) a relative simplicity 
and computational efficiency to perform exact fuzzy calculations or to obtain good 
approximations of the results. In general, the arithmetic operations on fuzzy numbers 
can be approached either by the direct use of the membership function (by the Zadeh 
extension principle [17]) or by the equivalent use of the level-cuts representation. By 
the α-cuts approach, it is possible to define a parametric representation of fuzzy num-
bers with the advantage of obtaining a wide family of fuzzy numbers (see [12]). It is 
well known that the fuzzy extension principle requires to solve a set of optimization 
problems and different heuristic methods have been proposed to obtain good solutions 
with a small number of function evaluations. Well known fundamental algorithms are 
the vertex method and its modifications (see [16] and [10]); the transformation 
method (see [6]) in its general or reduced versions (see [8] for an efficient implemen-
tation); a sparse grids method (see [9]). We suggest here two procedures based on the 
differential evolution (DE) method of Storn and Price (see [14], [15], [11]) and 
adapted to take into account both the nested property of α-cuts and the min and max 
problems over the same domains. In particular, we use simultaneous multiple popula-
tions that collaborate each other and specialize during the process to find all the  
required solutions. Computational results are reported that indicate the DE method as 
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a promising tool, as it exhibits, on average, superlinear computational complexity (of 
degree less than 1.5) in the number of variables. 

2   Fuzzy Numbers and Fuzzy Extension Principle 

We will consider fuzzy numbers and intervals, i.e. fuzzy sets defined over the field  
of real numbers having a particular form. A general fuzzy set over  is usually de-
fined by its membership function : [0,1]Tμ → ⊆  and a fuzzy (sub)set u  of  is 

uniquely characterized by the pairs ( , ( ))ux xμ  for each x ∈ ; the value 

( ) [0,1]u xμ ∈  is the membership grade of x to the fuzzy set u. Fuzzy sets on  will 

be denoted by letters u, v, w and the corresponding membership functions by ,uμ  ,vμ  

.wμ  Fundamental concepts in fuzzy theory are the support, the level-sets (or level-

cuts) and the core of a fuzzy set: 

Definition. Let uμ  be the membership function of a fuzzy set u over . The support 

of u is the (crisp) subset of points of  at which the membership grade ( )u xμ  is 

positive: supp( ) { | , ( ) 0}uu x x xμ= ∈ > . For ]0,1],α ∈  the α − level cut of u (or 

simply the cutα − ) is defined by [ ] { | , ( ) }uu x x xα μ α= ∈ ≥  and for 0α =  by the 

closure of the support 0[ ] { | , ( ) 0}uu cl x x xμ= ∈ > . The core of u is the set of ele-

ments of  having membership grade 1 i.e. ( ) { | , ( ) 1}ucore u x x xμ= ∈ =  and we 

say that u is normal if ( )core u ≠ ∅ . 

It is well-known that the level-cuts are "nested", i.e. [ ] [ ]u uα β⊆  for .α β>  A particu-

lar class of fuzzy sets u is when the support is a convex set ( A  is said convex if 
(1 )t x tx A′ ′′− + ∈  for every ,x x A′ ′′∈  and all [0,1]t ∈ ) and the membership function 

is quasi-concave, i.e. supp( )u  is convex and ((1 ) ) min{ ( ), ( )}u u ut x tx x xμ μ μ′ ′′ ′ ′′− + ≥  

for every , supp( )x x u′ ′′∈  and [0,1]t ∈ . Equivalently, uμ  is quasi-concave if the level 

sets [ ]u α  are convex for all [0,1].α ∈  Finally, if the membership function is upper 

semi-continuous, then the level-cuts are closed. 

Definition. A fuzzy set u is a fuzzy quantity if the cutsα −  are nonempty, compact  

intervals of the form [ ] [ , ]u u uα α α
− += ⊂ . If u∃ ∈  such that ( ) { },core u u=  u is a 

fuzzy number and is called a fuzzy interval if ,u u
− +

∃ ∈ , u u
− +

<  such tha 

t ( ) [ , ].core u u u
− +

=  

The "nested" property is the basis for the LU representation (L for lower, U for  
upper). We denote by  FE   the set of fuzzy quantities. 

Definition. An LU-fuzzy quantity (number or interval) u is completely determined by 

any pair ( ),u u u− +=  of functions [ ], : 0,1u u− + → , defining the end-points of the 
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cutsα − , satisfying the three conditions: (i) :u uαα− −→ ∈   is a bounded mono-

tonic nondecreasing left-continuous function ]0,1]α∀ ∈  and right-continuous for 

0α = ; (ii) :u uαα+ +→ ∈   is a bounded monotonic nonincreasing left-continuous 

function ]0,1]α∀ ∈  and right-continuous for 0α =  ; (iii)  u uα α
− +≤  [ ]0,1 .α∀ ∈   

The support of u  is the interval 0 0[ , ]u u− +  and the core is 1 1[ , ]u u− + . We refer to the 

functions (.)u−  and (.)u+  as the lower and upper branches on u , respectively. If the two 

branches (.)u−  and (.)u+  are continuous invertible functions then (.)uμ  is formed by two 

continuous branches, the left being the increasing inverse of (.)u−  on 0 1[ , ]u u− −  and, the 

right, the decreasing inverse of (.)u+  on 1 0[ , ]u u+ + . There are many choices for (.)u−  and 

(.)u+ . If we start with two decreasing shape functions (.)p  and (.)q  and with four 

numbers 0 1 1 0u u u u− − + +≤ ≤ ≤  defining the support and the core of u  then we can model 

(.)u−  and (.)u+  by 1 1 0( ) ( )u u u u pα α− − − −= − −  and 1 1 0( ) ( )u u u u qα α+ + + += − −  for all 

[ ]0,1α ∈ . The simplest fuzzy quantities have linear branches: a trapezoidal fuzzy in-

terval, denoted by , , , ,u a b c d=  where ,a b c d≤ ≤ ≤  has, for [ ]0,1α ∈ , cutsα −  

[ ][ ] ( ), ( ) ,u a b a d d cα α α= + − − −  obtaining a triangular fuzzy number if .b c=  

Consider now the extension of function : nf →  to a vector of n  fuzzy num-

bers 1 2( , ,..., ) ( )n
n Fu u u u E= ∈ , with k th−  component k Fu E∈  given by 

, ,[ ] [ , ]k k ku u uα α α
− +=  for k=1,2,…,n or :

kuμ supp( ku ) [0,1]→  for k=1,2,…,n and de-

note 1 2( , ,..., )nv f u u u= . 

The extension principle introduced by Zadeh is the basic tool for fuzzy calculus; it 
states that vμ  is given by 

1 1 1sup{min{ ( ),..., ( )} | ( ,..., )} if ( )
( )

0 otherwise
nu u x n

v

x x y f x x y Range f
y

μ μ
μ

= ∈⎧
= ⎨
⎩

 (1) 

where 1( ) { | ( ,..., ) n
nRange f y x x= ∈ ∃ ∈  s.t. 1( ,..., )}ny f x x=  . 

For a continuous function : nf → , the cutsα −  of the fuzzy extension v  are 

obtained by solving the following box-constrained global optimization problems 
( [0,1]α ∈ ). 

{ }1 2min ( , ,..., ) | [ ] ,  1,2,...,n k kv f x x x x u k nα α
− = ∈ =  (2) 

{ }1 2max ( , ,..., ) | [ ] ,  1,2,..., .n k kv f x x x x u k nα α
+ = ∈ =  (3) 

If the function 1 2( , ,..., )nf x x x is sufficiently simple, the analytical expressions for 

vα
−  and vα

+  can be obtained, as it is the case for many unidimensional elementary 

functions. For general functions, we need to solve numerically the global optimization 
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problems (extower) and (extpper) above; general methods have been proposed and a 
very extended scientific literature is available. It is clear that in these cases we have 
only the possibility of fixing a finite set of values 0{ ,..., }Mα α α∈  and obtain the cor-

responding vα
−  and vα

+  pointwise; a sufficiently precise calculation requires M in the 

range from 10 to 100 or more (depending on the application and the required preci-
sion) and the computational time may become very high. To reduce these difficulties, 
various specific heuristic methods have been proposed; among others, the vertex 
method and its variants (see [3], [1] and [10]), the transformation method (see [6], [7], 
[8]), the interval arithmetic optimization with sparse grids (see [9]). 

All the specific methods try to take computational advantage from the specific 
structure of "nested" optimizations (2)-(3) intrinsic in the properties of the cutsα − . 
We will see that, at least in the differentiable case, the advantages of the LU represen-
tation appear to be quite interesting, based on the fact that a small number of points α  
is in general sufficient to obtain good approximations (this is the essential gain in us-
ing the slopes to model fuzzy numbers), so reducing the number of constrained min 
(2) and max (3) problems to be solved directly. On the other hand, finding computa-
tionally efficient extension solvers is still an open research field in fuzzy calculations. 

3   Representation of LU-Fuzzy Numbers 

As we have seen in the previous section, the LU representations of fuzzy numbers re-
quire to use appropriate (monotonic) shape functions to model the lower and upper 
branches of the cutsα − . In this section we present the basic elements of a parametric 
representation of the shape functions proposed in [5] and [12] based on monotonic 
Hermite-type interpolation. The parametric representations can be used both to define 
the shape functions and to calculate the arithmetic operations by error controlled ap-
proximations. 

We first introduce some models for "standardized" differentiable monotonic shape 
functions : [0,1] [0,1]p →  such that (0) 0p =  and (1) 1p =  with ( )p t  increasing on 

[0,1] if interested to decreasing functions, we can start with an increasing function 
p(.)and simply define corresponding decreasing functions q:[0,1] → [0,1] by q(t)=1-
p(t) or q(t)=p(φ(t)) where φ:[0,1] → [0,1] is any decreasing bijection (e.g. φ(t)=1-t). 
Valid shape functions can be obtained by p:[0,1] → [0,1] satisfying the four Hermite 
interpolation conditions (0) 0p = , (1) 1p =  and 0(0)p β′ = , 1(1)p β′ =  for any value 

of the two nonnegative parameters 0,iβ ≥  i=0,1. To explicit the parameters, we de-

note the interpolating function by 0 1( ; , )t p t β β→   for  [0,1].t ∈  We recall here two 

of the basic forms illustrated in [12]: 

- (2,2)-rational spline: 
2

0

0 1

(1 )
0 1 1 ( 2) (1 )( ; , ) ;t t t

t tp t β
β ββ β + −

+ + − −=   

- mixed exponential spline: 21
0 1 0 0 1( ; , ) [ (3 2 ) (1 ) ]a a

ap t t t t tβ β β β β= − + − − +  

where 0 11 .a β β= + +  

Note that in both forms we obtain a linear ( ) ,p t t=  [0,1]t∀ ∈  if 0 1 1β β= =   

and a quadratic 2
0( ) (1 )p t t t tβ= + −  if 0 1 2.β β+ =  In order to produce different 
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shapes we can either fix the slopes 0β  and 1β  (if we have information on the first  

derivatives at t=0, t=1) or we can estimate them by knowing values of p(t) in  
additional points. The model functions above can be adopted to represent the func-
tions "piecewise", on a decomposition of the interval [0,1] into N subintervals 

0 1 10 ... ... 1.i i Nα α α α α−= < < < < < < =  It is convenient to use the same subdivision 

for both the lower uα
−  and upper uα

+  branches (we can always reduce to this situation 

by the union of two different subdivisions). In each subinterval [ ]1,i i iI α α−= , the 

values and the slopes of the two functions are 

1 1( ) 0, ( ) 0, ( ) 1, ( ) 1,  ,    ,    ,  
i i i ii i i iu u u u u u u uα α α α− −

− − + + − − + += = = =  

1 1( ) 0, ( ) 0, ( ) 1, ( ) 1,  ,    ,    ,  
i i i ii i i iu d u d u d u dα α α α− −

′− − ′+ + ′− − ′+ += = = =  

(4) 

and by the transformation 1

1
, ,i

i i it Iα α
α α α α−

−

−
−= ∈  each subinterval iI  is mapped  

into the standard [0,1] interval to determine each piece independently. Globally con-
tinuous or more regular (1)C  fuzzy numbers can be obtained directly from  

the data (for example, 1, 0, 1,i iu u− −
+=  1, 0, 1i iu u+ +

+=  for continuity and 1, 0, 1i id d− −
+= , 

1, 0, 1i id d+ +
+=  for differentiability at iα α= ). Let ( )ip t±  denote the model function on 

iI ; we obtain ( ) 0, 1,( ; , )i i ip t p t β β− − −= , ( ) 0, 1,1 ( ; , )i i ip t p t β β+ + += −  with 1

1, 0,
, ,

i i

i i
j i j iu u

dα αβ −
− −

−− −
−

=  

and 1

1, 0,
, ,

i i

i i
j i j iu u

dα αβ −
+ +

−+ +
−

= −  for j=0,1 so that, for [ ]1,i iα α α−∈  and i=1,2,…,N: 

( ) ( )0, 1, 0, 0, 1, 0,( )  , ( ) .i i i i i i i iu u u u p t u u u u p tα α α α
− − − − − + + + + += + − = + −  (5) 

The illustrated monotonic models suggest a first parametrization of fuzzy numbers 
on the trivial decomposition of interval [0,1], with N=1 (without internal points) and 

0 10, 1.α α= =  In this simple case, u  can be represented by a vector of 8 components 

(the slopes corresponding to iu−  are denoted by iuδ − , etc.) 

0 0 0 0 1 1 1 1( , , , ; , , , )u u u u u u u u uδ δ δ δ− − + + − − + +=  (6) 

with 0 0 1 1, , ,u u u uδ δ− − − −  for the lower branch uα
−  and 0 0 1 1, , ,u u u uδ δ+ + + +  for the upper 

branch uα
+ . On a decomposition 00 α= <  1α < ... <  1Nα =  we can proceed piece-

wise. For example, a differentiable shape function requires 4(N+1) parameters 

0,1,...,

0 1 1 0

( ; , , , )  with

... ...  (data)

0, 0 (slopes).

i i i i i i N

N N N

i i

u u u u u

u u u u u u

u u

α δ δ

δ δ

− − + +
=

− − − + + +
−

− +

=

≤ ≤ ≤ ≤ ≤ ≤ ≤

≥ ≤

 

(7) 

and the branches are computed according to (5). In [5] and [12] we have analyzed the 
advantages of the LU representation in the computation of fuzzy expressions. 
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4   Differential Evolution Algorithms for Fuzzy Arithmetic 

In this section we adopt an algorithmic approach to describe the application of differ-
ential evolution methods to calculate the fuzzy extension of multivariable function, 
associated to the LU representation of the fuzzy quantities involved. Let 

1 2( , ,..., )nv f u u u=  denote the fuzzy extension of a continuous function f in n vari-

ables; it is well known that the fuzzy extension of f to normal upper semicontinuous 
fuzzy intervals (with compact support) has the level-cutting commutative property 
(see [4]), i.e. the cutsα −  [ , ]v v vα α α

− +=  of v  are the images of the cutsα −  of 

1 2( , ,..., )nu u u  and are obtained by solving the optimization problems 

{ }
{ }

1 2 , ,

1 2 , ,

min ( , ,..., ) | [ , ],  1,2,...,
( ) :

max ( , ,..., ) | [ , ],  1,2,..., .

n k k k

n k k k

v f x x x x u u k n
EP

v f x x x x u u k n

α α α
α

α α α

− − +

+ − +

⎧ = ∈ =⎪
⎨

= ∈ =⎪⎩

 (8) 

For simplicity, we will illustrate the case of differentiable representations (7) and 
differentiable function f. 

Let , , , , 0,1,...,( , , , )k k i k i k i k i i Nu u u u uδ δ− − + +
==  be the LU-fuzzy representations of the input 

quantities for k=1,2,…,n and 0,1,...,( , , , )i i i i i Nv v v v vδ δ− − + +
== ; the cutsα −  of v are  

obtained by solving the box-constrained optimization problems (EP). 
For each iα α= , i=0,1,…,N the min and the max (EP) can occur either at a point 

whose components ,k ix  are internal to the corresponding intervals , ,[ , ]k i k iu u− +  or are 

coincident with one of the extremal values; denote by 1, ,( ,..., )i i n ix x x
− − −

=  and 

1, ,( ,..., )i i n ix x x
+ + +

=  the points where the min and the max take place; then 

1, 2, ,( , ,..., )i i n iiv f x x x
− − −− =  and 1, 2, ,( , ,..., )i i n iiv f x x x

+ + ++ =  and the slopes ivδ − , ivδ +  are 

computed (as f is differentiable) by 

1 1

, ,, ,

1, , 1, ,

, ,

( ,..., ) ( ,..., )

k k

x u x uk i k ik i k i

n n
i n i i n i

i k i k i
k k

f x x f x x
v u u

x x
δ δ δ

= =
− −− += =

− − − −
− − +∂ ∂= +

∂ ∂∑ ∑  (9) 

1 1

,, , ,

1, , 1, ,

, ,

( ,..., ) ( ,..., )

k k

x u x uk ik i k i k i

n n
i n i i n i

i k i k i
k k

f x x f x x
v u u

x x
δ δ δ

= =
+ +− += =

+ + + +
+ − +∂ ∂= +

∂ ∂∑ ∑  (10
) 

If, for some reasons, the partial derivatives of f at the solution points are not avail-
able we can produce an estimation of the shapes ivδ −  and ivδ + . 

The idea of DE to find min or max of  1 1{ ( ,..., ) | ( ,..., ) }n
n nf x x x x ∈ Α ⊂  is sim-

ple: Start with an initial "population" (1) ( )
1 1( ,..., ) ,..., ( ,..., ) p

n nx x x x ∈ Α  of p feasible 

points; at each iteration obtain a new set of points by recombining randomly the  
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individuals of the current population and by selecting the best generated elements to 
continue in the next generation. A typical recombination operates on a single compo-
nent {1,..., }j n∈  and has the form (see [14] and [15],[2] for constraints handling) 

( ) ( ) ( )[ ]r s t
j j j jx x x xγ′ = + − , ]0,1]γ ∈  where , , {1,2,..., }r s t p∈  are chosen randomly. The 

components of each individual of the current population are modified to jx′  by a 

given probability .q  Typical values are [0.2,0.95]γ ∈  and [0.7,1.0]q ∈ . 

 
Algorithm SPDE Algorithm MPDE 
Choose 10p n≈ , max 500g ≈ , q  and γ . Choose 10p n≈ , max 500g ≈ , q  and γ . 

select 1( ,..., )l l
nx x , , ,[ , ] ,l

k k N k Nx u u k− +∈ ∀  l=1,…,2p 

(initial population). 

select , ,
1( ,..., )l i l i

nx x , ,
, ,[ , ] ,l i

k k i k ix u u k i− +∈ ∀ ∀  

l=1,…,2p, i=0,1,…,N (initial population). 

Evaluate ( )
1( ,..., ), 1,...,2l l l

ny f x x l p= = . Let ( , ) , ,
1( ,..., ), 1,...,2 , 0,...,l i l i l i

ny f x x l p i N= = = . 

For i=N,N-1,…,0 Let ( , )min{ | 1,..., , 0,..., }l j
iv y l p j i− = = = ; 

   For g=1,2,…,gmax Let ( , )max{ | 1,..., , 0,..., }l j
iv y l p j i+ = = = ; 

      For l=1,2,…,2p 
Denote ix

−
, ix

+
 where iv− , iv+  are taken. 

         select , , {1,2,...,2 }r s t p∈ , * {1,2,..., }j n∈  For g=1,2,…,gmax 

         For j=1,2,…,n    For i=N,N-1,…,0 
            If j=j* or ran(0,1)<q       For l=1,2,…,2p 

               Then ( ) ( ) ( )' [ ]r s t
j j j jx x x xγ= + − ;          select , , {1,2,...,2 }r s t p∈ , * {1,2,..., }k n∈  

                      Ensure , ,'j i j j iu x u− +≤ ≤  (feasibility)          For k=1,2,…,n 

               Else ( )' l
j jx x= ;             If k=k* or ran(0,1)<q 

         End For                Then ( , ) ( , ) ( , )' [ ]r i s i t i
k k k kx x x xγ= + −  and 

                       ( , ) ( , ) ( , )'' [ ]p r i p s i p t i
k k k kx x x xγ+ + += + − ; 

         Evaluate 1( ' ,..., ' )ny f x x= ;                (ensure , ,' , ''k i k k k iu x x u− +≤ ≤  feasibility) 

         If l≤p and y<y(l) Then  (min)                Else ( , ) ( , )' , ''l i p l i
k k k kx x x x += = ; 

            substitute ( )
1( ,..., ) l

nx x with 1( ' ,..., ' )nx x           End For 

         If l>p and y>y(l) Then    (max)          Evaluate ' ( ')y f x=  and '' ( '')y f x= ; 

            substitute ( )
1( ,..., ) l

nx x with 1( ' ,..., ' )nx x ;          If y’<y(l,i) substitute x(l,i) with x’; (min) 

      End For          If y’’>y(p+l,i) substitute x(p+l,i) with x’’; (max) 
   End For 

         Update { , , ; 0,..., }j j j jx x v v j i
− + − + =  

   Set * ( )min{ | 1,..., }l l
iv y y l p− = = = ;       End For 

   ( *)
1, , 1( ,... ) ( ,..., ) l

i n i nx x x x
− −

= ; 
   End For 

   ** ( )max{ | 1,..., }l l
iv y y l p+ = = = ; End For 

   ( **)
1, , 1( ,... ) ( ,..., ) l

i n i nx x x x
+ +

= ; 
 

   If i<N  (prepare next level)  

      select 1( ,..., )l l
nx x , , ,[ , ] ,l

k k i k ix u u k− +∈ ∀   

      l=1,…,2p including ix
−

 and ix
+

. 
 

End  
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To take into account the particular nature of our problem, we modify the basic pro-
cedure and examine two different strategies: 

Strategy 1. start with the ( 1) cutα = −  back to the ( 0) cutα = −  so that the optimal solu-
tions at a given level can be inserted into the "starting" populations of lower levels; 
use two distinct populations and perform the recombinations such that, during genera-
tions, one of the populations specializes to find the minimum and the other to find the 
maximum. 

Strategy 2. use 2(N+1) populations to solve simultaneously all the box-constrained 
problems (EP); N+1 populations specialize for the min and the others for the max and 
the current best solution for level iα  is valid also for levels 0 1,..., .iα α −   

Let , ,[ , ],k i k iu u− +  k=1,2,…,n and : nf →  be given; we have to find iv−  and iv+  

according to (EP) for i=0,1,…,N. The slope parameters ivδ − , ivδ +  are computed by 

(9) and (10). The two strategies are implemented in algorithms SPDE and MPDE,  
respectively. Function (0,1)ran  generates a random uniform number.  

5   Computational Results 

The two algorithms SPDE and MPDE have been implemented using C++ and exe-
cuted on a set of test functions with different dimension n=2,4,8,16,32 as in the  
following table; the Rastrigin, Ackley and modified Rosenbrock functions are: 

1. Rastrigin: 2
1

1
10cos(2 ) 10 ;( ,..., )

n

n i i
i

x xf x x π
=
⎡ ⎤∑ − +⎣ ⎦=   

2. Ackley: 21 1

1 1
exp cos(2 ) ;20 20exp 0.2

n n

i in n
i i

x xf e π
= =

⎡ ⎤ ⎡ ⎤∑ − ∑⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
= + − −   

3. Modified Rosenbrock: 
1

2 2 2
1 1

1
10( ) ( 1) .( ,..., )

n

n i i i
i

x x xf x x
−

+
=
⎡ ⎤∑ − + −⎣ ⎦=   

In the computations, the input fuzzy numbers are triangular and symmetric of the 
form 2, ,i ia b

i i iu a b+=  with support given by the interval [ , ];i ia b  the applied supports are 

illustrated in the table. 
If the extension algorithm is used in combinations with the LU-fuzzy representa-

tion for differentiable membership functions (and differentiable extended functions), 
then the number 1N +  of cutsα −  (and correspondingly of min/max optimizations) 
can be sufficiently small. Experiments in [5] and [12] motivated that 10N =  is in 
general quite sufficient to obtain good approximations. The table reports the number 
of function evaluations FESPDE and FEMPDE needed to the two algorithms SPDE and 
MPDE to reach the solution of the nested min/max optimization problems corre-
sponding to the 11 cutsα −  of the uniform α − decomposition 10 ,i

iα =  i=0,1,…,10 
(N=10 subintervals). 
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Table 1. Number of function evaluations for the test problems 

# n f(x1,x2,…,xn) Supp(ui) FESPDE FEMPDE 
1 2 

2 1cos( )x xπ  [0,5]×[1,5] 15400 8800 

2 2 4 4
1 2( 0.1) ( 0.1)x x− + −   [-1,1]×[0,2]  12760 6380 

3 2 4 2 1
1 2(0.2 ( 2) ( 2) )x x −+ − + −  [0,5]×[1,5]  16280 6600 

4 2 1
2 1 1sin(2 / 2) 2cos( )xx xπ+ − + 21+  [-2,2]2  12760 6380 

5 2 2 2 2
1 2 1( ) 0.01(1 )x x x− + −  [-2,2]2 12320 5720 

6 2 2 2 1
1 2 1 2(1 )sin( ( ))x x xπ− + +   

[-1,1]×[-2,2]  11000 5500 

7 2 2 2
1 2 1 220cos( )x x x x+ − −   [-4,4]2 16720 7040 

8 2 
1 2 2

2 2
1 2

cos sin cos(2 ( )) ( )
0.1( )

x x x
x x

+ +
− +

 
[-4,4]2 13200 8140 

9 2 2 21 1
1 2 1 220 4

( ) cos(2 ) cos(220 20 x x x xe e e π π− + ++ − −
 

[-1,3]2 16280 6380 

10 2 2 2 2
2 1 1100( ) ( 1)x x x− + −   [-0.2,0.2]2  11440 6600 

11 4 Rastrigin, n=4  [0,3]4 40040 32560 
12 4 Ackley, n=4 [-1,3]4 27720 16280 
13 4 Mod. Rosenbrock, n=4 [-0.2,0.2]4  19360 18920 
14 8 Rastrigin, n=8  [0,3]8 72160 47520 
15 8 Ackley, n=8 [-1,3]8 51392 25344 
16 8 Mod. Rosenbrock, n=8  [-0.2,0.2]8 20416 19712 
17 16 Rastrigin, n=16 [0,3]16 292160 186560 
18 16 Ackley, n=16  [-1,3]16 255552 98560 
19 16 Mod. Rosenbrock, n=16  [-0.2,0.2]16 59136 63360 
20 32 Rastrigin, n=32 [0,3]32 1122176 560384 
21 32 Ackley, n=32 [-1,3]32 283008 252032 
22 32 Mod. Rosenbrock, n=32  [-0.2,0.2]32 250624 243584 

The figure below represents the logarithm of the number of function evaluations vs 
the logarithm of the number n of arguments. It appears an almost linear relationship 
ln( ) ln( )SPDEFE a b n= +  and ln( ) ln( ) :MPDEFE c d n= +  the estimated coefficients are 

8.615, 1.20a b= =  and 7.869, 1.34.c d= =  If follows that the computational complexity of 
the proposed algorithms (on average for the 22 test problems) grows less than quad-
ratically with the dimension n (SPDE is less efficient but grows slowly than MPDE). 
This is an interesting result, as all the existing methods for the fuzzy extension of 
functions are essentially exponential in n. Extended results and complete descriptions 
of the algorithms are discussed in [13]. The C++ source codes are available on request 
to the author; also a MatLab implementation is available. 
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Abstract. Genetic fuzzy rule selection is an effective approach to the design of accurate and in-
terpretable fuzzy rule-based classifiers. It tries to minimize the complexity of fuzzy rule-based 
classifiers while maximizing their accuracy by selecting only a small number of fuzzy rules 
from a large number of candidate rules. One important issue in genetic fuzzy rule selection is 
the prescreening of candidate rules. If we use too many candidate rules, a large computation 
load is required to search for good rule sets. On the other hand, good rule sets will not be found 
when promising fuzzy rules are not included in the candidate rule set. It is essential for the suc-
cess of genetic fuzzy rule selection to use a tractable number of promising fuzzy rules as candi-
date rules. In this paper, we propose an idea of using Pareto-optimal and near Pareto-optimal 
fuzzy rules as candidate rules in genetic fuzzy rule selection. Pareto-optimality is defined by 
two well-known data mining criteria: support and confidence. To extract not only Pareto-
optimal but also near Pareto-optimal fuzzy rules, we modify Pareto dominance using a domi-
nance margin ε . Through computational experiments, we examine the effect of the proposed 
idea on multiobjective genetic fuzzy rule selection. 

1   Introduction 

The main advantage of fuzzy rule-based systems over other nonlinear systems such as 
neural networks is their linguistic interpretability [2], [3], [12]. Human users can un-
derstand fuzzy rule-based systems through linguistic interpretation of fuzzy rules. In 
this sense, fuzzy rule-based systems are viewed as transparent models (i.e., white-box 
models) while other nonlinear systems are usually black-box models. In addition to 
the linguistic interpretability of each fuzzy rule, various aspects are related to the in-
terpretability of fuzzy rule-based systems (e.g., the number of fuzzy rules and the 
number of antecedent conditions of each fuzzy rule). Genetic fuzzy rule selection was 
proposed in [13] for the design of accurate and interpretable fuzzy rule-based classifi-
ers by minimizing the number of fuzzy rules while maximizing their accuracy. A 
small number of fuzzy rules were selected from a large number of candidate rules to 
construct an accurate and interpretable fuzzy rule-based classifier. A standard single-
objective genetic algorithm (SOGA) was used to optimize a weighted sum fitness 
function defined by an accuracy measure and a complexity measure. Genetic fuzzy 
rule selection was generalized to two-objective rule selection in [10] where a multiob-
jective genetic algorithm (MOGA) was used to search for non-dominated fuzzy rule 
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sets (i.e., non-dominated fuzzy rule-based classifiers) with respect to the accuracy and 
complexity measures. It was further generalized to three-objective rule selection in 
[11] by introducing the total number of antecedent conditions as an additional com-
plexity measure. Currently multiobjective design of fuzzy rule-based systems is an ac-
tive research area in the field of fuzzy systems [9], [14], [19], [20]. 

In the field of data mining, MOGAs were used to search for non-dominated rules 
with respect to well-known rule evaluation criteria: support and confidence. Such an 
MOGA-based data mining approach was first proposed in [5]. Recently a similar ap-
proach was used for multiobjective genetic fuzzy data mining [15]. 

One important issue in genetic fuzzy rule selection is the prescreening of candidate 
rules. Let N be the number of candidate rules. Any subset of the N candidate rules is 
represented by a binary string of length N. Thus the size of the search space is 2N. 
When we have too many candidate rules (i.e., when N is too large), it is very difficult 
to efficiently search for good rule sets. A large computation load is required to find 
good rule sets in the search space of size 2N. On the other hand, genetic fuzzy rule se-
lection is not likely to find good rule sets when N is too small. In the application of 
genetic fuzzy rule selection to low-dimensional pattern classification problems with 
only a few attributes, we can examine all combinations of antecedent fuzzy sets to 
generate fuzzy rules. All the generated fuzzy rules can be used as candidate rules in 
genetic fuzzy rule selection. It is, however, impractical to use all the generated fuzzy 
rules as candidate rules for high-dimensional pattern classification problems with 
many attributes because the total number of possible fuzzy rules exponentially  
increases with the number of attributes. Thus we need a heuristic rule evaluation crite-
rion for the prescreening of candidate rules in genetic fuzzy rule selection in its appli-
cation to high-dimensional pattern classification problems [14]. Whereas various rule 
evaluation criteria such as confidence, support and their combinations are applicable, 
it is not easy to choose a single criterion because their effectiveness is problem-
dependent. It is not easy to appropriately specify parameter values (e.g., the minimum 
support and the minimum confidence) involved in each criterion, either. 

In this paper, we propose an idea of using Pareto-optimal and near Pareto-optimal 
rules with respect to support and confidence as candidate rules in genetic fuzzy rule 
selection. We modify Pareto dominance by introducing a dominance margin ε  in the 
same manner as [18] to extract not only Pareto-optimal rules but also near Pareto-
optimal rules. A similar modification method was also used to improve the perform-
ance of MOGAs under the name of ε-dominance [7], [16]. 

This paper is organized as follows. First we explain fuzzy rule-based classifiers in 
Section 2. Next we explain genetic fuzzy rule selection in Section 3. Then we exam-
ine the effect of using Pareto-optimal and near Pareto-optimal fuzzy rules as candi-
date rules on multiobjective genetic fuzzy rule selection in Section 4. Finally we  
conclude this paper in Section 5. 

2   Fuzzy Rule-Based Classifiers 

Let us assume that we have m training patterns xp = (xp1, xp2, ..., xpn), p = 1, 2, ..., m 

from M classes in an n-dimensional continuous pattern space [0, 1]n where xpi is the 
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attribute value of the p-th training pattern for the i-th attribute. For our pattern classi-
fication problem, we use fuzzy rules of the following form: 

Rule qR : If 1x  is 1qA  and  ...  and nx  is qnA  then Class qC  with qCF , (1) 

where Rq is the label of the q-th fuzzy rule, x = (x1, x2, ..., xn) is an n-dimensional pat-
tern vector, Aqi is an antecedent fuzzy set, Cq is a class label, and CFq is a rule weight. 
We denote Rq in (1) as “Aq ⇒  Class Cq” where Aq = (Aq1, Aq2, ..., Aqn).  

Since we usually have no a priori information about an appropriate granularity of 
the fuzzy discretization for each attribute, we simultaneously use multiple fuzzy parti-
tions with different granularities to extract candidate fuzzy rules. In computational 
experiments, we use four fuzzy partitions with triangular fuzzy sets in Fig. 1. In addi-
tion to the 14 fuzzy sets in Fig. 1, we also use the domain interval [0, 1] itself as an 
antecedent fuzzy set in order to represent a don’t care condition. 
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Fig. 1. Antecedent fuzzy sets used in computational experiments 

Since we use the 15 antecedent fuzzy sets for each of the n attributes, the total 
number of combinations of the antecedent fuzzy sets is 15n. Each combination is used 
in the antecedent part of the fuzzy rule in (1). The consequent class and the rule 
weight of each fuzzy rule can be easily specified from compatible training patterns in 
a heuristic manner [12]. This means that we can easily generate a large number of 
fuzzy rules by specifying the consequent class and the rule weight for each of the 15n 
combinations of the antecedent fuzzy sets. It is, however, very difficult for human us-
ers to manually examine such a large number of fuzzy rules. It is also very difficult 
for human users to intuitively understand long fuzzy rules with many antecedent con-
ditions. Thus we examine only short fuzzy rules of length Lmax or less (e.g.,  
Lmax = 3). This restriction on the rule length is to find fuzzy rule-based classifiers 
with high interpretability. 

Let S be a set of fuzzy rules of the form in (1). That is, S is a fuzzy rule-based clas-
sifier. When an input pattern xp is presented to S, xp is classified by a single winner 
rule that has the maximum product of the compatibility grade and the rule weight  
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(see [12] for various fuzzy reasoning methods for classification problems). In this  
paper, we use the product operator to calculate the compatibility grade. 

3   Genetic Fuzzy Rule Selection 

Genetic fuzzy rule selection is a two-step approach to the design of fuzzy rule-based 
classifiers. In the first phase, a large number of fuzzy rules are generated as candidate 
rules. A heuristic rule evaluation criterion is usually used for the prescreening of can-
didate rules [9], [11], [12], [14]. In the second phase, a genetic algorithm is used to  
select a small number of candidate rules. 

In the field of data mining [1], two rule evaluation criteria (confidence and support) 
have been often used to evaluate an association rule. Fuzzy versions of these two  
criteria can be written as follows [12]: 

∑∑
=∈

=⇒
m

p
p

h
pq q

p
qhc

1Class
)()()Class( xxA A

x
A μμ , (2) 

∑
∈

=⇒
h

pq
p

qm
hs

Class
)(

1
)Class(

x
A xA μ , (3) 

where c(.) and s(.) are the confidence and the support of a fuzzy rule, respectively.  
Association rule mining techniques extract all rules that satisfy the prespecified 

minimum confidence and support [1]. In computational experiments, we extract all 
fuzzy rules of length three or less that satisfy this condition. The extracted fuzzy rules 
are used as candidate rules in genetic fuzzy rule selection. 

Let N be the number of candidate rules. A rule set S, which is a subset of the N 
candidate rules, is represented by a binary string of length N. Our fuzzy rule selection 
problem is formulated as follows [11]: 

Maximize )(1 Sf , and minimize )(2 Sf  and )(3 Sf , (4) 

where f1(S) is the number of correctly classified training patterns by S, f2(S) is the 
number of fuzzy rules in S, and f3(S) is the total number of antecedent conditions (i.e., 
total rule length) in S. It should be noted that each fuzzy rule has a different number 
of antecedent conditions. This is because we use don’t care as a special antecedent 
fuzzy set, which is not counted in the number of antecedent conditions. 

In this section, we use a standard single-objective genetic algorithm (SOGA) to 
maximize the following weighted sum fitness function: 

)()()()( 332211 SfwSfwSfwSfitness ⋅−⋅−⋅= , (5) 

where wi is a non-negative weight for the i-th objective. We use the (μ +λ) -ES  
generation update mechanism with μ =λ  in our SOGA. 
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We applied genetic fuzzy rule selection to the glass data set (a nine-dimensional 
patterns classification problem with 214 patterns from six classes) in the UCI machine 
learning repository using the following parameter specifications: 

 Minimum confidence: 0.6, 0.7, 0.8, 0.9, 
 Minimum support: 0.01, 0.02, 0.05, 0.10, 
 Weight vector in the fitness function in (5): (10, 1, 1), 
 Population size: 200 (i.e., μ = λ = 200), 
 Crossover probability: 0.9 (uniform crossover), 
 Mutation probability: 0.05 (1 → 0) and 1/N (0 → 1), 
 Termination condition: 1000 generations. 

We examined the 4 × 4 combinations of the minimum confidence and support. For 
each combination, all the extracted fuzzy rules were used as candidate rules in the 
second phase where SOGA searched for the optimal rule set from the candidate rules. 
In our SOGA, we used biased mutation where a larger probability (i.e., 0.05) was as-
signed to the mutation from 1 to 0 than that from 0 to 1 for efficiently decreasing the 
number of fuzzy rules in each rule set. We removed unnecessary fuzzy rules from 
each string after mutation. That is, we removed all fuzzy rules that were chosen as 
winner rules for no training patterns. We performed five independent runs of the two-
fold cross-validation procedure (i.e., CV25× ). 

Experimental results are summarized in Fig. 2. Fig. 2 (a) shows the number of ex-
tracted candidate rules. Their classification rates on training and test patterns are 
shown in Fig. 2 (c) and Fig. 2 (e), respectively. On the other hand, experimental re-
sults after genetic rule selection are shown in the right plots of Fig. 2. Only a small 
number of fuzzy rules were selected in Fig. 2 (b) from thousands of candidate rules in 
Fig. 2 (a). Training data accuracy was improved in many cases in Fig. 2 (d) by genetic 
rule selection from Fig. 2 (c). Test data accuracy was also improved in many cases in 
Fig. 2 (f) from Fig. 2 (e). 

From Fig. 2 (c) and Fig. 2 (e), we can see that the accuracy of candidate rules 
strongly depended on the specification of the minimum confidence and support (see 
[4] for the learning of these parameter values). When both the minimum confidence 
and support were small, a larger number of candidate rules were extracted. For exam-
ple, about 15000 candidate rules were generated in Fig. 2 (a) in the case of the mini-
mum confidence 0.6 and the minimum support 0.01. Among those 15000 candidate 
rules, only 13 fuzzy rules were selected in Fig. 2 (b) on average. The average classifi-
cation rates were improved by genetic fuzzy rule selection for both training and test 
data in Fig. 2. These observations demonstrate the effectiveness of genetic fuzzy rule 
selection. One difficulty of genetic fuzzy rule selection with a large number of candi-
date rules is its large computation load. Actually, our SOGA spent about one hour  
using a PC with Xeon 3.6 GHz CPU in the case of the minimum confidence 0.6 and 
the minimum support 0.01. The computation load can be significantly decreased by 
decreasing the number of candidate rules (i.e., by increasing the minimum confidence 
and support). High classification rates, however, were not obtained when the number 
of candidate rules was small in Fig. 2. In the next section, we discuss how we can  
decrease the number of candidate rules without severely degrading the accuracy of  
selected rules. 
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                     (a) Number of candidate rules                   (b) Number of selected rules 
 

0.01
0.02

0.05
0.10

0.6

0.7

0.8

0.90.0

20.0

40.0

60.0

80.0

100.0

0.02
0.05

0.10

Support

0.01

Conf
iden

ce

0.6
0.7

0.8
0.90

40
60

20

80

C
la

ss
if

ic
at

io
n 

ra
te

 (
%

)

100

               

0.01
0.02

0.05
0.10

0.6

0.7

0.8

0.90.0

20.0

40.0

60.0

80.0

100.0

0

40
60

0.02
0.05

0.10

Support

0.01

Confid
en

ce

0.6
0.7

0.8
0.9

20

80

C
la

ss
if

ic
at

io
n 

ra
te

 (
%

)

100

 

   (c) Training data accuracy of candidate rules     (d) Training data accuracy of selected rules 
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       (e) Test data accuracy of candidate rules         (f) Test data accuracy of selected rules 

Fig. 2. Experimental results using SOGA for the glass data 

4   Use of Pareto-Optimal and Near Pareto-Optimal Rules 

As shown in Fig. 2, good rule sets are not likely to be obtained by genetic fuzzy rule 
selection when the number of candidate rules is too small. On the other hand, we need 
a long CPU time when the number of candidate rules is large. In our former study [9], 
we examined the use of Pareto-optimal fuzzy rules with respect to confidence and 
support as candidate rules. In this section, we examine the use of not only Pareto-
optimal but also near Pareto-optimal fuzzy rules.  
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Using a dominance margin ε, we modify Pareto dominance as in [18]: A fuzzy rule 
Ri is said to be ε -dominated by another fuzzy rule Rj when both the following two 
inequalities hold,  

)()( ji RcRc ≤+ ε , )()( ji RsRs ≤+ ε , (6) 

and at least one of the following two inequalities holds: 

)()( ji RcRc <+ ε , )()( ji RsRs <+ ε . (7) 

When a fuzzy rule Ri is not dominated by any other fuzzy rules in the sense of the  
ε -dominance in (6) and (7), we call Ri an ε -non-dominated rule. It should be noted 
that the ε -dominance with ε = 0 is the same as Pareto dominance. 

We examined the effect of using ε -non-dominated rules as candidate rules in mul-
tiobjective genetic fuzzy rule selection by computational experiments on five data sets 
from the UCI machine learning repository. The two-fold cross-validation procedure 
was iterated five times for each data set. First we extracted fuzzy rules using the 
minimum confidence 0.6 and the minimum support 0.01 (0.04 for the wine data set). 
Among the extracted fuzzy rules, only ε -non-dominated rules were used as candidate 
rules. Then we applied NSGA-II [6], [8] to search for non-dominated rule sets from 
the candidate rules. Finally the accuracy of each of the obtained non-dominated rule 
sets was calculated for training and test data. 

In Table 1, we show the average number of candidate rules for each value of ε . In 
the case of ε = 0, the number of candidate rules (i.e., Pareto-optimal rules) was very 
small. On the other hand, it is large when ε = ∞ . In this case, all the extracted fuzzy 
rules were used as candidate rules. By decreasing the value of ε , we can decrease the 
number of candidate rules as shown in Table 1.  

Table 1. Average number of generated candidate fuzzy rules 

Data set ε  = 0 ε  = 0.01 ε  = 0.02 ε  = 0.05 ε  = 0.1 ε  = ∞  
Breast W 74 28323 35093 46941 57931 78650 
Glass 163 4496 6571 11324 14850 15140 
Heart C 349 9407 11835 17154 30928 102560 
Iris 21 1995 2161 2555 3264 4725 
Wine 43 4728 7081 15948 37915 77805 

Table 2. Average CPU time of a single run of NSGA-II (minutes) 

Data set ε  = 0 ε  = 0.01 ε  = 0.02 ε  = 0.05 ε  = 0.1 ε  = ∞  
Breast W 4.9 167.9 185.8 270.0 338.3 453.2 
Glass 2.0 11.2 27.9 41.5 59.5 73.3 
Heart C 7.8 31.2 48.4 78.6 130.9 266.7 
Iris 0.8 4.8 9.2 10.9 10.9 15.2 
Wine 3.0 11.5 26.1 60.4 104.9 136.6 
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The average CPU time for a single run of NSGA-II is shown in Table 2. From  
Table 1 and Table 2, we can see that the computation load depends on the number of 
candidate rules. Using a small value of ε , we can decrease the CPU time. 

From the viewpoint of CPU time, the use of Pareto-optimal rules as candidate rules 
(i.e., ε  = 0 in Table 2) is a good strategy. The training data accuracy of obtained non-
dominated rule sets in this case was not necessarily good as shown in Table 3. In  
Table 3, we calculated the average value of the highest classification rates on training 
data among obtained non-dominated rule sets by each run of NSGA-II. Good rule sets 
were not obtained in the case of ε  = 0 for some data sets (e.g., Glass and Heart C). An 
interesting observation in Table 3 is that the best training data accuracy was not al-
ways obtained from a large value of ε . For example, the best training data accuracy  
 

Table 3. Average value of the best classification rates on training data (%) 

Data set ε  = 0 ε  = 0.01 ε  = 0.02 ε  = 0.05 ε  = 0.1 ε  = ∞  
Breast W 97.4 99.0 99.1 99.1 99.1 99.2 
Glass 74.8 79.2 81.7 83.5 84.1 84.0 
Heart C 71.8 80.8 79.4 79.7 77.9 78.5 
Iris 97.2 97.5 98.8 97.7 97.9 97.9 
Wine 100.0 100.0 100.0 100.0 100.0 100.0 

Table 4. Average value of the best classification rates on test data (%) 

Data set ε  = 0 ε  = 0.01 ε  = 0.02 ε  = 0.05 ε  = 0.1 ε  = ∞  
Breast W 96.8 96.7 96.4 96.5 96.8 96.5 
Glass 63.4 66.1 64.8 66.1 66.4 65.9 
Heart C 54.8 55.4 56.4 56.3 55.2 56.5 
Iris 96.6 97.0 97.0 96.5 96.8 96.9 
Wine 93.8 92.7 93.3 90.4 94.9 94.9 
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Fig. 3. Candidate rules and selected rules for Class 1 of Heart C 
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was obtained from ε  = 0.01 for Heart C in Table 3. This is because NSGA-II could 
not find the optimal combination of candidate rules when the number of candidate 
rules was too large. 

In Table 4, we show the average value of the highest classification rates on test 
data. While the training data accuracy was severely degraded for some data sets by 
specifying ε as ε  = 0, the deterioration in the test data accuracy was not so severe.  

For clearly demonstrating the effect of ε , we show candidate rules and selected 
rules for Class 1 of Heart C by a single-run of NSGA-II in Fig. 3. 

5   Conclusions 

We proposed an idea of using Pareto-optimal and near Pareto-optimal rules as candi-
date rules in genetic fuzzy rule selection. Through computational experiments, we 
demonstrated that the proposed idea decreased the number of candidate rules which 
were generated based on the minimum confidence and support. As a result, the CPU 
time for rule selection was decreased. We also demonstrated that rule sets with high 
training data accuracy were not obtained for some data sets when we used only 
Pareto-optimal rules. The proposed idea improved the training data accuracy of ob-
tained rule sets by using not only Pareto-optimal but also near Pareto-optimal rules. A 
future research issue is to examine other definitions (e.g., multiplicative form) of  
ε-dominance. Different handling of multiobjective problems such as lexicographic  
ordering [17] is also a future research issue.  
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Abstract. In this paper, we first present a learning algorithm for dynamic recurrent Elman neu-
ral networks based on a dissimilation particle swarm optimization. The proposed algorithm 
computes concurrently both the evolution of network structure, weights, initial inputs of the 
context units and self-feedback coefficient of the modified Elman network. Thereafter, we in-
troduce and discuss a novel control method based on the proposed algorithm. More specifically, 
a dynamic identifier is constructed to perform speed identification and a controller is designed 
to perform speed control for Ultrasonic Motors (USM). Numerical experiments show that  
the novel identifier and controller based on the proposed algorithm can both achieve higher 
convergence precision and speed. In particular, our experiments show that the identifier can  
approximate the USM's nonlinear input-output mapping accurately. The effectiveness of the 
controller is verified using different kinds of speeds of constant and sinusoidal types. Besides, a 
preliminary examination on a randomly perturbation also shows the robust characteristics of the 
two proposed models. 

1   Introduction 

The design goal of a control system is to influence the behavior of dynamic systems 
to achieve some pre-determinate objectives. A control system is usually designed on 
the premise that an accurate knowledge of a given object and environment cannot be 
obtained in advance. It usually requires suitable methods to address the problems re-
lated to uncertain and highly complicated dynamic system identification. However, 
the majority of methods for system identification and parameters' adjustment are 
based on linear analysis. Normally, a large amount of approximations and simplifica-
tions have to be performed and, unavoidably, they have a negative impact on the de-
sired accuracy. Fortunately the characteristics of the artificial neural network (ANN) 
approach, namely non-linear transformation and support to highly parallel operation, 
provide effective techniques for system identification and control [1-3].  

An Ultrasonic Motor (USM) is a typical non-linear dynamic system. USMs have 
attracted considerable attention in many practical applications [4,5]. The simulation 
and control of an USM are crucial in the actual use of such systems. Following a  
                                                           
* Corresponding author. 
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conventional control theory approach, an accurate mathematical model should be first 
set up. But an USM has strongly nonlinear speed characteristics that vary with the 
driving conditions and its operational characteristics depend on many factors. There-
fore, performing effective identification and control in this case, is a challenging task 
using traditional methods based on mathematical models of the systems. The ANN 
approach can be applied advantageously to the specific tasks of USM’s identification 
and control since it is capable to tackle nonlinear behaviors and it does not require any 
system’s a prior knowledge. In the following sections, an Elman network is employed 
to identify and control an USM, and a novel learning algorithm based on a modified 
particle swarm optimization is proposed for training the Elman network. 

2   Modified Elman Network 

Figure 1 depicts the modified Elman neural network (ENN) which was proposed by 
Pham and Liu [6]. It is a type of recurrent neural network with three layers of neu-
rons. In addition to the input nodes, the hidden nodes and the output nodes, there are 
also context nodes in this model. The context nodes are used only to memorize previ-
ous activations of the hidden nodes. The feedforward connections are modifiable, 
whereas the recurrent connections are fixed. The modified Elman network differs 
from the original Elman network by having self-feedback links with fixed coefficient 
α  in the context nodes. Thus the output of the context nodes can be described by 

),,2,1(     )1()1()( nlkxkxkx lClCl L=−+−= α .                               (1) 

where )(kxCl  and )(kxl  are, respectively, the outputs of the lth context unit and the lth 

hidden unit and α  ( 10 <≤ α ) is a self-feedback coefficient. Assume that there are r  

nodes in the input layer, n  nodes in the hidden and context layers, respectively, and m 
nodes in the output layer. Then the input u  is an r dimensional vector, the output x  of 

the hidden layer and the output Cx  of the context nodes are n  dimensional vectors, the 

output y of the output layer is m  dimensional vector, and the weights 1IW , 2IW and 
3IW  are nn × , rn ×  and nm × dimensional matrices, respectively.  
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Fig. 1. Architecture of the modified Elman network 
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The mathematical model of the modified Elman neural network is 

               ))1()(()( 21 −+= kuWkxWfkx I
C

I ,                                       (2) 

　)1()1()( −+−= kxkxkx CC α ,                                            (3) 

  ))(()( 3 kxWgky I= ,                                                   (4) 

where )(xf  is often taken as the sigmoidal function, and )(xg  is often taken as a lin-

ear function. Let the kth desired output of the system be )(kyd . Define the error as 

 ))()(())()((
2

1
)( kykykykykE d

T
d −−= .                                   (5) 

Differentiating E with respect to 3IW , 2IW  and 1IW  respectively, according to the 
gradient descent method, we obtain the following equations 
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which form the learning algorithm for the modified Elman neural network, where 1η , 

2η  and 3η  are learning steps of 1IW , 2IW and 3IW , respectively, and  
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Obviously, Eqs. (8) and (11) possess recurrent characteristics. 
From the above dynamic equations it can be seen that the output at an arbitrary 

time is influenced by the past input-output. If a dynamic system is identified or con-
trolled by an Elman network with an artificially imposed structure, and the gradient 
descent learning algorithm is used, this may give rise to a number of problems: 

 the initial input of the context unit is artificially provided, which in turn induces 
larger errors of system identification or control at the initial stage.  

 searches are easy to get locked into local minima. 
 the self-feedback coefficient α  is determined artificially or experimentally by a 

lengthy trial-and-error process, which induces a lower learning efficiency.  
 if the network structure and weights are not trained concurrently, we have first to 

determine the number of the nodes of the hidden layer, which induces the net-
work structure and weights may not obey the Kosmogorov theorem and therefore 
a good performance of dynamic approximation can not be guaranteed. 

In order to face the above critical points, we propose a learning algorithm for  
the ENN based on a dissimilation particle swarm algorithm (DPSO) to enhance the 
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identification capabilities and control performances of the models. Furthermore, a 
novel identifier and a controller are designed to identify and control USMs. 

3   Dissimilation Particle Swarm Optimization (DPSO) 

Particle swarm optimization (PSO), originally developed by Kennedy and Elberhart 
[7]. It is an evolutionary computation technique based on swarm intelligence. A 
swarm consists of individuals, called “particles”, which change their positions over 
time. In a PSO system, particles fly around in a multi-dimensional search space. 
During its flight each particle adjusts its position according to its own experience 
and the experience of its neighboring particles, making use of the best position en-
countered by itself and its neighbors. The performance of each particle is measured 
according to a pre-defined fitness function. The mathematical abstract of PSO is as 
follows. 

Let the i th particle in a D -dimensional space be represented as 
),,,,( 1 iDidii xxxX KK= . The best previous position of the i th particle is recorded 

and represented as ),,,,( 1 iDidii pppP KK= , which is also called pbest . The index 
of the best pbest  among all the particles is represented by the symbol g . The loca-
tion gP  is also called gbest . The velocity for the i th particle is represented as 

),,,,( 1 iDidii vvvV KK= . The concept of the particle swarm optimization consists of, 
at each time step, changing the velocity and location of each particle towards its 
pbest  and gbest  locations according to Eqs. (12) and (13), respectively: 

tkXPrctkXPrckwVkV igiiii Δ−+Δ−+=+ ))(())(()()1( 2211            (12) 

tkVkXkX iii Δ++=+ )1()()1(                                   (13) 

where w  is the inertia coefficient which is a constant in interval [0, 1]; 1c and 2c are 

learning rates which are nonnegative constants; 1r  and 2r  are generated randomly in 

the interval [0, 1]; tΔ  is the time interval, and commonly be set as unit; 
],[ maxmax vvvid −∈ , and maxv  is a designated maximum velocity. 

The method described above can be considered as the standard particle swarm op-
timization, in which as time goes on, some particles become quickly inactive because 
they are similar to the gbest  and loose their velocities. In the subsequent generations, 
they will have less contribution to the search task for their very low global and local 
search activity. In turn, this will induce the emergence of a state of premature conver-
gence, defined technically as prematurity. To improve on this specific issue, we intro-
duce an adaptive mechanism to enhance the performance of PSO: our modified  
algorithm is called dissimilation particle swarm optimization (DPSO). 

In our proposed algorithm, first the prematurity state of the algorithm is judged 
against the following conditions after each given generation. Let’s define 
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Where if  is the fitness value of the i th particle, f is the average fitness of all the 

particles, and 2
fσ  is the variance, which reflects the convergence degree of the popu-

lation. Moreover, we define the following indicator, 2τ : 
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Obviously, ,10 2 <<τ if 02 ≠fσ . If 2τ  is less than a small given threshold and the 
theoretical global optimum or the expectation optimum has not been found, the algo-
rithm is considered to get into a premature convergence state.  

In the case, we identify those inactive particles by use of the inequality 
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Where gf  is the fitness of the best particle gbest  and θ  is a small given threshold 
decided by the user. The parameter θ  is usually taken as 10)( ffg −  approximately. 

In this paper, 2τ  and θ  are taken as 0.005 and 0.01 respectively.  
Finally the inactive particles are chosen to mutate by using a Gauss random  

disturbance on them according to formula (17).  

),,1( Djpp ijijij L=+= β                                     (17) 

Where ijp  is the j th component of the i th inactive particle; ijβ  is a random  

variable and follow a Gaussian distribution with zero mean and constant variance 1. 

4   DPSO-Based Learning Algorithm of Elman Network 

Let’s denote the location vector of a particle as X , and its ordered components as 
self-feedback coefficients, initial inputs of the context unit and all the weights. In the 
proposed algorithm, a “particle” consists of two parts: 

 the first part is named  “head”, and comprises the self-feedback coefficients;  
 the second part is named “body”, and includes the initial inputs of the context 

unit and all the weights.  

head body

0~
CX 1~ IW 2~ IW 3~ IWα

 

Fig. 2. Architecture of the modified Elman network 

As far as the network shown in Figure 1 is concerned, the corresponding “particle” 
structure can be illustrated in Figure 2. There ),,(

~ 0
,

0
1,

0
nCCC xxX L=  is a permutation of 

the initial inputs of the context unit, 1~ IW , 2~ IW and 3~ IW  are the respective permuta-
tions of the expansion of weight matrices 1IW , 2IW  and 3IW  by rows. Therefore, the 
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number of the elements in the body is mnnrnnn ⋅+⋅+⋅+ . While coding the parame-
ters, we define a lower and an upper bound for each parameter being optimized. 

In the DPBEA searching process, two additional operations are introduced: namely, 
the “structure developing” operation and the “structure degenerating” operation. They 
realize the evolution of the network structure. Adding or deleting neurons in the hid-
den layer is judged against the developing probability ap and the degenerating prob-
ability dp , respectively. If a neuron is added, the weights related to the neuron are 
added synchronously: such values are randomly set according to their initial range. If 
the degenerating probability dp  passes the Bernoulli trials, a neuron of the hidden 
layer is randomly deleted, and the weights related to the neuron are set to zero  
synchronously. In order to maintain the dimensionality of the particle, the maximal 
number of the neurons in the hidden layer is given, and taken as 10 in this paper. The 
evolution of the self-feedback coefficient α  in the part of the head lies on the prob-
ability ep . The probabilities ap , dp and ep are given by the following equation 

γ⋅−=== gN
eda eppp

1
                                                  (18) 

Where gN  represents the number of generations that the maximum fitness has not 
been changed, and is taken as 50; γ  is an adjustment coefficient, which is taken  
as 0.03 in this paper.  

The elements in the body part are updated according to Eqs. (12) and (13) in each 
iteration, while the element α  is updated (always using Eqs. (12) and (13)) only if 

ep  passes the Bernoulli trials. 

5   USM Speed Identification Using DPSO-Based Elman Network 

In this section, we present and discuss a dynamic identifier to perform the identifica-
tion of non-linear systems. We named the novel dynamic identifier as DPSO-based 
ENN Identifier (DPBEI). Numerical simulations have been performed using the 
model of DPBEI for the speed identification of a longitudinal oscillation USM [8] 
shown in Figure 3. Some parameters on the USM model in our experiments are taken 
as follows: driving frequency kHZ8.27 , amplitude of driving voltage V300 , allowed 
output moment cmkg ⋅5.2 , rotation speed sm /8.3 . The parameters on the DPSO are 
taken as: population scale 80, learning rates 9.11 =c  and 8.12 =c .The Block diagram 
of the identification model of the motor is shown in Figure 4. 

In the simulated experiments, the Elman neural network is trained on line by the 
DPSO algorithm. The fitness of a particle is evaluated by the reciprocal of the mean 
square error, namely 
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where )(kf j  is the fitness value of the particle j  at time k , p  is the width of the 

identification window, )(iyd  is the expected output at time i , and )(iy j  is the actual 



 A Dissimilation Particle Swarm Optimization-Based Elman Network 403 

output. The iterations continue until a termination criterion is met, where a suffi-
ciently good fitness value or a predefined maximum number of generations is 
achieved in the allowed time interval. Upon the identification of a sampling step, the 
particles produced in the last iteration are stored as an initial population for the next 
sampling step: only 20% of them are randomly initialized. In fact, these stored parti-
cles are good candidate guesses for the solution for the next step, especially if the sys-
tem is close to the desired steady-state. In our numerical experiments, the use of the 
described techniques has significantly reduced the number of generations needed to 
calculate an acceptable solution. 

Rotor

~

Piezoelectric vibrator Direction of the rotation

Vibratory piece        

USM

ENN

)(ku )(kyd

)(ke

)(ky

+
-

DPSO

DPBEI

 

   Fig. 3. Schematic diagram of the motor          Fig. 4. Block diagram of identification model 

In order to show the effectiveness and accuracy of the identification by the pro-
posed method, a durative external moment of mN ⋅1  is applied in the time window 
[0.4, 0.7s] to simulate an external disturbance. The curve of the actual speed is shown 
as curve a in Figure 5, and curve b is a zoom of curve a at the stabilization stage. Fig-
ures 6 to 10 show the respective identification results. The proposed DPBEI model is 
compared with the original Elman model using the gradient descent-based algorithm. 

Figure 6 shows the speed identification curves for the initial stage, with the 
exclusion of the first 10 sampling data. Figures 7 and 8 respectively show the speed 
identification curves and error curves for the disturbance stage. Figures 9 and 10 
respectively show the speed identification curves and error curves for the stabilization 
stage. These results demonstrate the full power and potential of the proposed method. 
If we compare the identification errors obtained with the two methods, we see that in 
the gradient descent-based learning algorithm they are only less than 0.005, while in 
the proposed method they are about an order of magnitude smaller, i.e. less than 
0.0008. In other words, the identification error of the DPBEI is about 16% that of the 
Elman model trained by the gradient descent algorithm.  

Our simulated experiments of the identification algorithms have been carried out on 
a PC with Pentium IV 2.8 GHz processor and 512MB memory. There were 21000 
sampling data and the whole identification time has been about 6.2 seconds. The av-
erage CPU-time for the identification of a sampling data has been about 0.3 msec. 
The proposed on-line identification model and strategy can be successfully used to 
identify highly non-linear systems. 
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        Fig. 5. Actual Speed curve of the USM    Fig. 6. Speed identification curves at initial stage 
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 Fig. 7. Identification curves at disturbance stage         Fig. 8. Error curves at disturbance stage 
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Fig. 9. Identification curves at stabiliztion stage        Fig. 10. Error curves at stabiliztion stage 

6   USM Speed Control Using the DPSO-Based Elman Network 

In this section, we present and discuss a novel on-line controller specially designed to 
control the USM using the DPSO-based Elman network, which we name DPSO-based 
ENN Controller (DPBEC). The optimized control strategy is illustrated in Figure 11. 
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In the developed DPBEC, the Elman network is trained on line by the DPSO algo-
rithm, and the driving frequency is taken as the control variable. The fitness of a par-
ticle is evaluated computing the deviation of the control result over the expected result 
from a desired trajectory.  
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 Fig. 11. Block diagram of the control system     Fig. 12. Comparison of speed control curves 

Figure 12 shows the USM speed control curves using three different control strate-
gies when the control speed is taken as sm /6.3 . The dotted line a represents the 
speed control curve based on the method presented by Senjyu et al.[9], the solid line b 
represents the control curve using the method presented by Shi et al.[10] and the solid 
line c represents the control curve using the proposed method. Simulation results 
show that the stable speed control curves obtained by the three methods possess dif-
ferent fluctuation behaviors. From Figure 12 it can be seen that the amplitude of the 
speed fluctuation using the proposed method is significantly smaller at the steady 
state than the other methods. The fluctuation degree is defined as 

 %100/)( minmax ×−= aveVVVζ                                          (20) 

where minmax ,VV  and aveV  represent the maximum, minimum and average values of 

the speeds. As reported in Figure 12, the maximum fluctuation values when using the 
methods proposed by Senjyu and Shi are 5.7% and 1.9% respectively, whereas they 
are reduced significantly to 0.1% when using the method proposed in this paper.  

The speed control curves of the referenced values varying with time are also exam-
ined to further verify the control effectiveness of the novel method. Figure 13 shows 
the speed control curves, where the reference speed follows a sinusoidal behavior.  

For the sake of verifying preliminarily the robustness of the proposed control sys-
tem, we examine the response of the system when an instantaneous perturbation is 
added into the control system. Figure 14 shows the speed control curve when the driv-
ing frequency is subject to an instantaneous perturbation (5% of the driving frequency 
value) at time = 6 seconds. From the figure it can be seen that the control model pos-
sesses a rapid adaptive behavior against the randomly instantaneous perturbation on 
the frequency of the driving voltage. 
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Fig. 13. Control curves with varied speeds      Fig. 14. Speed control for instantaneous 

disturbance 

7   Conclusions 

The proposed learning algorithm for Elman neural networks based on the modified 
PSO overcomes some known shortcoming of ordinary gradient descent methods, 
namely (1) their sensitivity to the selection of initial values and (2) their propensity to 
lock into a local extreme point. Moreover, training dynamic neural networks by DPSO 
does not need to calculate the dynamic derivatives of weights, which reduces signifi-
cantly the calculation complexity of the algorithm. Besides, the speed of convergence 
is not dependent on the dimension of the identified and controlled system, but is only 
dependent on the model of neural networks and the adopted learning algorithm. In this 
paper, we have described, analyzed and discussed an identifier DPBEI and a controller 
DPBEC designed to identify and control ultrasonic motor on line. When the system is 
disturbed by an external noise, it can learn on line and adapt in real-time to the nonlin-
earity and uncertainty. Our numerical experiments show that the designed identifier 
and controller can achieve both higher convergence precision and speed. Besides, the 
preliminary examination on a random perturbation also shows the robust characteris-
tics of the two models. The methods described in this paper can provide effective ap-
proaches for non-linear dynamic systems identification and control. 
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Abstract. In this paper we apply a new evolutive approach for solving the Set Covering Prob-
lem. This problem is a reasonably well known NP-complete optimization problem with many 
real world applications. We use a Cultural Evolutionary Architecture to maintain knowledge of 
Diversity and Fitness learned over each generation during the search process. Our results indi-
cate that the approach is able to produce competitive results in compare with other approxima-
tion algorithms solving a portfolio of test problems taken from the ORLIB.  

Keywords: Set Covering Problem, Cultural Algorithms, Genetic and Evolutionary  
Computation. 

1   Introduction 

Set partitioning problem (SPP) and set covering problem (SCP) are two types of prob-
lems that can model several real life situations [6, 3]. In this work, we solve some 
benchmarks of SCP with a new evolutive approach: cultural algorithms [12, 13, 14]. 

Cultural algorithms are a technique that incorporates knowledge obtained during 
the evolutionary process trying to make the search process more efficient. Cultural al-
gorithms have been successfully applied to several types of optimization problems  
[4, 9]. However, nobody had proposed a cultural algorithm for SCP. 

This paper is organized as follows: In Section 2, we formally describe SCP using 
mathematical programming models. In section 3 we present the cultural evolutionary 
architecture. In sections 4 y 5 we show the population space and the belief space con-
sidered to solve SCP with cultural algorithms maintaining diversity and fitness 
knowledge. In Section 6, we present experimental results obtained when applying the 
algorithm for solving some standard benchmarks taken from the ORLIB [1]. Finally, 
in Section 7 we conclude the paper and give some perspectives for future research. 

2   Problem Description 

SPP is the NP-complete problem of partitioning a given set into mutually independent 
subsets while minimizing a cost function defined as the sum of the costs associated to 
each of the eligible subsets [3]. In the SPP linear programming formulation we are 



 A Cultural Algorithm for Solving the Set Covering Problem 409 

 

given a m rows and n columns incidence matrix ( )ijaA =  in which all the matrix 

elements are either zero or one. Additionally, each column is given a non-negative 

real cost jc . We say that a column j  can cover a row i  if 1=ija .  Let J denotes the 

set of the columns and jx  a binary variable which is one if column j  is chosen and 

zero otherwise. The SPP can be defined formally as follows: 

∑
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These constraints enforce that each row is covered by exactly one column. The SPP 
has been studied extensively over the years because of its many real world applica-
tions. The SCP is a SPP relaxation (replacing the equation 2.2 by 2.4). The goal in the 
SCP is to choose a subset of the columns of minimal weight which covers every  
row. The SCP can be defined formally using constraints to enforce that each row is 
covered by at least one column as follows: 
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1
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n

j
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=

 (2.4) 

3   Cultural Algorithm 

The cultural algorithms were developed by Robert G. Reynolds [12–14] as a comple-
ment to the metaphor used by evolutionary algorithms that are mainly focused on 
natural selection and genetic concepts. The cultural algorithms are based on some 
theories which try to model cultural as an inheritance process operating at two levels: 
a micro-evolutionary level, which consists of the genetic material that an offspring in-
herits from its parent, and a macro-evolutionary level, which is the knowledge ac-
quired by the individuals through generations. This knowledge, once encoded and 
stored, it serves to guide the behavior of the individuals that belong to a population. 

Considering that evolution can be seen like an optimization process, Reynolds  
developed a computational model of cultural evolution that can have applications in 
optimization [4, 9]. He considered the phenomenon of double inheritance with the 
purpose of increase the learning or convergence rates of an evolutionary algorithm. In 
this model each one of the levels is represented by a space. The micro-evolutionary 
level is represented by the population space and the macro-evolutionary level by the 
belief space. 
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The population space can be adopted by anyone of the paradigms of evolutionary 
computation, such as the genetic algorithms, the evolutionary strategies or the evolu-
tionary programming. In all of them there is a set of individuals where each one has a 
set of independent characteristics with which it is possible to determine its fitness. 
Through time, such individuals could be replaced by some of their descendants, ob-
tained from a set of operators (crossover and mutation, for example) applied to the 
population. 

The belief space is the “store of the knowledge” acquired by the individuals along 
the generations. The information in this space must be available for the population of 
individuals. There is a protocol of communication established to dictate rules about 
the type of information that it is necessary to interchange between the spaces. This 
protocol defines two functions: acceptance, this function extracts the information (or 
experience) from the individuals of a generation putting it into the belief space; and 
Influence, this function is in charge “to influence” in the selection and the variation 
operators of the individuals (as the crossover and mutation in the case of the genetic 
algorithms). This means that this function exerts a type of pressure according to  
the information stored in the belief space. Such interactions can be appreciated in  
Figure 1 [13, 8]. 

 

Fig. 1. Spaces of a Cultural Algorithm 

3.1   Types of Knowledge 

In the belief space of a cultural evolution model there are different types of knowl-
edge: Situational, Normative, Topographic, Historical or Temporal, and Domain 
Knowledge. According to Reynolds and Peng [14, 11] these types conform a com-
plete set, that is any other type of knowledge can be generated by means of a combi-
nation of two or more of the previous types of knowledge.  

The pseudo-code of a cultural algorithm is shown in Figure 2 [8]. Most of the steps 
of a cultural algorithm correspond with the steps of a traditional evolutionary algo-
rithm. It can be clearly seen that the main difference lies in the fact that cultural algo-
rithm use a belief space. In the main loop of the algorithm, we have the update of the 
belief space, at this point the belief space incorporates the individual experiences of a 
select group of members with the acceptance function, which is applied to the entire 
population. 
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1 Generate the initial population (Population Space) 
2 Initialize the Belief Space 
3 Evaluate the initial population 
4 Repeat 
5  Update the Belief Space (Acceptance function) 
6  Apply the variation operators (considering Influence function) 
7  Evaluate each child 
8  Perform selection 
9 Until the end condition is not satisfied 

Fig. 2. Pseudo-code of a Cultural Algorithm 

4   Population Space 

In the design and development of our cultural algorithm solving SCP we considered 
in the population space a genetic algorithm with binary representation. An individual, 
solution or chromosome is an n-bit string, where a value 1 in the bit indicates that the 
column is considered in the solution and zero in another case (value in j-bit corre-

sponds to value of jx  in the linear programming model). The initial population was 

generated with n selected individuals randomly with a repair process in order to as-
sure the feasibility of the individuals. For the selection of parents we used binary 
tournament and the method of the roulette. For the process of variation we used the 
operator of basic crossover and the fusion operator proposed by Beasley and Chu [2], 
for mutation we used interchange and multibit. For the treatment of unfeasible indi-
viduals we applied the repairing heuristic proposed by Beasley and Chu too. In the re-
placement of individuals we use the strategy steady state and the heuristic proposed 
by Lozano et al. [10], which is based on the level of diversity contribution of the new 
offspring. The genetic diversity was calculated by the Hamming distance, which is 
defined as the number of bit differences between two solutions. The fitness function is 
determined for: 

∑
=

=
n

j
ijji scf

1

 (4.1) 

Where S  is the set of columns in the solutions, ijs  is the value of bit (or column) j  

in the string corresponding to individual i  and jc  is the cost of the bit. 

The main idea is try to replace a solution with worse fitness and with lower contri-
bution of diversity than the one provided by the offspring. In this way, we are work-
ing with two underlying objectives simultaneously: to optimize the fitness and to 
promote useful diversity. 

5   Belief Space 

In a cultural algorithm, the shared belief space is the foundation supporting the effi-
ciency of the search process. In order to find better solutions and improve the conver-
gence speed we incorporated information about the diversity in the belief space. We 
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stored in the belief space the individual with better fitness of the current generation 
and the individual who delivers major diversity to the population, which will be con-
sidered leaders in the space of beliefs. With this type of knowledge situational, each 
of the new individuals generated try to follow a leader stored in the space of beliefs. 

5.1   Initialize the Belief Space 

A situational-fitness knowledge procedure selects from the initial population the indi-
vidual with better fitness, which will be a leader in the situational-fitness space of be-
liefs. A situational-diverse knowledge procedure selects from the initial population 
the most diverse individual of the population, which will be a leader in the situational-
diverse space of beliefs. 

5.2   Apply the Variation Operators 

In this work, we implemented the influence of situational-fitness knowledge in the 
operator of crossover. The influence initially appears at the moment of the parental 
selection, the first father will be chosen with the method of binary tournament and the 
second father will be the individual with better fitness stored in the space of beliefs. In 
relation with the influence of situational-diverse knowledge in the operator of cross-
over, this procedure works recombining the individual with better fitness of every 
generation with the most diverse stored in the space of beliefs, with this option we 
expect to deliver diversity to the population. 

5.3   Update the Belief Space 

The updating the situational belief space procedure implies that the situational space 
of beliefs will be updated in all generations of the evolutionary process. The update  
of the situational space of beliefs consists in the replacement of the individuals by  
current generation individuals if they are better considering fitness and diversity. 

6   Experiments and Results 

The following tables present the results (cost obtained) when applying different op-
erators in our algorithm for solving SCP benchmarks from ORLIB [1]. The first two 
columns present the problem code and the best known solution for each instance. The 
next column shows the cost from a Genetic Algorithm using the basic proposal de-
scribed in 4 not considering diversity. The next column presents the best cost obtained 
when applying our Cultural Algorithm. The following columns show the results ap-
plying Ant System (AS) and Ant Colony System (ACS) taken from [5] and Round, 
Dual-LP, Primal-Dual, Greedy taken from [7]. The algorithm has been run with the 
following parameters setting: size of the population (n) =100, size of the tournament 
(t) =3, number of generations (g) =30, probability of crossing (pc) =0.6 and probabil-
ity of mutation (pm) =0.2. The algorithm was implemented using ANSI C, GCC 3.3.6, 
under Microsoft Windows XP Professional version 2002. 
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Table 1. Cost obtained with different algorithms. Genetic and Cultural Algorithms using Fu-
sion Crossover and Mutation Interchange. 

Problem Opt. GA CA AS ACS Round Dual-
LP 

Primal
-Dual 

Greedy 

SCP41 429 506 462 473 463 429 505 521 463 
SCP42 512 609 582 594 590 * * * * 
SCP48 492 560 549 524 522 * * * * 
SCP51 253 298 296 289 280 405 324 334 293 
SCP61 138 172 156 157 154 301 210 204 155 
SCP62 146 162 162 169 163 347 209 232 170 
SCP63 145 170 164 161 157 * * * * 
SCPa1 254 319 263 * * 592 331 348 288 
SCPb1 69 102 95 * * 196 115 101 75 
SCPc1 227 260 260 * * 592 331 348 288 

Table 2. Cost obtained with different algorithms. Genetic and Cultural Algorithms using  
Fusion Crossover and Mutation MultiBit. 

Problem Opt. GA CA AS ACS Round Dual-
LP 

Primal
-Dual 

Greedy 

SCP41 429 448 448 473 463 429 505 521 463 
SCP42 512 642 603 594 590 * * * * 
SCP48 492 609 548 524 522 * * * * 
SCP51 253 380 309 289 280 405 324 334 293 
SCP61 138 162 155 157 154 301 210 204 155 
SCP62 146 188 171 169 163 347 209 232 170 
SCP63 145 178 176 161 157 * * * * 
SCPa1 254 253 303 * * 592 331 348 288 
SCPb1 69 101 87 * * 196 115 101 75 
SCPc1 227 308 254 * * 592 331 348 288 

Table 3. Cost obtained with different algorithms. Genetic and Cultural Algorithms using Basic 
Cossover and Mutation MultiBit. 

Problem Opt. GA CA AS ACS Round Dual-
LP 

Primal
-Dual 

Greedy 

SCP41 429 513 460 473 463 429 505 521 463 
SCP42 512 668 635 594 590 * * * * 
SCP48 492 598 562 524 522 * * * * 
SCP51 253 349 299 289 280 405 324 334 293 
SCP61 138 164 161 157 154 301 210 204 155 
SCP62 146 181 161 169 163 347 209 232 170 
SCP63 145 198 193 161 157 * * * * 
SCPa1 254 363 269 * * 592 331 348 288 
SCPb1 69 107 95 * * 196 115 101 75 
SCPc1 227 329 260 * * 592 331 348 288 



414 B. Crawford et al. 

 

Table 4. Cost obtained with different algorithms. Genetic and Cultural Algorithms using Basic 
Crossover and Mutation Interchange. 

Problem Opt. GA CA AS ACS Round Dual-
LP 

Primal
-Dual 

Greedy 

SCP41 429 519 446 473 463 429 505 521 463 
SCP42 512 627 569 594 590 * * * * 
SCP48 492 642 636 524 522 * * * * 
SCP51 253 303 295 289 280 405 324 334 293 
SCP61 138 179 151 157 154 301 210 204 155 
SCP62 146 183 162 169 163 347 209 232 170 
SCP63 145 198 196 161 157 * * * * 
SCPa1 254 426 300 * * 592 331 348 288 
SCPb1 69 97 95 * * 196 115 101 75 
SCPc1 227 238 277 * * 592 331 348 288 

7   Conclusions 

In this paper we have introduced the first proposal to solve SCP with cultural algo-
rithms. The main idea of the cultural algorithms is to incorporate knowledge acquired 
during the search process, integrating inside of an evolutionary algorithm the so called 
belief space. The objective is to do more robust algorithms with greater rates of con-
vergence. Our computational results confirm that incorporating information about the 
diversity of solutions we can obtain good results in the majority of the experiments. 
Our main conclusion from this work is that we can improve the performance of  
genetic algorithms considering additional information in the evolutionary process. 
Genetic algorithms tends to lose diversity very quickly, in order to deal with this 
problem, we have shown that maintaining diversity in the belief space we can im-
prove the computational efficiency. Evolutionary algorithms can be seen as two phase 
process. The first phase explores for good solutions, while the second phase exploits 
the better solutions. Both phases appear to require different diversity. Then, in order 
to improve further the performance of our algorithm, we are now exploring the possi-
bilities for employing knowledge about diversity from the belief space only in the first 
generations of the population space. In this way, considering that population diversity 
and selective pressure (that gives individuals with higher fitness a higher chance of 
being selected for reproduction) are inversely related, we also plan to work on a non-
deterministic use of the two communication functions (accept and influence). The 
main idea behind this approach is an adaptive solving way that it evaluates the trade-
offs between exploration and explotation during the process. 
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Abstract. In SCM (supply chain management), planning and operation includes the mutually 
related partial problems. These problems should be dealt with integrated manner on the whole 
aspect. The core partial problems in the SCM are production planning and distribution plan-
ning. As these problems are mutually related, they should be dealt with simultaneously in an in-
tegrated manner. This study develops a genetic algorithm that can integrate the production 
planning and distribution planning in the SCM. 

Keywords: Supply chain management, Genetic algorithm, Production planning, Distribution 
planning.  

1   Introduction 

SCM (supply chain management) is a business strategy to raise the efficiency of a 
supply chain by integrating and managing the flows of materials/goods and informa-
tion ranging from raw materials to customers. The problems related to the planning 
and operation of an SCM are correlated in the parts of supply, production, distribu-
tion, and inventory in the SCM. To solve these problems, the need for a new  
approach, which can integrate and manage all those problems from an overall  
perspective, becomes greater. In other words, the approach is not to optimize the 
problems in decision making in various sectors in sequence, but to simultaneously 
optimize all problems by using an integrated model. As a typical study related to in-
tegrated management in SCM, Thomas & Griffin [9] categorized a supply chain into 
several integrated models by operation; that is, into integrated models of sup-
plier/buyer, production/distribution, and inventory/distribution, and explained each 
model in detail. However, integrated planning of all functions in supply chain is a 
tough task in reality. The reason is that those functions have different goals within 
mutually complex relationships, and conflicting relationships exist between goals 
and cost. Studies on the partial integration of those functions have recently been car-
ried out. Partial integration is conducted with production/distribution, production/ 
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inventory/distribution, supply/purchase, supply/production, and inventory/ distribu-
tion. The core problems in SCM are production and distribution planning. The prob-
lem of production planning is to decide which manufacturer will produce the ordered 
goods, and when, and how many/much to meet customer needs. The problem of dis-
tribution planning is to find a channel to deliver goods from a manufacturer to a  
distributor or a customer. These problems are mutually dependent, and therefore, 
they should be simultaneously handled in an integrated manner.  

MIP (mixed integer programming) and a simulation technique were often used for 
the integration of production/distribution planning in SCM [3, 5]. However, when the 
size of problems becomes bigger, and more constraints exist, it is impossible to obtain 
an optimal solution using a mathematical model. Accordingly, a multi-level technique 
was developed, based on a mathematical model or a heuristic technique in each stage 
of the supply chain. Meanwhile, the simulation technique can describe various real 
and detailed situations, but it is difficult to search for an optimal value; as a result, the 
simulation technique takes much time and effort to analyze results. Byrne & Bakir [1] 
studied a hybrid algorithm, which mixed a mathematical model and a simulation 
model to solve the integration problem of production and distribution planning of 
multiple products and periods. They demonstrated the usefulness of the hybrid 
method, and also showed that the solutions obtained from an analytic model could not 
be accepted in the real world. Kim & Kim [6] expanded the idea of Byrne & Bakir [1] 
for adequate production planning by using a mathematical model and a simulation 
model. Erenguc et al. [4] discussed production/distribution planning to check the  
matters to be considered for optimization of production/distribution, when supplier, a 
factory, and distribution shops are separated. They combined an analytical model and 
a simulation model to integrate all the stages in the supply chain. Some researcher  
applied GA (genetic algorithm) for integrated planning in SCM. Syarif et al. [8] pre-
sented a spanning tree-based GA to select the manufacturer, distributor, and distribu-
tion network that can meet customer’s needs with minimum cost.  

This study develops a GA that can solve the integration problem of production and 
distribution in an SCM. 

2   Integration of Production and Distribution Planning in SCM 

2.1   Definition of the Integration Problem 

In SCM of this study, raw materials are supplied from multiple suppliers to multiple 
manufacturers, and various products produced by each manufacturer are supplied to 
various distributors. Here, a distributor can be understood as a logistics warehouse de-
livering finished goods from a manufacturer to a retailer or customer. We assume that 
each manufacturer can produce various products, and can produce all the products  
ordered within each period. Suppliers are also assumed to be able to supply raw mate-
rials or parts in each period. Many distributors exist in integrated planning of the 
SCM. These distributors receive orders from many customers, and collect those or-
ders and give orders to manufacturers. In this study, demand in the concerned periods 
is assumed to be known for several periods in the near future. Each distributor can 
control inventory cost and cost of orders through adjustment of order quantity, and 
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can be supplied products with minimum transport cost and production cost, due to se-
lection of an adequate manufacturer. Manufacturers can control production prepara-
tion cost and inventory cost through adjustment of production output at each period, 
and can be supplied materials and parts at minimum prices and transport cost with a 
selection of an adequate supplier. The objective function in the integrated planning 
problem is to minimize total cost of the cost of order, inventory cost, production 
preparation cost, production cost of manufacturers, and the transport cost between 
manufacturers and distributors and between suppliers and manufacturers. 

2.2   Mathematical Model for Integrated Planning in SCM  

Indices  

i : Number of suppliers (i = 1, 2, ..., I),  j: Number of manufacturers (j = 1, 2, ..., J)  
p: Number of distributors (p = 1, 2, ..., P),  q: Number of products (q = 1, 2, ..., Q) 
t : Number of period (t = 1, 2, ..., T)  
 
Parameters 

DEpqt : Demand of product q from distributor p in period t   
COjq    : Production cost per unit of product q at manufacturer j   
SEjq     : Production preparation cost for product q at manufacturer j   
ORpq    : Cost of order for product q at distributor p   
ICjq     : Inventory cost per unit of product q at manufacturer j  
TLjpq  : Transport cost per unit of product q from manufacturer j to distributor p   
STijq  : Supply cost per unit of raw material of product q from supplier i to manufac-

turer j   
ILpq   : Inventory cost per unit of product q at distributor p   
 
Variables  

Njqt    : Production output for product q of manufacturer j in period t  
Qpqt    : Quantity of order for product q of distributor p in period t   
Mjpqt  : Quantity of supply for product q from manufacturer j to distributor p in period t  
Ijqt        : Inventory for product q of manufacturer j in period t   
Rpqt     : Inventory for product q of distributor q in period t   
Sijqt    : Quantity of supply of raw material for product q from supplier i to manufacturer 

j in period t  
Wjqt    : If product q is produced at manufacturer j in period t, 1 otherwise, 0  
Opqt     : If product q is ordered from distributor p in period t, 1 otherwise, 0   
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Formula (1) minimizes the total cost of cost of order, production cost, production 
preparation cost, inventory cost in a manufacturer and a distributor, and transport cost 
from a distributor to a manufacturer, and from a manufacturer to a distributor. In (2), 
the demand of a distributor is met by quantity of orders and inventory in the distribu-
tor. (3) demonstrates that the quantity of supply from a manufacturer to a distributor is 
the same as the quantity of orders of distributor. (4) demonstrates that the quantity of 
supply from a manufacturer to a distributor must be met by production output and in-
ventory in the manufacturer. In (5), production output of each manufacturer equals to 
the total supply quantity from suppliers. (6) and (7) are related to production prepara-
tion cost and cost of order. When a product which was not produced in the previous 
period is produced in the current period, production preparation cost is generated, and 
cost of order is generated for every order. (8) is the condition of the binary integer, 
and (9) shows non-negative condition.  

3   Design of Genetic Algorithm  

GA are the most well-known and robust methods. GA deals with coding of the  
problem using chromosomes as representative elements, instead of decision making 
valuables handled in an exact method. In the integration problem of production and 
distribution planning handled in this study with one chromosome, the chromosome 
has to represent all the components in the process of production and distribution plan-
ning, and then the pattern of production and distribution planning should be able to be  
decided. 
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3.1   Representation of a Chromosome  

The most important stage in designing a GA is to represent solution with chromo-
some. A chromosome should be able to reflect the features of a problem and represent 
them properly, and produce a more suitable solution for the objective function, 
through an evolutionary process, by a genetic operator. This study uses the chromo-
some representation suitable for the integrated planning of suppliers, manufacturers 
and distributors. When the demand information for each distributor in each period is 
collected, chromosome representation needs to be conducted to decide the period and 
manufacturer to order. In the chromosome composed of four rows in Fig. 1, the first 
row is the representation of the chromosome to decide a distributor’s order quantity. 
The second row is the representation to decide a manufacturer. The third row is to de-
cide production output of a manufacturer at each period and the fourth row is to select 
a supplier to supply a raw material.   

1 1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 0 1
1 1 2 1 2 2 1 2 2 1 2 1 1 2 1 2 2 1 1 1
1 1 0 1 0 1 1 0 0 0 1 0 0 1 0 1 0 0 1 0
1 2 1 2 2 1 1 2 1 2 2 2 1 1 2 1 2 2 1 1

Fig. 1. Representation of a chromosome 

To determine order quantity at each period with regard to each distributor, the  
binary representation is used as presented by Dellaert [2]. And in order to set the 
manufacturer to produce the ordered product, values within the number of eligible 
manufacturers need to be randomly generated. If a specific manufacturer is not able to 
produce a specific product, the GA has been designed to generate random number for 
manufacturers within the number of manufacturers in which the concerned manufac-
turer was excluded. After the manufacturers are decided, each manufacturer decides 
its production period. To decide this, binary representation is also used. Through this 
process, when the production period and output are decided for each manufacturer, 
suppliers who will supply the required raw materials should be selected. For the sup-
plier selection, the values within the number of possible suppliers are randomly gen-
erated as shown in the decision of manufacturers above. When the chromosome is 
composed, the total genes are generated as follows: ((number of distributors × number 
of products × number of period) + (number of manufacturers × number of products × 
number of period)) × 2. For example, if there are two distributors, two manufacturers, 
two suppliers, and two products ordered by each distributor, respectively, and periods 
are divided into five, the representation of the chromosome is exhibited as Fig. 1. A 
chromosome has 80 genes, and the reason for this is to simultaneously decide the pe-
riod to order, production period, and a manufacturer and a supplier. In the representa-
tion of a chromosome to decide a distributor’s period to order, 1 is represented so that 
an order can always be placed in the first period for each product. The reason  
is that no inventory was assumed in the previous period. In the decision  
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regarding production periods and outputs of a manufacturer, 1 is represented so that 
production can always be conducted in the first period for each product. When no in-
ventory was assumed in the previous period, it is to make a solution that can be  
executed.  

3.2   Analysis of a Chromosome  

The chromosome represented in Fig. 1 is interpreted as demonstrated in Fig. 2 so as to 
select the quantity of order and period to order, a manufacturer to produce and output 
quantity, and a supplier to supply raw materials. To decide the quantity of order and 
period to order, a binary representation method was used. If the value of the gene rep-
resented in each period is 1, the quantity of order equivalent to the demand quantity in 
the concerned period is ordered, and if not, the order is not ordered. For instance, the 
first gene of the chromosome has the value of 1 in Fig. 2, this means that distributor 1 
has to order for product 1 in period 1 equivalent to demand quantity. For the gene 
value of 0, it is interpreted that order is simultaneously placed in the previous period, 
whose gene value is 1. In Fig. 2, the value of the third gene in the first row is 0. This 
means that an order is not placed in period 3, but is placed in period 2 added with de-
mand quantity of period 3. Therefore, the quantity of 230 is ordered in period 2. The 
distributor holds 100 units of product 1 in period 2. Accordingly, additional inventory 
cost is generated. After the quantity of order and period to order are decided. Manu-
facturer producing the order quantity has to be decided, through the second row of the 
chromosome in Fig. 2. Manufacturers can be decided by the genes represented as the 
manufacturer’s number. For example, the first gene value is 1 in the second row. This 
means that manufacturer 1 produces ordered quantity 120 for product 1 which has 
been ordered by distributor 1. Each manufacturer’s production period and output is 
decided through the third row of the chromosome. The chromosome of the third row 
uses the same binary representation and interpretation methods which were used to 
decide the quantity of an order and period to order. For an instance, the fourth gene in 
the third row is 1. This means producing order quantity of 180 in period 4. Mean-
while, the gene value is 0 in the period 5, and this means producing order quantity of 
330 in period 4 added with quantity of 150 of period 5. In the third row, the chromo-
some representation of product 2 of manufacturer 1 is interpreted in a slightly more 
complex manner. In period 1 and 2, there was no output that manufacturer has to pro-
duce, but the representation of the chromosome is 1. In this case, output is interpreted 
as 0, when there is nothing to actually produce. However, when production is not 
conducted in the remaining periods, the output is decided by adding all the output in 
those periods. While reading the chromosome for allocation of production output, in 
the period that is represented as 1, the output needed in the period and following peri-
ods with 0 is produced. In the chromosome representation in Fig. 2, in the case that 
only period 1 and 2 are represented as 1 among five periods, it is interpreted that out-
put of 170 is produced in period 2, which is needed in the following periods. In  
period 1, it is interpreted that no production is made, because there is no required out-
put. The chromosome in the fourth row is to select a supplier. This also indicates a 
supplier’s number in the same way used to select a manufacturer above. The first  
gene 1 in the fourth row means that manufacturer 1 receives raw materials required 
for the production of the quantity of 120 from supplier 1.  
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 Distributor 1 Distributor 2 
 Product 1 Product 2 Product 1 Product 2 

Period 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
Demand Quantity 120 130 100 100 80 60 50 50 80 50 200 180 180 200 150 30 50 40 40 40 

Chromosome 1 1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 0 1 
Quantity of Order 120 230 0 180 0 110 0 50 80 50 200 560 0 0 150 80 0 80 0 40 

Chromosome 1 1 2 1 2 2 1 2 2 1 2 1 1 2 1 2 2 1 1 1 
 Manufacturer 1 Manufacturer 2 
 Product 1 Product 2 Product 1 Product 2 

Production Quan-
tity  120 230 

560 0 180 150 0 0 80 0 50
40 200 0 0 0 0 110 

80 0 50 80 0 

Chromosome 1 1 0 1 0 1 1 0 0 0 1 0 0 1 0 1 0 0 1 0 
Output 120 790 0 330 0 0 170 0 0 0 200 0 0 0 0 240 0 0 80 0 

Chromosome 1 2 1 2 2 1 1 2 1 2 2 2 1 1 2 1 2 2 1 1 

Fig. 2. Interpretation of chromosome representation 

3.3   Crossover and Mutation 

This study applied the crossover which can inherit parents’ chromosome order and  
type properly. Once parent 1 and parent 2 are selected, this crossover randomly generates 
number 1 and 2, which indicate parents, as many as the length of chromosome genes in 
order to inherit genes from one parent of the two parents. The length of the chromosome 
corresponds to the longer chromosome between the result of (number of distributors × 
number of products × number of period) and the result of (number of manufacturers × 
number of products × number of period). And then, a new chromosome is generated by 
inheriting all the genes within the column from the parent who corresponds to the random 
number. This process is conducted again by exchanging parent 1 and parent 2. Between 
two children generated in the above mentioned manner, one, which has better value of ob-
jective function, is sent to the next generation. An example of crossover is given in Fig. 3. 

Parent 1 
1 1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 0 1 
1 1 2 1 2 2 1 2 2 1 2 1 1 2 1 2 2 1 1 1 
1 1 0 1 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0 
1 2 1 2 2 1 1 2 1 2 2 2 1 1 2 1 2 2 1 1 

Random number 
2 2 1 2 2 1 1 2 1 1 2 1 2 1 1 2 1 2 2 1 

Parent 2 
1 0 1 0 0 1 1 0 1 1 1 0 1 0 1 1 1 1 0 1 
2 1 1 2 1 2 1 1 1 2 1 1 2 2 1 1 2 2 1 2 
1 0 0 0 0 1 0 0 1 1 1 0 1 0 0 1 0 0 0 1 
2 1 2 2 1 2 1 2 1 2 1 2 1 2 2 1 1 2 2 1 

Offspring 1 
1 0 0 0 0 1 0 0 1 1 1 1 1 0 1 1 0 1 0 1 
2 1 2 2 1 2 1 1 2 1 1 1 2 2 1 1 2 2 1 1 
1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 
2 1 1 2 1 1 1 2 1 2 1 2 1 1 2 1 2 2 2 1 

Fig. 3. An example of crossover 
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This study uses a mutation method in which genes of all the products in relation to 
a distributor and a manufacturer in each period are mutually exchanged with the genes 
of another distributor and manufacturer. When multi-distributors and manufacturers 
exist, genes are mutually exchanged by randomly selecting distributors and manufac-
turers. An example of mutation is given in Fig. 4. 

1 1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 0 1 
1 1 2 1 2 2 1 2 2 1 2 1 1 2 1 2 2 1 1 1 
1 1 0 1 0 1 1 0 0 0 1 0 0 1 0 1 0 0 1 0 
1 2 1 2 2 1 1 2 1 2 2 2 1 1 2 1 2 2 1 1 

 

1 1 0 0 1 1 0 1 0 1 1 1 0 1 0 1 0 1 1 1 
2 1 1 2 1 2 2 1 1 1 1 1 2 1 2 2 1 2 2 1 
1 0 0 1 0 1 0 0 1 0 1 1 0 1 0 1 1 0 0 0 
2 2 1 1 2 1 2 2 1 1 1 2 1 2 2 1 1 2 1 2 

Fig. 4. An example of mutation 

3.4   Selection Method and Objective Function  

As a selection method, a seed selection is used [7]. A seed, which corresponds to a fa-
ther, is randomly selected among excellent individual group that are within top rank 
in a population. The mother individual is randomly selected from the entire group. 
These are used as parents, and they are returned to their own group, so that they can 
be selected again. The next generation is newly formed by using a selection method 
from the current generation and by using genetic operators. The next generation is 
formed by generating new individuals that are equal to the number of individuals in 
the previous population. After that, bad individuals are replaced by good ones in  
elitism size by applying elitism.  

Integrated planning for minimum cost in SCM means an efficient operation for 
distributors, manufacturers, and suppliers. When a chromosome is represented in a 
permutation form, we read the genes in chromosome row by row from left to right in 
order to get the value of objective function. The total cost of the following is 
calculated: cost of order, inventory cost, transport cost from a manufacturer to a 
distributor according to the selection of the manufacturer, production preparation cost 
and inventory cost according to output of a manufacturer at each period, and the price 
of raw materials supplied by a supplier and transport cost from a supplier to a 
manufacturer, according to the selection of a supplier. The object is to perform an 
integrated production and distribution planning with minimum total cost.   

3.5   Revision of Chromosome Representing Method   

In the generation stage of the chromosome in the first row to decide a distributor’s or-
der quantity at each period, and the chromosome in the third row to decide production 
output at each period, it was designed to always generate 1 in period 1. The reason is 
to make a solution that can be executed because it is assumed that there is no inven-
tory in the previous period of period 1. However, in Fig. 2, the random value 1 in the 
period 1 and 2 for the product 2 of manufacturer 1 was generated, although there is no 
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quantity of order to produce in the corresponding period. In this case, the quantity of 
170 is produced in period 2, and therefore, additional inventory expense is generated 
during one period. Therefore, the expense needs to be reduced. In this study, for the 
initial period with quantity of order and production for product, the random value has 
been revised to 1 for order and production. This leads to the reduction of unnecessary 
inventory expense in a distributor and manufacturer. This revision process is under-
taken before sending the individual to the next generation, after conducting genetic 
operations for the generation of the next generation. An example of revised chromo-
some is given in Fig. 5. 

 Manufacturer 1 
 Product 1 Product 2 

Production 
Quantity  120 230 

560 0 180 150 0 0 80 0 50
40

Chromosome 1 1 0 1 0 1 1 0 0 0
Output 120 790 0 330 0 0 170 0 0 0

Chromosome 1 2 1 2 2 1 1 2 1 2 

 Manufacturer 1 
 Product 1 Product 2 

Production 
Quantity  120 230

560 0 180 150 0 0 80 0 50 
40 

Chromosome 1 1 0 1 0 1 1 1 0 0 
Output 120 790 0 330 0 0 0 170 0 0 

Chromosome 1 2 1 2 2 1 1 2 1 2  

Fig. 5. An example of revised chromosome representing method 

4   Performance Evaluation  

In this chapter, the performance of proposed GA is exhibited through a comparison 
with the optimal solution. First, experiments were conducted to decide the values of 
parameters of GA. As the values of the parameters used in this study, the size of 
population was 1000, number of generations 200, seed range for selection 300 and 
size of elitism 100, and mutation rate and cross rate is 0.1, and 0.9, respectively. To 
generate a problem for evaluation, demand quantity was generated in the unit of 10 
between 50 and 200, and the order cost of a distribution center, and inventory cost per 
period at a factory and a distribution center were set 100 and 5 respectively. Transport 
cost from a factory to a distribution center was set between 3 and 5, and transport cost 
from a supplier to a manufacturer was generated between 10 and 15 at integer value. 
Production cost at each manufacturer was generated between 35 and 40. Table 1 
compares the optimal solution obtained in the small size problem with the results ob-
tained through GA proposed in this study. To obtain the optimal solution of a mathe-
matical model, the ILOG CPLEX 10.0 package was used. The GA was developed 
based on Java 2 Standard Edition 1.5. The solutions could not be obtained using 
ILOG in the problems bigger than problem 5 in Table 1. The results are the best solu-
tions obtained in 100 repeated experiments.  

Table 1. Results of performance evaluation for proposed GA 

Problem Size Prob-
lem Distributor Product Manufacturer Supplier Period

Optimal Solu-
tion GA Optimality 

(%) 
1 2 2 2 2 5 96,630 96,630 100 
2 3 2 2 2 5 160,090 160,090 100 
3 2 2 3 2 5 96,630 96,630 100 
4 3 5 3 3 5 506,394 507,460 99.8 
5 4 5 4 4 5 603,997 605,280 99.8 
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A comparison between a case using chromosome revision and a case using the  
initial chromosome representation was made in bigger problems. Using a Pentium Ⅳ 
3.2GHz (Memory: DDR2 521MB), the experiment was repeated 100 times. These so-
lutions are exhibited in Table 2. Through the experiment result, we can verify that it 
produces better solutions in both the best solution and average solution, when a 
method of chromosome revision which can reduce inventory expenses of a distributor 
and manufacturer is used.  

Table 2. Results of performance evaluation for proposed GA in bigger problem 

Problem Size  GA GA 
(Chromosome Revision) Problem 

D P M S P Best Average Time
(sec.) Best Average Time 

(sec.) 
1 6 4 7 5 5 745,040 745,837 106 744,700 745,462 107 
2 7 5 8 4 5 1,100,900 1,102,461 127 1,100,530 1,101,532 127 
3 7 7 10 6 7 2,133,080 2,138,908 201 2,129,890 2,133,677 204 
4 8 4 7 5 5 1,024,870 1,026,139 111 1,024,810 1,025,780 112 
5 8 6 9 5 7 2,096,110 2,098,904 276 2,095,140 2,097,227 277 
6 9 5 8 4 5 1,445,330 1,447,573 173 1,445,290 1,446,542 173 
7 9 7 10 7 7 2,746,790 2,752,964 315 2,742,460 2,747,181 317 
8 10 10 10 10 10 6,209,990 6,226,548 461 6,196,380 6,209,590 465 

5   Conclusion  

In this paper, we proposed a new GA for integration of production and distribution 
planning in supply chain. Unlike the conventional method to solve various SCM prob-
lems in sequence, the new method is to simultaneously solve the production and dis-
tribution planning problem as integrated problem. The efficiency of the GA presented 
in this paper has been proved through performance evaluation in the problems with 
various sizes. In this experiment, an optimal solution which approximates 100% effi-
ciency was obtained in test problem. The time to obtain such result took less than 20 
seconds. This proves the performance of GA. Fast speed and simple structure of the 
GA makes it to be easily applied in real world.  
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Abstract. In this work, an algorithm based on the Bacteria Swarm Foraging Optimization was 
used for the dynamical resource allocation in a multiple input/output experimentation platform. 
This platform, which mimics a temperature grid plant, is composed of multiple sensors and ac-
tuators organized in zones. The use of the bacteria based algorithm in this application allows 
the search the best actuators in each sample time. This allowed us to obtain a uniform tempera-
ture over the platform. Good behavior of the implemented algorithm in the experimentation 
platform was observed. 

1   Introduction 

The natural selection tends to eliminate animals with poor “foraging strategies” and 
favor the propagation of the animals with successful ones, since they have more likely 
to enjoy reproductive success. After many generations, poor foraging strategies are ei-
ther eliminated or redesigned. This evolutionary principle has led the scientists in the 
field of “foraging theory” to model the foraging activity as an optimization process. 
The balance between the energy intake and the time spent in its search has been “en-
gineered” into what is called an “optimal foraging policy”. Optimization models are 
also valid for “social foraging” where groups of animals cooperate to forage [1]. 

The E. Coli bacterium is one of this individuals that form groups for social forag-
ing. This bacterium is probably the best understood microorganism, whose entire ge-
nome has been sequenced. Also, the E. Coli is capable of reproduce by division and 
occasionally transfer gene sequences from one to another. The bacterium moves 
through its medium by two states, the tumble and the run, that allows it to search for 
food and avoid noxious substances. The knowledge of the characteristics and behav-
ior, known as chemotaxis, of the E. Coli and its interactions between each other and 
the environment, has allowed the development of the Bacteria Swarm Foraging  
Optimization (BFSO) algorithm [2]. 

In this paper, an algorithm based on the Bacteria Swarm Foraging Optimization is 
used to dynamically allocate the time of ignition of an actuator in a Multizone Tempera-
ture Experimentation Platform (MuTEP) and to achieve a uniform temperature over a 
particular area. The MuTEP, presented in [3], is a multiple input / output plant that emu-
lates the workings of a system designated to control the temperature over a surface. 
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The paper is organized as follows. First we show the main concepts of the BSFO 
algorithm. Next we describe the experimentation platform used to proof our algo-
rithm. Later we continue with the explanation of the bacteria algorithm for dynamical 
task allocation in the experimentation platform. Finally we show some results when 
the algorithm was applied to the platform. 

2   The Bacteria Swarm Foraging Optimization 

Suppose that we need to find the minimum of ( ) pRJ ∈θθ , , when we do not have a 

deterministic description of ( )θJ  or its gradient. This problem becomes a non gradi-

ent optimization problem, where the ideas from bacteria foraging can be used. Sup-

pose that θ  is the position of the bacteria and ( )θJ  represent the environment  

conditions, with ( ) 0<θJ , ( ) 0=θJ  and ( ) 0>θJ  represents that the bacteria  

location is a nutrient rich, neutral or noxious environment, respectively. Basically, the 
chemotaxis is a foraging behavior where bacteria tries to climb up the nutrient con-
centration, avoid noxious substances and search for ways out of neutral media by a 
random walk. 

A chemotactic step j is defined as a tumble followed by a tumble or a tumble  
followed by a run, a reproductive step k is defined as the selection of the fittest in the 
population and its splitting, and a elimination–dispersal event l as the selection of 
random individuals and its relocation in a new random position. Then, 

( ) ( ) SilkjlkjP i ,...2,1|,,,, == θ  (1) 

are the positions of each member of the S bacteria population at j-th chemotactic step, 

k-th reproductive step and l-th elimination and dispersion event. Then ( )lkjiJ ,,,  is 

the location cost of the i-th bacteria ( ) p
i Rlkj ∈,,θ , and cN  as the bacteria’s life 

time in chemotactic steps. To represent a tumble, a length unit in a random direction 
y ( )j  is generated: 

( ) ( ) ( ) ( )jiClkjlkj ii ψθθ ⋅+=+ ,,,,1  (2) 

where ( )iC  is the size of the step at the direction ( )jψ . If in ( )lkji ,,1+θ , the 

value of ( )lkjiJ ,,1, +  is less than in ( )lkji ,,θ , then a new step is taken until a 

maximum of sN , making this cycle a chemotactic step. 

After cN  chemotactic steps, a reproduction step is taken. For the reproduction, the 

healthiest bacteria are split and the others are eliminated, maintaining a constant 

population. After reN  reproduction steps, a dispersion and elimination event is made, 

where each bacteria is subject to relocation with a probability edp . After edN   

dispersion and elimination, the algorithm ends. The population size S is restricted to 
an even number, so the population can be easily kept constant. 
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3   The Multizone Temperature Experimentation Platform 

The Bacteria algorithm was tested in a Multizone Temperature Experimentation Plat-
form (MuTEP) [3], which was composed of two parts, a process stage, and a data  
acquisition stage. 

The process stage, shown in the figure 1, is an emulation of a planar temperature 
grid. This is a system that exhibits effects that are difficult to model, especially strong 
interactions between zones. Therefore, it requires the use of particular control strate-
gies. This type of system is mainly used in the semiconductor industry for the elabora-
tion of crystals and the generation of photo resistive layers, processes that require 
maintaining a constant surface temperature [4, 5]. The shape of the grid was selected 
because of its symmetry and the difficulty in raising the edges temperature. 

 

Fig. 1. Process stage of the Multizone Temperature Experimentation Platform (MuTEP) 

 

Fig. 2. System Architecture of the Multizone Temperature Experimentation Platform (MuTEP) 
for management form a single computer 

The data acquisition system used was composed of four modules based in a low 
cost micro controller. Each module controlled a quadrant of the process and enabled 
communication with a master computer, which contained the management and control 
algorithm. The basic structure of the system is shown in Fig. 2. 
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4   Bacteria Algorithm for Dynamical Resource Allocation 

We design an algorithm using the BSFO algorithm as base to develop an strategy 
similar to the shown in [6, 7]. This strategy finds the zone with the lowest temperature 
and assigns the resource to that zone. To assign the resource implies to turn on the 
bulb of the zone and, as consequence, the temperature of the zone is increased. This is 
a centralized approach were a single computational agent takes a destination based in 
global knowledge. 

The searches done by the BSFO are in continuous spaces. In this application, the 
search space corresponds to the surface defined by the platform, and the bacteria will 
move between the actuators depending of its food concentration. 

The objective function used in our proofs was to obtain a maximum uniform tem-
perature over the process surface using a limited amount of actuators (four maximum 
in our proofs) over a period of time. The amount of actuators depends of the numbers 
of bacteria (agents) used in the algorithm. We did proofs using two and four bacteria, 
because of the limitation of the population size to even numbers. This produce that in 
each sample time are turn on two or four bulbs. 

In our algorithm the bacteria are placed at random at the beginning of the experi-
ment. Then it will have a limited number of attempts per chemotaxis step to find a 
lower cost position, and will be able to move one position in a sample time. The sur-
face cost is directly related to the surface temperature, making the food sources the 
location with lower temperature. If a bacteria is unable to find a better position after 

its attempts, can be eliminated or left in place with a probability of 1.0=edp  (low to 

avoid random search), to avoid the lockup of the bacteria in one position. Only the nu-
trients action was used, and there is a restriction in the location of the agents, so they 
do not use the same position. With these considerations, the developed algorithm can 
be presented as follows [8]: 

1. The bacteria are located at random inside the search space in the first generation.  
2. The current cost surface is calculated by the actual value obtained from the sensors 

in the platform.  
3. A random tumble is generated and the next position is find. If the next position ex-

ceeds the edges, it will be bounded to the nearest position.  
4. A run cost is calculated by the difference between the new position in the current 

surface and the current position in the previous surface.  
5. If the difference value is negative, the bacteria are displaced to the new position 

and its health is updated. If the difference value is positive, steps 3 to 5 are re-
peated until the search attempts are exhausted.  

6. If no better position than the current is found, a dispersion event is performed. If 

edprand < , where rand is a random number using uniform distribution, the bac-

teria is relocated in a random place in the surface and its health reset, otherwise, the 
bacteria stays in its position and its health stays the same.  

7. Steps 3 to 6 are repeated for all the bacteria.  
8. If the number of samples per reproductive step are achieved, a reproduction step is 

performed where the healthiest bacteria are split in two and the offspring is placed 
in the lowest temperature position beside the parent.  
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5   Results 

For the execution of our algorithm different sizes of the population were used. 
First, taking in account that each bacteria used turns on an actuator, the maximum 
size of the population is four bacteria. The experiments were carried on using 
populations of two and four bacteria. The results for two bacteria are shown in the 
figure 3 and for four bacteria in the figure 4, during a 1800 samples experiment, 

with 10=reN . The figures show that with four agents a higher temperature was 

achieved than with two agents. The actuators use pattern show that the corner and 
edge positions where preferred over the central ones. Nevertheless, with the use of 
the random dispersion, the central positions where used. The higher actuator use in 
the central part of the structure indicates that there are variations in the way the 
structure behaves. 
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Fig. 3. Results of the experiment obtained with two bacterias: (a-left) shows the number of 
times an actuator is used in the experiment (b-right) shows the zones’ temperatures over the  
experiment 
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Fig. 4. Results of the experiment obtained with four bacterias: (a-left) shows the number of 
times an actuator is used in the experiment (b-right) shows the zones’ temperatures over the  
experiment 
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For the results evaluation, a series of parameters where used to check if the ob-
tained temperature surface gets the control goal [8], during a 5 experiment series. 
These are: 

− Maximum average temperature ΔT: Corresponds to the maximum variation of the 

average surface temperature. With ( )tt p  the average temperature at 0 and ( )finp tt  

the average temperature at the end of the experiment ΔT is defined by the  
equation 3 The results are shown in the figure 5. 

( ) ( )ttttT pfinp −=Δ  (3) 

− Settling time estt : Corresponds to the settling time taken to achieve the maximum 

average temperature. The results are shown in the figure 5. 
− Settling temperature spreading σ: Correspond to the error of the surface to the  

average temperature. The results are shown in the figure 6. 
− Spreading percentage %σ: The comparision of the sperading and the achived aver-

age tempeature is allowed. The results are shown in the figure 6. 
− Control action average CA: Corresponds to the average number of actuators  

used in a sample. The identification of the control effort used to raise the tem-

perature is allowed and calculated by the equation 4, where ( )iu j  corresponds to 

the control action value of the j–th actuator at the time i. The results are shown in 
the figure 7. 

( )∑∑
= =

=
fint

i

L

j
j

fin

iu
t

CA
0 1

1
 (4) 

The results showed that, while the temperature spreading percentage is lower with the 
bacteria algorithm than with a simple random and sequential selection, and even with 
an ant algorithm presented in [9], is not better than the simple strategies shown in  
[6, 7]. The achieved average temperature stays around the values for the number of  
 

Table 1. Evaluation Parameters of the Experiment 

Method ΔT 
estt  σ %σ CA 

Sequential 5,1808 699 1,2579 24,28 1,0000 
Random 4,8320 388 1,1621 24,05 0,9339 
Simple 5,2275 609 0,3568 6,83 1,0000 

Distributed 12,4800 482 0,5748 4,61 3,1189 
1 Ant 4,4483 534 0.7532 16.93 1,0000 
2 Ants 8,2744 831 1,2089 14,61 1,9872 
4 Ants 13,5954 448 1,6402 12,06 3,7740 

2 Bacteria 8,3389 482 0,8289 9,94 1,9456 
4 Bacteria 13,5789 797 1,3190 9,71 3,6989 
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agents used. Because of the elimination–dispersal of the agents, some may fall in a 
filled position, making the CA decrease. Finally, the settling time varies depending in 
the environmental conditions, making this value not very useful in the comparison. 

 

Fig. 5. Maximum average temperature ΔT (left) and Settling time estt  (right) with the bacteria 

algorithm and the algorithms described in [3, 9]. The graphics shows that an increase of the 
population achieves a higher temperature, while the settling time stays around a determinated 
range. 

 

Fig. 6. Settling temperature spreading σ (left) and Spreading percentage %σ (right) with the 
bacteria algorithm and the algorithms described in [3, 9]. The graphic shows that an increase of 
the bacteria population increases the temperature spreading. 
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Fig. 7. Control action average CA with the bacteria algorithm and the algorithms described  
in [3, 9] 

6   Conclusions 

In this paper, the implementation and test of a bacteria based algorithm for dynamical 
resource allocation in the MuTEP platform was presented. This work represents the 
first step toward the implementation of a complex intelligent controller. The simu-
lated bacteria presented an intelligent behavior that allowed the achievement of good 
results, although they are not optimal, they use the most adequate actuators. 

The experiment showed that at a large population the temperature variation is in-
creased. The analysis of the results showed that the bacteria algorithm allowed a 
shorter establishing time than the algorithms showed in [3]. 

Further work will include the construction of a model based controller for each 
zone or for the whole system, using a bacteria based algorithm. The development of 
this controller will include restrictions in the number of actuators used, magnitude of 
the control action, and continuous operation different from the on-off approximation 
used in this experiment. 

Acknowledgments 

We thank Professor Kevin Passino for inspiring this work and his graduate students 
Nicanor Quijano, Jorge Finke, and Alvaro Gil for their valuable discussions. Part of 
this work has been supported by Colciencias and Universidad del Valle through a 
graduate research fellowship awarded to Jesús A. López, and a graduate research 
scholarship awarded to Mario A. Muñoz, through grant No. 1106–11–17707. 



 Bacteria Swarm Foraging Optimization for Dynamical Resource Allocation 435 

References 

[1] K. M. Passino. Biomimicry of bacterial foraging for distributed optimization and control. 
IEEE Control Systems Magazine, 22(3):52–67, 2002. 

[2] K. M. Passino. Distributed optimization and control using only a germ of intelligence. 
2000. 

[3] M. A. Muñoz, J. A. López, and E. F. Caicedo. Implementation of a distributed control ex-
perimentation platform. In IEEE 2005 Conference on Industrial Electronics and Control 
Applications, 2005. 

[4] C. D. Schaper, K. A. El-Awady, and A. E. Tay. Spatially programmable temperature con-
trol and measurement for chemically amplified photoresist processing. In K. Dang 
A. J. Toprac, editor, Procedures SPIE – Process, Equipment and Materials Control in Inte-
grated Circuit Manufacturing V, volume 3882, pages 74–79, 1999. 

[5] K. El-Awady, C. D. Schaper, and T. Kailath. Temperature cycling and control system for 
photosensitive materials processing. Journal of Vacuum Science & Technology B: Microe-
lectronics and Nanometer Structures, 21(4):1459–1465, 2003. 

[6] N. Quijano. Experiments and technologies for decentralized temperature control. Master’s 
thesis, The Ohio State University, 2002. 

[7] N. Quijano, A. E. Gil, and K. Passino. Experiments for dynamic resource allocation, 
scheduling and control. IEEE Control Systems magazine, pages 63–79, 2005. 

[8] M. A. Muñoz. Asignación dinámica de recursos con técnicas bio inspiradas para un sis-
tema de control de temperatura mimo. Technical report, Universidad del Valle, 2005. 

[9] M. A. Muñoz, J. A. López, and E. F. Caicedo. Ant colony optimization for dynamical re-
source allocation in a multizone temperature experimentation platform. In 2006 Electron-
ics, Robotics and Automotive Mechanics Conference, volume 1, pages 137–142, 2006. 



P. Melin et al. (Eds.): Anal. and Des. of Intel. Sys. using SC Tech., ASC 41, pp. 436–444, 2007. 
springerlink.com                                                          © Springer-Verlag Berlin Heidelberg 2007 

An Ant Colony Optimization plug-in to Enhance 
the Interpretability of Fuzzy Rule Bases with 
Exceptions 

P. Carmona1 and J.L. Castro2 

1 University of Extremadura, Department of Computer Science, Industrial Eng. School, Badajoz 
E-06071, Spain 

2 University of Granada, Department of Computer Science and A.I., Computer and  
Telecommunications Eng. School, Granada E-18071, Spain 

Abstract. Usually, fuzzy rules contain in the antecedent propositions that restrict a variable to a 
fuzzy value by means of an equal-to predicate. We propose to improve the interpretability of 
fuzzy models by extending the syntax of their rules. With this aim, on one hand, new predicates 
are considered in the rule antecedents and, on the other hand, rules can be associated with ex-
ceptions that modify the output of those rules in a region of their covered input space. The 
method stems from an initial fuzzy model described with the usual fuzzy rules and uses an 
ACO algorithm to search the optimal set of extended rules that describes this model. 

Keywords: Fuzzy modeling, exceptional rules, ACO algorithm, interpretabity. 

1   Introduction 

Despite the interpretability is one of the distinctive features of fuzzy models, it has of-
ten been underestimated in the search for an accuracy improvement. Nevertheless, in 
the last years, research efforts have been redirected to preserve and enhance the inter-
pretability power of this type of models in order to obtain a good interpretability-
accuracy trade-off [3]. 

One way to improve the interpretability of a fuzzy model consists of trying to iden-
tify general rules, so that each rule covers the highest number of examples [4]. It allows 
to reduce the number of rules in the model and the complexity of the rule (i.e., the num-
ber of elements needed to represent the rule). Besides, by extending the syntax of the 
rules with more predicates than the usual equal-to predicate the rule compactness can be 
increased. Moreover, recently the authors proposed the use of exceptions to further in-
crease the interpretability of models described with fuzzy rules [1,2]. 

However, finding the optimal set of such general rules with exceptions is not an easy 
task. Here, it is proposed to search for the best combination of general rules with excep-
tions that describes an initial fuzzy model, which is mainly a combinatorial problem. 

In order to solve it, an ant colony optimization (ACO) algorithm [5] is proposed, an 
optimization technique based on the emergent behavior that rises from the cooperative 
search of a set of agents called ants. These ants communicate among them in an indi-
rect way by means of a shared memory that emulates the pheromones that real ants 
deposit along the paths they trace between the nest and the food. For further readings, 
see [6]. 
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Next section introduces the syntax of the general rules with exceptions. In Sec-
tion 3 the different aspects of the ACO algorithm are detailed. In Section 4, some  
experimental results are provided to show the suitability of the proposal. Finally, con-
clusions can be found in Section 5. 

2   Single, Compound and Exceptional Rules 

We consider systems with n input variables X={X1,...,Xn} defined over the universe of 
discourse U=X1×...×Xn, and one output variable Y defined over the universe of dis-

course V. The fuzzy domain of Xi is denoted as iX
~

={LXi,1,...,LXi,pi
}, where pi is the 

number of values associated with the Xi and LXi,j represents both the membership 

function and the label of the jth value. Analogously, Y
~

={LY1,...,LYq} is the output 
fuzzy domain. 

Usually, the fuzzy rules contain in their antecedent a premise for each input vari-
able which associates that variable with a label from its corresponding fuzzy domain. 
We refer to this type of rules as single rules: 

i
ini

ii

LY
LYLXLXR

n

n
i →,,1

... ,...,:
1

1 . (1) 

In order to improve the compactness of the fuzzy rules, it is possible to extend their 
syntax both by associating more than one label to each variable in the antecedent of 
the rule and by using other predicates different from the equal-to predicate. We call 
compound rules to such type of rules: 

ii
nnn

ii LYSXopXSXopXR →,...,: 111  (2) 

where opi∈{=,≤,≥,÷} (÷ means between), and where each i
jSX  is one label if 

opi∈{≤,≥}, two labels if opi is ÷, and a set of labels associated disjunctively in the  
another case. 

Moreover, the compactness of the fuzzy model can be further improved by intro-
ducing the concept of exceptional rules. An exceptional rule is a compound rule asso-
ciated with another one –the excepted rule– that excludes the latter from being fired in 
a region of its coverage of the input space, being the exceptional rule fired instead. 
This idea was introduced in [1,2] to reduce the number of rules needed to describe a 
model. 

For example, given a 2-input/1-output system with the fuzzy domain 
{NL,NS,Z,PS,PL} for all the variables, the excepted and exceptional rules 

NSNSXPSXNLNSXR →=≥→≤ }{},{ if excepting,}{: 212
1  

equal to the 3 compound rules shown below and comprise 10 single rules: 
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2
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3   The ACO Algorithm 

In this section, we present an ACO algorithm to improve the interpretability of fuzzy 
models described initially with single rules. It searches for the best transformation of 
this set of initial rules (SIR) into a set of compound rules (SCR) possibly with excep-
tional rules associated to them. 

The whole fuzzy modeling process must comprise a first stage to identify the SIR. 
However, we focus on the second stage, that translates the SIR into a SCR equivalent 
in the sense that the rules in the latter positively cover all the rules in the former. A 
compound rule positively cover an initial rule when the input space covered by the 
compound rule includes the one covered by the initial rule and both rules have the 
same consequent. 

With this aim, an ant can take two types of steps: inclusion steps, that add a rule 
from the SIR to the SCR, or amplification steps, that extend the coverage of a rule 
from the SCR by adding a label to one of its premises. 

Since each compound rule stems from a specific initial rule, it will be identified 
with the order number of the initial rule from which it stems from. In short, Ri is the 
compound rule that stems from the ith initial rule. 

3.1   Construction Graph 

Ants builds solutions traversing a construction graph whose nodes are parts of the 
whole solution. In our proposal, this graph has two types of edges which allow an ant 
to make an inclusion or an amplification step. An amplification step, denoted by 
<i,j,k>, represents the addition of the kth label, LXj,k, to the jth premise in the antece-
dent of Ri. For the homogeneity of the notation, an inclusion step, denoted by <i,0,0>, 
represents the inclusion of the ith rule from the SIR into the SCR, giving the rule Ri. 

3.2   Building a Solution 

In order to build a solution, firstly an ant is randomly located in an initial rule, so that 
this rule is included in the SCR of the ant (each ant builds its own SCR). Subse-
quently, the ant selects one step among the feasible transitions from its state. 

Briefly, the idea is to amplify the rules in the SCR and to designate rules as excep-
tions of others if the latter involve the former during their amplification. Once a rule 
is designated as exceptional, it still can be amplified, then extending the exception of 
its excepted rule. A rule can only be exception of one rule in the SCR, and this rule 
can not be simultaneously exception of another rule (that is, nested exceptions are not 
allowed). 
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Specifically, a feasible step can be described as follows:1 

− If it is an inclusion step, it is feasible when the initial rule to be included in the 
SCR is not positively covered by any of the rules in the SCR yet. 

− If it is an amplification step of a compound rule Ri: 
− if Ri is not an exceptional rule, it is feasible when both: 

− the amplification zone (AZ) –i.e., the new regions of the input space covered 
by the rule after the amplification– covers some uncovered region without 
initial rules or positively covers some initial rule (already covered or not), 
and 

− each overlapping zone of Ri with any other rule Rj already in the SCR equals 
to the coverage of the overlapped rule Rj and, either the consequent of this 
rule equals to the consequent of Ri or they differ and Rj does not cover nega-
tively any initial rule2. 

− If Ri is an exceptional rule of Rj, it is feasible if the coverage of Rj includes the 
AZ and the AZ does not cover negatively any initial rule. 

After each amplification step, if the AZ overlaps with any other rule in the SCR, 
each overlapped rule with a consequent equal to the consequent of the amplified rule 
will be eliminated –the former subsumes in the latter– and each overlapped rule with 
a consequent different from the one of the amplified rule will become an exceptional 
rule of the amplified rule. 

3.3   Heuristic Information 

The heuristic information provides a way to guide the search to paths containing (a 
priori) promising steps. The proposed heuristic function attends to both the interpret-
ability of the rule formed by the step –the extension of the coverage achieved with the 
step– and the rule accuracy –the number of initial rules positively covered by the 
compound rule after the step. 

The proposed heuristic function will be computed dynamically during the evalua-
tion of each feasible transition. The reason relies on the observation that the AZ of a 
specific amplification step depends on which other amplifications have been previ-
ously made over the same rule. Thus, the heuristic function can provide different val-
ues for the same step in different solutions or, in general, for the same step placed in 
different locus along a path. Then, the heuristic value of a step must be evaluated just 
over the SCR that precedes this step. The heuristic function is the following: 

.
)1/(

)1(
maxmax

cov

Reg

RegReg

Reg

Reg +−+= −+γγη  (3) 

The above function measures both aspects outlined above: interpretability and ac-
curacy of the rule. The parameter γ controls the influence of each of both in the final 

                                                           
1 The trivial constraint of a step already made by the ant is assumed. 
2 Otherwise, it will be eventually needed to associate an exceptional rule to Rj and, since Rj (in 

conflict with Ri) will become an exceptional rule of Ri after the amplification step, nested ex-
ceptions will be formed. 
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value. Regcov is the number of input regions of the fuzzy grid covered by the AZ, Reg+ 
is the number of initial rules positively covered by the AZ, Reg- is the number of ini-
tial rules negatively covered by the AZ and Regmax is the maximum number of input 
regions covered by the AZ when amplifying the variable considered in the step.  

That is, if the step is <i,j,k>, then ∏ ≠
=

jl lmax pReg . When the step is an inclu-

sion step, since there is no variable in amplification, Regmax is the maximum number 

of input regions covered by an AZ, i.e., lll lmax ppReg min∏= . Moreover, in or-

der to favor the amplification of existing compound rule over the inclusion of new 
ones and after some experimental results, (3) is divided by 2 when dealing with an in-
clusion step. 

3.4   Memoristic Information 

The memoristic information is the information shared by all the ants that stores the 
experience collected by them about the goodness of the selected steps. Therefore, 
memoristic information refers to pheromone trails. 

The amount of pheromone deposited in an edge depends on the interpretability de-
gree of the solution. The accuracy of the final model is not taken into account, since 
this model always positively covers all the initial rules (which are the same for all the 
solutions constructed by all the ants). 

The first idea that comes to mind is to deposit in each edge involved in the path of 
the ant an amount of pheromone proportional to the interpretability of the final fuzzy 
model. However, this has some drawbacks that make it unsuitable. Firstly, the final 
rule base could be composed by some rules with a high interpretability and others 
with a low one, and an even reward for all the steps in the path, with no regard about 
which rule they contribute to form, seems to be unfair. Secondly, the path can contain 
steps that are not actually necessary to obtain the final rule base. This is the case of 
steps involved in the construction of rules that eventually subsumed in other rules and 
were deleted. No pheromone should be deposited in these edges, since they corre-
spond to  “dumb” steps. 

Due to this, it has been adopted a strategy for the deposit of pheromone slightly 
different to the standard one. Instead of evaluating the interpretability of the rule base 
as a whole, each rule that composes it is separately evaluated, and the steps involved 
in the construction of that rule (but not the “dumb” steps) are reinforced proportion-
ally to its interpretability. 

Specifically, each Ri that describes the final model is inspected, its interpretability 
value is calculated and an amount of pheromone proportional to this value is depos-
ited in every step of the form <i,·,·> involved in the path. In this sense, both excepted 
and exceptional rules are equally dealt. 

A key issue in the pheromone deposit strategy is the definition of the interpretabil-
ity of a compound rule. Regarding this, a compound rule is considered as a set of syn-
tactic elements and a measure is defined that evaluates the complexity of these  
elements. In particular, only the elements in the antecedents of the rules are taken into 
account, since all the rules considered here have a label in their consequents. Since 
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each variable in the antecedent of a rule is associated with a set of labels and with the 
aim to consider different relational operators, the following cases considered: 

− A set of labels which contains all the fuzzy domain, jX
~

, is associated with no 

premise. 
− A single label, LXi,k, is associated with the equal-to operator, resulting in the prem-

ise Xj={LXj,k}. 
− A set of consecutive labels which includes the leftmost one of the fuzzy domain, 

{LXj,1,...,LXj,k}, is associated with the less-or-equal-to operator, resulting in the 
premise Xj ≤ {LXj,k}. 

− A set of consecutive labels which includes the rightmost one of the fuzzy domain, 
{LXj,k,...,LXj,pj

}, is associated with the greater-or-equal-to operator, resulting in the 

premise Xj ≥ {LXj,k}. 
− A set of consecutive labels which does not include neither the rightmost nor the 

leftmost one of the fuzzy domain, {LXj,k1
,...,LXj,k2

}, is associated with the between 

operator, resulting in the premise Xj ÷ {LXj,k1
,LXj,k2

}. 

− A set of non-consecutive labels, {LXj,k1
,...,LXj,kl

}, is associated with the equal-to 

operator, resulting in the premise Xj = {LXj,k1
,...,LXj,kl

}. 

Next, for each premise Pj, a complexity cost is assigned as 

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

÷+
÷

≥
≤=

=

}.,...,{ is premise  theif2

},{ is premise  theif4

}{or 

},{},{ is premise  theif3

premise  if0

)(

,,

,,

,

,,

1

21

lkjkjj

kjkjj

kjj

kjjkjj

j

LXLXXl

LXLXX

LXX

LXXLXX

void

Pc  (4) 

Then, the complexity of a rule is defined as 
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where E is the number of exceptional rules associated with Ri and where pj+1 is the 
maximum complexity of a premise. This measure considers each link of Ri with an 
exceptional rule as an additional syntactic element. 

Finally, the interpretability measure of a rule is defined as 

max

covii

Reg

Reg
RCRI )1())(1()( δδ −+−=  (6) 

where Regcov is the number of input regions of the fuzzy grid covered by Ri but the 
ones covered by its exceptional rules, Regmax is the total number of input regions 
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(i.e., ∏=
l lmax pReg ), and δ∈[0,1] weights the influence of both factors. The  

second factor tries to promote those rules that cover the input space in a high degree, 
since it is hoped that these rules help to describe the model more easily. 

At this point, it must be noted that a deposit of pheromone dependent only on (6) 
does not gather the moment when the steps of the solution should be taken, though the 
appropriateness of a step depends on the steps previously taken. Therefore, it should 
be desirable to make the amount of deposited pheromone also dependent on the locus 
of each step along the path. That way, the steps located near the start of the path are 
reinforced and it favors that the first edges are traveled first in subsequent paths. 

Due to this, the amount of pheromone deposited on the edge associated to a step 
s:<i,·,·> included in the path of an ant k is calculated as 

,
1

)(
L

lL
RI ik

s

+−×=Δτ  (7) 

where L is the length –number of steps– of the path and l is the locus in the path of the 
step <i,0,0> that included the ith initial rule in the SCR. 

The pheromone evaporation is implemented as usually by using the evaporation 
rate parameter ρ∈(0,1], and affects to all the edges in the construction graph. Thus, 
the pheromone update for each possible step s is 

∑
=

Δ+−=
M

k

k
sss

1

,)1( ττρτ  (8) 

where M is the number of ants and k
sτΔ =0 when (7) is not applicable. 

Additionally, a measure of the global interpretability of the rule base is needed to 
provide the best solution at the end of the algorithm. Regarding this, it must be noted 
that the second factor in (6) is a heuristic information more than an indicator of the in-
terpretability of the final model. Due to it, this factor is discarded, and, we base the 
global interpretability of the rule base only on the complexity of their rules. Since the 
interpretability is inversely proportional to that complexity, the maximum complexity 
of a rule base is integrated into the measure to transform the complexity level of the 
rule base on an interpretability measure. We consider that a rule base has the maxi-
mum complexity when it has the maximum number of rules (i.e., the number of initial 
rules, NIR) and each of them has the maximum complexity (that is, 1). Therefore the 
measure is defined as 

NIR

RCNIR
RBI i

i∑−
=

)(
)( . (9) 

Finally, the initial amount of pheromone deposited in each edge is often calculated 
as a function of the quality degree of solutions obtained from some fast method.  
Here, it has been defined as the average interpretability of the compound rules ob-
tained from the method proposed in [4], which identifies a fuzzy model from a set of 
examples. 
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4   Experimental Results 

In order to analyze the capability of the algorithm to find good descriptions by using 
fuzzy compound rules with exceptions, it was compared with the two methods pro-
posed by the authors in [2] which also identify fuzzy compound rules with exceptions. 
These methods firstly identify a set of single rules and secondly try to improve this 
initial rule base by amplifying the rules and by including exceptions into the rules. 
The method LMSFRWE+ is an improvement of LMSFRWE that uses a greedy strat-
egy to select the most promising amplification among a set of candidates. 

The ACO algorithm was applied to the same functions used in [2]: 
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where c1=0.2338 and c2=0.8567 restricts the values of f3 to [0,1]. 
The modeling processes in [2] were carried out with 3 training set sizes: 20, 50, 

and 100 randomly generated examples. For each algorithm and training set size, 100 
runs were done. Since the input of the proposed ACO algorithm is a set of single 
rules, it was applied to each initial rule base obtained in the first stage of both meth-
ods in [2]. Equally spaced partitions with 7 triangular membership functions were 
used for all the domains. 

Table 1. Interpretability sesults 

 Training set size 
Fun
ctio
n 

Method 20 50 100 

f1 LMSFRWE 12.4 (9.2) [4.6] 17.8 (4.5) [3.6] 19.9 (1.6) [3.3] 
 LMSFRWE+ 11.0 (8.7) [4.8] 16.6 (5.4) [3.7] 19.1 (1.9) [3.3] 
 ACO 

algorithm 
8.9 (1.2) [3.7] 13.0 (2.0) [3.3] 13.2 (3.6) [3.4] 

f2 LMSFRWE 14.3 (9.2) [4.3] 23.0 (6.2) [3.2] 28.3 (2.1) [2.7] 
 LMSFRWE+ 13.0 (9.4) [4.5] 21.7 (7.8) [3.3] 27.5 (3.3) [2.8] 
 ACO 

algorithm 
10.6 (0.9) [3.4] 18.1 (1.6) [3.1] 21.9 (3.0) [3.5] 

f3 LMSFRWE 12.7 (8.7) [4.5] 18.5 (5.7) [3.6] 20.0 (2.0) [3.3] 
 LMSFRWE+ 11.1 (9.0) [4.8] 16.3 (6.1) [3.8] 18.6 (2.5) [3.4] 
 ACO 

algorithm 
9.5 (0.9) [3.9] 14.4 (1.4) [3.7] 15.9 (1.9) [3.7] 

 
Besides, in the ACO algorithm the original Ant System version proposed in [5] 

was implemented, which applies a random proportional rule in order to select each 
step and whose pheromone deposit mechanism is run once the solution is completed. 
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The parameters were set as M=5, ρ=0.1, γ=0.25, and δ=0.75. For the random propor-
tional rule, the parameters α=1 and β=0.5 were used. The number of cycles was 
bounded to NCmax=20 and a stagnation condition was satisfied and the corresponding 
run finished if all the ants in a cycle constructed the same SCR. 

Table 1 summarizes the interpretability results, which are averaged values over the 
100 runs. They are depicted as the averaged number of rules describing the model 
(but the exceptions), the averaged number of exceptions in parenthesis, and the aver-
aged number of labels in the antecedent of the rules in brackets. It can be observed 
that the ACO algorithm clearly improves the interpretability obtained by the other 
methods. 

5   Conclusions 

The interpretability of fuzzy models is one of their key features. Due to it, this feature 
must be preserved and enhanced instead of being relegated to a secondary place. With 
this aim, an ACO algorithm has been proposed to improve the interpretability of an 
initial fuzzy model described with single rules. This goal is achieved by searching 
good descriptions of the fuzzy model by means of compound rules and by adding ex-
ceptional rules to them. The construction graph allows to represent each solution as 
the successive addition of labels to the premises in the antecedent (rule amplifica-
tions) and the possible association of rules as exceptions of other rules. 

The experimental results indicate that good combinations of compound rules with 
exceptions emerge from the cooperative behavior of ants and from the heuristic pro-
posed to guide the ants toward interesting solutions. 
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Abstract. This paper describes the development of a closed-loop attitude estimation system for 
determining attitude reference for vehicle dynamics using fuzzy inference and Genetic Algo-
rithms (GAs). By recognizing the situation of dynamic condition via fuzzy inference process, 
each parameter of the estimator of the attitude estimation system is determined online adap-
tively under varying vehicle dynamics. For this solution scheme, fuzzy rules and reasoning 
method are consider based on the error signal of the gyro and accelerometer and the magnitude 
of dynamic motion, and the input gains of the fuzzy systems and the position of the member-
ship function are optimized based on the GAs. Computer simulations based on the real test data 
of a vehicle are used in the study to assess the system performance with the proposed fuzzy-
GAs estimation method.  

Keywords: Attitude Estimation System, Fuzzy Inference, Genetic Algorithm. 

1   Introduction 

Research and development in the advanced control technologies of vehicles related to 
the railway, the aviation, and the like have been interesting topics from the viewpoint 
of the improvement of riding comfort and running safety, reducing maintenance cost 
and noise, and so on. The advanced control system of vehicles is made up of several 
control units and sensors for each actuator to determine the dynamics of the whole 
vehicle. Especially, an attitude measuring system is indispensable for the control  
system all the time, and it needs to be as accurate as possible [1]~[4].  

The roll, pitch and yaw rate of the vehicle are measured using rate gyros with re-
spect to its body axis system. As a physical instrument, rate gyros also carry some  
errors such as axis misalignment, fixed bias, drift bias, fixed scale factor errors, asym-
metric scale factor error, and so on. The bias drift would be the most serious and dete-
riorate the accuracy of an attitude estimation system. Therefore many researchers 
have been interested in looking at ways to replace costly inertial-grade rate gyros of 
the attitude estimation system with low cost inertial sensors to minimize drift or bias 
with an estimating filter [5][6]. In order to reduce cost and increase reliability, we 
propose attitude estimation system with fuzzy inference and Genetic Algorithms 
(GAs) to replace traditional expensive gyro systems. 
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The idea of fuzzy sets was introduced by Zadeh in 1965 [7]. Currently one of the 
more active areas of fuzzy logic applications is control system. Fuzzy control systems 
are rule-based systems, which have a set of fuzzy IF-THEN rules represents a control 
decision mechanism to adjust the effects of certain causes coming from the system 
[8][9]. We take simplified fuzzy reasoning method in the defuzzifier and utilize the 
reduced rule fuzzy controller as our attitude reference systems. 

GAs were invented by John Holland and developed by him and his students and 
colleagues [10][11]. GAs are a stochastic global search method that mimics the meta-
phor of natural biological evolution. GAs operate on a population of potential solu-
tions by applying the principle of survival of the fittest to produce better and better 
approximations to a solution. At each generation, a new set of approximations is cre-
ated by the process of selecting individuals according to their level of fitness in the 
problem domain and breeding them together using operators borrowed from natural 
genetics. This process leads to the evolution of populations of individuals that are bet-
ter suited to their environment than the individuals that created from just as in the 
natural adaptation. This is repeated until some condition is satisfied, for example, a 
number of generations or improvement of the best solution. In this paper, an opti-
mized closed-loop attitude estimation system based on fuzzy inference and GAs for 
the vehicle using low-cost solid-state inertial sensors will be derived. For choosing the 
optimal values, we utilize on-line scheduling method with fuzzy inference and GAs.  

This paper is organized as follows. First, genetic algorithm is briefly introduced in 
Section 2. Conventional attitude estimator on gyros and accelerometers and fuzzy-
GAs attitude estimator are described in section 3, and simulation is developed in  
section 4. Finally, we close the paper with a brief conclusion in Section 5. 

2   Genetic Algorithms  

The characteristics of GAs are the following: 

 GAs are parallel-search procedures that can be implemented on parallel processing 
machines for massively speeding up their operations. 

 GAs are applicable to both continuous and discrete optimization problems. 
 GAs are stochastic and less likely to get trapped in local minima, which inevitably 
are present in any practical optimization application. 

 GAs have flexibility both structure and parameter identification in complex mod-
els such as neural networks and fuzzy inference systems. 

In each generation, the GAs construct a new population using genetic operators 
such as crossover and mutation, that is, members with higher fitness values are more 
likely to survive and to participate in mating crossover operations. After a number of 
generations, the population contains members with better fitness values in which this 
is analogous to Darwinian models of evolution by random mutation and natural selec-
tion. GAs are something referred to as methods of population based optimization  
that improves performance by upgrading entire populations rather than individual  
members.  
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The outline of the basic GA is the following: 

Step 1: Initialize a population with randomly generated individuals and evaluate the 
fitness value of each individual. 
Step 2: 

(1) Select two members from population with probabilities proportional to their fit-
ness value. 

(2) Apply crossover with a probability equal to the crossover rate. 
(3) Apply mutation with a probability equal to the mutation rate. 
(4) Repeat (1) to (4) until enough members are generated to form the next generation.   

Step 3: Repeat steps 2 and 3 until a stopping criterion is met. 

Fig. 1 shows how to produce the next generation from the current one. 

 
Fig. 1. Procedure of the next generation  

We use multiple population method to optimize several variables of controller in 
QFT with real valued representation for the individuals and stochastic universal sam-
pling for selection function. Multiple populations are a routine for exchanging indi-
viduals between subpopulations. This method improves the quality of the results  
obtained using GAs compared to the single Population GA. The transfer of individu-
als between subpopulations is implemented and a single scalar is used to determine 
the amount of migration of individuals from on subpopulation to another. 

The first step in a GA is to create an initial population consisting of random indi-
viduals. Creation of a real-valued initial population produces a matrix containing  
uniformly distributed random values in its elements. 

The offspring of a pair of two parents are computed through recombination proce-
dures. Mutation of real-valued populations mutates each population with given prob-
ability and returns the population after mutation. Generally, mutation rate μ  has 
within the range [0, 1]. The mutation of a variable newx  from oldx  is computed as  

follows. 

var  new oldx x M dδ= +  (1) 

where δ  specifies the normalized mutation step size, and mutation matrix M pro-
duces an internal mask table determining which variable to mutate and the sign for 
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adding +1 or –1 with equal probability based on μ , vard  means the half range of the 

variables domain. 
Crossover performs migration of individuals between subpopulations in current 

population when it uses multiple populations. 
The pseudo code for the generational loop of the multi-population GA is shown as: 

 
Initialize GA parameters; 

Initialize population ( )P t ; 

t =0; 

Evaluate initial population ( )P t ; 

While Termination criterion is not satisfied 
Assign fitness values to whole population; 
Select individuals from population; 
Recombine selected individuals; 
Mutate offspring; 
Calculate objective function for offspring; 

Insert best offspring into population ( )P t ; 

t = 1t + ; 
Exchange individual between subpopulations at specific t ; 

End;  
 

GA parameters for initialization consist of mutation rate mutμ ,  maximum number 

of generations genN , insertion rate insμ  which specifies that the individuals produced 

at each generation are reinserted into the population,  the number of subpopulations 

subN , migration rate migμ  that migrates between subpopulations with probability 

migμ , the number of individuals of each subpopulation indN . 

In this paper, we use each parameter in multiple population genetic algorithms with 

mutμ =1/number of variable, genN = 150, insμ = 90 [%], subN =200, migμ = 20 [%], 

and indN =1000. 

3   Attitude Estimation Systems 

3.1   Attitude Determination from Inertial Sensors 

During all the scheme investigation process in this paper, a set of test data is used 
[14]. The following figures show time histories of the parameter. All parameters of 
approximately 600 seconds (10Hz sampling rate) were collected with the solid-state 
low cost rate gyro and accelerometer. The measurement of angular rates ( p , q , r ) 

and accelerations ( xa , ya , za ) from rate gyros and accelerometers are shown in Fig. 2 

and 3, respectively. Fig. 4 shows attitude angles obtained from the on-board vertical 
gyro used as the reference standard.  

Attitude Euler angles (φ ,θ ,ψ ) can be obtained from open-loop integration of 

equation (2) using first order Euler method of integration and can also be obtained 
from the accelerometer in equation (3). 
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Fig. 2. Test data of the rate gyro measure-
ments  

Fig. 3. Test data of the accelerometer measure-
ments 
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Fig. 4. Attitude angles from the on-board vertical gyro (reference standard) 
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(3) 

where ( p , q , r ) is the roll, pitch and yaw rate measured using rate gyros, (φ ,θ ,  ψ ) 

are Euler angles, ( u , v , w ) are linear velocity components and ( xp , yp , zp ) are ac-

celerometer coordinates along each axis in the body frame with its origin at the center 
of gravity of the vehicle. 

But, the Euler method of integration shows how the bias errors cause the attitude 
angles to deviate, and the instability of the integration which drifts as a function of 
time unless corrected, and the attitude from accelerometers tend to follow the 
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reference output approximately in steady state flight, but large errors and poor reli-
ability result in transient and high dynamic environment [14]. 

3.2   Conventional Attitude Estimation System 

The role of the attitude estimator is to compare attitude angles resulting from the inte-
gration of the gyros with the attitude angle products from the accelerometers. The  

error eφ  between ĝyroφ and accelφ  is fedback through a proportional and integral con-

troller with a pair of estimator gains 1
φα  and 2

φα . A similar procedure could also ap-

ply to the pitch channel. 

The mathematical relation of the estimated attitude ( ĝyroφ ), the attitude products 

from the accelerometers ( accelφ ), and the attitude rate products from the gyros ( gyroφ& ) 

in Laplace form is as follow: 

( ) ( )2 1
2

1ˆ ˆ ˆ
gyro gyro accel gyro accel gyros s s

φ φα αφ φ φ φ φ φ= + − + −&  (4) 

2 1

2
2 1

( )ˆ gyro accel
gyro

s s

s s

φ φ

φ φ

δφ α α δφ
δφ

α α
+ +

=
+ +

&
 (5) 

Applying the final value theorem to equation (5), we can get the convergence of 
the estimated attitude error to the error of the angle calculated from the accelerometer. 
The controller gains 1

φα  and 2
φα in roll channel are chosen by relating them to the cut-

off frequency φω  and damping ratio ς  of the estimator as: 

2
1 ( )φ

φα ω= , 
2 2φ

φα ςω=  (6) 

Therefore, the system is only characterized by the cut-off frequency when the 
damping ratio ς  is fixed to a suitable value of 0.707, which is chosen appropriately to 

optimize the process. The cut-off frequency needs to be optimized to improve the per-
formance of the estimation system over a wide range of dynamic conditions. To solve 
these problems, we proposed a fuzzy-GAs attitude estimation system algorithm to 
provide the attitude estimation system with a variable cut-off frequency using an 
adaptive function (i.e. fuzzy systems and GAs) under varying vehicle dynamics.  

3.3   Fuzzy Attitude Estimation System 

Fig. 5 shows a fuzzy logic based attitude estimation system. The approach taken  
here is to exploit fuzzy rules and reasoning to generate parameters of the filtering  
estimator. The parameters are determined only by the cut-off frequency.  
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Fig. 5. Fuzzy based closed loop attitude estimation system block diagram 

In the proposed scheme, the cut-off frequency ( φω , θω ), is adaptively determined 

based on the magnitude of the current error ( eφ , eθ ) and the current dynamic motion 

( mφ , mθ ). Here the magnitude of the dynamic motion mφ  is defined as: 

2 2 2m p q rφ = + +  (7) 

The parameters of the estimation filter is thus obtained by 

( )2

1 2 2e and eφ φ
φ φ φ φα ω α ω= =  (8) 

where α is determined by a set of fuzzy rules of the form: 

if eφ  is iA  and mφ  is iB , then iαα =  (9) 

Here, iA and iB  are fuzzy sets of the corresponding supporting sets; iα  is a con-

stant. The membership functions of the fuzzy sets for eφ  and mφ  are shown in Fig. 6. 

A similar equation for calculating mθ , 
1
θα ,

2
θα , and eθ  could also apply to the pitch 

channel. 

Table 1. Fuzzy Rules for α  

eφ    or   eθ  
 

PB PM ZO 

PB ZO ZO PS 

PM ZO PS PM mφ   or  mθ  

ZO PS PM PB 



452 M.-S. Kim 

 
Fig. 6. Membership functions for eφ , eθ , mφ , mθ , and singleton membership functions for α  

4   Simulations  

The proposed fuzzy-GAs attitude estimation system has been tested and compared 
with a conventional system and a fuzzy inference only. Outputs from the low-cost 
solid-state inertial sensor during an experimental test of the vehicle were used to im-
plement the estimation scheme. And we also try to optimize the four fuzzy input gains 
( 1 2,k kφ φ in roll channel and 1 2,k kθ θ  in pitch channel) and the six position parame-

ters of the output membership function ( , ,ZO PS PMφ φ φ in roll channel and 

, ,ZO PS PMθ θ θ in pitch channel) in closed loop attitude estimation system using GAs. 

But we fixed the fuzzy out gain based on simulation study results is 3 3,k kφ θ = 0.02 

(rad/s) and the position parameter ,PB PBφ θ = 1 in the fuzzy system of both channels. 

That is, there are 10 parameters minimizing the IAE for roll angle and pitch angle. 

 

Fig. 7. Objective function values in GAs 

Table 2. The values of the optimized parameter of fuzzy system 

Roll Channel Optimized Values Pitch Channel Optimized Values 

1k φ  47.42 1k θ  9.04 

2k φ  1.02 2k θ  0.25 

Z O φ
 0.0000001 Z Oθ

 0.0001 

P S φ
 0.0001 P S θ

 0.00333 

P M φ
 1 P M θ

 0.13112 
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The parameter optimization of the fuzzy based closed loop attitude estimation sys-
tem developed after 110 generations in Fig. 7, the results are given as Table 2. 

Table 3. Experimental results of Integral of the Absolute Error (IAE) 

 Conventional in case of 
,φ θω ω = 0.001 Fuzzy Inference 

Fuzzy Inference + 
GA Tuning 

IAE for Roll Angle 9,578 1,935 1,583 
IAE for Pitch Angle 7,964 1,799 1,588 
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Fig. 8. Response of the fuzzy-GAs attitude-
estimation system 

Fig. 9. Variation of the cutoff frequency in the 
fuzzy-GAs attitude estimation system 

Table 3 shows the experimental results of Integral of the Absolute Error (IAE) for 
the fuzzy based attitude estimation system, and GA fine-tuning based attitude estima-
tion system. In order to verify the effectiveness of the estimation, the levels of  
agreement between reference model and the scheme results are calculated. This per-
formance is very encouraging for low-cost and low-performance inertial sensors. The 
time responses for roll and pitch attitudes are plotted in Fig. 8, and Fig. 9 shows how 
the cutoff frequencies are adapted under dynamic conditions. The results obtained 
from the on-board high-precision gyro are also presented for comparison.  

5   Conclusions 

As an alternative to expensive and heavy devices such as vertical gyros on the vehicle 
system, a solution scheme for a low-cost attitude estimation system has been studied 
to estimate closed-loop attitude based on the test experimental data. The attitude esti-
mation system consists of 3 single-axis rate gyros in conjunction with 2 single-axis 
accelerometers. The proposed closed loop attitude estimation system scheme uses 
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fuzzy inference and GAs to determine the filtering estimator parameters by adjusting 
cutoff frequency and to optimize the parameters of the fuzzy system.  

The proposed system has shown a good performance for drift errors form gyro 
measurement as well as accelerometer measurement noise corruption in all dynamic 
conditions. The performance improved attitude estimation system by GAs fine-tuning 
compared to a fuzzy inference only. This performance is very encouraging and indi-
cates that high accuracy attitude estimation system should be possible with low-cost, 
low-performance inertial. 
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Abstract. Process Planning activities are significantly based on experience and technical skill. 
In spite of the great efforts made for planning automation, this activity continues being made in 
manual form. Process Planning activities are significantly based on experience and technical 
skills. The advent of the CAM systems (Computer Aided Manufacturing) has partially close the 
gap left between the Automated Design and Manufacture. Meanwhile, a great dose of manual 
work still exists and investigation in this area is still necessary. This paper presents the applica-
tion of a multi objective genetic algorithm for the definition of the optimal cutting parameters. 
The objective functions consider the production rate and production cost in turning operations. 
The obtained Pareto front is compared to high efficiency cutting range. This paper also  
describes one application of the developed mechanism using an example. 

1   Introduction 

Process Planning is a function that establishes a set of manufacturing operations and 
their sequence, and specifies the appropriate tools and process parameters in order to 
convert a part from its initial state to a final form.  Computer Aided Process Planning 
(CAPP) can be considered as the solution that provides a great assistance in this as-
pect and could even replace the human planners in the planning procedure. 

In addition, CAPP technology can assure the integration between CAD and CAM 
systems and a total consistency and correctness of the developed process plans. 

Traditional CAPP systems can be roughly categorized as variant and generative 
systems. Variant CAPP is based on a Group Technology (GT) coding and classifica-
tion approach to identify a number of part attributes. These attributes allow the system 
to select a standard process plan for the part family and accomplish an important part 
of the planning work. The planner needs to add the remaining of the effort of modify-
ing or fine-tuning the process plan. The standard process plans stored in the computer 
are manually entered using a super planner concept, that is, developing standardized 
plans based on the accumulated experience and knowledge of multiple planners and 
manufacturing engineers. One drawback of the variant CAPP is that the generic family 
process may not be suitable for a particular new part. The generative CAPP system 
does not have this drawback because it generates process plans according to the ex-
periences and knowledge of the planners. Instead of retrieving a generic family process 
and editing it, a process plan is created from scratch by using a set of intelligent tools. 
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An standard CAPP system usually selects machine tools and operations, generates 
the various parameters required in each operation, routes the selected operations, and 
so on. While there has been some success in some problematic areas such as in the 
systematization of feature recognition and operation sequencing, the process of select-
ing cutting tool and conditions has not been as successful because it depends largely 
on human experience. As aforementioned, the selection of cutting conditions is an 
important step in process planning of machining operations. In past years, to  
determine the optimal cutting parameters, complex mathematical models have been 
formulated to associate the cutting parameters with the cutting performance. The 
complexity is augmented if one considers that the cutting parameters are subjected to 
several constraints such as permissible limit of power, cutting force or surface rough-
ness among others. Main difficulties arise because of the coexistence of parameters 
that interact in non linear modes. Also, objective functions that are discontinuous pose 
high difficulty for traditional mathematical techniques. This is the field where heuris-
tics methods like the genetic algorithms offer powerful opportunities. This paper deals 
with the use of a multi-objective genetic algorithm to effectively perform cutting con-
ditions optimization for turning operations. Additionally, this work attempts to dem-
onstrate that the Pareto front obtained by means of a multi objective optimization 
process constitutes a good approximation to the high efficiency cutting range. 

2   Literature Review 

Traditional optimization in machining operations involves the selection of feed and 
cutting speed according to a variety of economic criteria such as the minimum cost 
per component, maximum production rate or maximum profit rate [1,2,3]. In those 
optimization models constraints are considered, such as the machine tool feed and 
speed boundaries, machine tool maximum feed force, spindle torque and available 
power. Taylor [4] conducted the earliest research on cutting tool life; the main 
achievement of that research was the development of the well-known tool life equa-
tion. [5] proposed a mathematical model to find the optimal speed and feed rate that 
provides the highest production rate. In the other hand, cutting conditions are usually 
selected to minimize operation costs as a form to increase the long-term profits [6,5]. 
That two cutting conditions, maximum production rate speed and the minima cost cut-
ting speed, together constitute the so-called high efficiency cutting range.  

Several types of methods have been used for the optimization of cutting parame-
ters. Direct search method emerges as one of the most popular mathematical optimi-
zation methods. Direct search methods compute the first derivative of one objective 
function and set it to zero. However, for applying these methods the objective func-
tion must be continuous and twice differentiable, requirement that it is not easily met 
in real world problems [7]. [8] pointed out that those single objective approaches have 
a limited value to fix the optimal cutting conditions, due to the complex nature of the 
machining processes, where several different and contradictory objectives must be 
simultaneously optimized. Multi-objective formulations are realistic models for many 
complex engineering optimization problems. In many real-life problems, objectives 
under consideration conflict with each other, and optimizing a particular solution with  
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respect to a single objective can result in unacceptable results with respect to the other 
objectives [9]. A reasonable solution to a multi-objective problem is to investigate a 
set of solutions, each of which satisfies the objectives at an acceptable level without 
being dominated by any other solution. 
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Fig. 1. High efficiency cutting range 

An extensive review on meta-heuristics methods utilized within the paradigm of 
multi-objective programming is presented by [10]. The authors demonstrated the ris-
ing popularity of multi objective meta-heuristics since the late nineties. According the 
authors, several factors influenced the increase, the increase in computer power, the 
transferal effect of advances in meta heuristics methods and their application to single 
objective models that is subsequently extended into multi-objective models, and the 
growing awareness during the decade of the existence and importance of multiple ob-
jectives in various disciplines. [11] presents a Parameter Design (PD) approach that 
provides near-optimal settings to the process parameters of a single lathe machine 
with high-volume production. Optimized process parameters include both machining 
parameters (cutting speed, feed rate, and depth of cut) and production parameters 
(material order size and inventory safety stock and reorder point). This paper extends 
the conventional per-part machining cost model into a per order production cost 
model by consolidating the production economics of both machining parameters and 
production controls.  

A series of versions of multi-objective optimizations algorithms have been devel-
oped. Comprehensive survey of several multi-objective optimization methods includ-
ing useful and detailed discussion on their potential and limitations can be found in 
[12,13,14].  

Among the versions we can enumerate the following approaches: Vector evaluated 
genetic algorithm (VEGA), Target vector approaches, Multi objective genetic algo-
rithm (MOGA), Non-dominated sorting genetic algorithm (NSGA), Niched Pareto 
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Genetic Algorithm (NPGA) and Strength Pareto evolutionary algorithm (SPEA) 
among others. An improved version of the NSGA algorithm called NSGA-II, was 
proposed by DEB (2000). This improvement consists in the incorporation of elitism 
and parameter-free sharing approaches to the original algorithm.  

3   Optimization Model  

As it was mentioned above, the high efficiency cutting range is the interval of eco-
nomic cutting speed (and/or tool feed rate). Within this range, there exists an optimal 
cutting speed that satisfies the economic restrictions and other speed that satisfies the 
production rate criteria. These two objectives functions are based on the well known 
extended Taylor´s tool life equation. Taylor Tool life equation is considered the first 
satisfactory correlation to model the wear process as a function of the cutting speed 
(eq.1).  

K T vx⋅:=                                                          (1) 

Lately, this first equation was extended to incorporate other cutting parameters, 
such as feed rate and depth of cut (eq.2). 

K T v
x⋅ f

y⋅ a
z⋅:=                                              (2) 

In the multi-objective optimization model these two main objectives are consid-
ered. The decision variables considered in this model are: cutting speed (v) and feed 
rate (f). Next, the mathematical equations are presented. Based on these equations, the 
production rate and production costs can be obtained. As it is expected, maximizing 
production rate corresponds to minimizing the cycle time of a cutting operation. 
Equation (3) express the total cycle time for one part. 
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During a machining operation, the cost per workpiece can be expressed as it  
follows (eq.4): 
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d: Work piece diameter 
lf: Length of cut 
f: Feed rate 
a: Depth of cut 
Sh: Man-hour 
Sm: Machine-hour 
Kt: Cutting tool cost per life (T) 
tft: Tool change time 
ta: Time during which tool does not cut 
ts: Tool installation time 
tp: Machine tool set up time 
N: Batch size 
K: Taylor`s constant 
x, y, z : Tool life equation Exponents 
 

Figure 2 shows the relationship between decision variables and time and cost  
values respectively. 

 

 

Fig. 2. Relation between feed rate, cutting speed and cycle time (a), between feed rate, cutting 
speed and cost per piece 

4   Application Example and Results 

Let us consider the turning operation of cast iron bar by means of a ISO K10 carbide 
tool. The expanded Taylor´s tool life equation exponents were obtained empirically 
by [15], and are shown as follows (Table 1). For comparison ends some simulation 
experiments were conducted. The data obtained by the simulation study were graphi-
cated and processed for obtaining a good approximation of the minimum of each one 
of the two objective functions. Figure 2 represents solution space where the  
minimums are located. Figure 3 and figure 4 represent the time and costs curves as a 
function of cutting speed. As it was expected, the influence of the feed rate on the 
mentioned variables is lesser that the influence observed by the cutting speed. Those 
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two minimums approximated through the use of the aforementioned simulation ex-
periment, may be considered as the limits of the high efficiency range.  

It can be observed that the Pareto front margins correspond to or are comparable to 
the limits of the high efficiency cutting range. In the graphic we can observe the 
minimum values of the cycle time per piece and the minimum cost per piece, which 
correspond to 1.8438 min/unit and $501/unit respectively. The used algorithm also 
presents the values of cutting speed and feed rate that correspond to the minimum 
values obtained. Table 2 presents these values. 

Table 1. Summary of the data used by optimization process example 

Work piece diameter   d = 90 [mm] 
Length of cut   la = 80 [mm] 
Feed rate   f = 0,3 [mm/rev] 
Depth of cut   a = 1,5 [mm] 
Man-hour   Sh = 6000 [$/h] 
Machine-hour   Sm = 9000 [$/h] 
Cutting tool cost per life (T)   Kft = 5000 [$] 
Tool change time   tft =3 [min] 
Time during which tool does not cut   ta = 0,1 [min/unit] 
Tool installation time   ts = 1,5 [min/unit] 
Machine tool set up time   tp = 15 [min] 
Batch size   N = 200 [unit] 
Taylor`s constant  K = 5,25*1012     
Tool life equation Exponents   x = 5,025 
Exponente del avance   y = 0,91 
Exponente de la profundidad de corte   z = 0,72 
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Fig. 3. Simulated values of work piece cost as a function of cutting speed 
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Fig. 4. Simulated values of cycle time as a function of cutting speed 

Figure 5 shows the Pareto front obtained through the use of the NSGA-II  
algorithm.  

 

Fig. 5. Pareto front for the example 

Table 2. Summary of the obtained as outcomes of the optimization process 

Cutting Speed 
(m/min) 

Feed rate 
(mm/rev) 

Unit Cost 
($/unit) 

Cycle Time 
(min/unit) 

256,06 0,6 627,08 1,8438 

144,07 0,6 501,11 1,9273 

5   Conclusions 

For promoting adaptative capability of Automated Process Planning systems, an intel-
ligent system for selecting the optimal cutting conditions was applied. This work 
points to the identification of economical cutting condition through the use of a multi-
objective algorithm (NSGA-II). The use of the mentioned algorithm leads to the as-
sumption that through the utilization of the multi-objective optimization approach one 
an obtain the limits of the cutting high efficiency range without the well known  
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difficulties of the traditional approaches. Therefore, the selection of the appropriate 
cutting condition is possible in real world environments just using the metaheuristic 
approach. A variety of simulations were carried out to validate the performance of the 
approach and to show the usefulness of the applied algorithm. Further evolution of the 
system is possible. This evolution points to enhance the interconnectivity of the im-
plemented algorithm with CAM systems. In addition, new tests are being performed 
for apply this approach in other types of cutting operations.  
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Abstract. The Particle Swarm Optimization (PSO) and the Genetic Algorithms (GA) have been 
used successfully in solving problems of optimization with continuous and combinatorial 
search spaces. In this paper the results of the application of PSO and GAs for the optimization 
of mathematical functions is presented. These two methodologies have been implemented with 
the goal of making a comparison of their performance in solving complex optimization prob-
lems. This paper describes a comparison between a GA and PSO for the optimization of a com-
plex mathematical function. 

1   Introduction  

We describe in this paper the application of a Genetic Algorithm (GA) [1] and Parti-
cle Swarm Optimization (PSO) [2] for the optimization of a mathematical function. In 
this case, we are using the Rastrigin’s Function [4] to compare the optimization  
results between a Genetic Algorithm and Particle Swarm Optimization.   

2   Genetic Algorithm for Optimization  

John Holland, from the University of Michigan began his work on genetic algorithms 
at the beginning of the 1960s. His first achievement was the publication of Adaptation 
in Natural and Artificial System [7] in 1975. 

Holland had two goals in mind: to improve the understanding of natural adaptation 
process, and to design artificial systems having properties similar to natural systems 
[8]. 

The basic idea is as follows: the genetic pool of a given population potentially  
contains the solution, or a better solution, to a given adaptive problem. This solution 
is not "active" because the genetic combination on which it relies is split between  
several subjects. Only the association of different genomes can lead to the solution. 

Holland’s method is especially effective because it not only considers the role of 
mutation, but it also uses genetic recombination, (crossover) [9]. The crossover of 
partial solutions greatly improves the capability of the algorithm to approach, and 
eventually find, the optimal solution. 
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The essence of the GA in both theoretical and practical domains has been well 
demonstrated [1]. The concept of applying a GA to solve engineering problems is fea-
sible and sound. However, despite the distinct advantages of a GA for solving com-
plicated, constrained and multiobjetive functions where other techniques may have 
failed, the full power of the GA in application is yet to be exploited [12]. 

To bring out the best use of the GA, we should explore further the study of genetic 
characteristics so that we can fully understand that the GA is not merely a unique 
technique for solving engineering problems, but that it also fulfils its potential for 
tackling scientific deadlocks that, in the past, were considered impossible to solve. In 
figure 1 we show the reproduction cycle of the Genetic Algorithm.  

 

Fig. 1. The Reproduction cycle 

The Simple Genetic Algorithm can expressed in pseudo code with the following  
cycle: 

 
1. Generate the initial population of individuals aleatorily P(0).     
2. While (number _ generations <= maximum _ numbers _ generations)    
       Do:     
           {   
              Evaluation;   
              Selection;   
              Reproduction;   
              Generation ++;   
           }   
3. Show results    

4. End of the generation 

3   Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population based stochastic optimization 
technique developed by Eberhart and Kennedy in 1995, inspired by social behavior of 
bird flocking or fish schooling [3]. 
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PSO shares many similarities with evolutionary computation techniques such as 
Genetic Algorithms (GA) [6]. The system is initialized with a population of random 
solutions and searches for optima by updating generations. However, unlike GA, the 
PSO has no evolution operators such as crossover and mutation. In PSO, the potential 
solutions, called particles, fly through the problem space by following the current  
optimum particles [10].   

Each particle keeps track of its coordinates in the problem space, which are associ-
ated with the best solution (fitness) it has achieved so far (The fitness value is also 
stored). This value is called pbest. Another "best" value that is tracked by the particle 
swarm optimizer is the best value, obtained so far by any particle in the neighbors of 
the particle. This location is called lbest. When a particle takes all the population as its 
topological neighbors, the best value is a global best and is called gbest. 

The particle swarm optimization concept consists of, at each time step, changing 
the velocity of (accelerating) each particle toward its pbest and lbest locations (local 
version of PSO). Acceleration is weighted by a random term, with separate random 
numbers being generated for acceleration toward pbest and lbest locations.  

In the past several years, PSO has been successfully applied in many research and 
application areas. It is demonstrated that PSO gets better results in a faster, cheaper 
way compared with other methods [11].   

Another reason that PSO is attractive is that there are few parameters to adjust. 
One version, with slight variations, works well in a wide variety of applications. Par-
ticle swarm optimization has been used for approaches that can be used across a wide 
range of applications, as well as for specific applications focused on a specific  
requirement. 

The pseudo code of the PSO is as follows 

For each particle  
    Initialize particle 
END 
Do 
    For each particle  
        Calculate fitness value 
        If the fitness value is better than the best fitness value (pBest) in history 
            set current value as the new pBest 
    End 
    Choose the particle with the best fitness value of all the particles as the gBest 
    For each particle  
        Calculate particle velocity  
        Update particle position  
    End  
While maximum iterations or minimum error criteria is not attained. 

4   Rastrigin’s Function 

For two independent variables, Rastrigin's function is defined in equation (1): 

Ras(x) = 20 + X1
2 + X2

2 – 10(Cos2πX1 +  Cos2πX2) (1) 
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Figure 2 shows a plot of Rastrigin's function [4] [5]. 
As this plot shows, Rastrigin's function has many local minimal [4] — the "val-

leys" in the plot. However, the function has just one global minimum, which occurs at 
the point [0 0] in the x-y plane, as indicated by the vertical line in the plot, where the 
value of the function is 0. At any local minimum other than [0 0], the value of 
Rastrigin's function is greater than 0. The further the local minimum is from the ori-
gin, the larger the value of the function is at that point. Rastrigin's function is often 
used to test the evolutionary computing methods, because its many local minimal 
make it difficult for standard, gradient-based methods to find the global minimum. 

 

Fig. 2. Plot of the Rastrigin's function 

5   Simulation Results 

Several tests of the PSO and GA algorithms were made in the Matlab programming 
language. All the implementations were developed using a computer with processor 
AMD turion of 64 bits that works to a frequency of clock of 1800MHz, 512 MB of 
RAM Memory and Windows XP operating system. 

5.1   Experimental Results with the Genetic Algorithm (GA) 

The results obtained after applying the genetic algorithm to the Rastrigin's function 
are shown on table 1: 

Parameters of Table 1: 

No. = Number of experiment 
TEST = Number of times that you executes the Genetic Algorithm with the same  
parameters 
GEN = Generations number 
POP= Population size 
CROSS = Crossover type and % crossover 
MUT = Mutation type and % mutation 
BEST= Best Fitness Value 
MEAN= Mean of 50 tests 
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Table 1. Results obtained after applying the genetic algorithm to the Rastrigin’s function 

GEN POP CROSS 

% 

CROSS MUT 

% 

MUT SEL BEST MEAN 

50 20 ARITH 80 GAU 10 ROU 1.92E-07 0.333 

80 50 TWO 60 UNI 5 UNI 1.64E-04 0.433 

120 50 SCAT 75 GAU 15 TOU 

0.00438

3493 0.59 

120 60 SCAT 50 GAU 6 ROU 2.87E-05 7.84E-03 

100 80 SCAT 90 GAU 9 ROU 

0.01540

0193 0.0197 

From Table 1 it can be appreciated that after running the GA 50 times, only in 5 
cases the global minimum was achieved with the best objective value at 1.92E-07, 
which is the shaded value in Table 1 (Experiment 1). The best average objective value 
was 7.84 E-03 obtained in Experiment 4.  

In Figure 3 we show the convergence of the genetic algorithm, which is given by 
the best fitness and the average fitness of Experiment 1. 

 

Fig. 3. Results of convergence of the genetic algorithm for the best test 

Figure 4 and 5 show the results with the best fitness of the genetic algorithm for  
increasing number of generations in experiments 1 and 2. 
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Fig. 4. Best fitness of the GA for experiment 
number 1 after 50 tests 

Fig. 5. Best fitness of the GA for experiment 
number 2 after 50 tests 

Figures 6 and 7 show the results of the best fitness for the genetic algorithm for  
increasing number of generations in experiments 3 and 4. 
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Fig. 6. Best fitness of the GA for experiment 
number 3 after 50 tests 

Fig. 7. Best fitness of the GA for experiment 
number 4 after 50 tests 

Figure 8 shows the comparison results between all the tests that were performed in 
this research with the genetic algorithm. 

5.2   Results with Particle Swarm Optimization (PSO) 

The results obtained after applying the particle swarm optimization to the Rastrigin's 
function are shown on table 2. The parameters shown in this table are described  
below. 
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Comparison between all Experiments appliying the Genetic 
Algorithm
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Fig. 8. Comparison results between all experiments with the GA 

Parameters of Table 2: 

No. = Number of experiment 
TEST = Number of times that you executes the PSO with the same parameters 
BEST = Best fitness value 
DIM = Dimensions 

Table 2. Results obtained after applying the PSO to the Rastrigin’s function 

No. TEST POP DIM BEST MEAN 

1 50 20 10 1.989918 6.872069 

2 50 40 10 0.994961 4.057908 

3 50 80 10 0.000001 2.725607 

4 50 20 20 8.965743 25.979561 

5 50 40 20 18.01619 19.265292 

From Table 2 it can be appreciated that after running the PSO 50 times, only in 5 
cases the global minimum was achieved with the best objective value at 0.000001, 
which is the shaded value in Table 2 (Experiment 3). The best average objective value 
was 2.725607 obtained in Experiment 3.  

Figures 9, 10, 11, 12 and 13 show the results of the best fitness of the particle 
swarm optimization in increasing form in the number of experiment 1, 2, 3, 4 and 5. 
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Fig. 9. Best fitness of the PSO for the number 
of experiment 1 for 50 tests. 

Fig. 10. Best fitness of the PSO for the num-
ber of experiment 2 for 50 tests 
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Fig. 11. Best fitness of the PSO for the num-
ber of experiment 3 for 50 tests. 

Fig. 12. Best fitness of the PSO for the num-
ber of experiment 4 for 50 tests. 

Figure 14 shows the comparison results between all the tests that were developed in 
this investigation with the particle swarm optimization. 

5.3   Comparison the Best Results Between the Genetic Algorithm (GA) and 
Particle Swarm Optimization (PSO) 

The analysis of simulation results of the two evolutionary methods proposed in this 
paper, in this case the Genetic Algorithm (GA) and the Particle Swarm Optimization 
(PSO), lead us to the conclusion that for this problem of optimization of Rastrigin's 
function [4], the method with the better result was the genetic algorithm, although the 
PSO is also able to minimize the function, the best results were obtained with the GA. 
In all cases one can say that the two proposed methods work correctly and they can be 
applied for this type of problems.   
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Comparison between all Experiments appliying the 
Particle Swarm Optimization
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Fig. 13. Best fitness of the PSO for the num-
ber of experiment 5 for 50 tests 

Fig. 14. Comparison results between all ex-
periments with the PSO 

6   Conclusions 

After studying the two methods of evolutionary computing (GA and PSO), we reach 
the conclusion that for the optimization of Rastrigin's function the GA gives better re-
sults than the PSO, which can be appreciated in figure 14, in the comparison of the 
averages of these two methods, the GA obtains better results because stays very near 
the objective value in most of the tests, but if we observe Table 2 of results of the 
PSO, this method also achieves good. Figure 15 shows the results of the comparison 
between these two methods of evolutionary computing for the solution of the problem 
of finding the global minimum of the function above mentioned and you can observe 
that the best average of fitness value for the best solutions obtained it the genetic  
algorithm. 
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Fig. 15. Comparison results between PSO and GA 
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Abstract. It is presented an intelligent evolutionary method to solve single objective optimiza-
tion problems, we called this method Single Objective Intelligent Evolutionary Algorithm (SO-
IEA). This method uses several mechanisms that work synergistically to provide the optimal 
solution by handling in an intelligent way, the number of times that the objective function 
needs to be evaluated. The SO-IEA was subjected to several tests using complex benchmark 
functions and the results were statistically compared to other state of the art evolutionary algo-
rithms (EA) obtaining that the SO-IEA outperformed in time and in precision the other meth-
ods. In general, the ideas presented here can be easily adapted to other EAs. 

1   Introduction 

There are several optimization methods that have been fully addressed in the literature 
[4,22] and they have several advantages and drawbacks. EAs are methods that have 
been successfully used for solving nonlinear optimization problems [14]; however, in 
any EA we have many parameters to adjust, and generally, they are adjusted by trial 
and error. Generally, they are adjusted one at time, since often it is unknown how they 
interact. Many different procedures have been researched to adapt the parameters. It is 
common that the parameters choice differ strongly from case to case, but the main 
idea is to no longer choose the parameters semi-arbitrarily but to let the parameters to 
auto adapt. Self-adaptation is a phenomenon, which makes EAs more flexible and 
closer to natural evolution. The Human Evolutionary Model is an intelligent global 
optimization method conceived to perform Single and Multiple Objective Optimiza-
tion [21,23,24], this general method is still in development, especially the Multi  
Objective (MO) part is being improved. The Single Objective (SO) part has demon-
strated that outperforms several algorithms that are in the state of the art, for example 
Differential Evolution (DE)[11,25], Particle Swarm Optimizer [1,6], and others. In 
this work we are presenting a novel intelligent method to perform SO optimization, 
we called this method SO Intelligent Evolutionary Algorithm (SO-IEA) since it uses 
an intelligent method based in human expertise to establish a fuzzy inference system 
with the purpose of making more efficient the exploration and exploitation of the 
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landscape. The SO-IEA is part of the Human Evolutionary Model (HEM) [21], basi-
cally is the most basic part of HEM’s Single Objective Optimization procedure. SO-
IEA, uses Mediative Fuzzy Logic (MFL) for handling doubtful and contradictory  
information from experts to calculate the appropriated amount of individuals to create 
and/or to eliminate [19,20]. MFL, was proposed as an extension of traditional  
fuzzy logic [3,15,18] and includes Intuitionistic fuzzy Logic (IFL) in the Atanassov  
sense [15]. 

The paper is organized as follows: In section 2, we are giving a general definition 
for a Single Objective Intelligent Evolutionary Algorithm (SO- IEA). In section 3, we 
are describing the experiments that were achieved, and the corresponding results are 
discussed in section 4. Finally, in section 5 we have the conclusions. 

2   SO-IEA Description 

In general, we are defining a SO-IEA according to expression 1, where there are 
seven main components. 

( )ELSOPAIISHIEASO ,,,,,,=−  (1) 

H represents the Human or group of Humans that should make the initial problem 
analysis of the specific problem to be solved, H should specify the corresponding fit-
ness function and restrictions, also human(s) are in charge to decide weather to use 
the database knowledge that was previously established, or to update it.  

The idea of the Adaptive Intelligent Intuitive System (AIIS) is to provide to the 
evolutionary process the most suitable parameters in order to advance in evolution. At 
present stage, AIIS adapts population size by creating and eliminating individuals of 
the actual population to exploit the landscape with very few individual to speed up the 
evolutionary process, but without getting trapped in local optima. This last part is due 
to the intelligent mechanism that SO-IEA has to become explorative when it is 
needed. 

The population P, is given by N individuals, each individual pi is defined as 
pi=(gri,gei,ovi). In this definition, gri is the floating point genetic representation, i.e. 
where the decision variables of the problem to be solved are given. The variable gei is 
used to code some individual’s genetic attributes, for example gender, actual age, 
maximal aged allowed, pheromone level, and others. The last part is the individual’s 
objective value. 

In O is specified the optimization goal, here we can program the termination  
criteria.  

In general, S represents the evolutionary strategy as well as the operators that are 
available to use. The recombination and mutation operators are defined in this term. 

The term L means landscape; hence it is included anything related with this topic. 
Here, it is given the function to be optimized, constrictions, as well as the fitness 
function.  

The term E represents the Environment used to define operators that work syner-
gistically with the operators defined in S. The aim of these operators is mainly focus 
to maintain the population in between desirable ranges of age, gender and values. 
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Fig. 1. Block diagram of the SO-IEA 

In Fig. 1, it is shown a general block diagram to describe in functional term the 
SO-IEA. The Human(s) is part of this model, always H can have on-line or off-line 
interaction with the evolutionary process either to improve the AIIS or to propose a 
different set of parameters to control the evolution via the “SO-IEA control parame-
ters” block. The AIIS uses Mediative Fuzzy Logic (MFL) in order to establish a 
knowledge database to control population size and the parameters, the final idea is 
to make this unit to learn from the process. The evolutionary process is performed 
using floating point variables, and the Extended Intermediate Recombination (EIR) 
operator[7,8], and Discrete Mutation (DM) operator working over the population 
[7,8].  

The AIIS will determine, based on the evolution performance, the amount of indi-
viduals to create and to eliminate. If AIIS determines that evolution is getting trapped 
in local optima, it will take a series of actions to avoid this situation. In Fig. 2 is 
shown in pseudo-code style the generic idea used to control population size. 
Basically, the MFL method in SO-IEA uses two variables. The variable “Variance” to 
control the variance value, and the variable “Cycling” to control the number of 
generations that the population remains in the same landscape region and/or without 
any significative change in the variance measurement. For the first one, we use the 
fitness value of the best individual of previous generations (we used 10 generations), 
to calculate their variance. For measuring the degree of cycling at each generation, we 
calculate the variable “Variance” and we make an increment in the variable “Cycling” 
each time the variable “Variance” is below a predetermined threshold value, we fixed 
this value to 0.05; otherwise reset the variable “Cycling”, i.e. “Cycling=0”. 
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Fig. 2. In the SO-IEA an intelligent system controls population size for optimizing the explora-
tion and exploitation of landscape regions [20] 

The threshold value was obtained experimentally, testing several complex test 
functions. The intelligent system will calculate the quantity of individuals that should 
be eliminated from the actual population, as well as the individuals that should be 
created in the actual population. Always, the operation of deletion is performed first, 
then we proceed to create the new individuals. We used two Sugeno inference 
systems of zero order, one for the agreement side, and the other one for the non-
agreement side. In Fig. 3 we have the fuzzy associative memory for the agreement 
side, and in Fig. 4 the fuzzy assocative memory for the non-agreement side in an MFL 
system. we are summarizing the linguistic variables that were used in the fuzzy 
system. Each inference system has two output variables named “Delete” and 
“Create”. The values of these two variables are related to the amount of individuals 
that should be eliminated or created. Each output variable has three constant terms, 
which are: “little”, “regular”, and “many”. We assigned the values of “0”, “0.5”,  
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and “1”, respectively. We used the same name and values at the output of each 
inference system (agreement and non-agreement). 

3   Experimental Results 

The SO-IEA was used for all the tests. For achieving the recombination process, we 
selected a percentage of the best individuals (20%), and a percentage of individuals 
with highest pherhomone level (2%) (value of the genetic effect ge(phLevel) of each 
individual). The experiments were divided in two groups:  

  

Fig. 3. Fuzzy associative memory for the vari-
able “Agreement side” 

Fig. 4. Fuzzy associative memory for the 
non-agreement side 

Group 1. Experiments with Classical Test Functions 

We performed experiments using the De Jong’s test function suite (F1-F5) [12], as 
well as the Rastrigin function (F6) [20]. We compared our results against the results 
obtained using a Genetic Algorithm (GA). We decided to use the Genetic Algorithm 
of Matlab’s Toolbox to perform the comparison because it provides an easy way to 
reproduce the results presented in this work. We made comparisons of processing 
time and average precision for each test function and for each method. Each test was 
conducted in the next form: For each test function (F1 to F6), we selected the most 
suitable parameters for the GA to achieve a good statistical result for 100 runs of the 
corresponding function. We executed the GA 100 times and we saved the best fitness 
value (maximal fitness), the minimum fitness value, and the statistical values of mean, 
median and standard deviation achieved in the 100 runs. We chose the parameters of 
SO-IEA in such a way to obtain a notable difference in precision in favor of SO-IEA. 
We used statistical t-Student test to ensure that statistical processes are different. The 
process was repeated for 2, 8, 16, and 32 variables. In all of the cases, we executed 
each algorithm 100 times for obtaining statistical meaningful results.   
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Group 2. Experiments with Composite Test Functions 

We did experiments with composite test functions CF1 to CF6. These functions  
are highly complex to optimize. In [9] a method is given for constructing these 
Composite Functions. We considered as benchmark target values the results reported 
in [9] for the algorithms PSO, CPSO [5], CLPSO [10], CMA-ES [18], G3-PCX [13], 
and DE [26]. In this work the best objective value reported for the composite test 
function is 5.7348 × 10-8, so we used that value as the stoping criteria for SO-IEA in 
this group of tests, a second criteria was the number of generations.  

4   Discussion 

In this section, a discussion of the performed experiments is presented.  
For Group 1 (Classical test functions), the SO-IEA works better than the GA of the 

Matlab’s Toolbox for 8, 16 and 32 variables. The best times and precision, finding the 
minimizer for this group of functions, were obtained using IEA. We noticed that  
the more difficult is the problem the better results were obtained using SO-IEA.  

For Group 2 (Composite test functions), we compared the results obtained with the 
SO-IEA against the results reported in [9], acording to it, the CLPSO was the only 
optimization method that was able to find the minimizer of CF1, but fails with the 
other functions, CF2 to CF6. The methods PSO, CPSO, CMA-ES, G3-PCX, and DE 
failed finding the minimizers of all the functions CF1 to CF6. All the tests were made 
for 10 dimensions. It is known that these methods have demonstrated their excellent 
performance on standard benchmark functions; the problem was that the composite 
functions CF1 to CF6 are very complex.  

On the other hand, with SO-IEA we had the following results: 

1. For CF1 we obtained a success relation of 20/20, i.e. a success ratio of 100%, 
which means that the algorithm in 20 runs always found the minimizer. The 
average population size for these tests was 49 individuals. 

2. In CF2 we had a success relation of 19/20, then we had a success ratio of 95%. The 
average population size was 475 individuals. 

3. In CF3 we had a success relation of 5/20, then the success ratio is 25%.  
4. CF4 was the most difficult function to optimize using HEM, we had a success 

relation of 0/20, but a remark is that comparatively we got better results than the 
other methods. 

5. For CF5 we had a success relation of 4/20, so the success ratio is 20%. The average 
population size was 286 individuals. 

6. For CF6 we had a success relation of 0/20. Only DE found a better mean value 
than HEM, the difference is minimal, and HEM has a smaller standard deviation. 
DE did not found the global minimizer. 

For CF1 we obtained an average population of 49 individuals although the initial 
population size was 600 individuals with an upper and lower bounds of 600 and 100 
individuals respectively. The SO-IEA and CLPSO founded the minimizer. 
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We executed the algorithms 300 generations for CF1 and CF3, and 500 generations 
for CF2, CF4, CF5, and CF6. The SO-IEA found solutions before the corresponding 
number of generations were achieved, for example for testing CF4, the best values were 
found around generation 50, so the time for finding this solution is more or less 200 
seconds instead 1194 seconds. We have similar conditions in the other experiments.  

5   Conclusions 

The use of composite test functions was very important since these functions are hard 
to optimize, we had to reconsider and make a general review of each step of the SO-
IEA of HEM as it was previously propossed in [20], for example, we were 
considering one operator for cloning the best individual in the population. This 
operator works great in our evolutionay model with classical test functions, but using 
the composite test function we realized that this operator was stucking the evolution.  

The SO-IEA uses an intelligent strategy to “explore, exploit, ... ,exploit, 
explore,…”, so we can say that the SO-IEA always searches for a promissory region 
for being exploited. AIIS will maintain or increase the population size; once a 
convenient region is found, generally the SO-IEA reduces its population size with the 
purpose of speeding up the algorithm, this is done taking care of no diminishing the 
performance of the evolution; and when AIIS determines that this region has been 
exploited enough, then AIIS decides to increase the population size by generating new 
individuals randomly, this is for being more explorative. In general, the SO-IEA has 
several mechanisms that work synergetically for performing search in an intelligent 
way. Hence, the SO-IEA is an intelligent evolutionary algorithm that uses knowledge 
from experts, and it is able to handle doubt and contradiction among human experts. 
An interesting thing that we observed is that almost always the dynamics of the 
population size, for the same type of problem behaves very similar. 

In general, according to the comparisons that we made, we can conclude that SO-
IEA outperformed the evolutionary algorithms PSO, CPSO, CLPSO, CMA-ES, G3-
PCX and DE for the composite test functions CF1, CF2, CF3, CF5 and CF6.  

We have demonstrated that having an intelligent evolutionary algorithm with the 
ability of learning from a group of experts is an interesting and promising idea. Future 
work may focus on improving the AIIS and increasing its knowledge data base to 
control more parameters of this evolutionary model. 
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Abstract. In this paper we illustrate the LU representation of fuzzy numbers and present an 
LU-fuzzy calculator, in order to explain the use of the LU-fuzzy model and to show the advan-
tage of the parametrization. The model can be applied either in the level-cut or in generalized 
LR frames. The hand-like fuzzy calculator has been developed for the MS-Windows platform 
and produces the basic fuzzy calculus: the arithmetic operations (scalar multiplication, addition, 
subtraction, multiplication, division) and the fuzzy extension of many univariate functions  
(exponential, logarithm, power with numeric or fuzzy exponent, sin, arcsin, cos, arccos, tan, 
arctan, square root, Gaussian, hyperbolic sinh, cosh, tanh and inverses, erf and erfc error 
functions, cumulative standard normal distribution). 

1   Introduction 

The arithmetic operations on fuzzy numbers are usually approached either by the use 
of the extension principle (in the domain of the membership function, [8]) or by the 
interval arithmetics (in the domain of the cutsα − ) as outlined by Dubois and Prade 
([1]); the same authors have introduced the well known LR model and the 
corresponding formulas for the fuzzy operations ([2]); an extensive survey and 
bibliography is in [3]. In [4], the use of monotonic splines is suggested to approximate 
fuzzy numbers, using several interpolation forms and a procedure is described to 
control the error of the approximation. The parametric LU representation allows a 
large set of possible shapes (types of membership functions) that seems to be much 
wider than the well-known LR framework (see also [6] and [7]). 

The paper is organized as follows: in sections 2 and 3 we describe the LU-fuzzy 
model and calculus and some example algorithms which implement the LU-fuzzy 
extension principle for unidimensional elementary functions. Section 4 contains a 
description of the LU-fuzzy calculator. 

1.1   Basic Fuzzy Calculus 

We adopt the so called a cut−  setting for the definition of a fuzzy number: 

Definition. A continuous fuzzy number (or interval) u is any pair ( ),u u− +  of 

functions [ ]: 0,1u± →  satisfying the following conditions:(i) :u uαα− −→ ∈  is 

a bounded monotonic increasing (non decreasing) continuous function [ ]0,1 ;α∀ ∈  
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(ii) :u uαα+ +→ ∈  is a bounded monotonic decreasing (non increasing) 

continuous function [ ]0,1 ;α∀ ∈  (iii)  u uα α
− +≤  [ ]0,1 .α∀ ∈   

The notation ,u u uα α α
− +⎡ ⎤= ⎣ ⎦  is used explicitly for the cutsα −  of u. We will also 

refer to u- and u+ as the lower and the upper branches of u, respectively. If 

( ),u u u− +=  and ( ),v v v− +=  are given fuzzy numbers, the interval-based arithmetic 

operations are defined in the usual way, for [ ]0,1α ∈ : 

(Addition)  ( ) , .u v u v u vα α α αα
− − + +⎡ ⎤+ = + +⎣ ⎦   

(Scalar Multiplication) For  k ∈ , ( ) { } { }min , ,max ,ku ku ku ku kuα α α αα
− + − +⎡ ⎤= ⎣ ⎦ . 

(Subtraction)  ( ) ,u v u v u vα α α αα
− + + −⎡ ⎤− = − −⎣ ⎦  . 

(Multiplication)  
( ) { }
( ) { }

min , , ,
.

max , , ,

uv u v u v u v u v

uv u v u v u v u v

α α α α α α α αα

α α α α α α α αα

− − − − + + − + +

+ − − − + + − + +

⎧ =⎪
⎨

=⎪⎩
  

(Division) If  0 00 , ,v v− +⎡ ⎤∉ ⎣ ⎦    
( ) { }
( ) { }

min , , ,
.

max , , ,

u u u uu
v v v v v

u u u uu
v v v v v

α α α α

α α α α

α α α α

α α α α

α

α

− − + +

− + − +

− − + +

− + − +

−

+

⎧ =⎪
⎨
⎪ =
⎩

  

2   LU-Fuzzy Representation and Calculus 

The parametric LU representation of a fuzzy number is defined on a decomposition of 
the interval [0,1], 0 1 10 ..... .... 1i i Nα α α α α−= < < < < < < =  for both the lower ( )u α−  

and the upper ( )u α+  branches. In each of the N subintervals 1[ , ]i i iI α α−= , i=1,…,N, 

the values of the two functions 1 0,( )i iu uα− −
− = , 1 0,( )i iu uα+ +

− = , 1,( )i iu uα− −= , 

1,( )i iu uα+ +=  and their first derivatives 1 0,( )i iu dα′− −
− = , 1 0,( )i iu dα′+ +

− = , 1,( )i iu dα′− −= , 

1,( )i iu dα′+ +=  are assumed to be known; we are interested in families of monotonic 

functions that satisfy the above eight Hermite-type conditions for each subinterval iI . 

In general, by transforming each subinterval iI  into the standard [0,1]  interval, i.e. 
1

1
, ,i

i i it Iα α
α α α α−

−

−
−= ∈  we can determine each piece independently and obtain piecewise 

continuous LU-fuzzy numbers. Globally continuous or more regular (1)C  fuzzy 
numbers can be obtained directly from the data if the following conditions are met for 
the values and possibly for the slopes:  

1, 0, 1 1, 0, 1 1, 0, 1 1, 0, 1,  ,  ,  ,  for 1,2,..., 1.i i i i i i i iu u u u d d d d i N− − + + − − + +
+ + + += = = = = −  

Let ( )ip tα  be a model function for uα  on a generic subinterval ;iI  then, for 

[0,1]tα ∈  we have 
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( )
( )

1 1

1 1 1

( ( ))

( ( ))( ).

i i i i

i i i i i i

p t u t

p t u t

α α

α α

α α α

α α α α α
− −

′
− − −

= + −

′= + − −
 (1) 

Proposed ( )p t  functions are the (2,2)-rational monotonic spline 

( )

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( )
1 0( )

0 1 0

22
1 0 1 0 1 1 0 1 0 0

22
1 0 1 0 1 0

  if 
,   where

  if 

(1 ) 1

( ) (1 ) 1 ;

P t
Q t u u

p t
u u u

P t u u u t u d u d t t u u u t

Q t u u t d d t t u u t

⎧ ≠
= ⎨ =⎩

= − + + − + − −

= − + + − + − −

 

the (3,2)-rational monotonic spline 

( )

( ) ( ) ( ) ( ) ( )
( ) ( )

3 2 2 3
0 0 0 1 1 1

0 1

1 0

( )
 with

( )

( ) 1 1 1

( ) 1 1 3

 to have monotonicity;

P t
p t

Q t

P t u t wu d t t wu d t t u t

Q t t t w

d d
w

u u

=

= − + + − + − − +

= + − −
+=
−

 

and the monotonic mixed cubic-exponential spline 

20 1 0 0 1
0 1 0

0 1

1 0

( ) ( ) (3 2 ) (1 )

1  to have monotonicity.

a ad d d d d
p t u u u t t t t

a a a a
d d

a
u u

+= + − − − + − − +

+= +
−

 

The models include linear (i.e. triangular fuzzy numbers), monotonic quadratic and 
monotonic cubic polynomials as special cases. 

Using one of the previous forms to represent the lower and the upper branches of 
the fuzzy number ( , )u u u− +=  we can write the general form of the representation (the 

symbol δ  is used to denote the slopes or first derivatives) 

0, 0, 1, 1, 0, 0, 1, 1, 1,...,

0, 1, 0, 1,0, 1, 0, 1, 1,2,...,

( , , , ; , , , )

[ ( ; , , , ), ( ; , , , )]

i i i i i i i i i N

i i i ii i i i i i i N

u u u u u u u u u

u p t u u u u p t u u u uα α α

δ δ δ δ

δ δ δ δ

− − − − + + + +
=

− − + +− − + +
=

=

=

 (2) 

with , , 1( )k i k i i iu uδ δ α α −= − , 0,1.k =  For 1N ≥  we have a total of 8N  parameters  

0,1 1,1u u− −≤ … 0,2 1,2u u− −≤ ≤ ≤ 0, 1,... N Nu u− −≤ ≤ , , 0k iuδ − ≥  defining the increasing lower branch 

uα
−  and 0,1 1,1u u+ +≥ … 0,2 1,2 0, 1,... N Nu u u u+ + + +≥ ≥ ≥ ≥ ≥ , , 0k iuδ + ≤  defining the decreasing upper 

branch uα
+  (obviously, also 1, 1,N Nu u− +≤  is required). 

A simplification of (2) can be obtained by requiring differentiable branches:  

1, 0, 1i iu u− −
+= , 1, 0, 1i iu u+ +

+=  and , , 1k i k iu uδ δ− −
+= , , , 1k i k iu uδ δ+ +

+= . The number of parameters is 

reduced to 4 4N +  and we can write 
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0,1,...,( , , , )  with the datai i i i i Nu u u u uδ δ− − + +
==  (3a) 

0 1 1 0... ...  and the slopes

0, 0.
N N N

i i

u u u u u u

u uδ δ

− − − + + +
−

− +

≤ ≤ ≤ ≤ ≤ ≤ ≤

≥ ≤
 (3b) 

3   Arithmetic Operations 

Given 0,1,...,( , , , )i i i i i Nu u u u uδ δ− − + +
==  and 0,1,...,( , , , )i i i i i Nv v v v vδ δ− − + +

== , the arithmetic 

operators associated to the LU representation can be obtained easily. 

 

where, for the multiplication, ( , )i ip q− −  is the pair of superscripts +  and −  giving the 

minimum ( )
i

uv
−  and similarly ( , )i ip q+ +  is the pair of +  and −  giving the maximum 

( ) ;
i

uv
+  analogous symbols can be deduced for the division, ( , )i ir s− −  is the pair of +  

and −  giving the minimum in ( )/
i

u v
−  and ( , )i ir s+ +  is the pair of +  and −  giving the 

maximum in ( )/ .
i

u v
+  

As pointed out by the results of the experimentation reported in [4], the operations 
above are exact at the nodes iα  of the representation and have very small global 

errors on [0,1].  Further, it is easy to control the error by introducing additional nodes 

into the representation or by using a sufficiently high number of nodes with 
{ }1max i iα α −−  sufficiently small. To control the error of the approximation, we can 
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proceed by increasing the number 1N +  of points; a possible strategy is to double the 
number of points by using 2KN =  and by moving automatically to 12KN +=  if a better 
precision is necessary. 

The results in [4] of the parametric operators have shown that both the rational and 
the mixed models perform well with small 4N ≤ , with a percentage average error for 
a single multiplication and division of the order of  0.1%.   

3.1   Fuzzy Extension of Univariate Functions 

The fuzzy extension of a single (real) variable (differentiable) function :f →  to 

a fuzzy argument ,u u uα α α
− +⎡ ⎤= ⎣ ⎦  has cutsα −   

( ) ( ){ } ( ){ }min | ,max | .f u f x x u f x x uα αα
⎡ ⎤= ∈ ∈⎣ ⎦  

If f  is monotonic increasing we obtain ( ) ( ) ( ),f u f u f uα αα
− +⎡ ⎤= ⎣ ⎦  while, if f  is 

monotonic decreasing, ( ) ( ) ( ), .f u f u f uα αα
+ −⎡ ⎤= ⎣ ⎦  

Let X  be the LU-fuzzy number ( )
0,1,...,

, , , ;i i i i i N
X x x x xδ δ− − + +

=
=  then its image Y= 

f(X)= ( )
0,1,...

, , ,i i i i i N
y y y yδ δ− − + +

=
 is calculated as follows: let [ , ]i i ix x x

− − +∈  and [ , ]i i ix x x
+ − +∈  

be where ( ){ }min | [ , ]i if x x x x− +∈  and ( ){ }max | [ , ]i if x x x x− +∈  are attained; possibly, 

,ix
−

 ix
+

 are one of the extremes ,i ix x− +  of the interval or may be internal points (where 

the derivative of f  is zero). We then have 

( )

( )

( ) if  is the left extreme point of the interval

( ) if  is the right extreme point of the interval

0 if ] , [ is an internal point

ii

ii

i ii i

i ii i i

i i i

y f x

y f x

f x x x x

y f x x x x

x x x

δ

δ δ

−−

++

− −− −

− −− + +

− − +

=

=

⎧ ′ =
⎪

′= =⎨

∈

( ) if  is the left extreme point of the interval

( ) if  is the right extreme point of the interval

0 if ] , [ is an internal point

i ii i

i ii i i

i i i

f x x x x

y f x x x x

x x x

δ

δ δ

+ +− −

+ ++ + +

+ − +

⎪

⎪
⎪⎩
⎧ ′ =
⎪
⎪ ′= =⎨
⎪

∈⎪⎩

 

Example 1: Fuzzy Extension of Hyperbolic Cosinusoidal Function 
Let 

( )cosh
2

X Xe e
Y X

−+= = . 

For each  0,1,..., :i N=   
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( )
( )

( )
( )

cosh

cosh
if  0  then  

sinh

sinh

i i

i i

i

i i i

i i i

Y X

Y X
X

Y X X

Y X X

δ δ

δ δ

− +

+ −

+

− + +

+ − −

⎧ =
⎪
⎪ =⎪≤ ⎨

=⎪
⎪

=⎪⎩

 

( )
( )

( )
( )

cosh

cosh
else if  0  then  

sinh

sinh

i i

i i

i

i i i

i i i

Y X

Y X
X

Y X X

Y X X

δ δ

δ δ

− −

+ +

+

− − −

+ + +

⎧ =
⎪
⎪ =⎪≤ ⎨

=⎪
⎪

=⎪⎩

 

( )
( )

( )
( )

1 ,  0

cosh
then

sinhelse  
if ( ) ( ) 

cosh
else

sinh

i i

i i

i i i

i i

i i

i i i

Y Y

Y X

Y X X
abs X abs X

Y X

Y X X

δ

δ δ

δ δ

− −

+ −

+ − −

− +

+ +

+ + +

⎧ = =
⎪

⎧ =⎪ ⎪
⎪ ⎨⎪ =⎪⎨ ⎩≥⎪

⎧ =⎪ ⎪
⎨⎪

=⎪⎪ ⎩⎩

 

 

Example 2: Fuzzy Extension of erf  and erfc  Error Functions 
Let 

( )2

0

2
erf( ) exp  =1  erfc( )       (increasing)

x

x t dt x
π

= − −∫  

( ) ( )22
erfc exp          (decreasing).

x

x t dt
π

+∞

= −∫  

We use the following approximation, having a fractional error less than 71.2 10 :−×   

( )

( )( )

( )( )

( ) ( )( )( )( )( )( )( )

1
2

2

2

0 1 2 3 4 5 6 7 8 9

0 1 2

3 4 5

6

1
,  

1

exp  0

erfc  

2 exp  0

with

and

1.26551223 1.00002368 0.37409196

0.09678418 0.18628806 0.27886807

z abs x t
z

t z p t if x

t z p t if x

p t a t a t a t a t a t a t a t a t a ta

a a a

a a a

a

= =
+

⎧ − + ≥
⎪⎪= ⎨
⎪ − − + <⎪⎩

⎛ ⎞= + + + + + + + + +⎜ ⎟
⎝ ⎠

= − = =
= = − =
= 7 8

9

1.13520398 1.48851587 0.82215223

0.17087277

a a

a

− = = −
=

 

Let ( )erf .Y X=  and ( )erfcZ X=  .For each  0,1,...,i N=   

( )
( )

( )
( )

2
2

2
2

erf

erf

exp

exp

i i

i i

i i i

i i i

Y X

Y X

Y X X

Y X X

π

π

δ δ

δ δ

− −

+ +

− − −

+ + +

⎧ =
⎪
⎪ =⎪
⎨

= −⎪
⎪
⎪ = −⎩

 

( )
( )

( )
( )

2
2

2
2

erfc

erfc

exp

exp

i i

i i

i i i

i i i

Z X

Z X

Z X X

Z X X

π

π

δ δ

δ δ

− +

+ −

− + +

+ − −

⎧ =
⎪
⎪ =⎪
⎨

= − −⎪
⎪
⎪ = − −⎩
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The cumulative normal function ( ) ( )21
22

exp ,
x

tx dt
π

Φ
−∞

= −∫  x ∈ , can be calculated 

by 

( )
( )( )

( )( )

1
2 2

1
2 2

1 erf if 0
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4   Implementation of the LU-Fuzzy Calculator 

A hand-like fuzzy calculator has been implemented by a Windows-based frame. 
It works by first defining input fuzzy numbers X and Y using the LU-fuzzy 

representation and produces Z as result of operations. Three boxes are designed to 
contain the LU-fuzzy representation (grid) of the fuzzy numbers X, Y and Z. 

For each element { , , },u X Y Z∈  the grid box contains the LU-values ,iα  ,iu−  ,iuδ −  

iu+  and iuδ +  respectively. 

To start the calculations, we have implemented a set of predefined types, including 
triangular, trapezoidal, general parametrized LU and LR fuzzy numbers. 
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For any given type, it is possible to define the number N of subintervals (N+1 
points) in the uniform α − decomposition: all the calculations are performed exactly 
at the nodes of the decomposition and the monotonic splines are then used to 
interpolate at other values of [0,1]α ∈ . It is possible to plot the membership functions 
of the inputs, the intermediate or final results. The Plot button opens a popup window 
with the graph of the membership function of the corresponding fuzzy number. To 
obtain the graphs or other representations, one of the models (rational or mixed 
monotonic splines) can be selected. 

The standard arithmetic operations ,Z X Y= +  ,Z X Y= −  ,Z X Y= ∗  /Z X Y=  and 
the fuzzy extension of many elementary unidimensional functions are included. The 
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actual implemented functions are YZ X= , XZ Y=  and, choosing K X=  or K Y= , 
sin( ),Z K=  arcsin( ),Z K=  cos( ),Z K=  arccos( ),Z K=  tan( ),Z K=  arctan( ),Z K=  

sinh( ),Z K=  1sinh ( ),Z K−=  cosh( ),Z K=  1cosh ( ),Z K−=  ,Z K=  1/ ,Z K=  
tanh( ),Z K=  1tanh ( ),Z K−=  Z aK=  ( a ∈ ), 2 ,Z K=  nZ K ±=  ( n ∈ ), ln( ),Z K=  

exp( ),Z K=  exp( ),Z K= −  ( ) ,nZ a K ±= +  ,aZ K=  2exp( ),Z K= −  21 1
22

exp( ),Z K
π

= −  

erf( ),Z K=  erfc( )Z K= , ( )Z Normal K=  21 1
22

exp( )
K

t dt
π −∞

= ∫ − . Finally, some Hedge 

linguistic fuzzy operators are implemented (very, more or less, ...). The calculations 
are performed by clicking the button of the corresponding operation. The left group of 
buttons involves the binary operations. The second group of operators require the 
assigment of either X or Y to the temporary K and operate on K itself putting the 
result into Z. 

 

It is possible to save a given ( X, Y or Z) temporary result into a stored list (Put in 
List button), by assigning a name to it; a saved fuzzy number can be reloaded either in 
X or Y for further use (Get from List button). The data are saved into a formatted file 
having the same user-defined name. We illustrate an example  ( )Z Normal X= . First 
select a type of fuzzy number (trapezoidal, LU or LR) and set the number N of 
subintervals in the α − decomposition (the higher N the higher the precision in the 
calculations); the maximal value of N is 100 and typical values are 2, 4, 8, 10. If the 
selection is loaded into the X-area, the corrisponding grid appears. To see the 
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membership function of X, click the corresponding Plot button and a popup window 
appears. To apply the fuzzy extension to X, first select the assigment K=X nd then 
click the ( )Z Normal K=  button. 

 

A detailed description of the calculator is in [5]. 
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Fuzzy Parallel Processing of Hydro Power Plants  
– Why Not? 

Dimitar Vasilev Lakov  

Department of Intelligent Computer Technologies, Institute of Computer and Communication, 
Systems - Bulgarian Academy of Sciences, Acad. G. Bonchev street bl.2, 1113 Sofia, Bulgaria 

Abstract. The paper deals with an improvement of implementation of Micro Hydro Power 
Plant. The main idea is to apply fuzzy control in such rather uncertain, ill defined and diffi-
cult problem as is in fact continuous power production in variable conditions: water supply, 
energy consumption, and different irregular consumers’ loads. The aim is to demonstrate 
some advantages of fuzzy control able to resolve these problems borrowing human intuition, 
insight, and creative thinking inherent so far to human being only. Some results of the ex-
periments are demonstrated on pilot MHPP, which now is in active stage of its exploitation. 
These experiments show a comparison between conventional microprocessor control and 
such with addition of fuzzy logic contours, which transform in fact the system in a hybrid 
control system. 

1   Introduction 

One of the most advanced tendencies of modern computing appears to be nowadays 
parallel processing that mimics human brain activity. A world problem upon deci-
sion is lack of parallel computing structures equal even in smallest extent to this  
extremely complex phenomenon – human brain. An attempt to overcome these dif-
ficulties is to apply fuzzy logic paradigm that virtually involves parallel principle of 
processing. This principle is imbedded taking into consideration at one and the 
same time multiple values of fuzzy representation instead of their single crisp value 
treatment. 

Principally Micro Hydro Power Plant, which cover range between 500 and 
1000KW power, work in two regimes: 

1. Iceland, isolated power source, self controlling, and responsible for balance of the 
whole energy generation, consumption, and extra firing of excessive energy (as a 
rule they are synchronous type machines), 

2. Main purpose power machines, which can act as energy generator for self con-
sumption and outer of the system customers, as well as energy receiver from outer 
sources in recuperative regime. In the last case they act as energy accumulators. 
This strategy is more flexible and advanced. Therefore asynchronous type of ma-
chine is imperative. 

3. Our consideration refers to the second smarter strategy, which has predominant 
role in nowadays private, private, and social distributed organization. 
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4. Problems: 
5. In case of connected power generation a necessity of very careful scheduling  

of power generation arises. This is very difficult due to uncertainty of power  
consumption, water source supply that define generation, and other unexpected 
outer perturbations. Therefore an intelligent scheme of control has to be provided, 
which take into consideration all uncertain factors. This scheme can be based on 
fuzzy control. 

6. Parameters tuning of MHPP system also requires some intelligent actions since 
they rely in high extent on human intuition, experience, and proper action – an-
other pros for fuzzy control application. (By the way this experiment is already de-
scribed in the previous contribution [2]), 

7. Program power generation, reflecting variable ambient conditions such as power 
generation, consumption, desired schedule of customer, etc. Another one pros for 
intelligent fuzzy control application. 

All these problems naturally lead to just below accepted control strategy Apart 
from [2] some good examples of this sstrategy can be found in [3, 4, 5, and 6].  
Authors in [7, 8, and 9] consider partial decisions of these problems. 

2   Object Description 

Figure 1 presents principal scheme of MHPP. It consists of two functionally different 
sub-systems: technological and informational. Technological streams are denoted by 
big bald arrows: One - for water stream from head water supply through water com-
mand effectors, Pelton turbine to tail water output; Other - for electrical power storm, 
which traces pressurized oil system, influencing on servos, from Pelton turbine 
through electrical generator and following grid connection with electricity as physical 
power output. Informational sub-system is formed by the following loops depicted by 
big hollow arrows and thin lines: 

1. Information and emergency signals. The first are physical measurements from sen-
sors to control ALU: temperature, pressure, level, nozzle position, etc.; other for 
signalization of correct generator functioning (U, f, cosφ). The second are signals 
and active responses by abnormal situations, 

2. Control loop organization from/to control ALU, denoted as hollow arrows in  
vector form, 

3. Auxiliary servo systems as amplifiers between controls unite and power effectors 
systems. 

In Figure 2 the servo control system is shown. Emergency cut-off deflector is situ-
ated in the most front position of the water stream preventing the whole system from 
unwanted damages. All sub-systems are provided with two chamber reversible servo 
amplifiers and controlled coil devices. 
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Fig. 1. Block scheme of MHPP 

 
Fig. 2. Simplified local servo control scheme 

3   Fuzzy Control Scheme 

Optimal Power Generation (OPG) with two nozzles has feed forward organisation. 

1. Variables: 
2. Nozzle position opening NOP – antecedent 1 and 2 with five triangular terms: low 

L, sub-middle S-M, middle M, upper middle U-M and high H. Figure 3. shows 
granulation in normalized universe of discourse form.  
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3. Power generation POW - consequence of the fuzzy rule base with five triangular 
terms each: low l, sub-middle s-m, middle m, upper middle u-m and high h. POW 
has representation analogous to NOP1/2. 

4. Fuzzy rule base representation 

They are presented in graphic as well table form in Figure 3 and Table 1. 

 

Fig. 3. NOP1/2 granulation 

Table 1. Concise rule base representation for OPG 

NOP1\NOP2 L S-M M U-M H 
L l l s-m s-m m 

S-M l s-m s-m m m 
M s-m s-m m m u-m 
U-M s-m m m u-m u-m 
H m m u-m u-m h 

 
You can see symmetry in respect to upper left / lower right diagonal of Table 1., i.e. full 

mirror symmetry. So, we can take only low half plane and all diagonal consequences in 
consideration, excluding those above upper main diagonal, due to full symmetry response 
of both nozzles. By this way the number of rules drastically decreases from 25 to 15.  
Rule base becomes: 

If NOP1 is L       and NOP2 is L       then POW  is  l 
If NOP1 is S-M  and NOP2 is L       then POW  is  l 
If NOP1 is M     and NOP2 is L       then POW  is  s-m 
If NOP1 is U-M and NOP2 is L       then POW  is  s-m 
If NOP1 is H      and NOP2 is L       then POW  is  m 
If NOP1is S-M  and NOP2 is S-M  then POW  is  s-m 
If NOP1 is M     and NOP2 is S-M  then POW  is  s-m 
If NOP1 is U-M and NOP2 is S-M  then POW  is m 
If NOP1 is H      and NOP2 is S-M  then POW  is m 
If NOP1 is M      and NOP2 is M     then POW  is m 
If NOP1 is U-M  and NOP2 is M     then POW  is m 
If NOP1 is H       and NOP2 is M     then POW  is u-m 
If NOP1 is U-M and NOP2 is U-M then POW  is u-m 
If NOP1 is H   and NOP2 is U-M     then POW  is u-m 
If NOP1 is H   and NOP2 is H          then POW is h 
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i. Some additional consideration concerning control algorithms 

Although there are many different variants of realisation, for example Mamdani, Ta-
kagi-Sugeno, Tzukamoto, etc. type of inference machines, here for simplicity, are  
accepted the following options: Mamdani type inference mechanism, center of gravity 
defuzzification method, and MAX/MIN fuzzy operators, representing OR/AND  
conjunctions.  

An example of MATLAB representation is shown in Figure 4. The reason of this is 
a better understanding, simple algorithm visualisation, and graphical support of  
human operator in learning process of intelligent tuning. Figure 4 shows a typical de-
cision of POW in MATLAB simulation. As you can see after definition, fuzzy infer-
ence, and defuzzification output is a crisp value, which is another proof for computer 
realisation for ‘clever’ artificial intelligence that unfortunately works up to now in-
comparable poorly in comparison with the genuine parallel processing of human 
brain. Despite of that, and as a necessary first step in this complex field, one can bene-
fit of this strategy in respect to conventional one. In what follows in experimental part 
of the work, there are some comparisons in respect to this suggestion. 

 
Fig. 4. POW in MATLAB simulation 

Decision surface for this case is presented in Figure 5. 

 
Fig. 5. MATLAB representation of ddecision surface for OPG 
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4   Experiments 

This virtually parallel fuzzy based processing technique has been successfully ex-
perimented in control of real Micro HPP. As an example of intelligent OPG a pilot of 
‘Vodemil’ MHPP is presented, an object that is situated on water bed in the area of 
‘Vlahinska’ river near to ‘Cresna’ valley. It has 1000 KW full power at maximal load-
ing and asynchronous type of active hydro power turbine, Pelton type. In accordance 
with accepted strategy the process of control and signaling comprises above described 
three stages: data acquisition, information processing, and control actions to servo 
system. The whole control system is incorporated in industrial computer Beckhoff 
CX1000 provided with appropriate peripherals: combined digital and analog input 
modules, digital output modules and serial interfaces.  

Apart from data acquisition system, and inn addition to conventional of MHPP  
information sources, several signal and safety tools are considered: 

1.  Level sensor of input water stock, 
2.  Pressure sensor of input turbine water stock, 
3.  Incremental sensors of nozzle positions, 
4.  End cut-off actuators of valves and deflectors, 
5.  Specialized sensors, built into oil pressure device, 
6.  Temperature sensors of oil pressure and generator, 
7.  Universal measuring tool of generator and grid, 
8.  Auxiliary contacts of automatic fuse positions, 
9.  Control buttons and switches, 
10. Sensor of local panel temperature. 

All these facilities are serviced by means of specialised input modules sizing 48/4 
digital/ analog inputs. 

Information processing system consists of scaling, normalization, compression and 
other preliminary data processing, followed by performance of control algorithms and 
on-line visualization. These tasks are implemented by industrial computer supporting 
the following configuration: 

1. Processor equivalent to MMX/266 Pentium, 
2. 16MB flash memory, 32Mb RAM, 
3. Serial interfaces: RS232, Ethernet LAN, 
4. Standard Windows CE operation system. 

Control actions comprise bbasic functions of control strategy, namely: performance 
of operator’s commands, automatic start/stop of generator, nozzle positioning control, 
optimal power generation, detecting and processing of emergency situations, and  
registering and recording of energy generation. Their specific characteristics are: 

1. Two levels’ program realization: low for control program and high for  
visualization, 

2. Compatible to IEC 61131-3 requirements of used program languages: IL, FBD, 
LD, SFC, ST, CFC, 

3. VisualBasic Ver.6.0 applied as program realization for on-line archive information 
support, 
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4. Ethernet connection of industrial computer with standard operator’s PC for timely 
reaction, 

5. OPG algorithms are realized in MATLAB executive code, then after testing, are 
cross-complied on ST language and directly applied in control loops of Beckhoff 
CX1000 computer, 

6. Highest priority of fuzzy control programs in operation system that assure steady 
state conditions for initial tuning and on-line operation. 

Figure 6. shows a comparison of static characteristics of fuzzy and conventional 
control. Here full power FP (0 to 1MW) is a function of Nozzle Opening NO  
(0 to 100 per cent), respectively debit Q (0 to 6 m3/min). Series 1 presents power  
generation in emergency, cut-off deflector situation, Series 2 is fuzzy, Series 3 -  
conventional.  
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Fig. 6. Comparison of fuzzy and conventional control 

Figure 7 presents daily schedule of power generation mapped in twelve hours for 
fuzzy and conventional control (Series 1 – conventional, Series 2 – fuzzy). 
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Fig. 7. Daily comparison of both controls 
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Figure 8 shows distribution of power generation within half a month for fuzzy and 
conventional control (Series 1 – conventional, Series 2 – fuzzy).  

Although there are some differences of monthly schedule for both controls, princi-
pally, our intention was they to be equal. So, the differences could be explained as the 
different flexibilities of two principles of control.  
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Fig. 8. Monthly comparison of both controls 

5   Discussion 

There are at least three themes to debate in this contribution: 

1. How to estimate results of comparison between two approaches (fuzzy and con-
ventional) in our case? 

2. Obviously, static characteristics show slightly improvement in case of fuzzy con-
trol since it performs better for power generation above middle levels. It can be ex-
plained by smoother fuzzy control, which takes into consideration adjacent values 
with smaller membership degrees in parallel processing. Similar conclusion can be 
drawn in the time series analysis (daily and monthly curves of dynamic control). 
You can see slightly better performance of fuzzy control again in heavy loads. In 
lower loads opposite conclusion can be made. 

3. What are the future perspectives of such approach? 
4. Both hypotheses for better performance in some conditions have to be proved in 

more profound investigations, in different MHPPs as well as synchronous and 
asynchronous power generators. In any case such investigations will be very use-
ful. Similar strategy can be applied if we involve into consideration other soft 
computing methods such as neural, genetic, etc. as well their combination. A cross 
comparison of such results hide promising perspectives for proving of soft comput-
ing approach in this field of investigation. 

5.  Is there any reason in development of this virtual parallelism into information 
processing? 

Affirmatively, yes! The main supporting argument is what we can gain is simple: 
the simplicity of already proved soft computing methods, instead of other application 
of complex and rather sophisticated parallel computing structures. Apart from appli-
cation in smart control of MHPP one can be thought about applications in distributed 
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control and information systems. In such cases we can apply intelligent agent tech-
nology for realization of truly distributed structures instead of parallel processing 
computers. For example, it will be useful to apply new, fast developing paradigm, 
namely Soft Computing Agents [10]. 
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Aided Sensory Evaluation 

Bin Luo 

College of Chemistry & Environment Protection Engineering, Southwest University for  
Nationalities 610041 Chengdu, P.R. China 
luomaster@126.com 

Abstract. It plays an important role in sensory evaluation to optimize experiment design, i.e. 
using less number of tests to obtain available data as possible by intelligent technologies. This 
paper presents one method for optimizing experiment design based on learning automaton, and 
this method is applied in computer aided sensory evaluation (abbr. CASE). The validity of this 
method is showed by the result of experiment from CASE.  

1   Introduction 

In sensory and consumer research, a panel of assessors is often used to study proper-
ties of certain products [1]. There are a lot of methods of how to obtain the data from 
panel [2], such as GPA [3], GCA [4][5], Test of pairs and balanced-block [6] are ba-
sic methods to obtain the data from panel in sensory evaluation. The method of test of 
pairs can distinguish correspondingly the difference between two samples, however, 
this method is faced with two defaults: firstly, if the number of samples is large, the 
number of test is very large also, for n samples, the number of test is 2

nCN = , for 

example, n=35, N=595; secondly, the quality of evaluation is influenced by the num-
ber of samples, along with increasing sample’s quantity, the quality of evaluation 
drops. Herbert Stone [6] described impact of contrast and convergence on evaluation 
of foods. The contrast error is characterized by two products scored as being very dif-
ferent from each other and the magnitude of the difference being much greater than 
expected. Convergence is the opposite effect, usually brought about by contrast be-
tween two (or more) products masking or overshadowing smaller differences between 
one of these and other products in the test. The balanced-block method is faced with 
the 2nd problem that exists in the method of test of pairs. We should pay attention to 
the fact of different of memory and learning among evaluators. In researches of psy-
chology [7], memory curve and learning curve express the degree of recollection of 
grasp knowledge and acquirement of new knowledge using experience respectively. 
Learning automaton (LA)[8][9] has been widely used in the field of control and re-
searchers have established optimization for no-linear systems, and many models of 
LA have been built.  

In this paper, we presents a dynamic method for designing experiment in sensory 
evaluation; this method based on the method of LA and aims at optimizing experi-
ment design, i.e. reducing the number of tests. In sensory evaluation, firstly, we use 
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dichotomy to judge the direction of a new sample, i.e. the new sample belongs to left 
set or right set; secondly, we use the intelligent technologies include fuzzy sets and 
LA to optimize the experiment designs, i.e. using the less number of test to get the re-
sult for evaluating the new sample as possible. In fact, we can use dichotomy to fulfill 
a taxis for all samples in less number of test than that of the traditional experiment 
methods, and apply the method of LA in the process of test optimizing the method of 
dichotomy, therefore the new number of test will be less than that of dichotomy. We 
design a special archetypal program to aid human being doing test in sensory evalua-
tion, and the result of between CASE and expert test is high relative.  

2   Applying Learning Automaton in Experiment Design 

2.1   Learning Automaton  

A learning automaton (LA) is a stochastic automaton in feedback connection with a 
random environment [8] (See Fig.1). Its output (actions) and inputs are the input to 
the environment and the output of the environment (responses) respectively. 

 

            U(k)                                                S(k) 

 
 
 
 
 

             

            )(kα                                          )(kβ  

Fig. 1. General scheme of learning automaton 

In general, a learning automaton is defined by <A, Q, R, T> and the environment 
by <A, R, D>, where  

A and )(kα  are the set of all actions of the automaton and the action of the 

automaton at instant k, and α(k)∈A for k=0, 1, 2, ...... A is the set of outputs of the 
automaton and it is also the set of inputs to the environment. 

R and β(k) are the domain of responses from the environment and the response re-
ceived by the automaton at instant k , and β(k)∈R, ∀k. β(k) is the output of the envi-
ronment at instant k and it is also the input to the automaton. 

D, Q and T are the set of reward probabilities, the state of the automaton and the 
learning algorithm or the reinforcement scheme  

S* express the character of memory and learning for evaluators, shorted form a set 
of result of evaluated memorized values. 

Reward 
Generator 

S* Environment 
<A, R, D> 

Learning Automaton 
<A, Q, R, T> 
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2.2   Applying Dichotomy in Sensory Evaluation 

The basic principle of the method of dichotomy is as following. Under given condi-
tion, it is prior to evaluate the new sample using the intermediate result of having 
evaluated samples. This method can cancel the repeat experiments that are no useful 
in distinguishing the new sample, and fulfill taxis for evaluating samples in lesser ex-
periment times than that of traditional method in sensory evaluation. 

The biggest number of tests using dichotomy is calculated by formula(1) [10]: 

)1()12(2)1(21 1

21

+×−−−×+++== +

==
∑∑ rnipN r

r

i

i
n

i
id  (1) 

For example, if ,35=n the number of test using test of pairs is ,595=N and the 

result of the biggest number of test using dichotomy is ,151=dN and 

18035log35log 22 ==< nnNd . 

2.3   Strategies for Strengthening the Newest Test Using the Method of LA 

There are three steps of strategies for strengthening the newest test using the method 
of LA. 

Step 1, 0=k , it denotes starting to estimate the new sample. According to the re-
lation of f  to make a taxis for r  evaluated samples, and f  denotes the result of 
evaluation being from big to small, we suppose the equal similarity to all evaluated 

samples. Set ]1,0[  to denote the result of similarity among samples, )(kur to denote 

the reward probability of the kth with the rth action of test, and set  

5.0)0(...)0()0( 21 ==== ruuu  (2) 

r
aaa r

1
)0(...)0()0( 21 ====  (3) 

(2) and (3) denote the new sample is the same similar with all evaluated samples. The 
parameters of the model of LA are built as followings. Set the action sets, action 
probability, reward probability set and learning algorithm or the reinforcement 

scheme are A , )0(ip , D and T respectively. 

{ }raaaA ,...,, 21= , 3≥r  (4) 

r
ap ii

1
)0()0( ==  (5) 

{ })(),...,(),( 21 kukukuD r=  (6) 
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T: mmm ekdnpkdkp ××+×−=+ )()())(1()1( λλ  (7) 

Step 2, 1≥k ，we apply the dichotomy in doing tests, i.e. the middle evaluated 

sample is prior chosen to do test, and 
r

am

1
5.0)1( >= ， 5.0)1()1( == map ，

and then calculate the result of the set { })1(),...1(),1( 21 ruuu . )(kp  is determined 

by  the result of strength operator (T) , and do the next test with the evaluated sample 

according to the maximum of )(kpi , ri ,...,2,1= . 

Step 3, the condition of stop testing is as followings. For the left set, 

if 1)1( −=+ jkdmj ， j  is the evaluated sample that is chosen to do testing accord-

ing to the action probability, then stop doing test. For right set, if 

1)1( +=+ jkdmj , then stop doing test. Otherwise to repeat the step 2. 

3   Design the Parameters of Memory and Learning for Evaluators 
in Computer Aided Sensory Evaluation 

In the process of designing computer aided sensory evaluation, we should pay atten-
tion to evaluators’ ability of memory and learning for samples. We use error coeffi-
cient of contrast and convergence to denote the parameters of memory and learning 
for evaluators. 

Set )1(R  and )2(R denote the first two tests, and )0/1()1( RR = , 

)1/2()2( RR = . There exit four cases for the first two tests, i.e. 5.0)1( <R  and 

5.0)2( <R , 5.0)1( >R  and 5.0)2( >R , 5.0)1( >R  and 5.0)2( <R , and 

5.0)1( <R and 5.0)2( >R . 

Case 1, 5.0)1( <R  and 5.0)2( <R , we can’t calculate the error coefficient of 

contrast or convergence, and the more tests are needed for case 1. 
Case 2, 5.0)1( >R  and 5.0)2( >R , we can’t calculate the error coefficient  

of contrast or convergence yet, in the same way; the more tests are needed for  
case 2 also. 

Case3, 5.0)1( >R , 5.0)2( <R , and we set 15.0)1( aR =− , 

2)2(5.0 aR =− , )0/2()3( RR = . There include two cases for case 3, i.e. 

21 aa ≥  and 21 aa < . 

① 21 aa ≥ , 5.0)3( >R , and we set 35.0)3( aR =− . This case can be  

described as the following model.  
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                                   2 a2 (t2=?)                                3 a3 
   
                                                                 1 a1 

Fig. 2. A model for calculating the error coefficient of contrast or convergence 

In Fig.2. 21 aa ≥ , 31 aa ≥ , and 321 aaa ≤− , set 2t denote the error coefficient 

of contrast for the 2nd sample, and it’s calculated by the following formula. 

11
2

31
2 ≤−−=

a

aa
t  (8) 

② 21 aa < , 5.0)3( <R , and we set 3)3(5.0 aR =− ,in the same way, we can 

calculate the error coefficient of convergence for the 1st sample, and denoted as 1t  

that can be determined by the formula (9) 

11
1

32
1 ≤−−=

a

aa
t  (9) 

Case 4, 5.0)1( <R , 5.0)2( >R , and we set 1)1(5.0 aR =− , 

25.0)2( aR =− , )0/2()3( RR = . There include two cases also, i.e. 21 aa ≥  and 

21 aa < . 

① 21 aa ≥ , 5.0)3( <R , and we set 3)3(5.0 aR =− , we can get the error coef-

ficient of contrast for the 2nd sample using the formula (8). 

② 21 aa < , 5.0)3( >R ,and set 35.0)3( aR =− , we can get the error coeffi-

cient of convergence for the 1st sample using the formula (9). 
As similar in the first two tests, we can get the error coefficient of contrast and 

convergence about more other samples. 

4   Result of Test Using CASE 

We invited one expert to do test using CASE, and she took less than 16 minutes for 
evaluating nine samples (the number of sample is from zero to eight) for Roughness 
using CASE on 19, October, 2005. 

The process of evaluation and the variation of memory and learning of this expert 
are shown as Table 1 and Fig. 3 respectively. 

In Table1, the result of test is given by the expert according the similarity among 
samples using one number belong to [0,1]. The total number of tests using our method 
is 17. The total number of tests using test of pairs is 36, and its will take about 33 
minutes, estimated from the averaged speed of evaluation. 

 



 A Dynamic Method of Experiment Design of Computer Aided Sensory Evaluation 509 

Table 1. Process of evaluation 

Number 
of tests 

New 
sample 

Evaluated 
sample 

Result 
of test 

Times of 
test 

Record 
of time 

1 1 0 0.42 1 19:19:51 
2 2 0 0.91 1 19:20:52 
3 3 0 0.58 1 19:21:50 
4 3 2 0.17 2 19:23:14 
5 4 3 0.58 1 19:24:08 
6 4 2 0.2 2 19:25:17 
7 5 3 0.67 1 19:26:11 
8 5 2 0.58 2 19:27:15 
9 6 4 0.42 1 19:28:22 

10 6 0 0.58 2 19:29:17 
11 6 3 0.58 3 19:30:20 
12 7 6 0.33 1 19:31:22 
13 7 1 0.25 2 19:31:52 
14 8 6 0.58 1 19:33:03 
15 8 5 0.33 2 19:33:47 
16 8 2 0.09 3 19:34:26 
17 8 4 0.42 4 19:35:02 

average=0.770833

0

0.625

1 1 1 1
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Fig. 3. Variation of memory and learning  

According to the result of Fig.3, the memory and learning of this expert in the 
process of evaluation is different for samples. 

5   Conclusions 

This paper putted forward a dynamic method of experiment design in sensory evalua-
tion. This method has two aspects role: one is to decrease the total number of tests, 

and it can reach nnNN dLA 2log≤≤ . Secondly, due to considering the evalua-

tor’s intelligent (include memory ability and learning ability, they are denoted as an 
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initial of 0t  and using intelligent technologies (fuzzy sets, LA), this method can im-

prove the relative quality in sensory evaluation. However, the factors that affect ex-
periment design in sensory evaluation are various, including product, evaluation goal, 
environment, evaluation cost, testing method and so on, therefore it’s necessary for 
further studying evaluation experiment design in many ways. 
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Abstract. Because the geological events are neither homogeneous nor isotropic, the geological 
investigations are characterized by particularly high uncertainties. This paper presents a hybrid 
methodology for measuring of uncertainty in regional grade variability. In order to evaluate the 
fuzziness in grade values at ore deposit, point cumulative semimadogram (PCSM) measure and 
a metric distance have been employed. By using the experimental PCSMs and their linear mod-
els, measures of fuzziness have been carried out for each location. Finally, an uncertainty  
map, which defines the regional variation of the uncertainty in different categories, has been  
composed. 

Keywords: Uncertainty, fuzziness, grade, regional variability, semimadogram. 

1   Introduction 

Ore grade is one of the most important characteristics for evaluating a mineral de-
posit. The grades are used in all phases of a mining project, including feasibility, mine 
planning and production scheduling [1]. The degree of grade variability (heterogene-
ity) may be quite varied depending on the related geological processes and environ-
ment. In general, the higher variability of the grade, the larger will be the uncertainty 
of its evaluation. The assessment of uncertainty in grade variability has paramount 
importance for mining investments, their financial investors and/or shareholders.  

Grade variability deal with random (stochastic) event and this is the reason why the 
probability theory is at present the basic tool to handle uncertainties. In recent years,  
a number of studies have been carried out based on probabilistic uncertainty method 
such as geostatistical simulation for handling  the uncertainty of ore grades [2-3]. 
However, no single uncertainty theory can claim to be able to model all types of un-
certainty [4]. In addition, a measure of uncertainty can also be used for measuring two 
types of natural categories: ‘vagueness’ and ‘ambiguity’, respectively.  

Regional variability is a qualitative characteristic denoting that the grades observed 
at different locations do not have the same value. Therefore, both uncertainties due to 
natural variability and qualitative property of the regional structure enable us to use 
fuzzy set theory for measures of the uncertainty in regional grade variability. This 
study gives a hybrid methodology which uses the probabilistic regional dependence 
measure based on point cumulative semimadogram (PCSM) and then measures of 
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fuzziness in linear madogram models via metric distance function. Use of fuzzy ap-
proach for identification of the uncertainty in regional grade variability is a novel 
study. This methodology provides useful information for spatial uncertainty assess-
ments in a sample ore deposit. 

This paper is organized as follows. Section 2 presents a description for measures of 
regional variability by PCSM. Section 3 deals with measures of fuzziness by distance 
metric. Section 4 gives an application of the methodology. Section 5 concludes the 
paper. 

2   Regional Variability 

Quantifying the regional grade variability within an ore site is carried out using the 
grade measurements at distinct locations. According to the theory of regionalized 
variables [5], two grade values g(x) and g(x+h) at two points x and x+h separated by 
the vector h are spatially correlated. As the distance between these grades increases, 
one would expect that the correlation decreases and vice versa. The spatial correlation 
is expressed the variance of the differences between two attribute grade values 

[ ])()()(2 hxgxgVarh +−=γ                                             (1)                                             

where g(x) and g(x+h) are random grades defined at locations x and x+h, Var is the 
variance operator and γ(h) is the semivariogram at distance h. Large variability de-
notes that the degree of dependence among grades might be rather small even for lo-
cations close to each other. Although different variance and correlation techniques in 
the literature used to quantify the degree of regional variability, these techniques  
cannot account correctly for regional dependence caused by either irregularity or non-
normal distribution functions of sampling designs. Because of this, some new meas-
ure approaches such as cumulative semivariogram [6] and cumulative semimadogram 
[7] have been proposed. 

The PCSM function [8] is employed in this study for identifying the regional be-
haviours of grades around a location concerned. By this function, the regional effect 
of all of the other locations within the ore deposit on the location concerned is quanti-
fied. This function uses the absolute difference between g(x) and g(x+h). The PCSM 
is more convenient, if the deposit has outlier values due to the absolute difference 
measure [8],  

               ∑
=

+−=
)(

1

)()(
)(2

1
)(

hN

i
ihxgxg

hN
hγ .                                   (2)  

The experimental PCSM graph can be obtained by plotting the distances versus 
corresponding successive cumulative sums of half-absolute differences. This proce-
dure gives a nondecreasing function which is the sample PCSM at the concerned  
location.  
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3   Measures of Uncertainty 

Although a PCSM function provides useful information for a location concerned, the 
model of the function includes uncertain-fuzzy characteristics, that is, the madogram 
can not be modeled exactly and which depends on the spatial grade variability. There-
fore, measure of fuzziness in PCSM models can be treated by fuzzy set theory. In 
general, a measure of fuzziness is a function 

                                              ,)(: +ℜ→XPf  

where )(XP denotes the set of all fuzzy subsets of X. That is, the function f assigns a 

value of f(A) to each fuzzy subset A of X and characterizes the degree of fuzziness of 
A [9].   

Measure of fuzziness is defined in terms of a metric distance (e.g. Hamming or 
Euclidean) of A from any of the nearest crisp sets, say crisp set C, for which  

                                          
2

1
)(0)( ≤= xifx AC μμ  

and 

                                         
2

1
)(1)( >= xifx AC μμ . 

If the Hamming and Euclidean distances are used, the measures of fuzziness are ex-
pressed by the following functions, respectively [10]: 

                          ∑
∈

−=
Xx

CA xxAf )()()( μμ ,                                                    (3) 

                      ( ) 2/12)()()( ∑
∈

−=
Xx

CA xxAf μμ                                              (4) 

In addition to metric distances mentioned above, other metric distances may be 
used as well. For example, the Minkowski class of distances yields a class of fuzzy 
measures 

                     ( ) ww

Xx
CAw xxAf /1)()()( ∑

∈

−= μμ                                        (5) 

where [ ]∞∈ ,1w . Obviously, (2) and (3) are special cases of (5) for w=1 and w=2, re-
spectively. A related measure of fuzziness is obtained in a similar way in terms of the 

distance between the fuzzy set A and its complement cA . In general, the less A differs 

from cA , the fuzzier it is. 
In our methodology, first the PCSM values are standardized between 0 and 1 and 

then the PCSM is evaluated like a membership function. Therefore, the degree of 
fuzziness of a PCSM function can be expressed in terms of the distinction between 
the PCSM line (fuzzy set) and its complement (crisp set). The less a PCSM differs 
from its complement, the fuzzier it is. If a PCSM A is less fuzzy than PCSM B,  
then [11] 
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            )(()())(()( ifonlyandif xcxxcxBA BBAA μμμμ −≥−< .                   (6) 

The measure of fuzziness for a distance function wcD , can also be expressed for in-

finite, but bounded PCSM functions. For a distance interval [ ]baX ,= , wcD ,  then  

becomes 
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= ∫δ                                        (7) 

where δ denotes the metric distance and cA is complement of PCSM function. For a 
general metric distance D, an arbitrary crisp subset Z of X can be defined. By using 
this subset, the largest possible distance in P(X) can be given for a given c, 
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Thus, the measure of fuzziness wcf , and its normalized version for the distance 

wcD , can be expressed as follows 
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where )(,

^
Af wc  is the normalized measure of fuzziness. 

4   Implementation 

In order to assess the regional uncertainty, the data set taken from chromium deposit 
has been employed. Adana-Karsantı Chromium deposit considered in this case study 
is one of the most productive areas in Anatolia, Turkey. The locations of the 25  
records are shown in Fig.1.  

The chromium data have been scaled by using a linear transformation between 1.8 
and 6.8. The semimadogram analysis is used for defining the regional dependence 
around each reference (pivot) location concerned. An established PCSM plot at one of 
the locations, the experimental PCSM of location no 19 is shown in Fig. 2. 
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Fig. 1. The data locations employed in the case study 
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Fig. 2. Sample experimental PCSM plot for location no 19 

In order to measure the fuzziness of the sample PCSMs, first the PCSM functions 
have been modeled and then the complements of the model equations have been de-
termined. Although there are typical models used in spatial modelling, the linear 
modeling may be more suitable due to the cumulative trends of the PCSM functions. 
Figs. 3-4 indicate two sample trend models and their complements. In Figs. 3-4, the 
models 2019 and AA have been stated on the set of standardized distances [ ]4,0=H  

by the linear memberships. To calculate the actual degrees of fuzziness of the linear 
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models considered, we use the Hamming distance 1=w . As can be seen in the  
Figures 3 and 4, the models and their complements cross at a critical distance where 
the membership equal to 0.5. The critical distance of model A19 can be defined as a 
following calculation 

 
Fig. 3. PCSM model and complement for location no 19 

 
Fig. 4. PCSM model and complement for location no 20 

      26.2252.0069.15.0 =⇒−= hh .                                                

The metric distance as a function of h is given by 
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)(1()()(19, hhh ccc μμδ −−= = 1)(2 −hcμ = 138.1504.0 +− h                 

and 

  ( )[ ] ( )[ ] .529.1138.1504.011138.1504.0),(
4
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0

19191, =+−−+−+−= ∫∫ dhhdhhAAD c
c      

Now applying Eq. (9),  
471.2529.14)( 191, =−=Afc ; 

 
after normalization, presented by Eq. (10), the degree of fuzziness can be obtained  
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4

471.2
)( 191,

^
==Af c  

The same calculation procedure is used for A20: 

71.1295.0013.15.0 =⇒−= hh . 
 

)(1()()(20, hhh ccc μμδ −−= = 1)(2 −hcμ = 026.159.0 +− h  
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Fig. 5. Uncertainty map of the deposit 

The results show that, the degree of fuzziness of model A20 is smaller than that of 
model A19. The calculation process outlined above has been applied to the entire de-
posit and the actual degrees of fuzziness have been calculated for each grade location. 
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Fig. 5 indicates the degrees of uncertainties in the considered deposit by an uncer-
tainty map with different levels of fuzziness. For a mining project, the described  
uncertainty levels above may be used in a production planning for financial based de-
cision making.  

5   Conclusion 

By this paper, the degrees of uncertainty of regional grades have been appraised using 
the PCSM function, fuzzy set theory and metric distance. The methodology presented 
in the paper provides useful information for regional uncertainty assessments in an 
ore deposit. By this approach, uncertainty distribution in an ore deposit can be evalu-
ated using an uncertainty map which provides a basis for future ore production plan-
ning. In particular, the information obtained may be used in a cut-off grade based  
financial investment as a decision criterion. 
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Abstract. The purpose of this paper is to present an effective framework PC-TOPSIS when 
using both Analytic Hierarchy Process (AHP) to address the weights of the criteria, and 
Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) extended to a fuzzy 
environmental for performing alternatives evaluation. Thus we could handle the decision 
problems in a more realist way. An example is provided to illustrate the application of the 
proposed PC-TOPSIS in a decision-making (DM) of selection of a cleaning system in a 
maintenance problem. 

1   Introduction  

Considerable attention has been focused recently upon effective extraction and 
encoding of the knowledge of experts. This is a well-known basic problem of 
Artificial Intelligence. By combining the advantages of the Pairwise Comparison (PC) 
as in the AHP to obtain the weight of the criteria together with the TOPSIS analysis, a 
new method (PC-TOPSIS) has been devised and is presented in this paper. 

It is well known that a solid management program often involves conflicting 
economical, environmental and socio-ecological impacts. This is our case, in which 
we study a DM maintenance problem, the selection of a cleaning system for four 
stroke diesel engines maintenance for naval applications, electricity generating plants, 
etc. The selection problems have often been tackled using Multicriteria Decision-
Making (MCDM), and in the last times several authors have proposed a version of 
MCDM that incorporates fuzzy set theory.  

Natural language to express perception or judgement is always subjective, 
uncertain or vague. Since words are less precise than numbers, the concept of a 
linguistic variable approximately characterizes phenomena that are poorly defined to 
be described with conventional quantitative terms Herrera & Herrera-Viedma [12]. To 
resolve the vagueness, ambiguity and subjectivity of human judgment, fuzzy sets 
theory Zadeh [23], was introduced to express the linguistic terms in DM process. 
Bellman and Zadeh [3] were the first researchers to consider the DM problem using 
fuzzy sets. 
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The AHP proposed by Saaty [19, 20] is a very popular approach to MCDM that 
involves qualitative data. It has been applied during the last twenty years in many 
situations of DM. The AHP has been used on a wide range of applications in a lot of 
different fields. The method uses a reciprocal decision matrix obtained by PC such 
that the information is given in a linguistic form. 

In this context, the objective of this paper is to introduce an MCDM application in 
a maintenance DM problem where the company staff is only able or willing to 
provide information of a linguistic nature that we perform here by means of the fuzzy 
PC-TOPSIS approach. 

This paper is organized as follows. Section 2 presents the fuzzy set theory. In 
section 3, the Analytic Hierarchy Process is proposed. Section 4 examines the 
TOPSIS approach. Section 5 presents the new method PC-TOPSIS. Section 6 
illustrates an example with the new method. Finally, section 7 summarizes the work 
of this paper.  

2   Fuzzy Set Theory 

The fuzzy set theory, introduced by Zadeh [23] to deal with vague, imprecise and 
uncertain problems has been used as a modelling tool for complex systems that can be 
controlled by humans but are hard to define precisely. A collection of objects 
(universe of discourse) X  has a fuzzy set A described by a membership function Af  

with values in the interval [ ]1,0 .  

[ ]1,0: →Xf A  

Thus A can be represented as ( ){ }XxxfA A ∈= | . The degree that u belongs to A  

is the membership function ( )xf A . 

The basic theory of the triangular fuzzy number is described as follows: 
 

Definition 1. A real fuzzy number A  is described as any fuzzy subset of the real line 
ℜ with membership function Af  which processes the following properties: 

(a) ( )xf A  is a continuous mapping from ℜ to the closed interval [0, 1]; 

(b) ( ) 0=xf A , for all x∈ (-∞, a]; 

(c) ( )xf A  is strictly increasing on [a, b]; 

(d) ( ) wxf A = , for all x∈ [b,c]; 

(e) ( )xf A  is strictly decreasing on [c, d]; 

(f) ( ) 0=xf A , for all x ∈ (d, ∞], 

where a, b, c, d are real numbers.  
 

Definition 2. The fuzzy number A  will be triangular if its membership function is 
given by:  

 



 PC-TOPSIS Method for the Selection of a Cleaning System for Engine Maintenance 521 

( )

( )

( )

, ,

, ,

0, ,

A

L
A

R
A

x a
a x b

b a

x c
f x b x c

b c

otherwise

f x

f x

−
≤ ≤

−
−

= ≤ ≤
−

⎧ =⎪
⎪
⎪ =⎨
⎪
⎪
⎪⎩

                                    (1) 

 

Fig. 1. Triangular fuzzy number 

where a, b and c are real numbers. Then we designate A as the triangular fuzzy 
number. In this formula, c and a are the upper and lower values of the support of A , 
respectively, and b is the median value of A . The triangular fuzzy number is denoted 
as ( )cba ,, .  

Definition 3. If 1T  and 2T  are two triangular fuzzy numbers defined by the triplets 

( )111 ,, cba  and ( )222 ,, cba , respectively. Then, for this case, the necessary arithmetic 

operations with the fuzzy numbers are: 

a) Addition: [ ]1 2 1 2 1 2 1 2, ,T T a a b b c c⊕ = + + +           (2) 

c) Scalar multiplication          (3) 

d) Division [ ] [ ] [ ]1 2 1 1 1 2 2 2 2 2 2, , 1/ ,1/ ,1/ , 0 , ,T T a b c c b a a b c⎡ ⎤∅ = ⋅ ≠⎣ ⎦         (4) 

3   Analytic Hierarchy Process  

The AHP  is based on a firm theoretical foundation. The basic theory of AHP  may be 
simplified as follows: Assume that we have n different and independent alternatives 

( )1 2, , , nA A AK  and they have the weights ( )1 2, , , nw w wK , respectively. The decision-

maker does not know in advance the values of iw , 1,2, ,i n= K , but he is capable of 

making pair-wise comparison between the different alternatives. Also, we assume that 
the quantified judgments provided by the decision-maker on pairs of 

alternatives ( ),i jA A are represented in a n n×  matrix A = [aij]. Let us ( )jiij wwa ≈  be 
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an expert elicitation of intensity of preference of element iA over jA . For quantifying 

these values ija Saaty uses the scale that we transcribe in Table 1.  

Having recorded the numerical judgments ija in the matrix A , the problem now is 

to recover the numerical weights ( )1 2, ,..., nw w w  of the alternatives from this matrix. 

Saaty’s method computes w as the principal right eigenvector of the matrix A , that is,  

maxAw wλ=      (5) 

where maxλ  is the principal eigenvalue of the matrix A . If matrix A  is a positive 

reciprocal one then max nλ ≥ . 

Table 1. Values for Saaty´s Analytic Hierarchy Process 

Verbal judgements of preferences 
between alternative i and alternative j 

Numerical 
rating 

iA  is equally important than jA  1 

iA is slightly more important than jA  3 

iA  is strongly more important than jA  5 

iA  is very strongly more important than jA  7 

iA  is extremely more important than jA  9 

Intermediate values 2,4,6,8 

The judgments of the decision-maker are perfectly consistent as long as 

,  , , 1, 2, ,ij jk ika a a i j k n= = K     (6) 

The eigenvector method yields a natural measure of consistency. Saaty defined the 
consistency ratio as  

CI
CR

RI
=      (7) 

where RI is the average value of CI for random matrices using the Saaty scale given 
in table 1.  

Table 2. Table of the random index for several matrices dimensions 

n 1-2 3 4 5 6 7 8 9 
RI 0,00 0.52 0.89 1.11 1.25 1.35 1.45 1.49 

One matrix is accepted as consistent if CR≤0.1, in other case the matrix is rejected 
as an inconsistent matrix.  
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4   TOPSIS Approach 

The TOPSIS approach is a MCDM method for the arrangement of preferences to an 
ideal solution by similarity, it was developed by Hwang and Yoon [13] 1981 and 
improved by the own authors in 1987 and 1992, also Zeleny [28], Lai et al [17] and 
many others have worked in this theme. TOPSIS is a MCDM method that identifies 
the solutions for a finite set of alternatives. The basic principle is that the chosen 
alternative must have the shortest distance to the positive ideal solution (PIS) and the 
longest distance to the negative ideal solution (NIS).  

Under many conditions, crisp data are inadequate to model real-life situations. 
Since human judgements including preferences are often vague and cannot estimate 
his preference with an exact numerical value. In this paper, we further extend the 
concept of TOPSIS to develop a methodology for cleaning system selection problems 
in fuzzy environment Chen [7]. Considering the fuzziness in the decision data, 
linguistic variables are used to assess the ratings of each alternative with respect to 
each criterion. We can convert the decision matrix into a fuzzy decision matrix. 

According to the concept of TOPSIS, we define the Fuzzy-PIS and Fuzzy-NIS. 
Finally, a closeness coefficient of each alternative is defined to determine the ranking 
order of all alternatives. The higher value of closeness coefficient indicates that an 
alternative is closer to Fuzzy-PIS and farther from Fuzzy-NIS simultaneously. 
TOPSIS procedure can be expressed in a series of steps that can turn in Chen and 
Hwang [9] and that we summarize in:  

Step 1. Identify the evaluation criteria and the appropriate linguistic variables for 
the importance weight of the criteria and determine the set of feasible alternatives 
with the linguistic score for alternatives in terms of each criterion. 

Step 2. Construction of the (fuzzy) decision matrix and transfer this matrix to the 
normalized one. Construct the weighted normalized decision matrix and define the 
positive ideal 

jA+  and negative ideal 
jA− solutions, j=1,2,…,n. 

Step 3. Determine the distances, +
id  and −

id , i=1,2,...,m and the ranking of the 

alternatives by means of ,   1, ,j
j

j j

d
R j m

d d

−

+ −= =
+

K . 

5   PC_TOPSIS 

This new method consists in the evaluation of a decision problem where the weights 
of the criteria have been obtained from the ( ) 21−nn  pair comparisons in the AHP and 

the eigenvector method as estimator.  
From here we obtain two solutions; taking into account the normalized matrix in 

the TOPSIS approach. In this point, it is possible to introduce a step to obtain the 
mathematical expectation as a first solution, the other one is the own TOPSIS 
solution. 

The scheme of the PC-TOPSIS is resumed in the Fig 2. 
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Fig. 2. PC-TOPSIS 

6   Illustrative Example: Decision Aid in the Selection of a Cleaning 
System 

The theoretical approach outlined above has been applied to the development of a 
decision aid in the selection of a cleaning system. The hierarchy in the sense of Saaty 
is presented in fig 2 

Selection of a 
cleaning systems 

Cost Productivity Capacity Efficiency Harmful effects 

Conventional Chemical Ultrasonic
 

Fig. 3. Hierarchy 

Step 1. Assignment of the scores against the measures 
 

In this problem, we have one decision-maker, five criteria 1C = Total annual operation 

cost, 2C = System productivity, 3C = System load capacity, 4C = Cleaning efficiency 

and 5C = Harmful effects and three alternatives, A1 = Conventional cleaning, A2 = 

Chemical cleaning and A3 = Ultrasonic cleaning. Let assume us that decision-maker 
uses the linguistic score set S = {VP, F, MG, VG}, where VP= Very poor = [0,1,1.9], 
F= Fair = [4.2,4.8,5], MG = Medium good = [5,5.8.6.8], VG=Very good = [7.9,9,10] 
to evaluate the suitability of each alternative under each of the criteria.  



 PC-TOPSIS Method for the Selection of a Cleaning System for Engine Maintenance 525 

It is important to consider that the criteria can have different importance. In the 
case that occupies to us and since we dealt with linguistic labels one via is the use of 
the model of PC. We assume that the decision-maker employes linguistic values as in 
the AHP approach to obtain the relative criteria weight; in this case all this 
information is expressed in table 3 taking into account the values expressed in table1. 

Table 3. Criteria weight 

 C1 C2 C3 C4 C5 Weight
C1 1 1 4 3 3 0.3461 
C2 1 1 3 2 3 0.2975 
C3 1/4 1/3 1 1/4 1/2 0.0686 
C4 1/3 1/2 4 1 2 0.1812 
C5 1/3 1/3 2 1/2 1 0.1066 

With maxλ  =5.1475, CI= 0.03675 and CR= 0.033<0.10. Then this matrix is 

accepted. 

Step 2. Determination of the ratings using the mathematical expectation and the 
TOPSIS approaches 

Determining the Performance Matrix. The system manager can define the ratings of 
the three alternatives under all criteria (table 4). Then, also the system manager can 
define his range for the linguistic variables employed in this problem that are based 
on his subjective judgments within a graphical scale to determine the performance 
value to each alternative respect to each criterion. 

Table 4. Decision matrix 

1 2 3 4 5

1

2

3

            C

Medium Good Medium Good Fair Fair Medium Good

Medium Good Fair Very Good Medium Good Very Poor

Fair Very Good Medium Good Medium Good Medium Good

C C C C

A

A

A

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

The raw data are normalized, by means of (8) and taking into account the 
operations in (2,4) 

                                  ( )2

1

,  1, , , 1, ,
m

ij ij ij
j

n x x j m i n
=

= = … = …∑
% %

                                 (8) 

with the object to eliminate anomalies with different measurement units and scales 
and it is show in table 5. 

Then the weight vector is incorporated into the normalized decision matrix using 
equation (9) to obtain the weighted normalized decision matrix, and taking into 
account (3). 
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Table 5. Normalized decision matrix 

 Weights A1 A2 A3 
C1 0.3461 [0.4613,0.6103,0.8268] [0.4613,0.6103,0.8268] [0.3875,0.5051,0.6080] 
C2 0.2975 [0.3821,0.4943,0.6635] [0.3210,0.4091,0.4878] [0.6037,0.7670,0.9757] 
C3 0.0686 [0.3210,0.4091,0.4878] [0.6037,0.7670,0.9757] [0.3821,0.4943,0.6635] 
C4 0.1812 [0.3875,0.5051,0.6080] [0.4613,0.6103,0.8268] [0.4613,0.6103,0.8268] 
C5 0.1066 [0.5101,0.7019,0.9617] [0,0.1210,0.2687] [0.5101,0.7019,0.9617] 

     (9) 

Table 6. Weighted normalized decision matrix 

 A1 A2 A3 
C1 [0.1597,0.2112,0.2862] [0.1597,0.2112,0.2862] [0.1341,0.1748,0.2104] 
C2 [0.1137,0.1471,0.1974] [0.0955,0.1217,0.1451] [0.1796,0.2282,0.2903] 
C3 [0.0220,0.0281,0.0335] [0.0414,0.0526,0.0669] [0.0262,0.0339,0.0455] 
C4 [0.0702,0.0915,0.1102] [0.0836,0.1106,0.1498] [0.0836,0.1106,0.1498] 
C5 [0.0544,0.0748,0.1025] [0,0.0129,0.0286] [0.0544,0.0748,0.1025] 

E[Ai]  [0.4199,0.5527,0.7297] [0.3801,0.5090,0.6767] [0.4779,0.6223,0.7985] 

 
Many methods to order alternatives in a DM problem with uncertainty can be 

found, but one of the most used in the literature is the Mathematical Expectation.  

                                           (10) 

where [ ]iAE  is the final score for alternative i. We represent in table 7 and fig 4, being 

the final ranking associated with the alternatives the following 
A3 f A2 f A1 

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1
A2
A1
A3

 

Fig. 4. Mathematical expectation 

Determination of the Fuzzy-PIS and Fuzzy-NIS. In this problem we take the 

ij
i

vmax ∀i=1,2,3 for jv+  and the ij
i

vmin ∀i=1,2,3 for jv− , being the corresponding 

values in table 8.   
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Table 7. Mathematical expectation 

 E[Ai] Ranking 
A1 [0.4199,0.5527,0.7297] 2 
A2 [0.3801,0.5090,0.6767] 3 
A3 [0.4779,0.6223,0.7985] 1 

Table 8. Fuzzy-PIS and Fuzzy-NIS for each criterion 

jv+  jv−
 

[0.1597,0.2112,0.2862] [0.1341,0.1748,0.2104] 
[0.1796,0.2282,0.2903] [0.0955,0.1217,0.1451] 
[0.0414,0.0526,0.0669] [0.0220,0.0281,0.0335] 
[0.0836,0.1106,0.1498] [0.0702,0.0915,0.1102] 
[0.0544,0.0748,0.1025] [0,0.0129,0.0286] 

Table 9. Distance of each alternative to Fuzzy-PIS and Fuzzy-NIS 

 A1 A2 A3 
Positive  
distance 

[0.0700,0.0869,0.1064] [0.1002,0.1232,0.1628] [0.0297,0.0409,0.0787] 

Negative  
distance 

[0.0628,0.0762,0.1180] [0.0348,0.0479,0.0918] [0.1011,0.1248,0.1680] 

TOPSIS [0.2797,0.4672,0.8887] [0.1365,0.2799,0.6806] [0.4099,0.7530,1.2841 

Step 3. Ranking 

According to the closeness coefficients of the three alternatives (cleaning machines) 
we know that the ranking observed in fig 4 and calculated in table 9 is  

A3 f A2 f A1 

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1
A2
A1
A3

 
Fig. 5. TOPSIS Results 

Table 10. TOPSIS Results 

 TOPSIS Ranking 
A1 [0.2797,0.4672,0.8887] 2 
A2 [0.1365,0.2799,0.6806] 3 
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A3 [0.4099,0.7530,1.2841] 1 

7   Conclusions  

This study, presents a scientific framework to assess the selection of a cleaning 
system for four stroke diesel engines maintenance, uses triangular fuzzy numbers to 
express linguistic variables that consider the subjective judgments of decision-maker 
and adopts fuzzy MCDM approach to synthesize the decision. PC-TOPSIS extended 
to a fuzzy environment is utilized to determine overall performance value and to rank 
the alternatives cleaning systems. 

In this paper, we have studied a linguistic MCDM problem because only linguistic 
information (as the type of data) was available from the company. It was attempted to 
approach the problem trying to simulate the behaviour of the decision-maker, so that 
by means of surveys the expert's knowledge was obtained as well as his disposition 
towards the problem. Several alternatives have been considered and evaluated in 
terms of many different conflicting criteria in an optimal selection cleaning system 
problem, leading to a large set of subjective or ambiguous data. It has been also 
shown as the ranking obtained by the two approaches are the same.  

This way of approaching the problem meant that we could handle the decision 
problems in a more real way, in that the methodologies implemented in a computer 
turn out to be very interesting from the point of view of Artificial Intelligence when 
we try to simulate human behaviour. 
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Abstract. Fuzzy measures are used to describe interactions among given attributes towards  
a certain target. Given an observation as a function defined on the set of attributes, an integral 
of the function with respect to a given fuzzy measure is usually taken as an aggregation tool  
in information fusion. Various types of integrals represent different coordination modes of  
attributes. Thus, in case the coordination mode is unknown, due to the nonadditivity of the 
fuzzy measure, the integral value is uncertain and varies according to the type of the integral.  
A commonly used type of fuzzy measures are believe measures. The coordination uncertainty 
associated with belief measures in information fusion is discussed. Furthermore, the behavior of 
coordination uncertainty under the Dempster rule of combination is investigated in this paper.   

1   Introduction 

Fuzzy measures and relevant nonlinear integrals have been widely applied in informa-
tion fusion and data mining. In information fusion, each information source is regarded 
as an attribute and a fuzzy measure [4, 5, 6] can be used to describe the interaction 
among the contribution rates of attributes towards the fusion target [6, 7]. Then, an inte-
gral, which is usually nonlinear, is used as an aggregation tool to fuse the received in-
formation from attributes to a single real number. Various types of integrals, such as the 
Choquet integral, the lower integral, the upper integral, and even the classical Lebesgue 
integral (ignoring the nonadditivity of fuzzy measures), can be chosen for this purpose. 
These types of integrals represent different coordination modes of attributes when they 
contribute towards the target. Hence, if the coordination mode is not known, the fusion 
value has some coordination uncertainty. Such an uncertainty results from the nonaddi-
tivity of the fuzzy measure employed. Belief measures are commonly-used special types 
of fuzzy measures. This paper discusses the coordination uncertainty associated with be-
lief measures in information fusion. Furthermore, the behavior of coordination uncer-
tainty under the Dempster-Shafer combination rule [3] is investigated. 

The paper is organized as follows. Section 2 recalls some preliminaries regarding 
fuzzy measures and belief measures. The various types of nonlinear integrals with  
respect to fuzzy measures are summarized in Section 3. Based on nonlinear integrals, 
the coordination uncertainty associated with fuzzy measures and belief measures in 
information fusion is analyzed and estimated in Section 4. In Section 5, the behavior 
of coordination uncertainty under the Dempster combination rule is investigated.  
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2   Preliminary Knowledge on Belief Measures 

Let },,,{ 21 nxxxX L=  be the set of all considered information sources. Then (X, 

P(X)) is a measurable space, where P(X) is the power set of X. Each information 
source ix , ni ,,2,1 L= , is also called an attribute. We assume that all sets involved 

in this paper are subsets of X. 

Definition 1. Set function :μ  P(X) ),0[ ∞→  is called a fuzzy measure iff:  
(FM1) 0)( =∅μ ; 
(FM2) )()( BA μμ ≤  if BA ⊆ . 
A fuzzy measure μ  is normalized if 1)( =Xμ . 
Generally, a fuzzy measure may not be additive. Its nonadditivity describes the  

interaction among the contribution rates from attributes towards a certain fusion  
target [7]. 

Definition 2. Normalized fuzzy measure :μ P(X) ]1,0[→  is called a belief measure, 

denoted usually by Bel, iff  

(B1) ∑
∅≠⊆ ∈
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for any nonempty set class },,,{ 21 kEEE L . 
Condition (B1) means that any belief measure is strongly superadditive [3, 5, 12]. 

Definition 3. Set function :m  P(X) ]1,0[→  is called a basic probability assignment 

iff 0)( =∅m  and ∑ ⊆ =XE Em 1)( . 

Set function m is not, in general, a probability measure on P(X). However, if we 
define p on the class of all singleton consisting of only one set in P(X) by 

)(})({ EmEp =  for any XE ⊆ , then p is a probability density on P(X) and, there-

fore, can be uniquely extended to a probability measure on P(P(X)). 
It is well known [3, 5] that there is a one-to-one correspondence between belief 

measures and basic probability assignments described as follows. 

1. If :Bel P(X) ]1,0[→  is a belief measure, then :m P(X) ]1,0[→  defined by 

   )()1()( FBelEm
EF

FE∑
⊆

−−=   ∈∀E P(X) 

     is a basic probability assignment. 
2. If :m P(X) ]1,0[→  is a basic probability assignment, then :Bel P(X) ]1,0[→   

defined by 

∑
⊆

=
EF

EmEBel )()(    ∈∀E P(X) 

 is a belief measure. 

Example 1. Let },,{ 321 xxxX = . Fuzzy measure :μ P(X) ]1,0[→  is given as 

0)( =∅μ , 1.0})({ 1 =xμ , 15.0})({ 2 =xμ , 35.0})({ 3 =xμ , 25.0}),({ 21 =xxμ , 

5.0}),({ 31 =xxμ , 75.0}),({ 32 =xxμ , and 1)( =Xμ . Set function μ  is a belief 
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measure. Its corresponding basic probability assignment is :m P(X) ]1,0[→  with 

0)( =∅m , 1.0})({ 1 =xm , 15.0})({ 2 =xm , 35.0})({ 3 =xm , 0}),({ 21 =xxm , 

05.0}),({ 31 =xxm , 25.0}),({ 32 =xxm , and 1.0)( =Xm . 

3   Integrals Used in Information Fusion 

A traditional aggregation tool in information fusion is the weighted average, i.e., 

∑ == n
i ii xfwy 1 )( , where y is the fusion value, )( ixf  is the information amount re-

ceived from attribute ix , iw  is the weight of ix , ni ,,2,1 L= , satisfying ∑ − =n
i iw1 1 . 

The weighted average can be regarded as a Lebesgue’s integral [2]: ∫= μdfy , 

where the integrand ),(: ∞−∞→Xf  is a function whose value at attribute ix  is 

)( ixf  and :μ  P(X) ]1,0[→  is a classical additive measure determined from the 

weights ),,,( 21 nwww L  by  

∑
∈

=
Exi

i
i

wE
:

)(μ   ∈∀E P(X). 

In such a fusion model, we need a basic assumption that there is no interaction 
among the contribution rates of attributes towards y so that the global contribution 
from a group of attributes is just the sum of the contributions from each individual  
attribute in the group. However, when the interaction cannot be ignored, a fuzzy 
measure should be used to replace the weights and describe the above-mentioned in-
teraction. In this case, the Lebesgue integral as an aggregation tool fails due to the 
nonadditivity of the fuzzy measure, and we have to use other types of integrals, 
nonlinear integrals, that are generalizations of the Lebesgue integral. One of the 
commonly-used nonlinear integrals is the Choquet integral [1]. 

Definition 4. The Choquet integral of function ),(: ∞−∞→Xf  with respect to 

fuzzy measure μ  is defined by 

∫∫ ∫
∞

∞−
+−=

0

0
)()]()([)C( αμαμμμ αα dFdXFdf  

if the two Riemann integrals on the right-hand side are not both infinite, where 
})(|{ αα ≥= xfxF  is the α -level set of f for ),( ∞−∞∈α . 

When function f is nonnegative, we have other choices for the type of integral to be 
used as an aggregation tool in information fusion. In the literature, the upper integral 
and the lower integral have been proposed for this purpose [7, 8]. 

Definition 5. The upper integral of ),0[: ∞→Xf  with respect to fuzzy measure μ, 

denoted by ∫ μdf)U( , is defined by 

                  ,}|)(sup{)U(
12

1

12

1
∫ ∑ ∑

−

=

−

=
=⋅=

n n

j
j j

Ajjj faAadf χμμ                          
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while the lower integral of f with respect to μ, denoted by ∫ μdf)L( , is defined by 

,}|)(inf{)L(
12

1

12

1
∫ ∑ ∑

−

=

−

=
=⋅=

n n

j
j j

Ajjj faAadf χμμ  

where 0≥ja  and U
1:

}{
=

=
iji

ij xA  if j is expressed in binary digits as 11 jjj nn ⋅⋅⋅−  for 

every 12,,2,1 −= nj L . 

The value of ∫ μdf)U(  is the solution of the following linear programming  

problem [9], where 
1221 ,,, −naaa L  are unknown parameters: 

                           maximize ∑
−

=
⋅=

12

1

n

j
jjaz μ  

                           subject to ∑
−

=
=

12

1

)()(
n

j
j

iiAj xfxa χ , ni ,,2,1 L=  

0≥ja , 12, ,2,1 −= nj L , 

in which )( jj Aμμ =  for 12,,2,1 −= nj L . Similarly, the value of ∫ μdf)L(  is the 

solution of the linear programming problem: 

                         minimize ∑
−

=
⋅=

12

1

n

j
jjaz μ  

                         subject to ∑
−

=
=

12

1

)()(
n

j
j

iiAj xfxa χ , ni ,,2,1 L=  

                                  0≥ja , 12,,2,1 −= nj L . 

For a given fuzzy measure :μ P(X) ),0[ ∞→ , we may introduce an additive meas-

ure :'μ P(X) ),0[ ∞→  by 

∑
∈

=
Exi

i
i

xE
:

})({)(' μμ  ∈∀E P(X). 

Measure 'μ  coincides with fuzzy measure μ  on the class of all singletons in P(X). 

Thus, the Lebesgue integral ∫ 'μdf  can be regarded as a special nonlinear integral of 

f with respect to fuzzy measure μ , still called the Lebesgue integral of f and denoted 

as ∫ μdf  in this paper if there is no confusion. 

Generally, given a fuzzy measure :μ P(X) ),0[ ∞→  and a function 

),0[: ∞→Xf , any type of integral of f with respect to μ  is just a rule, denoted  

by r, by which f can be decomposed to become a set function :π P(X) ),0[ ∞→  with 

π (∅) = 0 satisfying  

∑
⊆∈

=
XAxA

Axf
:

)()( π    Xx ∈∀ . 
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π  is called a partition of f. Then, regarding both μ  and π  as 2n-dimensional vectors, 

the value of the r-integral of f with respect to μ  is 

∫ μdf)r( μπ ⋅= . 

Here μπ ⋅  is the inner product of vectors π  and μ . 
Different decomposing rules represent different coordination modes of attributes in 

the fusion and, therefore, yield different types of integrals. These integrals are gener-
ally nonlinear with respect to the integrand f. The Lebesgue integral and the Choquet 
integral are two special types of r-integrals and form a pair of extreme r-integrals with 
respect to the degree of coordination among the attributes, while the upper integral 
and the lower integral are another pair of extreme r-integrals with respect to the fu-
sion value. Any r-integral is a generalization of the Lebesgue integral, i.e., when the 
fuzzy measure is additive, all r-integrals coincide with the Lebesgue integral [7]. It is 
not difficult to show that  

(L) ≤∫ μdf (r) ≤∫ μdf (U) ∫ μdf  

for any fuzzy measure :μ P(X) ),0[ ∞→  and any function ),0[: ∞→Xf  [7]. 

Example 2. Let },,{ 321 xxxX = . Fuzzy measure :μ P(X) ),0[ ∞→  is given as 

0)( =∅μ , 5})({ 1 =xμ , 6})({ 2 =xμ , 7})({ 3 =xμ , 14}),({ 21 =xxμ , 

8}),({ 31 =xxμ , 10}),({ 32 =xxμ , and 16)( =Xμ . For function 

⎪
⎩

⎪
⎨

⎧

=
=
=

=

3

2

1

 if     2

 if     8

 if     4

)(

xx

xx

xx

xf , 

we have ∫ = 82μdf , (C) ∫ = 84μdf , (L) ∫ = 74μdf , and (U) ∫ = 94μdf . Their 

corresponding partitions of f are listed in Table 1. 

Table 1. Partitions of f in Example 2 

 Lebesque inte-
gral 

Choquet inte-
gral 

Lower integral Upper integral 

)(∅π  0 0 0 0 
})({ 1xπ 4 0 2 0 
})({ 2xπ 8 4 8 4 
})({ 3xπ 2 0 0 2 

}),({ 21 xxπ 0 2 0 4 
}),({ 31 xxπ 0 0 2 0 
}),({ 32 xxπ 0 0 0 0 

)(Xπ  0 2 0 0 

4   Coordination Uncertainty Associated with Belief Measures 

Let a fuzzy measure :μ P(X) ),0[ ∞→  and function ),0[: ∞→Xf  be given. Since 

different coordination modes correspond to different types of integrals, the value of 
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the integral is uncertain if the coordination mode in the fusion procedure is unknown. 
Such a coordination uncertainty results from the nonadditivity of the given fuzzy 
measure. This uncertainty can be measured by its degree defined as follows [6]. 

Definition 6. The degree of coordination uncertainty associated with fuzzy measure μ 
is defined by 

)(

1)L(1)U(

X

dd

μ
μμ

γ μ
∫∫ −

= . 

When μ is an additive measure, the upper integral coincides with the lower integral 
and, therefore, 0=μγ . In fact, from the additivity of μ, we know that all r-integrals 

coincide with the Lebesgue integral and, therefore, no uncertainty exists in the fusion 
procedure. 

Since any belief measure is strongly superadditive, we have the following theorem 
[12]. 

Theorem 1. Let :Bel P(X) ]1,0[→  be a belief measure. Then ∫∫ = dBelfdBelf(L)  

and (U) ∫ =dBelf (C) ∫ dBelf  for any function ),0[: ∞→Xf . 

Thus, the degree of coordination uncertainty associated with a belief measure Bel 
can be easily calculated as follows. 

                            
)(

1)L(1)U(

XBel

dBeldBel
Bel

∫∫ −
=γ  

                                
1

11)C( ∫∫ −
=

dBeldBel
 

                                ∑
=

−=
n

i
ixBel

1

})({1  

                                ∑
=

−=
n

i
ixm

1

})({1 . 

Now, it follows directly from Definition 3 that ]1,0[∈Belγ . 

Example 3. We use the belief measure μ  given in Example 1. The degree of uncer-

tainty carried by μ  is 

4.06.01})({1
3

1

=−=−= ∑
=i

ixμγ μ . 

The degree of coordination uncertainty associated with a belief measure depends 
on how many nonzero values of the basic probability assignment focus on the single-
tons in P(X). For any belief measure, the more the basic probability assignment  
focuses on singletons, the lower the degree of the coordination uncertainty. As an ex-
treme case, when the basic probability assignment focuses only on the singletons, 
there is no coordination uncertainty. In fact, in this case, the belief measure collapses 
to a probability measure. 
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5   Coordination Uncertainty Under Dempster Rule of 
Combination  

As one of the major topics discussed in [3], given two basic probability assignments, 

1m  and 2m , on the power set of finite universal set X, Dempster’s combination rule 

produces a new basic probability assignment m as follows. 

)()(1

)()(
)(

21

21

BmAm

BmAm
Cm

BA

CBA

⋅−

⋅
=

∑
∑

∅=∩

=∩  

for any nonempty set C. Thus, given two belief measures, 1Bel  and 2Bel , on P(X), we 

can “combine” them and obtain a new belief measure Bel with basic probability as-
signment m that comes from 1m  and 2m  via Dempster’s combination rule. In this 

rule, to guarantee that the combined set function m is still a basic probability assign-
ment, as mentioned in [3], the only remedy is to use a factor  

1
21 ))()(1( −

∅=∩
⋅− ∑ BmAm

BA

 

for normalizing )()( 21 BmAm
CBA

⋅∑
=∩

. However, this normalization is not an ideal ac-

tion for information processing and reasoning since it modifies the evidence ex-
pressed by 1m  and 2m . It leads to an over-belief on some sets. From the view point of 

the coordination uncertainty discussed in this paper, it can easily be shown that, after 
combining two belief measures, the coordination uncertainty may be either enlarged 
or reduced depending on what sets are over-believed. The following is an example 
showing that a set containing more than one attributes is over-believed when Demp-
ster’s combination rule is used to combine two basic probability assignments. 

Example 4. Let },,,{ dcbaX = , 

⎪
⎩

⎪
⎨

⎧
=
=

=
otherwise        0

}{ if     9.0

},{ if     1.0

)(1 cA

baA

Am , 

and 

⎪
⎩

⎪
⎨

⎧
=
=

=
otherwise        0

}{ if     9.0

},{ if     1.0

)(2 dA

baA

Am . 

From the Dempster’s combination rule, we have  

⎩
⎨
⎧ =

=
otherwise        0

},{ if         1
)(

baA
Am . 

Here, set },{ ba  containing two attributes is over-believed and, therefore, the coor-

dination uncertainty of the belief measure determined by m is enlarged in comparison 
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with the uncertainties 1γ  and 2γ  of the belief measures determined by 1m  and 2m  re-

spectively. In fact, 1.09.0121 =−== γγ , while 101 =−=γ . 

The next example shows an opposite case, i.e., some singletons of attributes are 
over-believed such that the coordination uncertainty of the belief measure determined 
by the combined basic probability assignment is excessively reduced. 

Example 5. Let },,,,{ edcbaX = ,  

⎪
⎩

⎪
⎨

⎧
=
=

=
otherwise        0

},{ if     9.0

}{ if     1.0

)(1 cbA

aA

Am , 

and 

⎪
⎩

⎪
⎨

⎧
=
=

=
otherwise        0

},{ if     9.0

}{ if     1.0

)(2 edA

aA

Am . 

Then 
 

⎩
⎨
⎧ =

=
otherwise        0

}{ if         1
)(

aA
Am . 

Thus, 0=γ , though 9.021 == γγ . 

The above analysis of coordination uncertainty for belief measures reinforces  
previous observations that results obtained by the Dempster rule of combination in  
information fusion are often questionable [10, 11]. 

6   Conclusions 

When fuzzy measures are employed in the problem of fusing information from sev-
eral sources, the fusion value involves uncertainty. This uncertainty is caused by the 
fact that, due to the nonadditivity of fuzzy measures, the fusion value depends on the 
way in which the contributions from individual sources are integrated. We express 
this uncertainty in terms of the difference between values obtained by the upper inte-
gral and the lower integral, and derive a special and very simple expression of this 
uncertainty for belief measures. We show that combining two belief measures by the 
Dempster rule of combination may either increase or decrease this uncertainty. In our 
future work, we intend to examine from this point of view other combination rules for 
belief functions. Our preliminary investigation seems to indicate that the uncertainty 
always increases when the alternative combination rule proposed by Yager [10] is 
employed instead of the Dempster rule 
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Abstract. Single input Fuzzy TPE systems, as proposed by Sudkamp and Hammel, allow a 
more efficient computational inference of a single input fuzzy rule base. This paper shows that 
it is possible to generalize single input Fuzzy TPE systems to 2-input systems, therefore extend-
ing its range of possible applications. The paper presents the details and proof of the extension 
validity, and shows benchmark results comparing the 2-input Fuzzy TPE with classical 
inference systems. 

Keywords: 2-input fuzzy TPE, fuzzy inference computational efficiency. 

1   Introduction 

Sudkamp and Hammell’s Fuzzy TPE systems [1] provide a way to accelerate the 
fuzzy inference procedure in 1-input fuzzy systems. It also makes the inference proc-
ess independent from the number of involved linguistic terms, since instead of a  
sequential application of all rules in a rule base, it allows the direct access to the rele-
vant rules using an indexation process and infers the rule result using previously com-
puted constants. This approach is possible due to restrictions imposed on the involved 
linguistic terms: all membership functions must be triangular, complementary, and 
evenly spaced in the universe of discourse (UoD). However, Sudkamp’s approach 
was developed for single-input systems, and could not be directly applied in systems 
with more inputs. Therefore its use was limited to a few particular problems. Through 
the years TPE systems have been used [2][3], but when more than one input is 
deemed necessary, alternative inference methods that do not implement a proper 
fuzzy inference mechanism, like FAMs, are used instead. By proper fuzzy inference 
mechanisms one means mechanisms that although computationally faster, do not pro-
duce the exact same result of classical fuzzy rule base inference processes. This paper 
shows that it is possible to generalize single input Fuzzy TPE systems to 2-input sys-
tems extending range of possible Fuzzy TPE systems applications.  

2   Fuzzy TPE Systems 

Sudkamp and Hammell’s model is based on an even triangular partition of a single 
variable fuzzy universe of discourse (UoD), hence the name TPE – Triangular  
                                                           
*  This work was supported in part by the FCT - Portuguese Foundation for Science and  

Technology under project POSI/SRI/47188/2002. 
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Partition Evenly. The model bases its efficiency on the symmetry of the straight lines 
used to define the triangular membership functions. This section summarizes Sud-
kamp and Hammel’s fuzzy TPE systems. 

In this model, the membership function (mbf) of a linguistic term Ai can be defined 

by (1), where ( )
i

A
xμ is the membership of crisp input x in Ai, and ( ) 1

i
A i

aμ = . 

1 1 1

1 1 1

( ) ( )

( ) ( ) ( )

0
i

i i i i i

A i i i i i

x a a a if a x a

x x a a a f a x a

otherwise

μ
− − −

+ + +

− − ≤ ≤

= − + + ≤ ≤
⎧
⎪
⎨
⎪⎩

. (1) 

On a n-linguistic term fuzzy variable, all mbf are equal with the exception of the 
lower and upper linguistic terms. The mbf of these linguistic terms are respectively 

truncated to the left and to the right of their ai points, i.e., 
1

( 1) 1
A

μ − =  and (1) 1
n

A
μ = . 

An additional condition is that all mbf are complementar in all UoD, i.e.: 

1

( ) 1 ,
n

A
i

i
x x UoDμ

=

= ∈∑ . (2) 

Equation (2) ensures the completeness of the rule base. Fig.1 shows a seven fuzzy 
linguistic term TPE set. 

 

-1 10

A2A1 A3 A4 A5 A6 A71

0

0.5

μ

a1 a2 a3 a4 a5 a6 a7  

Fig. 1. Example of mbf that comply with Fuzzy TPE systems’ restrictions 

Within a fuzzy TPE system, one can divide the UoD into a set of [ ]1
,

i i
a a +  inter-

vals where
1

( ) 1 ( )
i i

A A
x xμ μ

+
= − , ( ) 1

i
A i

aμ =  and ( ) 0
j

A i
aμ =  for j i≠ . Therefore, the 

membership degree within the interval can be defined by the two following straight 
line equations: 

1

1

( )
i

i
A

i i

x a
x

a a
μ +

+

− +
=

−
. (3) 
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1

1

( )
i

i
A

i i

x a
x

a a
μ

+

+

−
=

−
. (4) 

Within a single-input/single-output TPE rule based fuzzy system, the fuzzy rules 

that involve antecedents iA  and 1iA +  can be expressed as: 

1

i r

i s

if X is A then Z is C

if X is A then Z is C+

, 

where rC  and sC  are also TPE linguistic terms. Defining rc and sc as the central 

points of rC and sC , and by using weighted averaging defuzzification, the result z 

specified by crisp input x is given by: 

1

1

( ) ( )

( ) ( )
i i

i i

A r A s

A A

x c x c
z

x x

μ μ
μ μ

+

+

+
=

+
. (5) 

By replacing (3) and (4) in (5) and simplifying one obtains: 

1 1

1 1 1

( )s r i r i s s r i r i s

i i i i i i

x c c a c a c c c a c a c
z x

a a a a a a
+ +

+ + +

− + − − −= = +
− − −

. (6) 

Equation (6) shows that only two constants are needed to compute z given any 

crisp input x∈[ai, ai+1]. These constants, 
1

( ) ( )
s r i i

c c a a+− −  and 

1 1
( ) ( )

i s i r i i
a c a c a a+ +− − , are determined by the fuzzy rule base and the midpoints of 

the triangular membership functions, and therefore independent of x. Thus a fuzzy 
TPE system can be represented by a table containing the constants associated with 
each input interval. Since all intervals are equal in size, one can directly address the 
constants associated with a given input x by using the function 

2 2
( ) 1

1

x
trunc

n

+
+

−
. (7) 

On a fuzzy TPE system one can skip the inference of all rules in the rule base. 
Given input x, all that is needed is to get the appropriate constants from a table and 
apply (6) to find defuzzified output z. Therefore, inference time on a TPE fuzzy rule 
base is independent of the number of rules and linguistic term size, and TPE fuzzy in-
ference is particularly well adapted to deal with large fuzzy rule bases. 

3   Two-Input Fuzzy TPE Systems 

A single input variable fuzzy rule based system has an obviously limited interest. 
Multiple input Fuzzy TPE systems are necessary if one wants to use these mecha-
nisms in a significant range of applications. Although it is theoretically possible to  



542 J.P. Carvalho, J. Tome, and D. Chang-Yan 

extend the model to a higher number of inputs, in this paper we limit the extension to 
2-input systems. One must note that in rule based fuzzy systems it is sometimes pos-
sible to organize a n-input rule base into several connected 2-input rule bases. This 
manipulation is particular to the system being modeled and relies on the interdepend-
ence of its input variables. Therefore, let us focus on the 2-input case. 

Any 2-input fuzzy system rule base with n-linguistic term variables can be repre-
sented as a 2 dimensional table. Table 1, represents an excerpt of a generic 2-input 
fuzzy rule base, where all Ai, Bj and Cx are fuzzy linguistic terms defined by a fuzzy 
membership function. On such a system, any combination of input values activates at 
most four different rules of the rulebase. 

Table 1. An excerpt of a 2-input Fuzzy Rule Base 

    X 
Y iA  1iA +  

jB  rC  tC  

1jB +  sC  uC  

1

1

1 1

i j r

i j s

i j t

i j u

if X is A and Y is B then Z is C

if X is A and Y is B then Z is C

if X is A and Y is B then Z is C

if X is A and Y is B then Z is C

+

+

+ +

 

Since TPE’s membership functions are, by definition, triangular and symmetric, 
Table 1 can be replaced by a Numeric Inference (NI) table, which is an alternative 
representation where each linguistic term is replaced by its central point x-coordinate. 
Therefore, if one assumes the weighted averaging defuzzification method, one can 
deduce the following output equation for the rule base presented in Table 1, where cr, 
cs, ct and cu are the central point x-coordinates of the consequent mbfs: 

   

1 1 1 1

1 1 1 1

min min min min

min min min min

( ( ), ( )) ( ( ), ( )) ( ( ), ( )) ( ( ), ( ))

( ( ), ( )) ( ( ), ( )) ( ( ), ( )) ( ( ), ( ))
i j i j i j i j

i j i j i j i j

A B r A B s A B t A B u

A B A B A B A B

x y c x y c x y c x y c
z

x y x y x y x y

μ μ μ μ μ μ μ μ
μ μ μ μ μ μ μ μ

+ + + +

+ + + +

+ + +
=

+ + +
    

(8) 

In order to find the 2-dimensional equivalent of (6), consider two fuzzy variables A 
and B defined respectively by n and m TPE mbf. Fig. 2 shows a pictorial representa-
tion of A and B, where x and y are the crisp input values. 

The 2-dimensional intervals we consider to find the 2-dimensional equation 

equivalent of (6) are represented by [ ]1
,

i i
a a +  and [ ]1

,
j j

b b + . The shadowed region in 

Fig. 2 shows a 2-dimensional interval. 2-dimensional interval indexation is based on 
(7), and results on (9): 
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Fig. 2. Two-dimensional representation of TPE linguistic terms. The shadowed region repre-
sents a 2-dimensional interval. 
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Fig. 3. The 4 different areas in each interval 

One can divide each 2-dimensional interval in four different areas, as depicted in 
Fig.3. Each of these areas is characterized by a constant relation between the member-
ship degrees of x and y in the pertaining linguistic terms. For example, in Area 1, all 
the following equations hold true: 
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Based on the characteristics of each of the 4 areas, it is possible to divide the de-
fuzzification equation (8) into 4 different defuzzification equations, where the min() 
function is not necessary. 

The 4 areas can be divided by two straight lines defined by the following  
equations: 

1
1 1( 1)

2
1 1 1

( 1) B Ainterval intervaln
y

m m n

x
+ − −

− −−
= ×

− − −

+ ⎛ ⎞
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. (10) 

1
1 12 ( 1)( 1)

2
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B Ainterval intervaln x
y

m m n
+ + −

− −− − +
= ×
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. (11) 

Equations (10) and (11) can be used to create Table2, which divides the Universe 
of Discourse in intervals, and each interval in the 4 different areas. 

Table 2. Area definition for each interval 
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Since we are dealing with a TPE system, (3) and (4) are still valid for each fuzzy 

variable. Therefore, 
1 1

( ), ( ), ( ), ( )
i i j j

A A B B
x x y yμ μ μ μ

+ +
 can be defined by: 

1 1

11

1 1

1 1
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Considering the 4 different areas defined in Fig.3 for each interval, one can replace 
(12) in (8) and manipulate the resulting expressions in order obtain the following  
defuzzification equations: 
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Note that all 4 equations can be expressed under the form  

1 2 3 4

5 6 7 8

y H H x H H
z

y H H x H H

+ + +=
+ + +

 , 
(17) 

where all Hi are constants. As in the single input case, the Hi constants are determined 
by the fuzzy rule base and by the central point of each linguistic term (ai, bj, cl), and 
are independent of input crisp values x and y. Therefore, they can be computed only 
once, prior to the actual rule base inference process. Based on (9) and Table 2, one 
can directly index an inference matrix with dimensions [n-1]×[m-1]×[4]×[8], where in 
each position of the inference matrix one will have the previously defined H constant. 
From this inference matrix, one can directly compute the defuzzified output z. By us-
ing this inference process, one avoids the sequential computation of each single rule 
while simultaneously simplifying the defuzzification process. Therefore, as long as all 
Hi are previously computed, and with proper indexation of the input values, it is pos-
sible to obtain a very fast fuzzy inference process that does not grows exponentially 
with the increase of number of linguistic terms in each involved fuzzy variable. 

4   Results 

In order to test the computational efficiency of 2-Input Fuzzy TPE Systems, a com-
parison was made with traditional fuzzy rule based inference methods. Since the  
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Fuzzy TPE method computational inference time does not grow exponentially with 
the increase of number of linguistic terms in each involved fuzzy variable (contrary to 
the traditional methods), better results were to be expected when a larger number of 
membership functions were used. Therefore tests were made involving fuzzy vari-
ables with 3 and 7 linguistic terms, resulting in complete rule bases with 9 and 49 
rules respectively. Table 3. and Table 4. show the used rule bases. Note that inference 
computational time is independent of actual rule content.  

Table 3. Fuzzy rule base for 3 linguistic term’s input variables 

       X  
 
Y 

L M H 

L L M H 
M M H M 
H H M L 

 
For the traditional fuzzy inference method computational implementation, one 

opted to use an individual array to represent each linguistic term membership func-
tion. This method is computationally faster than using straight line equations, since 

inferring ( )
i

A
xμ  is done via a simple array indexation. 

Table 4. Fuzzy rule base for 7 linguistic term’s input variables 

      X 
 
 Y 

VVL VL L M H VH VVH 

VVL VVL VL L M H VH VVH 
VL VL L M H VH VVH VH 
L L M H VH VVH VH H 
M M H VH VVH VH H M 
H H VH VVH VH H M L 

VH VH VVH VH H M L VL 
VVH VVH VH H M L VL VVL 

 
Using this method, the C code to compute a fuzzy rule like “If x is A and y is B 

Then Z is C”, can be resumed as:  
 

miu=MIN(is(A,x),is(B,y));  //If x is A And y is B 
if (miu!=0){ 
    for (n=0; n<number_of_mbf; n++)   //Then z is C 
         foutput[n] += miu*C[n];  
} 
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where function ‘is()’ is simply:  
float is(int LT, int inp){ //LT-Linguistic Term,inp-input 
     return mbf[LT][inp];} //mbf-Array of all LT 
 

The above mentioned code is repeated for each rule in the rule base. As a result one 
obtains an array representing fuzzy variable z. 

The defuzzification method used is weighted averaging, which is also simple to 
implement:  

for  (n=0;n<mbfsize;n++){ 
            mass+=foutput[n]*n; 
            area+=foutput[n]; 

} 
      z=mass/area; 

Although the defuzzification code is simple, it is not computationally efficient 
since the number of rules grows exponentially with the increase in the number of lin-
guistic terms, and the code uses several cycles to run through the rule base. It is pos-
sible to vastly improve defuzzification computation time, but not without imposing 
restrictions to mbf shape (which is what fuzzy TPE does). 

The Fuzzy TPE method accesses the active rules through direct indexation, and 
therefore avoids the necessity to test each single rule. Due to the restrictions in the 
shape of the membership functions, it also uses a much more efficient defuzzification 
method. 

Table 5. shows the average inference computing time for the rule bases in Table 3. 
and Table 4. 

Table 5. Average rule base  inference computing time comparison (ns) 

        Method 
 

   #LT/#rules 

Classical In-
ference 

Fuzzy TPE 

3 / 9 44.4 6.6 

7 / 49 58.7 7.2 

 
The average inference time was obtained after computing 500000 inputs on a 

1.86GHz PentiumM processor. One can see that Fuzzy-TPE inference is roughly 8 
times faster than a classical fuzzy inference method, which can be considered a con-
siderable improvement. However, one must not ignore that the involved computing 
times are so small that can often be considered a negligible factor in many applica-
tions. Therefore, due to the restrictions imposed to the linguistic terms, the use of  
2-input Fuzzy-TPE systems can only be justified in applications where a large volume 
of information must be processed and where time is a major issue, like real-time  
control systems or computer chess. 
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5   Conclusions and Future Developments 

It was shown that two-input Fuzzy TPE inference systems can be implemented and 
that they provide a significant improvement over classical fuzzy inference systems in 
what concerns computing performance. However, this improvement can only be use-
ful in systems where time and performance are critical and where the restrictions  
imposed to the linguistic term’s membership functions can be accepted.  

N-input Fuzzy TPE systems are theoretically possible. However, as the number of 
inputs increases, the complexity of the defuzzification equation and the dimensional-
ity of the computing matrixes increase exponentially. Therefore, n-input Fuzzy TPE 
systems viability over classical inference systems still needs to be proved on a future 
work.  
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Abstract. There is a need to develop an automated assessment and training procedure for chil-
dren with eye-hand coordination problem. Such system is expected to reduce the burden and 
the associated cost of having a trained professional present at any assessment, or training ses-
sion for each child. The intelligent decision support system is based upon a fuzzy automaton. 
By using qualitative (fuzzified) data from the previous test the system will make a decision on 
the complexity of the next test to be performed. A set of assessment tests, commonly used by 
occupational therapists, were chosen to implement the various functions using force, inertia and 
viscosity effects. A test bed has been designed for these tasks that consists of a six-degree-of-
freedom force-reflecting haptic interface device called PHANToM along with the GHOST 
SDK Software, and the Intelligent Decision Support System software. 

1   Introduction 

Learning to write is an important occupation of children [5]. Problems with handwrit-
ing or drawing skills (graphomotor skills) are frequently the reason children in public 
schools are referred to occupational therapy services [7], [8]. Children with genetic 
anomalies or neurological disorders can also have problems with eye-hand coordina-
tion such as children with Down syndrome, cerebral palsy, and learning disabilities. 
All these diagnoses require intervention for eye-hand coordination and often for grip 
strength because these components are necessary for successfully performing activi-
ties of daily living such as dressing, feeding, drawing, and writing. 

Assessing the eye-hand coordination skills of children with disabilities and making 
decisions on the next, more complex test by using crisp, quantitative terms may not be 
an optimum approach. Fuzzy logic [9] allows the aggregation of measured data and 
expert knowledge that is expressed in qualitative terms in a common mathematical 
model. A fuzzy automaton [10] can help in developing an intelligent decision system 
by recommending the sequence and complexity of the next test to be given. This rec-
ommendation will be based upon the results of the previously performed test and  
expert knowledge. The decision mechanism can be fine tuned as more test results  
become available. 
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This paper is organized as follows: Section 2 provides the background of previous 
applications of robotics for eye-hand coordination assessment and treatment.  
Section 3 covers a brief description of the standard research design for dexterity as-
sessment tasks and the development of the assistance functions for haptic execution of 
these tasks. Section 4 describes the Intelligent Decision Support System. Preliminary 
results and conclusions are presented in Sections 5 and 6, respectively.  

2   Background 

Extensive research is being done in the field of haptics to improve hand and arm 
movements. The concepts of motor control can be combined with robotics for a com-
pelling application in rehabilitation and these robotics devices can be used for guiding 
patients along a desired trajectory [1]. One of the approaches taken was to expose a 
subject to a perturbing field to develop an internal model of the field as a relation be-
tween experienced limb states and forces [2]. In this study, the authors concluded that 
after-effects persisted after many trials using force field. Another study showed that 
haptic technologies can give rise to new generation of virtual environment applica-
tions for teaching motor skills and manual crafts [3]. The approach taken in that study 
is based upon a principle of rehabilitation in which simple movements can be im-
proved by constant practice. Previous work by Bardorfer et all [4] shows labyrinths or 
mazes created in the virtual environment, in which the user has to move the pointer 
(ball) through it and could feel the reactive forces of the walls. It has been reported 
that eye-hand coordination in children with limited motor skills can be improved by 
using a Robotic Haptic Device [6]. 

3   Design of Experiments 

The research approach is based upon the comparison of the performance of an ex-
perimental and a control group.  The experimental group is exposed to standard occu-
pational therapy tests as well as tests performed on the haptic robot. The control group 
works only on the standard tests. Initally, both groups are exposed to Standardized 
Occupational Therapy Assessment Tasks for one week. Then the experimental group 
works with the Haptic Device for eight weeks. During that timeframe the control 
group has no activities. Finally, both groups carry out again the Standardized Occupa-
tional Therapy Assessment Tasks for one week. 

The initial (AInitial) and final (AFinal) data collection sessions are used in the as-
sessment of the baseline performance and the occupational performance changes of 
the subjects. The Minnesota Handwriting Assessment Test has been selected to ac-
complish that because of its ability to measure the quality of handwriting (rate, legi-
bility, space, line size and form). The child is required to copy words on the sample 
(“the quick brown fox jumped over the lazy dogs”) and they represent the entire al-
phabet. The letters are in mixed order. The subject’s handwriting sample is scored in 
each category. The score in each category (except for the rate) is based upon the error 
rate using a maximum score of 34. The rate is graded by counting the number of let-
ters completed in 2.5 minutes. 
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The experimental group is assigned tasks using the Haptic Device. These sessions 
provides carefully selected tasks that make use of the Robotic Haptic Device for eye-
hand coordination intervention. The hand grasp and function are visually identified 
and noted during every intervention by the therapist who closely monitors for any 
changes. 

Each child will have two sessions of evaluation, AInitial and AFinal for 30 minutes 
each session. The child in the experimental group will receive intervention by means 
of the haptic robot once a week for 8 weeks, 20 minutes each. The child in the control 
group will not receive the intervention but will complete the assessments at the same 
time interval as the intervention group. Various labyrinth trajectories have been de-
veloped and tested, one of them is shown in Figure 1. The subject is required to move 
the ball along the specified trajectory. In addition to testing the free movement of the 
subject, various effects in form of assistant functions have been also implemented 
such as: velocity assistance, plane constraints, inertia effect, viscosity effect and force 
feedback effect.  

The inertia effect is implemented by setting the damping co-efficient, mass, gravity 
and spring stiffness where the viscosity effect is implemented by setting a force oppo-
site to the velocity of the PHANToM. The main idea of these effects is to increase the 
grip and hand strength in children during the task execution. The PHANToM robot 
used for the research is shown in Figure 2. 

4   Intelligent Decision Support System 

The functional block diagram of the Intelligent Decision Support System (IDSS) is 
given in Figure 3. In the present phase of the research only children of 5-year old have 
participated. 

The system is made up of two major sections. The Main Controller section in-
cludes a computer workstation (PC), the PHANToM robot and the user interface 
software. 

 

Fig. 1. Labyrinth Task User Interface 
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Fig. 2. PHANToM Haptic Robot 

 

Fig. 3. Block Diagram of the IDSS 

The other key section is a simulated fuzzy automaton that is configured to accom-
modate the testing of the 5-year old children group. The task-level flowchart of the In-
telligent Decision Support System is depicted in Figure 4.   

The general model of the fuzzy automaton being used in the IDSS is described in 
[10]. In this research, a simplified version is employed. Inference operations (e.g., to 
classify the eye-hand coordination skills of the children in a qualitative scale) are 
omitted. The state transition features of the automaton are used to devise the sequence 
and the complexity of the tests to be performed. 

The controller unit consists of the Graphical User Interface (GUI), which allows 
the therapist to enter the age of the subject and grants the permission to execute the 
tests suggested by the Intelligent Decision Support System. The main control unit 
takes the age and assigns the first task to be performed by the subject. It then calcu-
lates the accuracy (with respect to the number of times the subject is out of the desired 
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path) and the time (in seconds) taken to carry on the task, then fuzzifies the values and 
provides them as inputs to the IDSS. The IDSS then makes use of the fuzzy automa-
ton model to recommend the next test to be performed by the child. Based upon its 
present state and the fuzzified results of the test just performed the fuzzy automaton 
makes a transition to a new state. In this new state when it becomes the present state 
only one two-valued output is set, out of a 12-element output vector. This output is 
then used to choose the next task to be performed by the subject. Depending on 
his/her performance the subject may get stuck at some particular task level, or may 
move up to a more sophisticated level. If a subject performs really well the sequence 
of states will be as follows: 1, 4, 7, 11, and Stop. The level of difficulty in a task in-
creases as the state number increases. However, the approval by the therapist is re-
quired to proceed with any new test. The therapist can also abort the test at any point 
in time. The state transition graph of the fuzzy automaton for the 5-year old children 
group is shown in Figure 5. 

 

Fig. 4. Task Level Flowchart of the IDSS 

The states are designated as follows: (1): initial state and no effects, or assistance, 
(2) and (3): design with maximum force assistance and minimum force assistance, re-
spectively, (4): design with curves rather than with sharp edges in the path but no ef-
fects, or assistance, (5) and (6): design with minimum inertia effect, and medium 
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inertia effect, respectively. The labyrinth for these states is illustrated in Figure 1. In 
State (7) a more difficult labyrinth is employed with no effects, or assistance. State (8) 
is a design with force assistance. States (9-11) are designs with minimum, medium 
and maximum inertia effects, respectively. State Stop is the last possible state in the 
 

 

Fig. 5. membership Functions for Accuracy 

 

Fig. 6. State Transition Graph of the Fuzzy Automaton 
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Fig. 7. Membership Functions for Time Taken 

sequence of tests. The number of states visited depends upon the performance of the 
subject. This state transition graph has been developed using the help of an occupa-
tional therapy expert. The state transition conditions are subject to further experiments 
and refinements. The input membership functions used in evaluating the state transi-
tion conditions are given in Figures 6 and 7. 

5   Simulation Results 

For initial verification of the system a test bed has been developed using Matlab. 
Random inputs have been provided to the system and the actual state transitions have 
been verified against the state transition graph developed. The simulation results are 
shown in Figures 8-10. The raw input data (before fuzzification) for Accuracy and 
Time taken to perform the designated task are given in Figures 8 and 9, respectively. 
Figure 10 illustrates that all states have been reached during the trials. 

 

Fig. 8. Raw Input Data for Accuracy 
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Fig. 9. Raw Input Data for Time Taken 

 

Fig. 10. States Visited During the Trials 

6   Conclusions and Future Work 

The initial results of a research to develop an Intelligent Decision Support System are 
presented. In the next phase the IDSS will be loaded as a reconfigurable agent into the 
Broker Architecture program of the Intelligent Fuzzy Controllers Laboratory [11], 
[12] at Western Michigan University. The Broker Architecture program and the IDSS 
system will be integrated with the PHANToM using the Ghost software and will be 
tested on children with eye-hand coordination problems. In the future the IDSS sys-
tem will be extended to classify the skill-levels of the pool of subjects. It will be done 
by adding the fuzzy inference capability to the automaton. The If Then rules of the 
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knowledge base will be constructed by interviewing experts of occupational therapy 
and also by extracting knowledge from the test data obtained from a larger pool of 
children. 

The final objective for the IDSS system is to develop a distributed system using the 
Internet. There will be no need for a therapist be present at each location, e.g., in 
classrooms in a wide geographical area. Instead, only one therapist in a central loca-
tion will monitor the tests performed at various sites and will make decisions with re-
spect to the test procedures. 
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Abstract. Location services are used in mobile ad hoc and hybrid networks either to locate the 
geographic position of a given node in the network or for locating a data item. One of the main 
usages of position location services is in location based routing algorithms. In particular, geo-
graphic routing protocols can route messages more efficiently to their destinations based on the 
destination node’s geographic position, which is provided by a location service. In this paper, 
we propose an adaptive location service on the basis of fuzzy logic called FHLS (Fuzzy Hierar-
chical Location Service) for mobile ad hoc networks. The FHLS uses the adaptive location  
update scheme using the fuzzy logic on the basis of the mobility and the call preference of  
mobile nodes. The performance of the FHLS is to be evaluated by using a simulation, and com-
pared with that of existing HLS scheme.  

Keywords: Mobile Ad-hoc Network, Location Service, Fuzzy Logic. 

1   Introduction 

Mobile ad hoc networks (MANETs) enable wireless communication between mobile 
hosts without relying on a fixed infrastructure. In these networks the mobile hosts 
themselves forward data from a sender to a receiver, acting both as router and end-
system at the same time. MANETs have a wide range of applications, e,g., range  
extension of WLAN access points, data transmission in disaster areas and inter-
vehicular communication. Due to scare bandwidth, varying network connectivity and 
frequent topology changes caused by node mobility and transient availability, routing 
algorithms tailored for wired networks will not operate well if directly transposed to 
MANETs.  

Since no fixed infrastructure of servers is assumed in MANETs, it is useful to  
devise a scheme through which various services offered within the network may be 
located. With the availability of such location services, it is tempting to adapt and  
exploit them for storing routing information. By storing the geographic location of 
mobile nodes in designed location servers in the network, it is possible to introduce a 
new family of routing algorithms that may potentially perform better than the tradi-
tional approach of discovering and maintaining end-to-end routes. 

In this paper, we present an adaptive location service on the basis of fuzzy logic 
called FHLS (Fuzzy Hierarchical Location Service) for MANETs. FHLS divides the 
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area covered by the network into a hierarchical of regions. The top-level region cov-
ers the complete network. A region is subdivided into several regions of the next 
lower level until the lowest level is reached. We call a lowest level region a cell. Us-
ing the hierarchy as a basis, the FHLS uses the adaptive location update scheme using 
the fuzzy logic on the basis of the mobility and the call preference of mobile nodes. 
The performance of the FHLS is to be evaluated by a simulation, and compared with 
that of existing HLS scheme. 

The remainder of this paper is organized as follows. The next section provides an 
overview of related work. In Section 3, we present the FHLS algorithm, which serves 
as a basis for a routing algorithm. In Section 4, we undertake a simulation study for 
the FHLS. We finally conclude and describe future work in Section 5. 

2   Related Work 

In routing protocol of MANETs, the location service uses the location information of 
a node for packet routing. So, many researches for location management in MANETs 
were performed recently. A location service that uses flooding to spread position in-
formation is DREAM (Distance Routing Effect Algorithm for Mobility) [1]. With 
DREAM, each node floods its position information in the network with varying flood-
ing range and frequency. The frequency of the flooding is decreased with increasing 
range. Thus, each node knows the location of each other node, whereas the accuracy 
of this information depends on the distance to the node. 

The GLS (Grid Location Service) [2] divides the area containing the ad hoc 
network into a hierarchy of square forming a quad-tree. Each node selects one 
node in each element of the quad-tree as a location server. Therefore the density of 
location servers for a node is high in areas close to the node and becomes exponen-
tially less dense as the distance to the node increases. The update and request 
mechanisms of GLS require that a chain of nodes based on node IDs is found and 
traversed to reach an actual location server for a given node. The chain leads from 
the updating or requesting node via some arbitrary and some dedicated nodes to a 
location server. 

DLM (Distributed Location Management Scheme) [3] partitions the mobile node 
deployment region into a hierarchical grid with square of increasing size. The location 
service is offered by location servers assigned across the grid, storing node location 
information. Nodes that happen to be located in these regions offer the location ser-
vice. The selection mechanism for the predetermined regions is carried out through a 
hash function, which maps node identifiers to region addresses. DLM distinguishes 
between a full length address policy and a partial length address policy. Under the full 
length address policy, location servers store the precise position of nodes. When 
nodes change regions due to mobility, it is necessary to update all location servers. 
Under the partial length address policy, the accuracy of node location information 
stored at the location servers increases along with the proximity of the location serv-
ers to the nodes. To the contrary of the full length address policy, several queries are 
necessary to locate a node. Nevertheless, the partial addressing scheme offers overall 
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increasing performance, since it reduces the scope and frequency of location server 
updates due to node mobility. 

HLS (Hierarchical Location Service) [4] divides the area covered by the network 
into a hierarchy of regions. The lowest level regions are called cells. Regions of one 
level are aggregated to form a region on the next higher level of the hierarchy. Re-
gions on the same level of the hierarchy do not overlap. For any given node A, one 
cell in each level of the hierarchy is selected by means of a hash function. These 
cells are called the responsible cells for node A. As a node moves through the area 
covered by the network, it updates its responsible cells with information about its 
current position. When another node B needs to determine those cells that may  
potentially be responsible for A, it then queries those cells in the order of the hierar-
chy, starting with the lowest level region. There are two different methods for HLS 
to update location servers, the direct location scheme and the indirect location 
scheme. To update its location servers according to the direct location scheme, a 
node computes its responsible cells. Position updates are then sent to all responsible 
cells. The location information in the responsible cells is represented as a pointer to 
the position of the node. The network load can be reduced with the indirect location 
scheme where the location servers on higher hierarchy levels only know the region 
of the next lower level a node is located in. More precise location information is not 
necessary on higher levels. 

3   Fuzzy Hierarchical Location Service 

We present an adaptive location service on the basis of fuzzy logic called FHLS 
(Fuzzy Hierarchical Location Service) to minimize the sum of location update cost 
and paging cost. FHLS is adapted to the location update rate and call arrival rate in an 
environment where the characteristic of nodes movement changes all the time. The 
FHLS uses the fuzzy control logic for location update. The input parameters of the 
fuzzy logic are the linguistic variables of location update rate and call arrival rate for a 
mobile node, and the output is a direct location update scheme or an indirect location 
update scheme on the basis of a different level in hierarchical region. 

3.1   Area Partitioning 

FHLS partitions the area containing the ad-hoc network in cells. This partitioning 
must be known to all participating nodes. The shape and size of the cells can be  
chosen arbitrary according to the properties of the network. The only prerequisite is 
that a node in a given lowest-level cell must be able to send packets to all other nodes 
in the same cell. 

The cells are grouped hierarchically into regions of different levels. A number of 
cells form a region of level one, a number of level-one regions forms a level-two re-
gion and so on. Regions of the same level must not intersect, i.e., each region of level 
n is a member of exactly one region of level n+1. An example for the area partitioning 
is shown in Fig. 1. 
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Fig. 1. Grouping cells to form regions: Cell, region on level one and region on level two 

3.2   Location Service Cells 

FHLS places location information for a node T in a set of cells. We call these cells 
the LSC (location service cells) of T. A node T selects one LRC for each level in  
the hierarchy. For a given level n, the LRC is selected according to the following  
algorithm: 

1. Compute the set S(T, n) of cells belonging to the region of level n which  
contains T. 

2. Select one of these cells with a hash function based on the characteristics of S and 
the node ID of T. 

A possible hash function is the simple, modulo-based function: 

( , ) ( ) mod ( , )H T n ID T S T n= . With the number of calculated with this hash 

function, one of the cells in S(T, n) is chosen. As a result of the above selection, T has 
exactly one location service cell on each level n and it is guaranteed that the LRC for 
T of level n and node T share the same level-n region. An example for the selection of 
LSCs for a three-level hierarchy is shown in Fig. 2. All location service cells are  
candidates for location service. These candidate cells, tree-like structure are called 
candidate tree. 

 

Fig. 2. Example for location service cells of a node 



562 I.-H. Bae and Y.-J. Kim 

 

3.3   Location Updates 

We propose the adaptive location update scheme using the fuzzy logic on the basis of 
the mobility and the call preference for mobile nodes. The input parameters of the 
fuzzy logic are the linguistic variables of location update rate and call arrival for a 
mobile node, and the output is a direct location update scheme or an indirect location 
update scheme on the basis of a different level in the hierarchy. 

The mobility of a mobile node is measured by location update rate per minute. We 
map the update rate to the linguistic variable for the node mobility using the member-
ship function as shown in Fig. 3. 

 

Fig. 3. The membership function and the linguistic variables for node mobility 

The call preference of a mobile node is measured by call arrival rate per minute. 
We map the call arrival rate to the linguistic variable for the node preference using the 
membership function as shown in Fig. 4. 

 

Fig. 4. The membership function and the linguistic variables for node preference 

Fuzzy logic uses linguistic variable to map the input fuzzy variable to the output 
variable. This is accomplished by using IF-THEN rules [5, 6]. We use 9 fuzzy rules 
described in Table 1. According to the mobility and the preference for a mobile node, 
a direct location update scheme or an indirect location update scheme on the basis of a 
different level in the hierarchy is used for updating the location information of the 
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mobile node. For a mobile node, if the linguistic variable for node mobility is M and 
the linguistic variable for node preference is M, FHLS uses the level-i indirect loca-
tion update scheme for updating the location information of the mobile node, where 
the input parameter for FHLS, the level-i represents the level of the first location  
service cell in the hierarchy. 

Table 1. Fuzzy control rules for location update 

Mobility 
Preference L M H 

L 

level-(i+1) 
direct location  
update scheme 

level-(i+1) 
indirect location 
update scheme 

level-(i+1) 
indirect location 
update scheme 

M 

level-i 
direct location 
update scheme 

level-i 
indirect location 
update scheme 

level-i 
indirect location 
update scheme 

H 

level-(i-1) 
direct location 
update scheme 

level-(i-1) 
direct location 
update scheme 

level-(i-1) 
indirect location 
update scheme 

(Input variables) 
L – Low, M – Medium, H – High 
(Output variables) 
a direct location update scheme or an indirect location update scheme 
on the basis of a different level in the hierarchy 

3.4   Location Requests 

To successfully query the current location of a target node T, the request of a source 
node S needs to be routed to a location server of T. When querying the position of  
T, S knows the ID of T and therefore the structure of the candidate tree defined via 
the hash function and T’s ID. It furthermore knows that T has selected a LSC for each 
region it resides in. Thus, the request only needs to visit each candidate cell of the  
regions containing S. 

S computes the cell that T would choose as a location service cell. If the location 
service cell were in the same level-one region, the S sends its request to this cell. 
When the request packet arrives at the first node A within the boundaries of the  
candidate cell, it is processed as follows: 

1. Node A broadcasts the request to all nodes within the candidate cell. This is called 
cellcast request. 

2. Any node that receives this cellcast request and has location information in its  
location database sends an answer to A. 

3. If A receives an answer for its cellcast request, the request is forwarded to the  
target node T. 

4. Otherwise A forwards the request to the corresponding candidate cell the next 
level. 

5. With this mechanism, the request is forwarded from candidate cell to candidate cell 
until a location server for T is founded or the highest level candidate cell has been 
reached. 



564 I.-H. Bae and Y.-J. Kim 

 

4   Performance Evaluation 

We evaluate the performance of the FHLS in terms of the total cost that consists  
of location update and paging costs. Table 2 shows the parameter values for the  
simulation. 

Table 2. Simulation parameters 

Parameters Values 

The number of cells 64 

Cell size (kilometer×kilometer) 2×2 
Update rate per minute random (0.15~2.0) 

Call rate per minute random (0.5~6.0) 
Simulation time (minute) 100 

The simulation result of total cost over time is illustrated in Fig. 5. As shown in the 
Fig. 5, the performance of the proposed FHLS is better than that of existing HLS. 
This is because the FHLS uses an adaptive location update scheme according to the 
characteristic of mobile node that is location update rate and call arrival rate. Also, the 
performance of the FHLS (level=4) that places the first location service cell on level 4 
in the hierarchy is superior to that of the FHLS (level=3) that places the first location 
service cell on level 3 in the hierarchy. This is because as the level of the first location 
service cell increasing, the number of location service cells is decreased and the pag-
ing cost is reduced by the spatial locality in location query.  
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Fig. 5. Total cost for location service 

Additionally, we know that the performance of the HLS (indirect) that uses indirect 
location update scheme is better than that of HLS (direct) that uses direct location  
update scheme. 
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5   Conclusions 

In this paper, we have presented the Fuzzy Hierarchical Location Service (FHLS) for 
MANETs. FHLS uses the adaptive location update scheme using the fuzzy logic on 
the basis of the mobility and the call preference for mobile nodes. The input parame-
ters of the fuzzy logic are the linguistic variables of location update rate and call  
arrival rate for a mobile node, and the output is a direct location update scheme or an 
indirect location update scheme on the basis of a different level in the hierarchy. The 
performance of the FHLS has been evaluated by using a simulation. Because the 
FHLS uses an adaptive location update scheme according to the characteristic of  
mobile node that is location update rate and call arrival rate, the performance of the 
proposed FHLS is better than that of existing HLS. Also, we know that the perform-
ance of the FHLS (level=4) that places the first location service cell on level 4 in the 
hierarchy is superior to that of the FHLS (level=3) that places the first location service 
cell on level 3 in the hierarchy. As part of our future work, we plan to evaluate our 
proposed FHLS in terms of various factors i.e., the number of cells, cell sizes, etc.  
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Abstract. For the complex service-oriented applications, the applications may be integrated by 
using the services across Internet, thus we should balance the load for the applications to en-
hance the resource’s utility and increase the throughput. To overcome the problem, one effec-
tive way is to make use of load balancing. Kinds of load balancing middleware have already 
been applied successfully in distributed computing. However, they don’t take the services types 
into consideration and for different services requested by clients the workload would be differ-
ent out of sight. Furthermore, traditional load balancing middleware uses the fixed and static 
replica management and uses the load migration to relieve overload. However, for many com-
plex service-oriented applications, the hosts may be heterogeneous and decentralized at all and 
load migration is not efficient for the existence of the delay. Furthermore, due to the global state 
uncertainty, there is no suitable mathematical model to characterize network behavior to predict 
the accurate task placement decision. Thus, we employ a fuzzy logic based autonomic replica 
management infrastructure to support fast response, hot-spot control and balanced resource  
allocation among different services. Corresponding simulation tests are implemented and their 
result s indicated that this model and its supplementary mechanisms are suitable to complex 
service-oriented applications. 

Keywords: Web Service, Fuzzy Logic, Load Balancing, Adaptive Resource Allocation,  
Middleware. 

1   Introduction 

With the rapid development of the high performance applications, more and more 
complex problems can’t be resolved by just one super computer. Users hope multiple 
distributed and heterogeneous resources can be organized by high speed networks to 
resolve the problems together. And application developers could often assume a target 
environment that was homogeneous, reliable, secure and centrally managed. So the 
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web service was introduced to denote a proposed distributed computing infrastructure 
for advanced science and engineering. All the distributed resources including comput-
ing resources, storing resources, data resources and the information resources are  
integrated to support the development of different applications. Service-oriented  
applications provide users with a variety of services through the web interface. The 
services are executed by using heterogeneous back-end resources such as high per-
formance systems, mass storage systems, database system etc. However, some com-
plex applications may be integrated across the Internet by using the services and the 
distributed services and resources must be scheduled automatically, transparently and  
efficiently. Therefore, we must balance the load of the diverse resources to improve 
the utilization of the resources and the throughput of the systems. Currently, load  
balancing mechanisms can be provided in any or all of the following layers in a  
distributed system: 

• Network-based load balancing: This type of load balancing is provided by IP 
routers and domain name servers (DNS). However, load balancing at these lay-
ers is somewhat limited by the fact that they do not take into account the content 
of the client requests.  

• OS-based load balancing: At the lowest level for the hierarchy, OS-based load 
balancing is done by distributed operating system in the form of lowest system 
level scheduling among processors [3, 4].  

• Middleware-based load balancing: This type of load balancing is performed in 
middleware, often on a per-session or a per-request basis. The key enterprise  
applications of the moment such as astronavigation, telecommunication, and fi-
nance all make use of the middleware based distributed software systems to 
handle complex distributed applications.  

The middleware-based load balancing resides between network level and applica-
tion level. There are different realizations of load balancing middleware. For example, 
stateless distributed applications usually balance the workload with the help of nam-
ing service [6]. But this scheme of load balancing just support static non-adaptive 
load balancing and can’t meet the need of complex distributed applications. For more 
complex applications, the adaptive load balancing schema [7, 8, 9] is needed to take 
into account the load condition dynamically and avoid override in some node. How-
ever, many of the services are not dependable for loose coupling; high distribution 
and traditional load balancing middleware pay no attentions to the resource allocation. 
Furthermore, traditional load balancing middleware uses the fixed and static replica 
management and uses the load migration to relieve overload. However, to the com-
plex service-oriented applications, the hosts may be heterogeneous and decentralized 
at all and load migration is not efficient for the existence of the delay. Furthermore, 
due to the global state uncertainty, there is no suitable mathematical model to charac-
terize network behavior to predict the accurate task placement decision. Therefore, we 
put forward an fuzzy logic based autonomic replica management infrastructure based 
on middleware to support fast response, hot-spot control and balanced resource  
allocation among different services. 
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2   Architecture of the Load Balancing Middleware 

Our middleware will directly address to the problems by providing load balancing for 
the service-oriented applications, preventing bottlenecks at the application tier, bal-
ancing the workload among the different services and enabling replication of service 
components in a scalable way to provide more access to the high performance back 
end resources. Furthermore, the group of replicas of each service can be used to 
standby for any fail over. The service components are object-based components and 
they can be distributed or remotely located in different resources. Our load balancing 
service is a system-level service and it is introduced to the application tier by using 
IDL [1, 2] interfaces. Figure 1 features the core components in our load balancing 
service s follows: 

Service Replica Repository: Instances of services need to register with the Service 
Group. All the references of the groups are stored in the Service Replica Repository. 
A service group may include several replicas and we can add or remove replicas to 
the groups. The main purpose of the service group is to provide a view containing 
simple information about the references to the locations of all replicas registered with 
group. The uses need not to know where the replica is located. 
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Fig. 1. Components of the Load Balancing Middleware 

Member Locator: This component identifies which replica will receive the client  
request and it is also in charge of binding the clients to the identified replicas. The 
replica locator can be implemented portably using standard CORBA portable object 
adapter (POA) mechanisms. 

Service Decision Maker: This component assigns the best replica in the group to 
service the request. The service decision maker is in charge of getting the best replica 
for the service and the client requests proceed with their normal procedure such as 
calling methods from the service replica. The decision maker makes decisions based 
on the algorithms configured in our load balancing policy [10].  

Load Monitor: Load monitor collects load information from every load agent within 
certain time interval. The load information should be refreshed at a suitable interval 
so that the information provided is not expired. The hosts may have different work-
load when processing some certain client requests and the workload of the different 
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hosts may fluctuate in different ways. Some hosts may be below threshold while the 
others may be above threshold or idle.  

Load Agent: The purpose of load agent is to provide load information of the hosts it 
resides when requested by load monitor. As different services might have replicas in 
the same host, it is hard to presume the percentage of resource is being used by which 
service at particular moment. Therefore, a general metric is needed to indicate the 
level of available resources at the machine during particular moment.    

Load Prediction: Many existing load balancing middleware use the dampening tech-
nology to make the load to be predicative. However, distributed systems are inher-
ently difficult to manage and the dampening factor cannot be treated as static and 
fixed. The dampening factor should be adjusted dynamically according to different 
load fluctuate. So in this module we use the machine-learning based load prediction 
method where the system minimizes unpredictable behavior by reacting slowly to 
changes and waiting for definite trends to minimize over-control decisions. 

Resource Allocator: The purpose of this component is to dynamically adjust the  
resource to achieve a balance load distribution among different services. In fact, we 
control the resource allocation by managing the replicas of different services. For ex-
ample, this component makes decisions on some mechanisms such as service replica-
tion, services coordination, dynamic adjustment and requests prediction. In order to 
carry out service replication, we determine parameters such as initial number of  
replica, maximum number of replica, when to replicate, where to replicate etc.   

3   Fuzzy-Logic Based Autonomic Replica Management 

3.1   Motivation 

In traditional load balancing middleware, the requests just are distributed among the 
different replicas to balance the workloads and the location as well as the number of 
the replicas is fixed. Therefore, it is a static resource allocation and the requests will 
be distributed to different hosts by the Service Decision Maker component according 
to the strategies plugged in it. The requests are treated in the same way and the work-
load can be effectively balanced when the requests are similar and even. However, the 
resource different requests needed are different at all and in some occasions such as 
911 or world cup the number of some kinds of requests will increase fast while the 
number of them will be small in most of the days. When demand increases dramati-
cally for a certain service, the quality of service (QoS) deteriorates as the service  
provider fails to meet the demand. At the same time, the hosts are unstable and some 
replicas may be in failure frequently. In these occasions many of the hosts will be-
come overload and all the system may be unstable. To the traditional load balancing 
middleware, load migration will be made use of to relieve overload. However, to the 
complex service-oriented applications, the hosts may be heterogeneous and decentral-
ized at all and load migration may be useless if there are no certain replicas in the less 
loaded hosts. Furthermore, to the stateful applications the control of the load migra-
tion is complex. Therefore we use the adaptive scheme to adjust the number of the 
replicas so as to realize the adaptive resource allocation. 
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At the same time, due to the global state uncertainty, there is no suitable mathe-
matical model to characterize network behavior to predict the accurate task placement 
decision. Thus, in order to tackle the load balancing problem in such an environment, 
we employ fuzzy rules to model those sources that cause uncertainty in global states. 
The rule base contains a set of fuzzy if-then rules which defines the actions of the 
controller in terms of linguistic variables and membership functions of linguistic 
terms. The fuzzy inference engine applies the inference mechanism to the set of rules 
in the fuzzy rule base to produce a fuzzy set output. This involves matching the input 
fuzzy set with the premises of the rules, activation of the rules to deduce the conclu-
sion of each rule that is fired, and combination of all activated conclusions using 
fuzzy set union to generate fuzzy set output. The purpose of the fuzzy logic based Re-
source Allocator component is as follows: 

1. Managing the number and the location of the different services dynamically 
and efficiently to realize balanced resource allocation. 

2. Bringing down the extra overhead. 
3. Avoiding the overload. 

3.2   Load Metrics 

To the complex service-oriented applications, the hosts may be heterogeneous and 
there may be different kinds of service instances residing in the same host. How to 
measure the load is an important problem to be discussed. In traditional distributed 
systems, the load can be measured by the CPU utilization, the memory utilization, the 
I/O utilization, the network bandwidth and so on. At the same time, the load may be 
different for different applications. For example, the computing-centric applications 
may raise the CPU utilization faster while the data-centric applications may exhaust 
the memory faster. Different types of workloads and services are also closely related 
to the load balancing. The studies in [14] only discuss for I/O intensive workloads, 
and a new I/O-aware load-balancing scheme known for weighted average load-with 
Pre-emptive Migration is presented in [12]. Chen et al. [13] take the contents/services 
types into consideration for balancing workloads of scalable web server clusters, and 
the paper in [11] considers load sharing policies for memory intensive workloads on 
heterogeneous clusters. Hence we will propose our dynamic load balancing scheme, 
taken multiple resources and mixed workloads into consideration. The load index of 
each node is composed of composite usage of different resources including CPU, 
memory, and I/O, which are contributed to different workloads.  

Therefore, the load of any node can be described as a triple 1 2 3, ,K K K  and 

ik is one of the load metrics as follows: 

1. The CPU utilization. 
2. The memory utilization. 
3. The I/O utilization. 

However, to different applications some certain load metric may be more impor-
tant. Therefore, the compute capability of a node is a weighted function of load index 
and the total weighted value can be calculated with: 
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In this equation, jL denotes the load of host j and ik  denotes the percentage the ac-

cording resource has been exhausted. For example, supposing the CPU utilization of 

the node j is ninety percent, then the 1k  of the node will be 0.9. Furthermore, ia de-

notes the weighted value of the certain load metric and the value can be configured 
differently for diverse applications.  

3.3   Implementations of the Autonomic Replica Management 

In fact, to the service-oriented applications, the resource allocation is controlling the 
location and the number of the service replicas. At the beginning of the discussion let 
us give some definitions firstly. Let 1 2{ , ..., }iH h h h= where jh represents the thj node 

of the system and let 1 2{ , ..., }lS s s s= where ks represents the thk service of the system. 

Furthermore, let kN represents the number of the replicas of the thk service of the sys-

tem. So the set of the replicas of the thk service can be denoted by 1( ) { ,... }
kk k kNR S S S= . At 

the same time, the host the thm replica of the thl service is residing in can be denoted 
by ( )lmH S whose load at time t is denoted by ( ) ( )

lmH SL t . 

The first problem is when to create the new replica. In normal conditions, new re-
quests will be dispatched to the fittest replicas. But all the hosts the initial replicas re-
siding in may be in high load and the new requests will cause them to be overload. So 
we should create new replicas to share the workload. We set the replica_addition 
threshold to help to make the decisions. For example, to the thi service of the system, 
if the equation (2) can be true, then new replica will be created. 

( )( ( ) ) ( )
ixH S ix L t replica_addition x R S∀ ≥   ∈  (2) 

The second problem is where to create the new replica. As the load metrics we 
have discussed before we can compute the workloads of the hosts. Furthermore, the 
hosts may be heterogeneous and the workload of each host is different. In fact, we set 
the replica_deployment threshold for every host. According to the equation (3), if the 
workloads of some hosts don’t exceed the threshold the new replica can be created on 
them. Otherwise no replica will be created because of the host will be overloaded 
soon and all the system will become unstable for the creation. Therefore the incoming 
requests should be rejected to prevent failures. 

( ( ) ) {1,... }
x

Hx L t replica_deployment x i∃ <   ∈  (3) 

The third problem is to create what kind of replicas. Because the applications may 
be composed of different services and the services may all need create new replicas.  
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However, the services may have different importance and we should divide them with 
different priorities. Therefore, we classify the services as high priority services, me-
dium priority services and low priority services according to the importance of them. 
The services having different priorities may have different maximum replicas. For ex-
ample, supposing the number of the hosts is n, then the maximum number of the high 
priority can be n, the maximum number of the medium priority service can be n

2
⎣ ⎦  

and the maximum number of the low priority service can be n⎣ ⎦ .These configura-
tions can be revised according to practical needs. Secondly, the Resource Allocator 
module maintains three different queues having different priorities. Each queue is 
managed by the FIFO strategy and the replicas of the services having higher priority 
will be created preferentially. 

The last problem is the elimination of the replicas. For the coming of the re-
quests may fluctuate. If the number of the requests is small, then monitoring multiple 
replicas and dispatching the requests among them is not necessary and wasteful. We 
should eliminate some replicas to make the system to be efficient and bring down the 
extra overhead. So we set the replica_elimination threshold to control the elimination 
of the replicas. For example, to the thi service of the system, if the equation (4) can be 
true, then some certain replica will be eliminated. 

( )( ( ) ) ( )
ixH S ix L t replica_elimination x R S∃ <   ∈  (4) 

The elimination will be performed continuously until the equation (4) becomes 
false or the number of the replicas becomes one.  

By the way we have discussed before, the resource can be allocated among the 
services efficiently. However, in some unusual occasions such as 911 and world cup 
some certain simple services will become hot spot. At the same time, to some ser-
vices the client requests may fluctuate irregularly and the services may become hot 
spot for some certain time. For example, some services may have lots of client re-
quests on Monday while on the other days there may only be a few client requests. 
Therefore, we should adjust the priority of the services according to the number of 
the incoming requests to avoid overload. The low priority services may have higher 
priority with the increasing client request and more replicas will be created to re-
sponse the requests. At the same time, once the number of the requests decreases, 
the priority of these services will be brought down and the exceeding replicas will 
be eliminated. 

4   Performance Results 

As depicted in figure 2(a), our middleware StarLB is running on RedHat Linux 
9/Pentium4/256/1.7G. The clients are running on Windows2000/Pentium4/512M/2G. 
Furthermore, to compare the results easier the Grid hosts are as same as each other 
and all of the hosts are running on Windows2000/Pentium4/512M/2G. 
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Fig. 2. (a) Load Balancing Experiment Testbed. (b) Initial Replicas of different Services. 

At the beginning of this test, we used the services without the help of the auto-
nomic replica management. Supposing there are six hosts and there are six different 
services. (This test just be used to analyze and present the mechanisms and more 
complex tests using many more hosts and services are ignored here.) Among these 
services there are two high priority services, two medium priority services and two 
low priority services. Among the six services the service1 and the service2 are high-
priority services, the service3 and the service4 are medium-priority services and the 
remaining two are low-priority services. All the services have only one initial replica. 
Each replica resides in a host respectively and response to the client requests. The  
distribution of the replicas is as depicted in figure 2(b).  
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Fig. 3. (a) Response Time with Replica Management. (b) Load Index with Replica Management. 

Furthermore, we set the low priority service can have at most two replicas, the me-
dium priority service can have three replicas and the high priority service can have six 
replicas. As depicted in figure 3(a) and figure 3(b), according to our setting when the 
load index arrived at 85% new replica was created. From the two above broken lines 
in figure 4(a) we can see with the requests coming new replicas was created in the 
hosts the low priority services residing in. At the same time, because of the creation of 
new replicas the response time of the high priority services could be brought down 
and the throughput of these services was increased efficiently. Furthermore, the work-
load of all the hosts was balanced efficiently. All the creations are depicted in  
figure 4(a) and the services with higher priority may create new replicas more prefer-
entially and have larger maximum replica number. 
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Fig. 4. (a) Creation and Elimination of the Replicas. (b) Creation and Elimination of the Repli-
cas with Priority Elevation. 

Then there is still a question to be discussed. That is the elimination of the extra 
replicas and the elevation of the priority. We deployed all the replicas as the initial 
state depicted in the figure 2(b) and made the service6 become hot spot. As the fig-
ure 5(a) and the figure 5(b) depicted, adding the number of the requests of the ser-
vices6 gradually. Then the CPU utilization of the Host6 and the response time of the 
service6 increased too. According to our setting of the replica_addition threshold, 
when the Load index arrived at 85% new replica was created. For the load index of the 
Host5 was lowest, a new replica of the service6 was created in the Host5. By the crea-
tion of the new replica, the Load index of the Host6 decreased as well as the response 
time. At the same time, the response time of the service5 was just affected a little. 

0

200

400

600

800

1000

1200

1400

1600

1 2 3 4 5 6 7 8 9 10

Service1

Service2

Service3

Service4

Service5

Service6

Response time (microsecond)

Time/10s0

200

400

600

800

1000

1200

1400

1600

1 2 3 4 5 6 7 8 9 10

Service1

Service2

Service3

Service4

Service5

Service6

Response time (microsecond)

Time/10s
40

45

50

55

60

65

70

75

80

85

90

95

1 2 3 4 5 6 7 8 9 10

Host1

Host2

Host3

Host4

Host5

Host6

Load Index(%)

Time/10s
40

45

50

55

60

65

70

75

80

85

90

95

1 2 3 4 5 6 7 8 9 10

Host1

Host2

Host3

Host4

Host5

Host6

Load Index(%)

Time/10s0

200

400

600

800

1000

1200

1400

1600

1 2 3 4 5 6 7 8 9 10

Service1

Service2

Service3

Service4

Service5

Service6

Response time (microsecond)

Time/10s0

200

400

600

800

1000

1200

1400

1600

1 2 3 4 5 6 7 8 9 10

Service1

Service2

Service3

Service4

Service5

Service6

Response time (microsecond)

Time/10s
40

45

50

55

60

65

70

75

80

85

90

95

1 2 3 4 5 6 7 8 9 10

Host1

Host2

Host3

Host4

Host5

Host6

Load Index(%)

Time/10s
40

45

50

55

60

65

70

75

80

85

90

95

1 2 3 4 5 6 7 8 9 10

Host1

Host2

Host3

Host4

Host5

Host6

Load Index(%)

Time/10s

 

Fig. 5. (a) Response Time with Priority Elevation. (b) Load index with Priority Elevation. 

However, because the requests for the service 6 kept increasing and the Load index 
arrived at 85% again. As we have discussed before the service6 is low priority service 
and the maximum number of the replicas is two. So the priority of the service6 should 
be elevated to allow the creation of the new replicas. Then the new replica was cre-
ated in the Host3 and the requests could be distributed with the help of the new  
replica. At last, when we decreased the requests of the service6. The Load index  
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decreased and too many replicas were not necessary. So the priority of the service6 
should be decreased and unnecessary replicas should be eliminated. As depicted in the 
figure 5(b), when the Load index was below the replica_elimination threshold the 
replica in the Host3 was eliminated for the highest Load index among the three repli-
cas. The remaining two replicas were keep dealing with the requests until the Load 
index shall become higher or lower. All the creation and elimination of the replicas 
with priority elevation are depicted in the figure 4(b). 

Besides the discussion above, more complex tests have been completed. In fact, 
with the addition of the number of the hosts and the services, the resources can still be 
allocated efficiently and the workload of the resources can be balanced. Especially to 
the hot-spot services sharing the workloads with the extra replicas is much better than 
load migration among the overloaded servers. 

5   Conclusions 

For the complex service-oriented applications, the applications may be integrated by 
using the services across Internet, thus we should balance the load for the applications 
to enhance the resource’s utility and increase the throughput. To overcome the prob-
lem, one effective way is to make use of load balancing. Kinds of load balancing  
middleware have already been applied successfully in distributed computing. How-
ever, they don’t take the services types into consideration and for different services  
requested by clients the workload would be different out of sight. Furthermore, tradi-
tional load balancing middleware uses the fixed and static replica management and 
uses the load migration to relieve overload. However, for many complex service-
oriented applications, the hosts may be heterogeneous and decentralized at all and load 
migration is not efficient for the existence of the delay. Thus, we employ a fuzzy logic 
based autonomic replica management infrastructure to support fast response, hot-spot 
control and balanced resource allocation among different services. Corresponding 
simulation tests are implemented and their result s indicated that this model and its 
supplementary mechanisms are suitable to complex service-oriented applications. 
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Abstract. Predicting the completion time of a job is a critical task to a semiconductor fabrica-
tion plant. Many recent studies have shown that pre-classifying a job before predicting the 
completion time was beneficial to prediction accuracy. However, most classification ap-
proaches applied in this field could not absolutely classify jobs. Besides, whether the pre-
classification approach combined with the subsequent prediction approach was suitable for the 
data was questionable. For tackling these problems, a fuzzy-neural approach with back-
propagation-network (BPN) post-classification is proposed in this study, in which a job is post-
classified with some BPNs instead after predicting its completion time with a fuzzy BPN 
(FBPN). In this novel way, only jobs which estimated completion times are the same accurate 
will be clustered into the same category. To evaluate the effectiveness of the proposed method-
ology, production simulation is applied to generate test data. According to experimental results, 
post-classifying jobs might be very effective in enhancing the accuracy of job completion time 
prediction in a semiconductor fabrication plant. 

1   Introduction 

Predicting the completion time for every job in a semiconductor fabrication plant is a 
critical task not only to the plant itself, but also to its customers. After the completion 
time of each job in a semiconductor fabrication plant is accurately predicted, several 
managerial goals can be simultaneously achieved [5]. Predicting the completion time 
of a job is equivalent to estimating the cycle (flow) time of the job, because the for-
mer can be easily derived by adding the release time (a constant) to the latter. There 
are six major approaches commonly applied to predicting the completion/cycle time 
of a job in a semiconductor fabrication plant: multiple-factor linear combination 
(MFLC), production simulation (PS), back propagation networks (BPN), case based 
reasoning (CBR), fuzzy modeling methods, and hybrid approaches. Among the six 
approaches, MFLC is the easiest, quickest, and most prevalent in practical applica-
tions. The major disadvantage of MFLC is the lack of forecasting accuracy [5]. Con-
versely, huge amount of data and lengthy simulation time are two disadvantages of 
                                                           
* This work was support by the National Science Council, R.O.C. 
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PS. Nevertheless, PS is the most accurate completion time prediction approach if the 
related databases are continuously updated to maintain enough validity, and often 
serves as a benchmark for evaluating the effectiveness of another method. PS also 
tends to be preferred because it allows for computational experiments and subsequent 
analyses without any actual execution [3]. Considering both effectiveness and effi-
ciency, Chang et al. [4] and Chang and Hsieh [2] both forecasted the completion/cycle 
time of a job in a semiconductor fabrication plant with a BPN having a single hidden 
layer. Compared with MFLC approaches, the average prediction accuracy measured 
with root mean squared error (RMSE) was considerably improved with these BPNs. 
On the other hand, much less time and fewer data are required to generate an comple-
tion time forecast with a BPN than with PS. Chang et al. [3] proposed a k-nearest-
neighbors based case-based reasoning (CBR) approach which outperformed the BPN 
approach in forecasting accuracy. Chang et al. [4] modified the first step (i.e. parti-
tioning the range of each input variable into several fuzzy intervals) of the fuzzy 
modeling method proposed by Wang and Mendel [22], called the WM method, with a 
simple genetic algorithm (GA) and proposed the evolving fuzzy rule (EFR) approach 
to predict the cycle time of a job in a semiconductor fabrication plant. Their EFR ap-
proach outperformed CBR and BPN in prediction accuracy. Chen [5] constructed a 
fuzzy BPN (FBPN) that incorporated expert opinions in forming inputs to the FBPN. 
Chen’s FBPN was a hybrid approach (fuzzy modeling and BPN) and surpassed the 
crisp BPN especially in the efficiency respect. Chen’s FBPN was applied to evaluate 
the achievability of a completion time forecast in Chen [6]. Recently, Chen [9] con-
structed a look-ahead FBPN for the same purpose, and showed that taking the future 
release plan into consideration did improve the performance. Chen and Lin [12] pro-
posed a hybrid k-means (kM) and BPN approach for estimating job completion time 
in a semiconductor fabrication plant. Subsequently, Chen [10] constructed a kM-
FBPN system for the same purpose. Similarly, Chen [8] combined SOM and BPN, in 
which a job was classified using SOM before predicting the completion time of the 
job with BPN. Chen [7] proposed a hybrid look-ahead SOM-FBPN and FIR system 
for job completion time prediction and achievability evaluation. The hybrid system 
outperformed many existing hybrid approaches with more accurate completion time 
estimation. Subsequently, Chen et al. [11] added a selective allowance to the comple-
tion time predicted using Chen’s approach to determine the internal due date. The re-
sults of these studies showed that pre-classifying jobs was beneficial to prediction  
accuracy. 

However, most classification approaches applied in this field could not absolutely 
classify jobs. Besides, whether the pre-classification approach combined with the sub-
sequent prediction approach was suitable for the data was questionable. For tackling 
these problems, a fuzzy-neural approach with BPN post-classification is proposed in 
this study, in which a job is post-classified with some BPNs instead after predicting 
its completion time with a FBPN. In this novel way, only jobs which estimated com-
pletion times are the same accurate will be clustered into the same category. To 
evaluate the effectiveness of the proposed methodology, production simulation is  
applied to generate test data. 
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2   Methodology 

The parameters used in this study are defined: 

1. Rn: the release time of the n-th example/job.  
2. Un: the average plant utilization at Rn. 
3. Qn: the total queue length on the job’s processing route at Rn. 
4. BQn: the total queue length before bottlenecks at Rn. 
5. FQn: the total queue length in the whole plant at Rn. Obviously, FQn ≥ Qn ≥ BQn. 
6. WIPn: the plant work-in-process (WIP) at Rn. 

7. )(i
nD : the latenesses of the i-th most recently completed jobs. 

8. )( f
nFDW : the f-th nearest future discounted workload of job n. 

The proposed methodology is composed of two steps. Firstly, a FBPN is con-
structed to predict the completion time of a job. 

2.1   Job Completion Time Prediction with a FBPN 

The configuration of the FBPN is established as follows: 

1. Inputs: eleven parameters associated with the n-th example/job including Un, Qn, 

BQn, FQn, WIPn, 
)(i

nD  (i = 1~3), and )( f
nFDW  (f = 1~3). These parameters have to 

be normalized so that their values fall within [0, 1]. Then some production execu-
tion/control experts are requested to express their beliefs (in linguistic terms) about 
the importance of each input parameter in predicting the cycle (completion) time of 
a job. Linguistic assessments for an input parameter are converted into several pre-
specified fuzzy numbers. The subjective importance of an input parameter is then 
obtained by averaging the corresponding fuzzy numbers of the linguistic replies for 
the input parameter by all experts. The subjective importance obtained for an input 
parameter is multiplied to the normalized value of the input parameter. 

2. Single hidden layer: Generally one or two hidden layers are more beneficial for the 
convergence property of the network. 

3. Number of neurons in the hidden layer: the same as that in the input layer. Such a 
treatment has been adopted by many studies (e.g. [2, 5]). 

4. Output: the (normalized) cycle time forecast of the example. 
5. Network learning rule: Delta rule. 
6. Transformation function: Sigmoid function, 

).1/(1)( xexf −+=  (1) 

7. Learning rate ( λ ): 0.01~1.0. 
8. Batch learning. 

The procedure for determining the parameter values is now described. A portion of 
the examples is fed as “training examples” into the FBPN to determine the parameter 
values. Two phases are involved at the training stage. At first, in the forward phase, 
inputs are multiplied with weights, summated, and transferred to the hidden layer. 
Then activated signals are outputted from the hidden layer as: 
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and )(−  and )(×  denote fuzzy subtraction and multiplication, respectively; jh
~

’s are 

also transferred to the output layer with the same procedure. Finally, the output of the 
FBPN is generated as: 
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To improve the practical applicability of the FBPN and to facilitate the comparisons 
with conventional techniques, the fuzzy-valued output o~  is defuzzified according to 
the centroid-of-area (COA) formula: 

.4/)2()~(COA 321 ooooo ++==  (8) 

Then the defuzzified output o is applied to predict the actual cycle time a, for which 
prediction error E and RMSE are calculated: 

E = |o – a|. (9) 

.examplesofnumber/)( 2∑ −= aoRMSE  (10) 

Subsequently in the backward phase, the deviation between o and a is propagated 
backward, and the error terms of neurons in the output and hidden layers can be  
calculated, respectively, as 

))(1( oaooo −−=δ , (11) 
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Based on them, adjustments that should be made to the connection weights and 
thresholds can be obtained as 
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Theoretically, network-learning stops when RMSE falls below a pre-specified level, 
or the improvement in RMSE becomes negligible with more epochs, or a large num-
ber of epochs have already been run. In addition, to avoid the accumulation of fuzzi-
ness during the training process, the lower and upper bounds of all fuzzy numbers in 
the FBPN will no longer be modified if Chen’s index [5] converges to a minimal 
value. Then test examples are fed into the FBPN to evaluate the accuracy of the net-
work that is also measured with RMSE. 

In addition, the fuzzy-valued output ),,(~
321 oooo = of the FBPN can be thought 

of as providing a weighted interval forecast for the actual cycle time a, and it becomes 
possible to further reduce RMSE with such weighted interval forecasts to the follow-
ing value: 

∑ −−= examplesofnumber/))(,)min(( 2
3

2
1 aoaoRMSE . (17) 

2.2   Job Post-classification 

Jobs are post-classified after predicting their cycle times as follows: 

1. The main set contains all jobs in the beginning. 
2. Sort the data of the jobs in the main set in ascending order of the prediction  

error (E). 
3. Divide the sorted data into two parts. 
4. For each of the two parts, assign a code to all the jobs of the part. 
5. Construct a new BPN for post-classification that can predict the code of a job  

according to the eleven attributes. 
6. If a number of replications have been reached, stop; otherwise, go to step 7. 
7. The main set contains all the jobs in the part which prediction error is higher. 
8. Construct a new BPN to predict the cycle time of each job in the main set. 
9. Go to step 2. 

The methodology is shown in Fig. 1. When a new job is released into the plant, it is 
firstly classified by BPN #1. If the classification result is the job belongs to part #2, 
then BPN #2 is applied to classify the new job again; otherwise, FBPN #1 is applied 
to predict the cycle time of the new job. After the second classification, if the classifi-
cation result is the job belongs to part #4, then BPN #3 is applied to classify the new 
job again; otherwise, FBPN #2 is applied to predict the cycle time of the new job, and 
so forth. 
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Fig. 1. The methodology architecture 

3   A Demonstrative Example from a Simulated Plant 

In practical situations, the history data of each job is only partially available in the 
plant. Further, some information of the previous jobs such as Qn, BQn, and FQn is not 
easy to collect on the shop floor. Therefore, a simulation model is often built to simu-
late the manufacturing process of a real semiconductor fabrication plant [1-14]. Then, 
such information can be derived from the shop floor status collected from the simula-
tion model [3]. To generate a demonstrative example, a simulation program coded  
using Microsoft Visual Basic .NET is constructed to simulate a semiconductor  
fabrication plant with the following assumptions: 

1. Jobs are uniformly distributed into the plant. 
2. The distributions of the interarrival times of machine downs are exponential. 
3. The distribution of the time required to repair a machine is uniform. 
4. The percentages of jobs with different product types in the plant are predetermined. 

As a result, this study is only focused on fixed-product-mix cases. However, the 
product mix in the simulated plant does fluctuate and is only approximately fixed 
in the long term. 

5. The percentages of jobs with different priorities released into the plant are  
controlled. 

6. The priority of a job cannot be changed during fabrication. 
7. Jobs are sequenced on each machine first by their priorities, then by the first-in-

first-out (FIFO) policy. Such a sequencing policy is a common practice in many 
foundry plants. 

8. A job has equal chances to be processed on each alternative machine/head  
available at a step. 

9. A job cannot proceed to the next step until the fabrication on its every wafer has 
been finished. No preemption is allowed. 

The basic configuration of the simulated semiconductor fabrication plant is the 
same as a real-world semiconductor fabrication plant which is located in the Science 
Park of Hsin-Chu, Taiwan, R.O.C. A trace report was generated every simulation run 
for verifying the simulation model. The simulated average cycle times have also been 
compared with the actual values to validate the simulation model. Assumptions 
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(1)~(3), and (7)~(9) are commonly adopted in related studies (e.g. [2-5]), while as-
sumptions (4)~(6) are made to simplify the situation. There are five products (labeled 
as A~E) in the simulated plant. A fixed product mix is assumed. The percentages of 
these products in the plant’s product mix are assumed to be 35%, 24%, 17%, 15%, 
and 9%, respectively. The simulated plant has a monthly capacity of 20,000 pieces of 
wafers and is expected to be fully utilized (utilization = 100%). Jobs are of a standard 
size of 24 wafers per job. Jobs are released one by one every 0.85 hours. Three types 
of priorities (normal, hot, and super hot) are randomly assigned to jobs. The percent-
ages of jobs with these priorities released into the plant are restricted to be approxi-
mately 60%, 30%, and 10%, respectively. Each product has 150~200 steps and 6~9 
reentrances to the most bottleneck machine. The singular production characteristic 
“reentry” of the semiconductor industry is clearly reflected in the example. It also 
shows the difficulty for the production planning and scheduling people to provide an 
accurate due-date for the product with such a complicated routing. Totally 102 ma-
chines (including alternative machines) are provided to process single-wafer or batch 
operations in the plant. Thirty replicates of the simulation are successively run. The 
time required for each simulation replication is about 12 minute on a PC with 512MB 
RAM and Athlon™ 64 Processor 3000+ CPU. A horizon of 24 months is simulated. 
The maximal cycle time is less than 3 months. Therefore, four months and an initial 
WIP status (obtained from a pilot simulation run) seemed to be sufficient to drive the 
simulation into a steady state. The statistical data were collected starting at the end of 
the fourth month. For each replicate, data of 30 jobs are collected and classified by 
their product types and priorities. Totally, data of 900 jobs can be collected as training 
and testing examples. Among them, 2/3 (600 jobs, including all product types  
and priorities) are used to train the network, and the other 1/3 (300 jobs) are reserved 
for testing. 

3.1   Results and Discussions 

To evaluate the effectiveness of the proposed methodology and to make comparisons 
with four approaches – MFLC, FBPN, CBR, and kM-FBPN, all the five methods 
were applied to five test cases containing the data of full-size (24 wafers per job) jobs 
with different product types and priorities. The convergence condition was established 
as either the improvement in RMSE becomes less than 0.001 with one more epoch, or 
1000 epochs have already been run. The minimal RMSEs achieved by applying the 
five approaches to different cases were recorded and compared in Table 1. RMSE is 
adopted instead of mean absolute error (MAE) because the same measure has been 
adopted in the previous studies in this field (e.g. [2-5]), namely, to facilitate compari-
son. As noted in Chang and Liao [5], the k-nearest-neighbors based CBR approach 
should be fairly compared with a BPN (or FBPN) trained with only randomly chosen 
k cases. MFLC was adopted as the comparison basis, and the percentage of improve-
ment on the minimal RMSE by applying another approach is enclosed in parentheses 
following the performance measure. The optimal value of parameter k in the CBR  
approach was equal to the value that minimized RMSE [5].  
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Table 1. Comparisons of the RMSEs of various approaches 

RMSE A(normal) A(hot) A(super hot) B(normal) B(hot) 
MFLC 185.1 106.01 12.81 302.86 79.94 
FBPN 171.82(-7%) 89.5(-16%) 11.34(-11%) 286.14(-6%) 76.14(-5%) 
CBR 172.44(-7%) 86.66(-18%) 11.59(-10%) 295.51(-2%) 78.85(-1%) 

kM-FBPN 157.78(-15%) 54.93(-48%) 9.48(-26%) 197.1(-35%) 42.01(-47%) 
 proposed 
methodology 

117.85(-36%) 51.28(-52%) 10.28(-20%) 144.82(-52%) 42.23(-47%) 

According to experimental results, the following discussions are made: 

1. From the effectiveness viewpoint, the prediction accuracy (measured with RMSE) 
of the proposed methodology was significantly better than those of the other ap-
proaches in most cases by achieving a 20%~52% (and an average of 41%) reduc-
tion in RMSE over the comparison basis – MFLC. The average advantage over 
CBR was 30%. 

2. The effect of pre-classification is revealed by the fact that the prediction accuracy 
of kM-FBPN was considerably better than that of FBPN without pre-classification 
in all cases with an average advantage of 25%. 

3. The effect of post-classification is revealed by the fact that the prediction accuracy 
of the proposed methodology was considerably better than that of FBPN without 
post-classification in all cases with an average advantage of 32%. 

4. The propose methodology surpassed kM-FBPN in most cases, which revealed  
that post-classification might be more effective than pre-classification for job cy-
cle/completion time prediction in a semiconductor fabrication plant. However, in 
some cases the effect was not so obvious and therefore a more sophisticated post-
classification mechanism has to be developed to further enhance the performance. 

In the case of product A with super hot priority, the performance of the proposed 
methodology was worse than that of the pre-classifying kM-FBPN approach, indicat-
ing that post-classifying did not guarantee a better result. Both ways of job classifica-
tion have to be considered for safety. In addition, there might be a trade-off between 
the performance of job classification and that of job completion time prediction. Such 
a relationship needs to be investigated with more experiments. 

4   Conclusions and Directions for Future Research 

Most classification approaches applied to job completion time prediction in a semi-
conductor fabrication plant could not absolutely classify jobs. Besides, whether the 
pre-classification approach combined with the subsequent prediction approach was 
suitable for the data was questionable. For these reasons, to further enhance the effec-
tiveness of job completion time prediction in a semiconductor fabrication plant, a 
fuzzy-neural approach with BPN post-classification is proposed in this study, in 
which a job is post-classified with some BPNs instead after predicting its completion 
time with a FBPN. In this novel way, only jobs which estimated completion times are 
the same accurate will be clustered into the same category. For evaluating the effec-
tiveness of the proposed methodology and to make comparisons with some existing 
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approaches, PS is applied in this study to generate test data. According to experimen-
tal results, the prediction accuracy (measured with RMSE) of the proposed methodol-
ogy was significantly better than those of the other approaches in most cases by 
achieving a 20%~52% (and an average of 41%) reduction in RMSE over the compari-
son basis – MFLC. The effect of post-classification was also obvious. Nevertheless,  
a more sophisticated post-classification mechanism has to be developed to further  
enhance the performance. 

However, to further evaluate the advantages and disadvantages of the proposed 
methodology, it has to be applied to plant models of different scales, especially a full-
scale actual semiconductor fabrication plant. In addition, the proposed methodology 
can also be applied to cases with changing product mixes or loosely controlled prior-
ity combinations, under which the cycle time variation is often very large. These  
constitute some directions for future research. 
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Abstract. The design of such plants necessary involves how equipment may be utilized, which 
means that plant scheduling and production must form an integral part of the design problem. 
This work proposes an alternative treatment of the imprecision (demands) by using fuzzy con-
cepts. In this study, we introduce a new approach to the design problem based on a multi-
objective genetic algorithm, taking into account simultaneously maximization of the net present 
value VPN

~
 and two other performance criteria, i.e. the production delay/advance and a flexibil-

ity criterion. The methodology provides a set of scenarios that are helpful to the decision’s 
maker and constitutes a very promising framework for taken imprecision into account in new 
product development stage. Besides, a hybrid selection method Pareto rank-tournament was 
proposed and showed a better performance than the classical Goldberg’s wheel, systematically 
leading to a higher number of non-dominated solutions. 

Keywords: Multiobjective Optimization, Genetic Algorithm, Fuzzy Arithmetic, Batch Plant 
Design. 

1   Introduction 

In recent years, there has been an increased interest in the design of batch plant due to 
the growth of specialty chemical, biochemical, pharmaceutical and food industries. 
The most common form of batch plant design formulation considered in the literature 
is a deterministic one, in which fixed production requirements of each product must 
be fulfilled. However, it is often the case that no precise product demand predictions 
are available at the design stage (Shah and Pantelides, 1992). 

The market demand for such products is usually changeable, and at the stage of 
conceptual design of a batch plant, it is almost impossible to obtain the precise infor-
mation on the future product demand over the lifetime of the plant. Nevertheless, de-
cisions must be taken on the plant capacity. This capacity should be able to balance 



 Enhanced Genetic Algorithm-Based Fuzzy Multiobjective Strategy 591 

the product demand satisfaction and extra plant capacity in order to reduce the loss on 
the excessive investment cost or than on market share due to the varying product de-
mands (Cao and Yuan 2002). 

The key point in the optimal design of batch plants under imprecision concerns 
modeling of demand variations. The most common approaches treated in the dedi-
cated literature represent the demand uncertainty with a probabilistic frame by means 
of Gaussian distributions. Yet, this assumption does not seem to be a reliable repre-
sentation of the reality, since in practice the parameters are interdependent, leading to 
very hard computations of conditional probabilities, and do not follow symmetric dis-
tribution rules. 

In this work, fuzzy concepts and arithmetic constitute an alternative to describe the 
imprecise nature on product demands. For this purpose, we extended a multiobjective 
genetic algorithm, developed in previous works (Aguilar et al. 2005), taking into ac-
count simultaneously the maximization of the net present value VPN

~
 and two other 

performance criteria, i.e. the production delay/advance and a flexibility criterion. The 
paper is organized as follows. Section 2 is devoted to process description and problem 
formulation. Section 3 presents a brief overview of fuzzy set theory involved in the 
fuzzy framework within a multiobjective genetic algorithm. The presentation is then 
illustrated by some typical results in Section 4. 

2   Process Description and Problem Formulation 

2.1   Problem Statement 

In conventional optimal design of a multiproduct batch chemical plant, a designer 
specifies the production requirements for each product and total production time for 
all products. The number, required volume and size of parallel equipment units in 
each stage are to be determined in order to minimize the investment cost (Huang and 
Wang 2002). 

The designers must not only satisfy technico-economic criteria, but also respect 
some due dates. In this framework, this study introduces a new design approach to 
maximize the net present value VPN

~
 and two other performance criteria, i.e. the pro-

duction delay/advance and a flexibility criterion. Such an optimal design problem  
becomes a multi-objective optimization problem (MOOP).  

In order to specify the production requirements for each product and total produc-
tion time for all products, it is almost impossible to obtain some precise information. 
Indeed, the ability of batch plants to deal with irregular product demand patterns re-
flecting market uncertainties or seasonal variations is one of the main reasons for the 
recently renewed interest in batch operations. In this paper, we consider an alternative 
treatment of the imprecision of the demand by using fuzzy concepts. A genetic algo-
rithm was implemented for solving this problem, since it has demonstrated to be  
efficient in multi-objective optimization problems. 
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2.2   Assumptions 

The model formulation for batch plant design problems adopted in this paper is based 
on Modi’s approach (Modi and Karimi 1989). It considers not only treatment in batch 
stages, which usually appears in all types of formulation, but also represents semi-
continuous units that are part of the whole process (pumps, heat exchangers,...). Be-
sides, this formulation takes into account mid-term intermediate storage tanks. So, a 
batch plant is finally represented by series of batch stages (B), semi-continuous stages 
(SC) and storage tanks (ST). The model is based on the following assumptions: 

1. The devices used in a same production line cannot be used twice by one same 
batch. 

2. The production is achieved through a series of single product campaigns. 
3. The units of the same batch or semi-continuous stage have the same type and size. 
4. All intermediate tank sizes are finite. 
5. If a storage tank exists between two stages, the operation mode is “Finite Interme-

diate Storage”. If not, the “Zero-Wait” policy is adopted. 
6. There is no limitation for utility. 
7. The cleaning time of the batch items is included into the processing time. 
8. The item sizes are continuous bounded variables. 

2.3   Model Formulation  

The model considers the synthesis of I products treated in J batch stages and K semi-
continuous stages. Each batch stage consists of mj out-of-phase parallel items with 
same size Vj. Each semi-continuous stage consists of nk out-of-phase parallel items 
with same processing rate Rk (i.e. treatment capacity, measured in volume unit per 
time unit). The item sizes (continuous variables) and equipment numbers per stage 
(discrete variables) are bounded. The S-1 storage tanks, with size Vs*, divide the 
whole process into S sub-processes.  

a) Economic criterion evaluation: The net present value method ( VPN
~

) of evaluat-
ing a major project allows to consider the time value of money (1). Essentially, it 
helps find the present value in "today's value money" of the future net cash flow of a 
project. Then, this amount can be compared with the amount of money needed to im-
plement the project. When using this formula, the values of the number of periods (n), 
discount rate (r) and tax rate (a) take respectively the following classical values 5, 
10% and 0 (computation before tax). In order to calculate investment cost (Cost) (2), 
the working capital (f), revenue (

PV
~ ), operation cost (

PD
~ ) and depreciation (AP ) are 

introduced. 
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Fig. 1. Two trapezoidal fuzzy numbers, Q
~

= (q1,q2,q3,q4), VPN
~

=(NPV1,NPV2,NPV3,NPV4) 

The proposed approach involves arithmetic operations on fuzzy numbers and quan-
tifies the imprecision of the demand by means of fuzzy sets (trapezoidal). In this case, 
the flat line over the interval (q2,q3) represents the precise demands with an interval of 
confidence at level α=1, while the intervals (q1,q2) and (q3,q4) represent the “more or 
less possible values” of the demand. The result of the net present value ( VPN

~
) is 

treated and analyzed through fuzzy numbers. The demand and the net present value 
are fuzzy quantities as shown in figure 1. 

b) Computation of the criterion penalizing the delays and advances of the produc-
tion time necessary for the synthesis of all the products: for this purpose, we must 
compare the time horizon H

~  represented by a fuzzy expression (rectangle) and the 
production time iH

~  (trapezoidal). For the comparison of fuzzy numbers, Liou and 

Wang’s method (Liou and Wang 1992) was adopted. 
The production time necessary to satisfy each product demand must be less than a 

given time horizon, but due to the nature of the fuzzy numbers, eight different cases 
for determination of the second criterion may occur. The different cases are reported 
in figure 2. 

The temporal criterion selected is called “common surface”, representing the inter-
section between the sum of the production time (trapezoid) and the horizon of time to 
respect (rectangle). The calculation of the criterion depends on each case: for exam-
ple, case1 illustrate the solutions which arrive just in time. 

 Case 1: Case 2:   Case 3:  Case 4:

Case 5:   Case 6:  Case 7:  Case 8:  

 

Fig. 2. Eight cases for the minimization of a criterion that penalizes the delays and advances of 
the time horizon necessary for the synthesis of all the products 

The criterion relative to the advances (2, 4, 6 and 8) or to the delays (3, 5 and 7) is 
calculated by the formulas 3 and 4 respectively. The corresponding mathematical  
expressions of the objective functions are proposed as follows: 
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Max (Criterion of advance)  = Common surface  x   ω    (3) 

Max (Criterion of delay)  = Common surface  x    1/ ω  (4) 

The penalization term is equal to an arbitrary value of  ω for an advance and  1/ω  
for a delay in order to penalize more delays than advances. A sensitivity analysis 
leads to adopt a value of 3 for ω. 

c) Flexibility index: Finally, an additional criterion was computed in case of an ad-
vance (respectively a delay), representing the additional production (the demand not 
produced) that the batch plant is able to produce. Without going further in the detailed 
presentation of the computation procedure, it can be simply said that a flexibility in-
dex is computed by dividing the potential capacity of the plant by its actual value. 

The problem statement involves four forms of different constraints as reported in 
literature (Modi and Karimi 1989): Dimension constraints, time constraint, constraint 
on productivities and the size of intermediate storage tanks. 

3   A Fuzzy Decision-Making Approach for Multiproduct Batch 
Plant Design  

3.1   Overview of Multiobjetive Genetic Algorithm Approach  

The GA implemented in this study uses quite common genetic operators. The  
proposed GA procedure implies the following steps: 

1) Encoding of solution. The encoding of the solutions was carried out dividing the 
chromosome, i.e. a complete set of coded variables, into two parts. The first one deals 
with the items volumes, which are continuous in the initial formulation. Nevertheless, 
they were discretized here with a 50 unit range, while their upper and lower bounds 
were preserved. The second part of the chromosome handles the number of equipment 
items per stage: the value of these discrete variables is coded directly in the  
chromosome. 

2) Initial population creation. The procedure of creating the initial population corre-
sponds to random sampling of each decision variable within its specific range of 
variation. This strategy guarantees a population various enough to explore large zones 
of the search space. 

3) Fitness Evaluation. The optimization criterion considered for fitness evaluation 
involves the net present value (NPV) and two other performance criteria, i.e. the pro-
duction delay/advance and a flexibility criterion. Traditionally, a GA uses a fitness 
function, which must be maximized. The fitness for these criteria is equal to their di-
rectly calculated values. 

4) Selection Procedure. The multi-objective aspects are taken into account in the se-
lection procedure. A hybrid selection method Pareto rank-tournament was proposed 
and showed a better performance than the classical Goldberg’s wheel, systematically 
leading to a higher number of non-dominated solutions.  
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The method of tournament preferentially selects the non-dominated individuals of 
case 1, thus successively and in a consecutive way the procedure selects then if need 
be cases 2, 3, 4, 5, 6 and 7 (preference for the solutions with greatest common sur-
faces between the sum of the horizons of time “trapezoid” and the horizon of time to 
respect “rectangle”) until arriving at case 8 (without common surface).  

The procedure of selection of the hybrid selection method Pareto rank-tournament 
into account a Pareto set following the criteria of Pareto dominance are then imple-
mented on the population of individuals and makes it possible to extract the set of the 
non-dominated Pareto’s optimal solutions. 

5) Crossover. Two selected parents are submitted to the crossover operator to produce 
two children. The crossover is carried out with an assigned probability, which is gen-
erally rather high. If a randomly generated number is superior to the probability, the 
crossover is performed. Otherwise, the children are copies of the parents. 

6) Mutation. The genetic mutation introduces diversity in the population by an occa-
sional random replacement of the individuals. The mutation is performed on the basis 
of an assigned probability. A random number is used to determine if a new individual 
will be produced to substitute the one generated by crossover. The mutation procedure 
consists of replacing one of the decision variable values of an individual, while keep-
ing the remaining variables unchanged. The replaced variable is randomly chosen, 
and its new value is calculated by randomly sampling within its specific range. 

7) Registration of all non-dominated individuals in Pareto set. Pareto’s sort proce-
dure is carried out at the end of the algorithm over all the evaluated solutions; at the 
end of the procedure, the whole set of the non dominated Pareto’s optimal solutions, 
are obtained. 

3.2   Treatment of an Illustrative Example  

We consider an example to illustrate the approach fuzzy-AG based on arithmetic  
operations on fuzzy numbers and quantifying the imprecision of the demand. The ex-
ample was initially presented by Ponsich and al. (2004): the plant, divided into two 
sub-processes, consists of six batch stages to manufacture three products. 

The GA parameters are the following ones: Population size 200 individuals, num-
ber of generations 400 iterations, crossover probability 40%, mutation probability 
30% and the stop criterion considered in this study concerns a maximum number of 
generations to reach.  

For the considered example, table 1 shows the values for processing times, size 
factor for the units, cost data, and the production requirement for each product quanti-
fying the imprecision of the demand by means of fuzzy numbers representing the 
“more or less possible values”. 

For the construction of the trapezoid which represents the request for each product, 
the original values of the demand were used as a reference. To determine the support 
and the core, one calculated a percentage of opening taking as reference the demand 
of the original data is computed. 
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Table 1. Data used in example 

  Processing time τi,j (h) Size factors (1/kg)    
           B1 B2 B3 B4 B5 B6 B1 B2 B3 B4 B5 B6 

Minimum size =250 l 
Maximum size = 10 000 l 

A      1.15 
B      5.95 
C      3.96 
γj      0.4 

3.98 
7.52 
5.07 
0.29 

9.86 
7.01 
6.01 
0.33 

5.28 
7 
5.13 
0.3 

1.2 
1.08 
0.66 
0.2 

3.57 
5.78 
4.37 
0.35 

8.28 
5.58 
2.34 
 

6.92 
8.03 
9.19 
 

9.7 
8.09 
10.3 
 

2.95 
3.27 
5.7 
 

6.57 
6.17 
5.98 
 

10.6 
6.57 
3.14 
 

 Unit price for product i 
($/Kg) 

 Coefficients  ci,j Q1=(419520. 428260, 441370, 445740) 
Q2=(311040, 319140, 330480, 336960) 
Q3=(247680, 258000, 263160,268320)  
H = (5760, 5760, 6240, 6240) 

 CP CO B1 B2 B3 B4 B5 B6 
A 
B 
C 

0.70 
0.74 
0.80 

0.08 
0.1 
0.07 

 

0.2 
0.15 
0.34 

0.36 
0.5 
0.64 

0.24 
0.35 
0.5 

0.4 
0.7 
0.85 

0.5 
0.42 
0.3 

0.4 
0.38 
0.22 

Cost of mixer=$250V0.6 
Cost of reactor=$250V0.6 

Cost of extractor=$250V0.6 
Cost of centrifuge=$250V0.6 

 (Volume V in liter) 
Operating cost factors  

 B1 B2 B3 B4 B5 B6 

 

CE 20 30 15 35 37 18 

 

4   Typical Results   

4.1   Monocriterion Case 

For the monocriterion case, the best individuals, that are the surviving ones, are cho-
sen with the Goldberg’s roulette. Each individual is represented by a slice of the rou-
lette wheel, proportional to its fitness value. Since the criteria are represented by 
fuzzy numbers, they were defuzzified (the defuzzified value was calculated with the 
Liou and Wang’s method) in the roulette wheel. 

GA typical results obtained with VPN
~

 as the only criterion to consider are pre-
sented in Table 2 (ten runs were performed to guarantee the stochastic nature of the 
GA). In particular, the value of the best individual of each generation and the average 
value of the function objective of the population take a traditional form of regular  
increase, to stabilize itself finally at the end of the research. 

4.2   Multi-objective Optimization    

The multi-objective resolution strategy for multiproduct batch plant design uses two 
genetic algorithms (bicriteria and tricriteria optimizations are considered). 

4.2.1    Bicriteria Case: NPV- The Delays and Advances of the Time Horizon 
The first bicriteria analysis takes into account the NPV and the criterion which repre-
sents the advances or delays of the time horizon with the hybrid selection method 
Pareto rank-tournament.  
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Table 2. Monocriterion ( VPN
~

): Fuzzy optimal design of batch plant  

Product Bis kg TLi h Criterion: The net present value  
($) 

Information Complémentaire 

A 943.3 4.8 
B 1145.5 7.3 
C 899.7 6.6 

PVN
~ =[722225.3 803765.7 

892941.6   969060.6] 
pV

~ =[721977.6  742345.6  764042.2  782142.4] 

[$] 

pD
~ = [232095.9   238513.7   245540.9  

251437.2 ] [$] 
 I = 698877.8  [$]  Ap= 139775.5  [$] 
 f= 104831.6   [$]   Vs = 1505.2 [l] 
∑

iH
~ = [5759.9   5925.4   6097.3   6239.9] [h]     

To treat the bicriteria optimization, the analysis is performed on the solution of 
case 2 with the best NPV and on those for case 3 having, on the one hand, larger 
common surfaces and, on the other hand, the best NPV. The example did not provide 
any solution of case 1, because the rectangle which represents the horizon of time to 
respect is larger than the trapezoids obtained for the sum of times of production.  
Table 3 shows the results of the chosen solutions. 

Table 3. Fuzzy optimal design of batch plant for case 2 (advance) and cases 3 (delays)  

 NPV 

(Mean Value) 

Common 

surface  
VPN

~
 ($) and production time Σ H

~
 (h) 

Cas 2 860358 653 VPN
~

= [736120, 817367, 906144, 981801] 

Σ H
~

= [5758,  5916,  6089,  6238]   

Cas 3a 860550 163 VPN
~

= [736327, 817565, 906332, 981976] 

Σ H
~

= [5772,  5930,  6104,  6253]   

Cas 3b 861823 129 VPN
~

= [737489, 818728, 907495, 983139] 

Σ H
~

= [5883, 6045, 6222, 6374]   

4.2.2   Bicriteria Case: NPV- Flexibility Index 
The second bicriteria analysis takes into account the NPV and the criterion which 
represents the flexibility index of the configuration chosen to produce a possible addi-
tional demand. Figure 3 exhibits 277 non dominated solutions of the advance cases 
“(2, 4, 6 and 8) and of the delay cases (3, 5 and 7).  

Two solutions of case 2: the first is the solution with the best benefit and the sec-
ond configuration has the best index of flexibility. The third corresponds to case 3 
with the best index of flexibility. 
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Fig. 3. Bicriteria results: NPV- Flexibility Index 

4.2.3   Comparison Between a Hybrid Selection Method (Pareto  
Rank-Tournament) and the Classical Goldberg’s Wheel for the Bicriteria 
Optimization Case 

To evaluate the performance of the selection method of the fuzzy genetic algorithm 
(combination of Pareto set and tournament), it is proposed to test the algorithm modi-
fied with the classical Goldberg’s wheel. The same number of surviving individuals is 
chosen for each criterion (two roulettes). The same parameters for AG with the  
procedure of Pareto rank-tournament, are used with Goldberg’s wheel. 

A higher number of non dominated individuals are obtained with the hybrid 
method because the selection provides compromise solutions between the two criteria 
and the values of their criteria are better than those obtained with the Goldberg’s 
wheel. 

4.2.4   Tricriteria Case: NPV- Delays/Advances- Flexibility Index 
Lastly, the fuzzy optimal design of batch plant takes into account simultaneously the 
three criteria, i.e., NPV, criteria of the advances or delays (common surface) and in-
dex of flexibility. The method proposes a sufficiently large range of compromise solu-
tions making it possible to the decision’s maker to tackle the problem of the final 
choice, with relevant information for his final choice. 

To analyse the results obtained with the tricriteria case, 6 non dominated solutions 
are adopted: 3 of case 2, 2 of case 4 and 1 of case 6. These solutions were selected by 
considering the same policy as for the bicriteria case.  

5   Conclusions   

For the most common form of design of a multiproduct batch chemical plant, the de-
signers specify the production requirement of each product and the total production 
time. However, no precise product demand predictions are generally available. For 
this reason, an alternative treatment of the imprecision by using fuzzy concepts is in-
troduced in this paper. 
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In this study, we have introduced a fuzzy-AGs approach to solve the problem of 
multi-objective optimal design of a multiproduct batch chemical plant. The results ob-
tained on the treated example have shown that three different scenarios were obtained 
as a fuzzy decision-making approach. The analysis tended to be helpful for decision 
making.  

Its benefits can be summarized as follows:  

- Fuzzy concepts allow us to model imprecision in cases where historical data are 
not readily available, i.e. for demand representation; 

- The models do not suffer from the combinatorial explosion of scenarios that  
discrete probabilistic uncertainty representation exhibit; 

- Another significant advantage is that heuristic search algorithms, namely genetic 
algorithms for combinatorial optimization can be easily extended to the fuzzy case; 

-  The hybrid selection method Pareto rank-tournament was proposed and showed a 
better performance than the classical Goldberg’s wheel, systematically leading to a 
higher number of non-dominated solutions. 

- Multiobjective concepts can also be taken into account. 
- The proposed approach thus constitutes an efficient and robust support to assist 

the mission of the designer, leading to a quite large set of compromise solutions.  

Finally, this framework provides an interesting decision-making approach to  
design multiproduct batch plants under conflicting goals. 
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Reasoning in Possibilistic Logic 
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Abstract. Resolution principle is the rule of inference at the basis of most procedures for auto-
mated reasoning both in classic logic and possibilistic logic. In these procedures, deduction 
starts by inferring new clauses by resolution, and goes on until the empty clause is generated or 
consistency of the set of clauses is proven, e.g. because no new clauses can be generated. Theo-
rem proving using extension rule is a novel approach for reasoning in classic logic advanced by 
us recently. The key idea is to use the inverse of resolution and to use the inclusion-exclusion 
principle to circumvent the problem of space complexity. In this paper, we proposed a possi-
bilistic extension of “extension rule”, which we called possibilistic extension rule. We showed 
that it outperformed possibilistic resolution-based method in some cases. And it is potentially a 
complementary method to possibilistic resolution rule. 

1   Introduction 

Resolution principle is the rule of inference at the basis of most procedures for auto-
mated reasoning. In these procedures, the input formula is first translated in an 
equivalent set of clauses. Then deduction starts by inferring new clauses by resolu-
tion, and goes on until the empty clause is generated or consistency of the set of 
clauses is proven, e.g. because no new clauses can be generated. Based on classic 
resolution principle, D. Dubois and H. Prade presented the possibilistic extension of 
resolution principle [1, 2] for reasoning in possibilistic logic [3]. Since its introduc-
tion, reasoning based on possibilistic resolution principle has been widely studied. 
The aim of this paper is to challenge possibilistic resolution principle by using the in-
verse of possibilistic resolution. Thus, we try to compute the inconsistency degree of a 
given possibilistic knowledge base by deduction of the set of all the possibilistic 
maximum terms. This work is motivated by [4]. In [4], we present a novel method for 
theorem proving in classic logic, we called extension rule. We can compare possi-
bilistic resolution principle and possibilistic extension rule here first. If we want to 
compute a given set of possibilistic clauses’ inconsistent degree, the empty clause is 
deduced for one of its classic cut set. While in possibilistic extension-based method, 
one of its cut set needs to consist of all the possibilistic maximum terms. 

This paper explores what happens if we use the inverse of possibilistic resolution. 
Our contributions are: 

(1) We use the inverse of possibilistic resolution together with the inclusion-
exclusion principle to reason in possibilistic logic – this has never been done before. 
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This may be considered a new framework for reasoning in possibilistic logic that is 
worth exploring. 

(2) What makes our method promising is that it leads to a new method for  
knowledge compilation in possibilistic logic, which is advanced by H. Prade etc.  
recently [6]. 

We assume that the readers are familiar with possibilistic logic and we won’t  
discuss it in length in this paper. For more detail, we refer to [3]. 

2   Possibilistic Extension Rules 

In this paper, we focus on possibilistic extension rules in the standard version of pos-
sibilistic logic, which handles possibilistic formula corresponding to certainty-
qualified statements.  In the rest of the paper, well-formed possibilistic formula will 
be denoted by ( αϕ, ), where ϕ  is a classical logic formula and α  is the lower bound 
certainty valuation of the formula. We use ∑ to denote a possibilistic knowledge base 
in clause form,  ( α,c ) to denote a possibilistic clause, M to denote the set of all atoms 
appearing inΣ, and T, ⊥ denote tautology and contradiction respectively.  
 
Definition 1 (possibilistic reduction rule, SPL-R). Given two sets of possibilistic 
clauses, where C = {( α,c ), ( β,c )|α≥β}, C’= {( α,c )}, we call the operation pro-

ceeding from C to C’ the possibilistic reduction rule on C. We call C’ the result of the 
possibilistic reduction rule.    

Obviously, C is logically equivalent to C’, because ( α,c ) ∧ ( β,c ) = ( α,c ); 

( α,c ) = ( β,c ). 

 
Definition 2 (possibilistic extension rule, SPL-ER). Given a single possibilistic clause 
( α,c ) and a set M:  

'C ={ ),( αbc ∨ , ),( αbc ¬∨ | “b” is an atom, b∈M and “b” does not appear in c} 

We call the operation proceeding from ( α,c ) to C’ the possibilistic extension rule 
on ( α,c ). We call C’ the result of the possibilistic extension rule. For example, given 
a possibilistic clause ( qp ∨ , 1) and the set of atoms {p, q, r}, the result of (SPL-ER) 

is {( rqp ∨∨ , 1), ( rqp ¬∨∨ , 1)}. Notice that the extension rule is just the inverse 

of resolution.  
 
Theorem 1. Given an arbitrary SPL clause ( α,c ), ( α,c ) is logically equivalent to its 
result of the rule (SPL-ER). 

Proof. Suppose 'C  = { ),( αbc ∨ , ),( αbc ¬∨ } is the result of rule (SPL-ER) on 

( α,c ), we can deduce ( α,c ) from C’ by one step of possibilistic resolution. On the 
other hand, since N( bc ∨ ) ))()(max( bNcN ∨≥ = ))(max( bN∨α α≥  where N is  
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necessity measure induced by a possibilistic distribution satisfying ( α,c ), so ( α,c ) 
),(| αbc ∨= . Similarly, ( α,c ) ),(| αbc ¬∨= . Thus, we can deduce C’ from ( α,c ). 

3   Reasoning Using Possibilistic Extension Rules 

In this section, we will show how to use (SPL-ER) and (SPL-R) for reasoning in pos-
sibilistic logic. First we will define possibilistic maximum term (PMT). 
 
Definition 3. A possibilistic clause is a possibilistic maximum term (PMT) on a set M 
iff its classical projection contains all atoms in M in either positive form or negative 
form.  
 
The following theorem is used to tell how to compute the inconsistent degree of ∑. 
Let _INC(∑) denote the inconsistent degree of F. 

Theorem 2. Given a possibilistic knowledge base ∑ in clause form, with its  
set of atoms M (|M|=m). If all the possibilistic clauses in ∑ are all PMT on M,  
then _INC(∑)>0 iff its classical projection contains 2m clauses. 

Let Σ’ be the result of rule (SPL-R) from ∑ where no rule (SPL-R) can be applied any 
more and ∑’ contains 2m clauses, then the inconsistent degree of Σ can be computed 
as: _INC(∑) = inf ( iα | (ci, iα )∈∑’).  

Proof. According to theorem 3.1 in [7], the classical projection of ∑ is UNSAT iff the 
number of clauses of it equals 2m. Thus _INC(∑)> 0 iff its classical projection con-
tains 2m clauses. According to [1], given a possibilistic knowledge base ∑, _INC(∑)= 

}'),(|min{max
0)'(_,'

Σ∈Φ
>ΣΣ⊆Σ

αα
INC

. Since removing any possibilistic clause in ∑’ leads 

that the new set of possibilistic clauses to be consistent, _INC(∑) = inf ( iα | (ci, 

iα )∈∑’). 

 
According to theorem 1, if we want to compute the inconsistent degree of a set of 
possibilistic clauses, we can proceed by finding an equivalent set of possibilistic 
clauses such that all the clauses in it are PMT by using the rule (SPL-ER), and then 
prune it using the rule (SPL-R). And then, using Theorem 1 we can compute its in-
consistent degree. We call this process reasoning based on the Extension rule in pos-
sibilistic logic. 

In fact, reduced to classical prepositional logic, the theorem is: "if each clauses in 
the CNF contains all variables (so called canonical implicates in [1]), then the prob-
lem is UNSAT if the number of clauses is 2m", which is really straightforward. Here 
we show an example to make things clear. 
 
Example 1. Given a set of possibilistic clauses C = {( qp ∨ , 1), ( qp ∨¬ , 0.8), 

( qr ¬∨¬ ,0.4), (r 0.6), ( r¬ ,0.3)}, we apply rule (SPL-ER) and rule (SPL-R) to C. 

We can get a new SPL clauses set C’= {( rqp ∨∨ , 1), ( rqp ¬∨∨ , 1), ( rqp ∨∨¬ , 
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0.8), ( rqp ¬∨∨¬ , 0.8), ( qrp ¬∨¬∨ , 0.4), ( qrp ¬∨¬∨¬ , 0.4), ( rqp ∨¬∨ , 

0.6), ( rqp ∨¬∨¬ , 0.6)}. Since the number of PMTs equals 2m, C is partially  

inconsistent, and its inconsistent degree is 0.4. 
 

The above process is rather inefficiency and is hardly helpful in practice, because for 
each problem it needs exponential time and space. So it’s clear that a direct use of 
(SPL-ER) (generate all the PMT and prune it using SPL-R) is infeasible.  However, 
think twice the problem, we can find that we needn’t list (know) all the clauses but 
just count the clauses. If we know the total number of a given cut subset of ∑ is 2m, 
we can know that this subset’s is inconsistent; otherwise this subset is consistent. In 
fact we could use the famous “inclusion-exclusion principle” to compute the inconsis-
tent degree. But we need to introduce this theorem first. 
 
Theorem 4. Given any two possibilistic clauses (c1,α) and (c2, β), C1 and C2 are the 
set of possibilistic maximum terms extended by (c1,α) and (c2, β) respectively. For 
arbitrary clause (c1’,α)∈C1, and arbitrary clause (c2’, β)∈C2, we can’t apply rule 
(SPL-R) on (c1’,α) and (c2’, β) iff there are complementary literals in (c1,α) and  
(c2, β). 

Proof. (Sufficiency) If there are complementary literals in (c1,α) and (c2, β), say  
A and ¬A, then for each possibilistic clause in C1, it contains A, and for each clauses 
in C2, it contains ¬A. So, for each clause in C1, and for each clause in C2, their classic 
projection cannot be the same. According to definition 1, we can’t apply rule  
(SPL-R). 

(Necessary) Assume that there are no complementary literals in (c1,α) and (c2, β) 
and the set of literals appearing in (c1,α) are L = {l1, …, lr}, the set of literals appear-
ing in (c2, β) are L’ = {l’1, …, l’s}. Without losing generality, let L” = L ∪ L’ =  
{l”1, …, l”t }. Obviously, (l”1∨ …∨ l”t, α) can be extended by (c1,α), and (l”1∨ …∨ 
l”t, β) can be extended by (c2, β). So we can apply rule (SPL-R) on them to prune one 
possibilistic clause. So, if we cannot apply rule (SPL-R) on C1 and C2, there are com-
plementary literals in (c1,α) and (c2, β). 

 

Example 2. Consider the clauses ( qp ∨ , 1) and ( qp ∨¬ , 0.8). For each clause ex-

tended by ( qp ∨ , 1), it must contain p, and for each clause extended by ( qp ∨¬ , 
0.8), it must contain ¬p. So we can’t apply rule (SPL-R) on their results. Consider the 

clauses ( qp ∨ , 1) and (r 0.6). By applying rule (SPL-ER) on the first clause, we have 

( rqp ∨∨ , 1); by applying rule (SPL-R), we have ( rqp ∨∨ , 0.6). So we can apply 

rule (SPL-R) on them to prune ( rqp ∨∨ , 0.6). 
 

Lemma 5. Given two possibilistic clauses (c1,α) = (l1∨ …∨ lr, α) and (c2, β) = (l’1∨ 
…∨ l’s, β), and there are no complementary literals in (c1,α) and (c2, β). Let M be set 
of atoms in ∑ and |M| = m. Let L = {l1,…, lr}∪{l’1, …, l’s} = {l”1, …, l”t}. Suppose 
C1 is the set of possibilistic maximum terms extended by (c1,α), C2 is the set of possi-
bilistic maximum terms extended by (c2, β), C3 is the set of clauses pruned by C1 and 
C2 by applying rule (SPL-R). Then   
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|C1| = 2m-r; |C2| = 2m-s; |C3| = 2m-t 
 
We will use an example to illustrate lemma 6: 

Example 3. Let C be the set of possibilistic clauses mentioned in example 1. Obvi-
ously, M = {p, q, r}. For the clause ( qp ∨ , 1), according to lemma 6, the number of 

PMTs extended by this clause is 23-2 = 2; for the clause (r, 0.6), the number of PMTs 
extended by this clause is 23-1. For the clauses ( qp ∨ , 1) and (r, 0.6), the number of 

clauses pruned by applying rule (SPL-R) is 23-(2+1). 
 
Remark 1. Given two clauses in ∑, let P1 denote the set of possibilistic maximum 
terms we can get from c1, and P2 denote the set of possibilistic maximum terms  
we can get from c2. We change the definition of intersection slightly, i.e. Pi∩Pj =  
{(ci, β)|(ci, β)∈Pi, (ci, α)∈Pj, α≥β}. Notice that reduced to classic set, the definition of 
intersection doesn’t change. The semantics of “intersection” defined here is just to 
show which clause will be pruned by rule (SPL-R) after extended.    
 
Now we show how to count possibilistic maximum terms here. Given a set of possi-
bilistic clauses ∑={c1, c2, …,cn}, let M be the set of atoms which appear in ∑ (|M|=m) 
and let |ci| be the set of atoms which appear in ci . Let Pi be the set of all the possibilis-
tic maximum terms we can get from ci by using rule (SPL-ER), and let S be the num-
ber of distinct maximum terms we can get from ∑, where no (SPL-R) rule can be  
applied on S. By using the intension-exclusion rule, we will have: 

S＝∑
=

n

i

iP
1

|| - ∑
≤<≤

∩
nji

ji PP
1

|| + ∑
≤<<≤

∩∩
nlji
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This leads to algorithm SPL-ER below. 

Algorithm SPL-ER 
Let ∑ = {c1, c2, …,cn} be a set of possibilistic clauses, and let V= {α1, α2, …,αm} be 
the distinct value appearing in ∑ in a down-top order 

1. i = n; _INC(∑) = 0; 
2. While i>0 
3.       Let iαΣ  denote αI-cut set of ∑, 

4.       Call algorithm SPL-ER’  to judge iαΣ  

5.       If _INC(
iαΣ )>0 then _INC(∑)= iα ,return; 

6.       Else i = i-1; 
7.  End While; 
8. 7. return;   
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Algorithm SPL-ER’ 
∑ = {c1, c2, …,cn} be a set of possibilistic clauses, and let M (|M|=m) be its set  
of atoms. 

1.  i=1, sum=0 
2.  While i<=n 
3.  For all sets L that contain i clauses 
4.  Union = the union of all the clauses in L 
5.  If no complementary literals in Union 
6.        then number=2m-|Union| 
7.  Else Number=0 
8.  End For 
9.    i:=i+1 
10.  End While 
11. If sum=2m then _INC(∑)>0; 
12. Else _INC(∑)=0; 
13. 18.Return; 

4   Extension vs. Resolution 

It is clear that the worst-case time complexity of Algorithm SPL-ER is exponential. 
However there are cases in which Algorithm SPL-ER is tractable. For example, if 
each pair of clauses in a set contains complementary literal(s), then the complexity of 
Algorithm SPL-ER will be polynomial in the number of clauses and the number of 
values appearing in ∑ because only the first n terms in Formula (1) are nonzero terms 
and need to be computed. Intuitively, in this case resolution-based methods are likely 
to be inefficient since there are potentially many resolutions that need to be per-
formed. So this leads to a new method for knowledge compilation in possibilistic 
logic. The idea is that we can always find an equivalent set of possibilistic clauses that 
do satisfy the above condition. Another extreme case is that if there are no comple-
mentary literals at all. In this case we would have to compute all the 2m terms in order 
to decide its inconsistency using the possibilistic extension rule. But its inconsistency 
can be decided immediately by using a resolution-based method. 

Let us visualize a spectrum of possibilistic reasoning problems: at one end (say the 
left) of the spectrum are problems for which there are complementary literal(s) for 
any pair, at the other end (say the right) of the spectrum are problems for which there 
are no complementary literals. It is likely that a (SPL-ER)-based method will be more 
efficient at the left end and a possibilistic resolution-based method at the right end. 
However, the practical problems always fall in between these extremes. Then this 
leads an open problem: when to use extension and when to use resolution. In this  
section we propose a roughly idea to solve this question.  
 
Definition 4 (complementary factor). Given a set of clauses Σ = {c1, c2, …,cn}, the 
complementary factor of the set is the ratio of the number of pairs that contain com-

plementary literal(s) to the number of all the pairs in the set. That is ( 1 ) / 2

S

n n − , 

where S stands for the number of pairs that contain complementary literal(s). 
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Intuitively, the higher the complementary factor of a problem is, the nearer the prob-
lem is to the left end of the spectrum and the more efficient Algorithm SPL-ER can be 
expected to be; the lower the complementary factor of a problem is, the more efficient 
resolution can be expected to be.  

In this sense, SPL-ER and be combined with any resolution-based possibilistic  
reasoning systems. Before reasoning, we should compute complementary factor first, 
If it is high, we call SPL-ER, else we call resolution-based methods.   

5   Experimental Results 

Experimental Results are shown in this section. The aim of the experiments is to show 
the relationship between the efficiency of SPL-ER and complementary factor. In other 
words, we are mainly concerned with how the complementary factor influences our 
algorithm in practice. We make the experiments on a Dell PC with CPU P4-2.8G, 
512M memories. We implemented SPL-ER using Visual C++ in the operating system 
Windows XP Professional Edition.  

The problem instances are obtained by a random generator with five parameters. It 
takes as an input the number of variable n, the number of clauses m and the length of 
each clause k, the value of a given clause v and obtains each clause randomly by 
choosing k variables from the set of n variables and by determining the polarity of 
each literal with probability p=0.5. The results given are mean values on 20 experi-
ments per experiment and the inconsistent degree in each experiment is the same; in 
some instances the digits following the decimal point have been deleted. It can be 
seen from the results that when the complementary factor is low, the performance of 
our algorithms is relatively low. When complementary factor is high, our algorithms 
have a relatively good performance. 

Table 1. 

(No. of clauses, vari-
ables, length of clauses) 

Complementary factor Seconds 

(200,15,15) 0.93 0.062 

(200,15,15) 0.82 0.422 
(200,15,15) 0.75 2.094 
(200,15,15) 0.72 3.625 
(200,15,15) 0.44 14.625 
(200,15,15) 0.30 19.156 
(200,15,15) 0.25 32.047 
(400,15,15) 0.88 7.719 
(400,15,15) 0.66 48.656. 
(400,15,15) 0.53 68.469 
(400,15,15) 0.37 103.750 
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6   Conclusion 

This paper explores what happens if we use the inverse of possibilistic resolution by 
proposing a new method for reasoning in possibilistic logic. It can be considered, in a 
sense, a method dual to possibilistic resolution based reasoning method. What makes 
it promising is that it can be considered a framework for knowledge compilation for 
possibilistic knowledge base. This paper is a first attempt to do this work. Of course 
further work must be done to obtain more refined results. 
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Abstract. Genetic-Fuzzy (GF) approach is used to model color yield in the high temperature 
(HT) polyester dyeing as a function of dye concentration, temperature, and time. The proposed 
method is compared with statistical regression model for their prediction powers using the 
Mean Square Errors (MSE). The results show that the GF model is preferable to the statistical 
regression model in at least two ways. First, it enjoys a better predictive power regarding  
to its minimum MSE. Second, the statistical regression model fails to satisfy the standard re-
quirements.  

Keywords: Fuzzy Inference System, Genetic Algorithm, Statistical Regression, Modeling, 
Polyester Dyeing, Disperse Dye. 

1   Introduction 

Many real world problems are so complex that classical computing methods fail to 
deal with them efficiently. An alternative approach to deal with these problems would 
be soft-computing. This approach includes the fuzzy set theory, the evolutionary 
search methods, and neural networks. The Fuzzy Inference System (FIS) is a power-
ful tool for modeling real systems; its unknown parameters, however, can be adjusted 
when properly coupled with evolutionary search methods such as genetic algorithms. 

Genetic algorithm (GA) [1] is a parallel search method that can be used to find the 
near optimum structure of an FIS. Such a structure is formed by its membership func-
tions and inference operations. The FIS knowledge base is usually defined by an ex-
pert and a genetic algorithm may be used to accompany the expert experiences for 
achieving higher performance.  

Once soft computing methods were developed, many attempts were made to apply 
them in textile research. Sztandera and Pastore reviewed soft computing methods [2]. 
Hung and Hue used FIS to control continuous dyeing [3]. Jahmeerbacusa et al studied 
fuzzy dye bath pH control in exhaust dyeing [4]. Marjoniemi and Mantysalo applied 
Adaptive Neuro Fuzzy Inference Systems (ANFIS) in modeling dye solution and con-
centration [5,6]. Tavanai et al used fuzzy regression method to model the color yield 
in dyeing [7]. Callhof and Wulfhort applied ANFIS [8], Veit et al employed Neural 
Networks [9], and Nasiri used fuzzy regression in texturing [10]. Guifen et al used 
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neural network techniques to predict the Warp Breakage rate in weaving [11]. Predict-
ing the properties of Melt Spun Fibers by neural network was studied by Chung-Feng 
[12]. Jeng-Jong used genetic algorithm to obtain the best combination of weaving  
parameters for woven fabric designs [13]. Sette et al used soft computing techniques 
to Fiber-to-Yarn production process [14]. Blaga studied the application of genetic  
algorithms to knitting technology [15]. An automatic textile sales forecast using fuzzy 
treatment of explanatory variables was used by Thomassey et al [16]. Peeva and Kyo-
sev examined fuzzy relational calculus theory with applications in various engineer-
ing subjects such as textile [17].  

In this paper, FIS is used to model the dyeing process. The genetic algorithm is 
then applied to tune the weights of FIS rules with the objective of achieving lower 
MSE levels in test data.  

The paper is arranged along the following lines. Section 2 provides a description of 
dyeing process. Methods of modeling are discussed in Section 3. The performance of 
the proposed method is compared with that of statistical regression in Section 4.  
Finally, a brief conclusion will be presented in Section 5. 

2   Dyeing 

The most important man-made fiber is polyester which is produced by the  
melt-spinning process [18]. The dyeing of polyester is limited only to disperse dyes. 
However, the penetration of disperse dyes is hampered by the compact structure of 
polyester fibers under normal dyeing conditions. Dyeing of polyester fibers, thus, re-
quires special conditions such as high temperature (≈130ºC), dry heat (190 - 220ºC), 
or the use of a carrier in the dye bath. The chemical structure of disperse dyes con-
tains polar groups but there are no ionic groups present, leading to their very low 
solubility in water [19, 20].  

Temperature, time, and disperse dye concentration are the primary factors affecting 
color yield when dyeing polyester. The relative importance of these factors can be 
seen in models representing color yield as a function of these parameters. These mod-
els may also have applications in processing and cost minimization.  The main objec-
tive of this study is to develop a model of color yield for polyester dyed in the high 
temperature dyeing process. Statistical regression and Genetic-Fuzzy System are used 
in developing the model. The color yield is designated as K/S, representing the ratio 
of the light absorbed by an opaque substrate to the light scattered from it. This ratio is 
calculated from Kubelka-Munk relation [21]: 

(K/S)λ=(1-Rλ)2 /(2Rλ) (1) 

3   Modeling of Polyester Dyeing 

The present study aims to model variations of color yield of C.I. Disperse Blue 266 
versus time, temperature, and disperse dye concentration in the high temperature (HT) 
polyester dyeing process using the GF approach and the statistical regression method. 
A total number of 120 polyester samples were dyed according to the conditions in 
Table 1. The models based on statistical regression and GF approaches were devel-
oped and compared. Finally, the models were used for 120 polyester samples, which 
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hade been dyed with C.I. Disperse Brown 1 according to conditions in Table 1. It 
should be mentioned that C.I. Disperse Brown 1 has a chemical structure similar to 
that of C.I. Disperse Blue 266. 

Table 1. Dyeing conditions  

Dye Concentration (%owf) 0.75  1.5    3      4.5    6 
Temperature )( C°  100   110   115  120   120  125  130 

Time (min) 12     24     36    48 

3.1   Modeling by Statistical Regression 

A general multiple regression for modeling the color yield can be considered to take 
the following form: 

Y = A0+ A1X1+ A2X2+ A3X3 (2) 

The least squares method is used to obtain the coefficients in the above equation. 
The statistical regression model is then obtained as fallows: 

K/S=-79.4+0.71Conc+0.11Time+1.54Temp 

To verify the necessary statistical regression conditions, the following four conditions 
can be used [22]: 

1. Linear form for the normal plot of the residuals. 
2. I chart of residuals should lie between the upper and lower control limits without 

any specific pattern. 
3. The residuals histogram should be of an approximately normal form. 
4. Residuals versus fitted values should show no specific pattern.  

The information on the statistical regression model for C.I. Disperse Blue 266 is 
shown in Figure 1. It is seen that this statistical model cannot be accepted with regard 
to the four conditions mentioned above.  
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Fig. 1. Plot of Residuals for K/S of C.I. Disperse Blue 266 
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The statistical regression model was obtained for C.I. Disperse Brown 1 along the 
following lines: 

K/S=-74.7+0.64Conc+0.12Time+3.46Temp 
This model, similar to that for C.I. Disperse Blue 266, fails to meet the necessary 

conditions. 

3.2   Variations of Color Yield in Terms of Time, Temperature, and Dye 
Concentration  

Figures 2 and 3 show variations in K/S function for the variables temperature, time 
and concentration in the case of C.I. Disperse Blue 266. The following observations 
can be made in these figures.  

 

 
Fig. 2. K/S in terms of temperature and concentration 
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Fig. 3. K/S in terms of time and concentration 
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According to Figure 2, which shows the effect of temperature on K/S values of 
dyed samples at times 12, 24, 36 and 48 (min), there is a mild upward trend in K/S 
variations with increasing temperature, but a sharp rise at higher concentrations.  

Figure 3 shows the effect of time on color yield of dyed samples at different  
temperatures of 100,110,115,120,125 and 130 °c. It is seen that the K/S values of the 
samples rise steadily with time and reach a peak especially for lower dyestuff concen-
trations, a trend which seems to continue onwards from a temperature of 115°c up-
wards,. In the same way, this figure indicates that differences in K/S values of  
samples dyed at different dyestuff concentrations are more significant at higher  
temperatures. 

In view of the above figures, especially Figure 2, it is clearly observed that dye 
concentration has a greater effect on K/S value than time does. In conclusion, the  
results show that temperature and concentration are more effective than time in the 
dyeing process.   

3.3   Genetic-Fuzzy Approach to Modeling the Dyeing Process 

The Fuzzy Inference System, representing the color yield of C.I. Disperse Blue 266 as 
a function of time, temperature, and disperse dye concentration in the high tempera-
ture (HT) polyester dyeing, was developed along the following lines [23,24]: 

First, membership functions for input and output variables have been determined. 
Tables 2 and 3 show the ranges of input and output variables, defined in terms of 
polyester dyeing conditions. The Gaussian membership function was used for all in-
put and output variables. The values for mean and standard deviation of membership 
function for each variable are given in Tables 2 and 3. 

Table 2. Parameters of fuzzy set for input variables 

Fuzzy set Concentration Time  Temperature 
 Mean Std Mean Std Mean Std 
Low 1.28 0.848 13.1 14.2 100 9.61 
Medium 3.38 0.891 - - 119 1.64 
High 5.87 1.33 44.4 11.7 129 3.97 

Table 3. Parameters of fuzzy set for output variable 

Fuzzy set Color yield (K/S) 

 Mean Std 
Very low 3.29 0.625 
Low 4.11 1.42 
Medium 12.8 1.69 
High 19.3 1.86 
Very high 29.8 223 

In the second stage, the nine rules below were defined according to the physical 
and chemical structure of polyester fiber, HT dyeing of polyester, and the behavior  
of 120 samples dyed in C.I. Disperse Blue 266: 
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1. If (temperature is low) and (time is low) and (concentration is low), then 
(K/S is very low). 

2. If (temperature is medium) and (concentration is high), then (K/S is high). 
3. If (temperature is high) and (concentration is low), then (K/S is medium). 
4. If (temperature is high) and (concentration is medium), then (K/S is high). 
5. If (temperature is low) and (time is high) and (concentration is low), then 

(K/S is very low). 
6. If (temperature is high) and (concentration is high), then (K/S is very high). 
7. If (temperature is medium) and (time is low) and (concentration is high), 

then (K/S is medium). 
8. If (temperature is medium) and (time is high) and (concentration is high), 

then (K/S is high). 
9. If (Temperature is low) and (time is low) and (concentration is high), then 

K/S is low. 

Finally, the weights of the rules were tuned using a genetic algorithm. The popula-
tion size of GA was 100 divided in 5 sub-populations. The Line recombination with 
mutation features [25] method was used for a crossover, and mutation of real-valued  
 

w1 w2 w3 … w9 

Fig. 4. The chromosome structure of the genetic algorithm 

 

Fig. 5. The convergence of GA to a near optimum FIS 

 

Fig. 6. K/S of dyed samples and predicted K/S by GF 



 Applying Genetic-Fuzzy Approach to Model Polyester Dyeing 615 

 

population [26] method was used for mutation. The crossover rate, mutation rate, and 
insertion rate were adjusted to 0.8, 0.11 and 0.95, respectively. Figure 4 shows the 
structure of chromosomes in this application. The convergence behavior of GA for a 
sample run is shown in Figure 5. 

Figure 6 shows the results for the GF approach applied to 120 dyed samples of  
C.I. Disperse Blue 266. 

4   Comparison of Statistical Regression and Genetic-Fuzzy 
Approaches 

In a manner similar to the one described above, the proposed method was applied to 
C.I. Disperse Brown with no changes in the FIS designed for the previous dye but 
with changes in rule weights. An MSE of 4.187 was obtained, which is smaller than 
the values for the statistical regression and the fuzzy inference system approaches. 
Table 4 shows a comparison of the predictive powers by different models, using 
Mean Square Errors (MSE). 

Table 4. Parameters of fuzzy set for output variables 

MSE Blue Brown 
Statistical Regression 3.382 4.474 
Fuzzy Inference System 3.307 4.446 
Genetic-Fuzzy Approach 2.410 4.187 

On the basis of the above considerations, it can be said that the GF approach provides an 
appropriate method to predict the color yield.  

5   Conclusion 

Soft computing has been applied to model the dyeing process. We have predicted the 
color yield in terms of time, temperature, and disperse dye concentration in the high 
temperature (HT) polyester dyeing process using statistical regression and Genetic-
Fuzzy approaches. We have found that the prediction performance is best for the GF 
approach. Using GA for simultaneous tuning of both rule weights and the parameters 
of membership functions may lead to better results. This can be further investigated in 
future studies. 
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Abstract. Fault detection in gear train system is important in order to transmitting power effec-
tively. The artificial intelligent such as neural network is widely used in fault diagnosis and 
substituted for traditional methods. In rotary machinery, the symptoms of vibration signals in 
frequency domain have been used as inputs to the neural network and diagnosis results are ob-
tained by network computation. However, in gear or rolling bearing system, it is difficult to  
extract the symptoms from vibration signals in frequency domain which have shock vibration 
signals. The diagnosis results are not satisfied by using artificial neural network, if the training 
samples are not enough. The Bayesian networks (BN) is an effective method for uncertain 
knowledge and less information in faults diagnosis. In order to classify the instantaneous shock 
of vibration signals in gear train system, the statistical parameters of vibration signals in time-
domain are used in this study. These statistical parameters include kurtosis, crest, skewness fac-
tors etc. There, based on the statistical parameters of vibration signals in time-domain, the fault 
diagnosis is implemented by using BN and compared with two methods back-propagation  
neural network (BPNN) and probabilistic neural network (PNN) in gear train system. 

1   Introduction 

Gearboxes are widely used in rotary machinery in order to transmitting power. The 
definition of the gear fault diagnosis is differentiating faults from vibration signals by 
expert knowledge or experiences when the gear system broke down. The vibration 
signals always carry the important information in the machine. It is important to ex-
tract the symptoms of the vibration signals from accelerometers and use these symp-
toms to classify fault by artificial inference in the gear system. Although the most 
common method of fault diagnosis in rotary machinery is used frequency spectral 
analysis, it is difficult to extract the symptoms from vibration signals in frequency 
domain which have shock vibration signals in gear train system. Dyer and Stewart [1] 
use statistical analysis of vibration signals in time-domain to fault diagnosis in rolling 
element bearing. The symptoms of vibration signals in time-domain could display 
clearly for fault diagnosis in gear train system.  

The traditional fault diagnosis may be influenced by human subjectivity and ex-
perience, and the weighting parameters also designed by human thought. Because the 
rules given by various experts are different, the diagnosis results are not consistent. Re-
cently, BPNN is a kind of neural network which is widely used to solve fault diagnosis 
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problems, which has been innovated by Rumelhart and McClelland [2] and developed 
to be a diagnosis method by Sorsa et al. [3]. Kang et al. [4] extracted frequency symp-
toms of vibration signals to detect faults of electric motor by using BPNN. However, it 
is hard to identify the faults by using frequency spectrum analysis in gear train system, 
because the components of frequency spectrum are complex and ambiguous. And when 
training samples are not enough, the diagnosis results are not accurate for diagnostic 
samples which are not existence within trained samples. The variations of vibration sig-
nals in time-domain are distinct to differentiate faults of gear train system. 

Many artificial neural networks (ANNs) have been proposed before, however, the 
slow repeated iterative process and poor adaptation capability for data restrains the 
ANNs applications. An effective and flexible probabilistic neural network (PNN) 
could overcome these drawbacks. PNN presented in [5] is different from other super-
vised neural network, since the weightings don’t alternate with training samples. The 
output values of PNN are obtained by once forward network computation. Lin et al. 
[6] used PNN to identify faults in dissolved gas content, while using the gas ratios of 
the oil and cellulosic decomposition to create training examples.  

Based on Bayesian principle, the probability can estimate by prior probability of 
previous samples. This method is well used to these problems when the information is 
not enough. BN have proven useful for a variety of monitoring and predictive pur-
poses. Applications have been documented mainly in the medical treatment [7], gas 
turbine engines [8], and industrial fault diagnosis [9]. Chien et al. [10] constructs a 
BN on the basis of expert knowledge and historical data for fault diagnosis on distri-
bution feeder. On the other hand, Giagopulos et al. [11] use Bayesian statistical 
framework to estimate the optimal values of the gear and bearing model parameters 
and be achieved by combining experimental information from vibration measure-
ments with theoretical information to build a parametric mathematical model.  

The statistical parameters of vibration signals in time-domain including waveform, 
crest, impulse, allowance, kurtosis and skewness parameters are proposed by Heng 
and Nor [12]. Due to the statistical parameters could represent the explicit symptoms 
for gear train system and the classification for uncertainty information by using BN, 
in this study, combined these methods to diagnosis faults in gear train system. These 
six statistical parameters of vibration signals in time-domain are used for fault diag-
nosis with BPNN, PNN and BN methods. Also, BN results are compared with both 
methods BPNN and PNN in fault diagnosis of gear train system. 

2   Statistical Parameters of Vibration 

The six statistical parameters of time history have been defined by Heng and Nor [12] 
as follows: 

(a)  The waveform factor shows the indication of shift in time waveform and  
determined by 

rms
W

r.m.s value X
Waveform (X )

mean value X
= =  (1) 

(b) The crest factor shows the indication of peak height in time waveform and  
determined by 
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C
rms

max Xmax  peak
Crest (X )

r.m.s value X
= =  (2) 

(c)  The impulse factor shows the indication of shock in time waveform and  
determined by 

I

max Xmax peak
Impulse (X )

mean value X
= =  (3) 

(d)  The allowance factor shows the indication of plenty in time waveform and  
determined by 

A
r r

max Xmax peak
Allowance (X )

X X
= = , ( )( )1 2 2

1
1 ( )

N

r n
X N x n

=
= ∑  (4) 

where x(n) is time waveform of vibration signal. 
(e)  The skewness and kurtosis factors are both sensitive indicators for the shape of the 

signal, which are relative to third and fourth moment of signal distribution in 
time-domain, respectively. The skewness factor corresponds to the moment of 
third order norm of vibration signal, which is determined by 

3
S

3

M
Skewness (X )

σ
=  (5) 

( ) N 3
3 n 1

M 1 N ( x( n ) X )
=

= −∑ , ( ) N 2 1 2

n 1
( 1 N ( x( n ) X ) )σ

=
= −∑  (6) 

where M3 is the third order moment and σ  is standard deviation. The kurtosis factor 
corresponds to the moment of fourth order norm of vibration signal, which is  
determined by 

4
K

4

M
Kurtosis (X )

σ
= , ( ) N 4

4 n 1
M 1 N ( x( n ) X )

=
= −∑  (7) 

where M4 is the fourth order moment. For kurtosis parameter, the values are 1.5 and 
1.8 for sine and triangle wave signals in time history, respectively; for crest parame-
ter, the values are 1.7 and 1.0 for triangle and square wave signals in time history,  
respectively. Although the simple signals could be checked easily with theoretical 
values of statistical parameters, the vibration signals of gear train system is complex 
and could not checked for different gear faults.  

In this study, the training samples are obtained by simulating corresponding 
gear faults on experimental rotor-bearing system. Besides the normal gear (O1)  
signals, there are two kinds of faults which including tooth breakage fault (O2)  
and wear fault (O3). There are ten training samples for each fault and is listed in 
Table 1. Each training sample have six statistical parameter of vibration signals 
which including waveform, crest, impulse, allowance, kurtosis and skewness pa-
rameters. Similarly, there are five diagnostic samples for each fault and is listed in 
Table 2. 
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Table 1. The training samples of statistical parameters of vibration signals 

Training 
sample 

Parameter 
Test  
No. 

Waveform Crest Impulse Allowance Kurtosis Skewness 

1 1.28748 4.16475 5.36206 6.42607 2.94202 -1.38656 

2 1.33577 4.42759 5.91424 7.23393 3.45039 -1.43746 

3 1.26744 4.90187 6.21281 7.36275 2.8115 -1.36702 

4 1.26649 5.35327 6.77986 8.01719 2.93045 -1.39855 

5 1.28831 4.25197 5.47787 6.55841 3.03643 -1.39166 

6 1.27132 5.16768 6.56977 7.80874 2.89777 -1.38012 

7 1.25515 4.72966 5.93644 6.99951 2.77261 -1.38922 

8 1.2625 6.26067 7.9041 9.34875 2.88097 -1.39203 

9 1.27562 4.9493 6.31342 7.50522 2.95553 -1.39151 

1 

10 1.27298 5.63142 7.16872 8.52778 2.92079 -1.3766 

1 1.27916 4.82934 6.17751 7.34722 3.03417 -1.39694 

2 1.30721 8.2694 10.80986 12.91118 5.376 -1.48271 

3 1.32963 10.52056 13.98841 16.84124 5.03708 -1.43339 

4 1.27883 5.11315 6.53884 7.79305 3.1635 -1.4335 

5 1.25876 6.35699 8.0019 9.45222 2.94453 -1.42286 

6 1.29752 10.30627 13.37261 15.88942 6.08271 -1.46424 

7 1.36039 11.89035 16.17552 19.47433 7.94966 -1.39051 

8 1.3236 9.8308 13.01206 15.63566 4.64462 -1.3523 

9 1.30498 9.86201 12.86971 15.36947 4.70865 -1.39747 

2 

10 1.26212 5.49845 6.93971 8.19017 2.92291 -1.39796 

1 1.68451 11.44801 19.28425 25.26632 14.76671 -0.99271 

2 1.68947 10.91075 18.43343 23.91418 16.44452 -0.95952 

3 1.70213 10.60673 18.05407 23.92433 14.38681 -1.01801 

4 1.58438 10.36547 16.42281 21.0378 11.10712 -1.05348 

5 1.53747 11.87461 18.2568 22.97949 12.0315 -1.10121 

6 1.7177 11.00257 18.89916 25.00289 15.44512 -1.07667 

7 1.63984 11.55684 18.95141 24.56436 14.65595 -1.05854 

8 1.54895 10.27717 15.91886 20.20572 9.62844 -1.08054 

9 1.60122 10.12086 16.20569 20.79312 11.47277 -0.99938 

3 

10 1.67369 10.68908 17.89025 23.13652 16.18965 -0.99548 

Table 2. The diagnostic samples of statistical parameters of vibration signals 

Diagnostic 
sample 

Parameter 
Test  
No. 

Waveform Crest Impulse Allowance Kurtosis Skewness 

1 1.28083 4.9557 6.34742 7.57411 2.92901 -1.37241 

2 1.27573 4.24116 5.41058 6.45568 2.86223 -1.38532 

3 1.2797 4.25527 5.44549 6.50587 2.91428 -1.39213 

4 1.25417 3.88207 4.86876 5.75323 2.73299 -1.39766 

1 

5 1.25061 4.49917 5.62672 6.62779 2.65127 -1.36925 

1 1.28311 7.37059 9.45725 11.26441 3.39816 -1.41329 

2 1.31473 7.68456 10.10314 12.19807 3.79101 -1.43346 

3 1.29129 6.41499 8.28359 14.92663 3.12193 -1.38309 

4 1.29454 6.84103 8.85602 10.61262 3.44279 -1.42621 

2 

5 1.29993 7.1357 9.27591 11.12575 3.66325 -1.45471 

1 1.36765 11.41049 19.02875 24.67334 15.31862 -0.95438 

2 1.53771 10.51913 16.17538 20.65024 8.64434 -1.0645 

3 1.54835 11.44328 17.71818 22.44819 11.37889 -1.12111 

4 1.62486 11.48614 18.66335 24.16117 12.91246 -1.06472 

3 

5 1.60378 11.81417 18.94734 24.71282 10.43235 -1.05344 
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3   Bayesian Networks 

According to Bayes’ theorem [13] for a hypothesis H and an evidence E been giving 
the conditional (posterior) probability can be determined by  

P( E H ) P( H )
P( H E )

P( E )

×
=  (8) 

where P( H E )  is the posterior probability for H giving the information that the  

evidence E is true, P( H )  is the prior probability of H, and P( E H )  is the probability 

for evidence E giving the information that the hypothesis H is true.  
Perrot et al. [14] used Gaussian probability distribution law to conditional prob-

ability density function. The equation of a Gaussian probability law generalized to n 
dimensions is 

-1 T
i j i j i ji 2 1 2

1 1
P(E H )= exp[- (X -E ) [ j ] (X -E ) ]

2(2 ) (det [ j ])
Γ

π Γ
 (9) 

where Xi and Ej are i-component row vector for statistical parameters and mean values 
for j-th category. [ j ]Γ  is the i× i covariance matrix for j-th category. In this study, a 
Bayesian network is designed with six statistical parameters (i=1,2,…,6) and three 
gear faults (j=1,2,3). The equation of covariance matrix [ j ]Γ  as follow: 

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

11 1n

21 2n

m1 mn

L L

L L
[ j ]

L L

Γ

L

L

L

,  =

=
= −

∑
∑

10
( j ) ( j ) 2

m n10
( j ) ( j ) k 1

mn m n
k 1

( x ( k ) x ( k ))

L x ( k ) x ( k )
10



  (10) 

where m=n=1,2,…,6. Lmn is the covariance value between xm and xn. Three probability 
density values

j
P( E H )  are obtained by Eq. (9) with statistical parameters of diagnos-

tic sample. The max probability density value jP( E H )  represents the decision classi-

fication belongs to j-th category. And the posterior for j-th category as follow: 

j
j 3

j
j 1

P(E H )
P(H E)=

P(E H )
=
∑

 
(11) 

4   Back-Propagation Neural Network 

A BPNN [3] is designed to fault diagnosis in gear train system which is composed by 
six input nodes, forty hidden nodes and three output nodes. The inputs and outputs 
variables are arrayed into a vector as express by 

W C I A K S 1 2 3(X ,X ,X ,X ,X ,X ,O ,O ,O )  (12) 

where six elements of inputs represent waveform (XW), crest (XC), impulse (XI),  
allowance (XA), kurtosis (XK) and skewness (XS) factors, and three elements of outputs 
including normal gear (O1), tooth breakage fault (O2) and wear fault (O3).  
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Table 3. The membership function of statistical parameters of vibration signals in time-domain 

  Level
Parameter VS (1 0 0 0 0) S (0 1 0 0 0) M (0 0 1 0 0) L (0 0 0 1 0) VL (0 0 0 0 1)

Waveform W
X <1.2665

W
1.2665 X <1.2749

W
1.2749 X <1.2942

W
1.2942 X <1.3296

W
X 1.3296

Crest C
X <4.8293

C
4.8293 X <5.6314

C
5.6314 X <7.9098

C
7.9098 X <10.1209

C
X 10.1209

Impulse I
X <6.1474

I
6.1474 X <7.1687

I
7.1687 X <10.1717

I
10.1717 X <13.3726

I
X 13.3726

Allowance A
X <7.2594

A
7.2594 X <8.5278

A
8.5278 X <12.1927

A
12.1927 X <15.8894

A
X 15.8894

Kurtosis K
X <2.8810

K
2.8810 X <2.9820

K
2.9820 X <3.5942

K
3.5942 X <5.3926

K
X 5.3926

Skewness S
X <-1.4205

S
-1.3847 X <-1.3215

S
X -1.3215

S
-1.4205 X <-1.3920

S
-1.3920 X <-1.3847

 

Since these statistical parameters have been used as inputs to the BPNN which 
used sigmoid function to activated function, the inputs and outputs of diagnostic net-
work can be normalized into a range from 0 to 1 and are classified into several levels 
except for the skewness factor which is normalized into a range from -1 to 0. Too 
many levels are chosen caused the redundant computation, contrariwise, too few  
levels are chosen caused the ambiguous classification. In order to obtain the explicit 
classification, in this study, these statistical parameters are classified into five levels, 
one fifth, two fifths, three fifths and four fifths of total sample can be designated to be 
level limits of very small(VS), small(S), medium(M), large(L) and very large(VL) 
levels. Thus, the five levels of membership functions are expressed in Table 3. Thus, 
there are thirty neurons(Fi) in fuzzy layer.  

The connections between the fuzzy and hidden layers, the hidden and output layers 
are weighting coefficient wij and wjk, respectively. The input and output of the j-th 
neuron in the hidden layer respectively can be expressed by 

1

30

j ij i
i

net w F
=

=∑ , = = +j j jO f ( net ) 1/(1 exp(-net ))  (13) 

where Fi is the i-th fuzzy neuron, wij is the weighting coefficient between the i-th  
neuron in the fuzzy layer and the j-th neuron in the hidden layer. f ( )⋅  is the sigmoid 
function adopted to be the activation function. The output of BPNN can be expressed 
by 

=

=∑
m

k j jk
j 1

net O w , k=1,2,3, = = +k k kO f ( net ) 1/(1 exp(-net ))  (14) 

where m is the neuron number in the hidden layer, wjk is the weighting coefficient  
between the j-th neuron in the hidden layer and the k-th neuron in the output layer.  

The BPNN is trained using the error between the actual output and the ideal output, 
to modify wij and wjk until the output of BPNN is close to the ideal output with an  
acceptable accuracy. On the basis of the gradient descent method for the minimization 
of error, the correction increments of weighting coefficients are defined to be propor-
tional to the slope, related to the changes between the error estimator and the weight-
ing coefficients as  

ij
ij

E
w

w
Δ η ∂= −

∂
, jk

jk

E
w

w
Δ η ∂= −

∂
 (15) 
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where η is the learning rate used for adjusting the increments of weighting coeffi-
cients and controls the convergent speed of the weighting coefficients. E is the error 
estimator of the network and is defined by 

( )
= = =

= = −∑ ∑∑
N N 3

2

p k k p
p 1 p 1 k 1

1 1
E E T O

2 2
 (16) 

where N is the total number of training samples. (Tk)p is the ideal output of the p-th sam-
ple and (Ok)p is the actual output of the p-th sample. Substituting equation (16) into 
equation (15) and executing derivations give the increments of weighting coefficients as 

( ) ( )′= = ⋅ ⋅ − ⋅jk k j k k k jp
w O f net T O OΔ ηδ η  (17) 

for the output layer, and 

′= = ⋅ ⋅ ⋅ ⋅ij j i jk k j iw O w f ( net ) OΔ ηδ η δ  (18) 

where ( )f ′ ⋅  is the first derivation of f ( )⋅ . 

5   Probabilistic Neural Network 

A PNN [5] is designed to fault diagnosis in gear train system and the input and output 
nodes are the same as the BPNN. PNN is different with other supervised neural net-
work, since the weighting coefficients values don’t alternate with training samples. 
Because the numbers of the hidden nodes represents the training samples, the connec-
tions between the input and hidden layers are initial weighting coefficient wij which 
indicates the symptom sets of the training samples. The connections between the hid-
den and output layers are weighting coefficient wjk which indicates the fault sets of the 
training samples. The input of the j-th neuron in the hidden layer can be expressed by 

1

6
2

j i ij
i

net (X -w )
=

=∑ , j=1,2…,30 (19) 

where Xi is the i-th input which including waveform (XW), crest (XC), impulse (XI), al-
lowance (XA), kurtosis (XK) and skewness (XS) factors, sequentially. wij is the weighting 
coefficient between the i-th input in the input layer and the j-th neuron in the hidden 
layer. The output of the j-th neuron in the hidden layer can be obtained by  

= 2
j jO exp(-net /2 )σ  (20) 

where σ  is the smoothing parameter of gauss function. The output of PNN can be 
expressed by 

30

k j jk
j 1K

1
net O w

N =

= ∑ , k=1,2,3 (21) 

where wjk is the weighting coefficient between the j-th neuron in the hidden layer and 
the k-th neuron in the output layer, and also indicates the fault sets of the training 
samples. Then, the output Ok of the PNN can be obtained by 

= =k r k
r

net maxnet , O 1 , r=1,2,3 (22) 
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6   Case Studies 

6.1   Experiment Set-Up 

The experiment equipment of gear train system is shown in Figure 1. It consists of a 
motor, a converter and a pair of spur gears in which the transmitting gear has 46 teeth 
and the passive gear has 30 teeth. The vibration signals are measured in vertical direc-
tion from two accelerometers that mounted on the bearing housing of gear train  
system. 

  

Fig. 1. The experimental setup of gear train system 

6.2   Neural Network Diagnosis 

When the BPNN accomplish training, using the six statistical parameters and normal-
ized by membership function to compute with the trained weighting coefficients wij 
and wjk and obtained output values. Each value represents a kind of gear fault and the 
output value represents the degree of certainty for corresponding fault. If the value is 
closed to 1, which represent the possibility of the fault is high.  

In Table 4, the diagnosis results by using BPNN are obtained with the trained 
weighting coefficients wij and wjk. For fifteen diagnostic samples, there are two and 
one wrong diagnosis results by using BPNN and PNN, respectively. Although, there 
are several advantages of artificial neural network such as the weightings of neural 
network are obtained from neural computation and the diagnosis results by using arti-
ficial neural network are objective than traditional expert’s experiences, the diagnosis 
results are not accurate completely when the diagnostic samples are not within the 
range of trained samples. Because the membership function is designed with subjec-
tive experiences, the diagnosis results by using BPNN with membership function 
could not obtained the accuracy results completely. 

6.3   Bayesian Networks Diagnosis 

According to Eq. (9), the diagnosis results by using BN are listed on Table 4. In BN 
classifier, for the three kinds of diagnostic samples, the posterior probabilities for gear 
faults are calculated and the decision is made for the maximum one. There is no 
wrong diagnosis result by using BN. It is accurate and easy to classify each gear fault 
for diagnostic samples by using BN method than both methods BPNN and PNN. 
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Table 4. The certainty of diagnosis result due to BN, BPNN and PNN 

O1 O2 O3 Diagnostic 
sample 

Faults
Test No. BN BPNN PNN BN BPNN PNN BN BPNN PNN 

1▲ 0.942 0.088 1 0.058 0.943 0 0 0.133 0 
2 0.971 0.582 1 0.029 0.068 0 0 0.177 0 
3 0.965 0.527 1 0.035 0.042 0 0 0.055 0 
4 0.982 0.971 1 0.018 0.030 0 0 0.031 0 

1 

5 0.977 0.958 1 0.023 0.499 0 0 0.022 0 

1▲ 0.229 0.935 0 0.771 0.110 1 0 0.008 0 
2 0.109 0.047 0 0.891 0.830 1 0 0.001 0 
3  0.001 0.230 1 0.999 0.525 0 0 0.013 0 
4 0.305 0.255 0 0.695 0.579 1 0 0.026 0 

2 

5 0.145 0.270 0 0.855 0.575 1 0 0.006 0 

1 0 0.029 0 0 0.024 0 1 0.981 1 
2 0 0.029 0 0 0.024 0 1 0.981 1 
3 0 0.029 0 0 0.024 0 1 0.981 1 
4 0 0.029 0 0 0.024 0 1 0.981 1 

3 

5 0 0.029 0 0 0.024 0 1 0.981 1 
BN: Bayesian networks, BPNN: Back-propagation neural network, PNN: Probabilistic neural  
network., ▲: Wrong result by using BPNN, : Wrong result by using PNN. 

7   Conclusions 

This study used six statistical parameters of vibration signals in time-domain to fault 
diagnosis in gear train system. The diagnosis results by using BN are better accurate 
than BPNN and PNN in Table 4.  

Besides, it spends little time to obtain the diagnosis results than BPNN and PNN, 
because the connections weightings between inputs and outputs in BN are probability 
computation which differs from BPNN and PNN. Thus, the fault diagnosis results in 
gear train system by using BN not only represent high accuracy but also have fewer 
calculations than both methods BPNN and PNN. 
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Abstract. A computationally effective algorithm of combining PSO with AIS for solving the 
minimum makespan problem of job shop scheduling is proposed. In the particle swarm system, 
a novel concept for the distance and velocity of a particle is presented to pave the way for the 
job-shop scheduling problem. In the artificial immune system, the models of vaccination and 
receptor editing are designed to improve the immune performance. The proposed algorithm ef-
fectively exploits the capabilities of distributed and parallel computing of swarm intelligence 
approaches. The algorithm is examined using a set of benchmark instances with various sizes 
and levels of hardness and compared with other approaches reported in some existing litera-
tures. The computational results validate the effectiveness of the proposed approach. 

1   Introduction 

The job shop scheduling problem (JSSP) is a very important practical problem in both 
fields of production management and combinatorial optimization. The JSSP has 
drawn the attention of researchers for the last three decades, but because scheduling 
problems vary widely according to specific production tasks and most of them are 
strongly NP-hard problems such that some test problems of moderate size are still 
unsolved. As a matter of fact, only small size instances of the problems can be solved 
within a reasonable computational time by exact optimization algorithm such as 
branch and bound [1] and dynamic programming (DP) [2]. By contrast, approximate 
and heuristic methods make a tradeoff between solution quality and computational 
cost. These methods mainly include dispatching priority rules [3], shifting bottleneck 
approach [4], tabu search [5] and have made considerable achievement. In recent 
years, much attention has been devoted to meta-heuristics with the emergence of new 
techniques from the field of artificial intelligence such as genetic algorithm (GA) [6], 
simulated annealing (SA) [7], artificial immune system (AIS) [8], and so on. Among 
the meta-heuristic algorithms, GA has been used with increasing frequency to address 
scheduling problems and may not remain much room for the improvement,  
however, the use of the particle swarm optimization (PSO) and AIS for the solution of 
                                                           
* Corresponding author. 
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scheduling problems has been scarce, especially the PSO. Besides, many research 
results of the JSSP show that it is difficult to obtain a good-enough solution only by 
single search scheme. Motivated by these perspectives, we propose a novel hybrid 
algorithm for the job shop scheduling problem based on particle swarm optimization 
and artificial immune system in this paper. 

2   Representation for JSSP and Initial Schedule Generation 

The job shop problem studied in the paper consists of scheduling a set of jobs on a set 
of machines with the objective to minimize the makespan, i.e., the maximum of com-
pletion times needed for processing all jobs. Each machine can handle at most one job 
at a time. Each job consists of a chain of operations to be processed in a specified  
sequence, on specified machines, and during an uninterrupted time period. 

Before solving the JSSP, we describe a proper representation for the solution of the 
problem, namely a scheduling. In this paper, an operation-based representation is 
adopted, which uses an unpartitioned permutation with m-repetitions of job numbers 
for the problems with n jobs and m machines. A job represents a set of operations that 
has to be scheduled on m machines. In this formulation, each job number occurs m 
times in the permutation. By scanning the permutation from left to right, the k-th oc-
currence of a job number refers to the k-th operation in the technological sequence of 
this job.  

A good initial solution is fundamental for the computational performance of the 
search algorithm. In this paper, a new scheduling initialization algorithm is proposed 
based on the well-known algorithm of Giffler and Thompson to produce the active 
schedules. The brief outline of the algorithm is as follows: 

Step 1:  Let set A contain the first schedulable operation of each job. Let 0=kms , for 
all the operation ),( mk  in set A , where kms  is the earliest time at which the 
operation ),( mk can start. 

Step 2:  Calculate )min()( kmkm psAt += , for all the operation Amk ∈),( ,where kmp  
is the processing time of operation ),( mk .  

Step 3:  Set up set M , for all operation Amk ∈),( , if )(Atskm < , then put the  
machine m  into set M . 

Step 4:  Set up set G , randomly select a machine *m  from set M , for all the opera-
tions Amk ∈),(  , put the operation ),( mk  into set G  if it is processed on the 
machine *m . 

Step 5:  For all the operations Gmk ∈),( * , calculate the earliest completed time of 
job k  if the operation ),( *mk  is currently processed, let *k denote the job 
which is completed lastly. 

Step 6: Select the operation ),( ** mk from set G  and append it to the schedule. 
Step 7:  Delete the operation ),( ** mk  from set A , then subjoin its immediate succes-

sor into set A . 
Step 8:  Update kms  in set A  and then return to step 2 until A is empty, namely all the 

operations are scheduled. 
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According to the algorithm proposed by Giffler and Thompson, the operation with 
an early start time and a minimum processing time possesses a high priority to be 
scheduled. In our algorithm, besides the above rule, we also consider the degree of the 
effect on the makespan when a schedulable operation is delayed in current schedule 
set. So we first need to calculate the earliest finishing time of each job in the current 
schedule set and find the job with the longest finishing time, the effect on the 
makespan is great when its corresponding current operation is delayed. So the corre-
sponding current operation of the job has a high priority to be scheduled just as the 
Step 5 stated. 

3   PSO-Based Scheduling Algorithm 

The particle swarm optimization (PSO), originally developed by Kennedy and Elber-
hart [9], is a method for optimizing hard numerical functions based on swarm intelli-
gence. A swarm consists of individuals, called particles, which change their positions 
over time. Each particle represents a potential solution to the problem. In a PSO sys-
tem, particles fly around in a multi-dimensional search space. During its flight each 
particle adjusts its position according to its own experience and the experience of its 
neighboring particles. The effect is that particles move towards the better solution ar-
eas, while still having the ability to search a wide area. The performance of each par-
ticle is measured according to a pre-defined fitness function.  

The conventional particle swarm optimization cannot be applied to the JSSP di-
rectly. In this section, we describe the formulations of the proposed PSO algorithm for 
the JSSP. Firstly, the concept of the difference of the locations is extended. Let us 
present the similarity measure of two particles. Denote the i th and the j th particles 

in a D -dimensional space as ),,,,( 1 iDidii xxxX KK=  and ),,,,( 1 jDjdjj xxxX KK= , 

respectively. Define functions  

⎩
⎨
⎧

=
0
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)(ks    
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=
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=
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)(),( .                  (1) 

where ),( ji XXS  is called the similarity measure between particle iX  and particle 

jX . Let )( iXf  denote the fitness of particle i  and assume that CXf i ≤≤ )(0 , 

},2,1{ ni L∈∀ , where n  is the population size. The difference of the locations  

between two particles, namely “distance”, is redefined by the following equation: 

])),((|)()(|[)( DXXSDCXfXfkXXdis jijiji −⋅+−⋅⋅=− βα .             (2) 

where D  is the dimension of a particle, k is a positive integer called acceleration  
coefficient, and α and β  are two positive weights, which can be ascertained by trial 

and error and satisfy the relation that the sum of α and β  is equal to 1. In this paper, 

α and β  is taken as 0.7 and 0.3, respectively. It is obvious that 

1|)()(|0 ≤−≤ CXfXf ji  and 1)),((0 ≤−≤ DXXSD ji . 
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Correspondingly, the concept of the velocity is also extended. The velocity is  
defined as the times of “adjustment operation”. The brief outline of the adjustment  
algorithm is as follows. 

Let ),,,,( 1 Dk xxxX KK= and ),,,,( 1 Dk yyyY KK=  be two particles in a D -

dimensional space respectively. 

Step 1:  Select an index k of location randomly and set an indicator 0=m , if 
,syx kk ==  where s  is the number on location k, go to Step 2, else if 

kk yx ≠ , namely sxk =  and syk ≠ , go to Step 3.  

Step 2:  Scan set }1|{ kixX i <≤=′  and set }1|{ kiyY i <≤=′  from left to right,  

respectively, to find out the times that s  appears, and denote them as 

xtstimesX =′ )(_  and ytstimesY =′ )(_ , respectively. If yx tt > , go to Step 4; 

if yx tt < , go to Step 5; if yx tt = , go to Step 6. 

Step 3: Select a location index j  in the particle Y  randomly, which satisfies sy j =  

and jj xy ≠ . Swap jy  and ky , and set the indicator 1=m , then go to Step 2. 

Step 4: Swap s  which appears after location k  and jy  which satisfies that jj xy ≠ , 

sy j ≠  and kj <  until yx tt = , then go to Step 7. 

Step 5: Swap s  which appears in the front of location k  and jy  which satisfies that 

jj xy ≠ , sy j ≠  and kj >  until yx tt = , then go to Step 7. 

Step 6: If 0=m , reselect an index k  randomly; if 1=m , go to Step 7. 
Step 7: Terminate. 

Using “ ⊕ ” to denote the adjustment operation, the proposed PSO algorithm could 
be performed by the following equations:  

)]()(int[ 2211 idgdidididid xpdisrcxpdisrcwvv −+−+= ,                      (3) 

ididid vxx ⊕= .                                                (4) 

where ]int[⋅  represents the truncation function and )(⋅dis  can be calculated using  

Eq. (8). In this paper, the parameters are taken as 5.0=w , ,8.11 =c and 0.12 =c  . 

4   AIS-Based Scheduling Algorithm 

The artificial immune system (AIS) is rapidly emerging inspired by theoretical immu-
nology and observed immune functions, principles, and models. The efficient mecha-
nisms of immune system, including the clonal selection, learning ability, memory,  
robustness and flexibility, make artificial immune systems useful in many application 
fields. The AIS has appeared to offer powerful and robust information processing ca-
pabilities for solving complex problems. In this section, a new AIS-based scheduling 
algorithm is proposed. The proposed algorithm is built on the principles of clonal se-
lection, affinity maturation and the abilities of learning and memory. The proportional 
model is adopted for the clonal selection in this paper. It is a direct ratio selection 
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strategy and can be used to select a new population according to the direct ratio with 
respect to fitness values. 

4.1   Vaccination 

In this section, a novel vaccination operation is proposed. The regulatory mechanisms 
of the immune system make modulation of the immune response to antigens towards 
those responses that are protective against the pathogen. Similarly to the techniques of 
the vaccine inoculation, we take full advantage of some characteristic information and 
knowledge in the process of solving problem to distill vaccines, and then vaccinate 
some antibodies. The process of vaccination is designed as follows. First, the antibody 
with the highest affinity is recognized, which is called here the best antibody, and 
then an antibody is selected for vaccination. Produce a vector of length j×m for the 
problem of j jobs and m machines which is randomly filled with elements of the set 
{0, 1}. This vector defines the order in which the genes of the newly produced anti-
body are drawn from the best antibody and the selected antibody, respectively. After a 
gene is drawn from one antibody molecule and deleted from the other one, it is ap-
pended to the newly produced antibody molecule. This step is repeated until both the 
best and the selected antibody molecules are empty and the produced antibody con-
tains all the genes involved. An offspring is created using the operator and accepted 
into next population if the affinity value is higher than the original. 

4.2   Mutation 

In immune systems, random changes take place in the variable region genes of  
antibody molecules. Mutations cause structurally different antibody molecules. In the 
artificial immune system for solving the JSSP, the number of mutational genes in an  
antibody molecule is inversely proportional to the antibody affinity. The number of 
mutational genes in an antibody molecule is decided by the following formulation 

η
ηρ

+
−

−−
= ]

))((
int[

minmax

max

ff

ff
bit                                   (5) 

Where bit  is the number of the mutational genes, ]int[⋅  is the truncation function, f  

is the affinity of the mutational antibody, maxf  and minf  are respectively the maximal 

and the minimal affinity in the population, ρ  and η  are respectively the upper bound 

and the lower bound of the mutation bits. The mutation operations are completed by 
selecting bit  positions from the antibody and permuting the genes on these positions 
randomly. The mutated antibody replaces its original regardless of its fitness value. 

4.3   Receptor Editing 

Due to the random nature of the mutation processes, a large proportion of mutating 
genes become non-functional or develop into harmful anti-self specificities. Those 
cells are eliminated by a programmed death process known as receptor editing. The 
proposed receptor editing model embodies the two operations of antibody introduc-
tion and gene shift. If there is no improvement of the highest affinity degree  
for a certain number of generations, the two operations are performed. The antibody  
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introduction is that a certain percentage of antibodies are randomly produced by the 
proposed initialization algorithm in Section 2 and replace the worst antibodies of the 
whole population. The process of the gene shift is described as follows. Randomly  
select some antibodies, for every selected antibody, randomly select a gene of the an-
tibody molecule, make it move backwards in turn and once shift one position until it 
moves λ times, and then λ new antibodies are produced. We replace the original anti-
body by the antibody with the highest affinity among the produced antibodies if it is 
better than the original. 

4.4   AIS-Based Scheduling Algorithm 

The outline of the proposed algorithm based on the AIS can be described as follows: 

Step 1:  Initialize pop_size antibodies as an initial population using the proposed  
initialization algorithm, where pop_size denotes the population size. 

Step 2:  Select m antibodies from the population by the proportional selection model 
and clone them to a clonal library. 

Step 3:  Perform the mutation operation for each of the antibodies in the clonal library. 
Step 4:  Randomly select s antibodies from the clonal library to perform the operation 

of the vaccination. 
Step 5:  Replace the worst s antibodies in the population by the best s antibodies from 

the clonal library. 
Step 6:  Perform the operation of receptor editing if there is no improvement of the 

highest affinity degree for a certain number of generations G. 
Step 7: Stop if the termination condition is satisfied, else repeat Step 2-Step 7. 

In this paper, parameters are taken as 50_ =sizepop , ,30=m 10=s , 80=G . 

5   Hybrid Algorithm Based on the Proposed PSO and AIS 

Based on the models of the proposed PSO and AIS, a hybrid intelligence algorithm 
(HIA) is proposed to solve the JSSP. The objective is to search a scheduling such that 

                )]}(,),(,),2(),1(min{max[))(min( mTiTTTJMT LL=                        (6) 

where )(iT  is the final completion time of machining on the ith machine, )(JMT  is 

the final completion time of all the jobs.  
The fitness and the affinity are evaluated using the following equation 

)(100 JMToptf ii ×=                                                    (7) 

Where if  is the fitness value of the ith particle, and opt  is the theoretical optimal 

makespan for a given problem and the value if  is in the interval (0, 100]. 
The value of the objective function T(JM) can be obtained by the process of decod-

ing. The makespan is produced by the process that assigns operations to the machines 
at their earliest possible starting time by the technological order of each job, scanning 
the permutation from left to right. Then the active decoding is applied, which checks 
the possible blank time interval before appending an operation at the last position, and 
fills the first blank interval before the last operation to convert the semi-active sched-
ule to an active one so that the makespan can be shorter. 
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It is worth mentioning that the fitness and affinity is as pivotal to the guidance of 
the search and clonal selection because the chance of a solution being chosen is de-
termined solely by its objective function value. So their values are linearly adjusted to 
avoid early convergence and ensure the variety of the population.  

The flow chart of the hybrid algorithm is shown in Figure 1. Furthermore, the pro-
posed algorithm stops if the best obtained solution equals the best known makespan or 
if for a given number cnt  of generations there has been no improvement of the best 
solution found so far, where 20000=cnt .  

PSO

fitness-affinity adjustment

makespan computing

initialization

termination

AIS

 population updating

Stop

Yes

No

 
Fig. 1. The flow chart of the hybrid algorithm for the JSSP 

6   Numerical Simulation Results and Comparisons 

The performance of the proposed hybrid intelligence algorithm (HIA) for the JSSP is 
examined by using some test problems taken from the OR-Library [10]. Numerical 
experiments are performed in C++ language on a PC with Pentium IV 1.4 GHz proc-
essor and 256MB memory. The numerical results are compared with those reported in 
some existing literatures using other approaches [8, 11-14], including some heuristic 
and meta-heuristic algorithms. 

Table 1 summarizes the results of the experiments. The contents of the table in-
clude the name of each test problem (Instance), the scale of the problem (Size), the 
value of the best known solution for each problem (BKS), the value of the best solu-
tion found by using the proposed algorithm (HIA), the number of running generations 
(Iterations), the percentage of the deviation with respect to the best known solution 
(RD%), and the best results reported in other literatures. It is worth mentioning that 
the makespan listed in the table is the best obtained from five executions by inching 
the defined fitness function (8), which is changed according to the following equation: 

)()(100 JMToptf ii δ±×=                                            (8) 

where δ  is the tuning parameter and its value is taken as 0, 1 and 2 respectively. The 
proposed algorithm produces quite satisfactory solutions in reasonable amount of it-
erations by tuning only the parameter δ . 
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Table 1. Comparisons of the results between HIA and other approaches 

G o n c a l v e s O m b u k i C o e l l o  A ie x [ 1 3 ] B i n a t o [ 1 4 ]I n s t -

a n c e
S i z e  B K S H I A I t e r a t i o n s

R D

( % ) P a r a m . A [ 1 1 ] L S G A [ 1 2 ] A I S [ 8 ] G P + P R G R A S P

F t 0 6  6 6  5 5 5 5 3  0 . 0 0 5 5 - - 5 5 5 5

F t 1 0  1 0 1 0 9 3 0 9 3 0 8 7 0 4  0 . 0 0 9 3 0 - 9 4 1 9 3 0 9 3 8

F t 2 0  2 0 5  1 1 6 5 1 1 6 5 1 1 0 9 4 4  0 . 0 0 1 1 6 5 - - 1 1 6 5 1 1 6 9

L a 0 5  1 0 5  5 9 3 5 9 3 2  0 . 0 0 5 9 3 - 5 9 3 5 9 3 5 9 3

L a 1 0  1 5 5  9 5 8 9 5 8 4  0 . 0 0 9 5 8 - 9 5 8 9 5 8 9 5 8

L a 1 5  2 0 5  1 2 0 7 1 2 0 7 9 7  0 . 0 0 1 2 0 7 - - 1 2 0 7 1 2 0 7

L a 1 6  1 0 1 0 9 4 5 9 4 5 2 2 7 4 0 . 0 0 9 4 5 9 5 9  9 4 5  9 4 5 9 4 6

L a 1 7  1 0 1 0 7 8 4 7 8 4 7 1 6 0 . 0 0 7 8 4 7 9 2  7 8 5  7 8 4 7 8 4

L a 1 8  1 0 1 0 8 4 8 8 4 8 5 5 4 0 . 0 0 8 4 8 8 5 7  8 4 8  8 4 8 8 4 8

L a 1 9  1 0 1 0 8 4 2 8 4 2 1 1 6 7 0 . 0 0 8 4 2 8 6 0  8 4 8  8 4 2 8 4 2

L a 2 0  1 0 1 0 9 0 2 9 0 2 2 2 9 6 4 2 0 . 0 0 9 0 7 9 0 7  9 0 7  9 0 2 9 0 7

L a 2 1  1 5 1 0 1 0 4 6 1 0 4 6 1 4 3 9 8 9  0 . 0 0 1 0 4 6 1 1 1 4 - 1 0 5 7 1 0 9 1

L a 2 2  1 5 1 0 9 2 7 9 3 2 4 7 3 9 1 0 . 5 4 9 3 5 9 8 9  -  9 2 7 9 6 0

L a 2 3  1 5 1 0 1 0 3 2 1 0 3 2 1 5 9 7 2  0 . 0 0 1 0 3 2 1 0 3 5 - 1 0 3 2 1 0 3 2

L a 2 4  1 5 1 0 9 3 5 9 5 0 1 8 0 2 8  1 . 6 0 9 5 3 1 0 3 2 - 9 5 4 9 7 8

L a 2 5  1 5 1 0 9 7 7 9 7 9 3 1 5 9 3 5  0 . 2 0 9 8 6 1 0 4 7 1 0 2 2 9 8 4 1 0 2 8

L a 2 6  2 0 1 0 1 2 1 8 1 2 1 8 2 1 5 3 2 3  0 . 0 0 1 2 1 8 1 3 0 7 - 1 2 1 8 1 2 7 1

L a 2 7  2 0 1 0 1 2 3 5 1 2 5 6 1 1 4 9 7 8  1 . 7 0 1 2 5 6 1 3 5 0 - 1 2 6 9 1 3 2 0

L a 2 8  2 0 1 0 1 2 1 6 1 2 2 7 1 9 8 7 3 2 0 . 9 0 1 2 3 2 1 3 1 2 1 2 7 7  1 2 2 5  1 2 9 3

L a 2 9  2 0 1 0 1 1 5 2 1 1 8 4 4 2 0 5 9 7 2 . 7 8 1 1 9 6 1 3 1 1 1 2 4 8  1 2 0 3  1 2 9 3

L a 3 0  2 0 1 0 1 3 5 5 1 3 5 5 1 1 9 4 5 4  0 . 0 0 1 3 5 5 1 4 5 1 - 1 3 5 5 1 3 6 8

L a 3 1  3 0 1 0 1 7 8 4 1 7 8 4 1 6 6 4  0 . 0 0 1 7 8 4 1 7 8 4 - 1 7 8 4 1 7 8 4

L a 3 2  3 0 1 0 1 8 5 0 1 8 5 0 6 6 8 0  0 . 0 0 1 8 5 0 1 8 5 0 - 1 8 5 0 1 8 5 0

L a 3 3  3 0 1 0 1 7 1 9 1 7 1 9 1 4 2  0 . 0 0 1 7 1 9 1 7 4 5 - 1 7 1 9 1 7 1 9

L a 3 4  3 0 1 0 1 7 2 1 1 7 2 1 5 5 0 6 5  0 . 0 0 1 7 2 1 1 7 8 4 - 1 7 2 1 1 7 5 3

L a 3 5  3 0 1 0 1 8 8 8 1 8 8 8 7 9 7 9 0 . 0 0 1 8 8 8 1 9 5 8 1 9 0 3  1 8 8 8  1 8 8 8

L a 3 6  1 5 1 5 1 2 6 8 1 2 8 1 5 6 6 1 3 1 . 0 3 1 2 7 9 1 3 5 8 1 3 2 3  1 2 8 7  1 3 3 4

L a 3 7  1 5 1 5 1 3 9 7 1 4 1 5 4 1 2 4 1  1 . 7 2 1 4 0 8 1 5 1 7 - 1 4 1 0 1 4 5 7

L a 3 8  1 5 1 5 1 1 9 6 1 2 1 3 3 4 7 4 1 9 1 . 4 2 1 2 1 9 1 3 6 2 1 2 7 4  1 2 1 8  1 2 6 7

L a 3 9  1 5 1 5 1 2 3 3 1 2 4 6 2 7 6 3 0 2 1 . 0 5 1 2 4 6 1 3 9 1 1 2 7 0  1 2 4 8  1 2 9 0

L a 4 0  1 5 1 5 1 2 2 2 1 2 4 0 2 2 5 8 3 2 1 . 4 7 1 2 4 1 1 3 2 3 1 2 5 8  1 2 4 4  1 2 5 9  

From the table it can be seen that the deviation of the minimum found makespan 
from the best known solution is only on average 0.46%. The proposed algorithm 
yields a significant improvement in solution quality with respect to almost all other 
algorithms. The superior results indicate the successful incorporation of the improved 
PSO and AIS, which facilitates the escape from local minimum points and increase 
the possibility of finding a better solution. 

To illustrate the simulated results more intuitively, the notorious FT10 problem is 
specially described as an example. Figure 2 shows a group of convergence curves for 
different values of the parameter δ . Figure 3 shows the Gantt chart of a best solution. 
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Fig. 2. Convergence curves for different values of the parameter δ  
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Fig. 3. The Gantt chart of an optimal schedule for FT10 

7   Conclusions 

A promising hybrid intelligence algorithm combing an improved PSO and AIS is 
proposed to solve job shop problems. In the PSO system, a novel concept for the dis-
tance and velocity of a particle is presented for the JSSP. In the AIS, the models of 
vaccination and receptor editing are designed to improve the immune performance. 
Besides, a new initialization algorithm based on G&T algorithm is proposed to pro-
duce the initial population in the PSO and AIS. The algorithm is tested on a set of 31 
standard instances taken from the OR-Library. Computational results are compared 
with those obtained using other existing approaches and the proposed approach yields 
significant improvement in solution quality. The superior results indicate the success-
ful incorporation of the two improved swarm intelligence approaches. The investiga-
tion on further study is to extend the proposed algorithm in order that it could be  
applied to more practical and integrated manufacturing problems. 
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Abstract. The selection of appropriate machines is one of the most crucial decisions for a manu-
facturing company to develop an efficient production environment. The aim of this study is to 
propose a fuzzy approach for selecting the best machine. This paper is based on a fuzzy exten-
sion of the TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) method. In 
this method, the ratings of various alternatives versus various subjective criteria and the weights 
of all criteria are assessed in linguistic variables represented by fuzzy numbers. Fuzzy numbers 
try to resolve the ambiguity of concepts that are associated with human being’s judgments. To 
determine the order of the alternatives, closeness coefficient is defined by calculating the dis-
tances to the fuzzy positive ideal solution (FPIS) and fuzzy negative ideal solution (FNIS). By 
using fuzzy TOPSIS, uncertainty and vagueness from subjective perception and the experiences 
of decision maker can be effectively represented and reached to a more effective decision.  

Keywords: Fuzzy logic, multi-criteria decision making, fuzzy TOPSIS, machine selection.  

1   Introduction 

A machine selection is an important decision making process for many manufacturing 
companies. Improperly selected machines can negatively affect the overall performance 
of a production system. Since the selection of machines is a time consuming and diffi-
cult process, requiring advanced knowledge and experience, that it may cause several 
problems for the engineers and managers [1]. The evaluation data of machine selection 
problem for various subjective criteria and the weights of the criteria are usually ex-
pressed in linguistic terms. Thus, in this paper a fuzzy TOPSIS method is proposed, 
where the ratings of various alternatives under various subjective criteria and the 
weights of all criteria are assessed in linguistic terms represented by fuzzy numbers.  

In classical TOPSIS, the ratings and the weights of the criteria are known  
precisely. However, under many conditions, crisp data are inadequate to model real 
life situations since human judgments are often vague and decision makers cannot  
estimate their preferences with an exact numerical value [2]. In fuzzy TOPSIS the  
decision makers use the linguistic variables to asses the importance of the criteria and 
to evaluate the each alternative with respect to each criterion. These linguistic vari-
ables are converted into trapezoidal fuzzy numbers and fuzzy decision matrix is 
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formed. Then normalized fuzzy decision matrix and weighted normalized fuzzy deci-
sion matrix are formed. After FPIS and FNIS are defined, the closeness coefficient of 
each alternative is calculated. According to these values, decision maker can deter-
mine the order of the alternatives and can choose the best one.   

The rest of the paper is organized as follows: in the following section, first, basic 
concepts such as fuzzy sets, fuzzy numbers are tried to be defined; then, in the third 
section fuzzy TOPSIS method is introduced. In Section 4, a numerical example of 
machine selection problem is illustrated.  Lastly, the Section 5 concludes. 

2   Fuzzy Sets and Fuzzy Numbers 

In 1965 Lotfi A. Zadeh proposed a new approach to a rigorous, precise theory of 
approximation and vagueness based on generalization of standard set theory to 
fuzzy sets [3]. Fuzzy set is an extension of a crisp set. Crisp sets only allow full 
membership or no membership at all, whereas fuzzy sets allow partial membership. 
In other words, an element may partially belong to a fuzzy set. Zadeh [4], proposed 
to use values ranging from 0 to 1 for showing the membership of the objects in a 
fuzzy set. Complete non-membership is represented by 0, and complete member-
ship as 1. Values between 0 and 1 represent intermediate degrees of membership 
[5]. The membership degree of the fuzzy set can be described with triangular, trape-
zoidal, Gaussian, sigmodial functions or different functions can be formed [6]. Va-
riety of membership functions of fuzzy sets decrease the ambiguity in decision 
making [7].  

A fuzzy number is a convex fuzzy set, characterized by a given interval of real 
numbers, each with a grade of membership between 0 and 1 [8]. It is possible to use 
different fuzzy numbers according to the situation. Generally in practice triangular 
and trapezoidal fuzzy numbers are used [9].  

2.1   Trapezoidal Fuzzy Numbers  

In applications it is often convenient to work with trapezoidal fuzzy numbers because 
of their computational simplicity, and they are useful in promoting representation and 
information processing in a fuzzy environment. In this study trapezoidal fuzzy num-
bers in the fuzzy TOPSIS is adopted.  

Trapezoidal fuzzy numbers can be expressed as (n1 ,n2 ,n3 ,n4). A trapezoidal fuzzy 
number n~ is shown in Fig. 1.  

                       )(~ xnμ  

 

Fig. 1. A Trapezoidal fuzzy number, n~  

 
1.0 

 
 
 
     n1           n2           n3   

   
x   
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Trapezoidal fuzzy numbers are a special class of fuzzy numbers, defined by four real 
numbers, expressed as (n1 ,n2 ,n3 ,n4 ). Their membership functions are described as: 
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There are various operations on trapezoidal fuzzy numbers. But here, three impor-
tant operations used in this study are illustrated. If we define, two positive trapezoidal 
fuzzy numbers ),,,( 4321 mmmmA = and ),,,( 4321 nnnnB =  then  

  ),,,( 44332211 nmnmnmnmBA ++++=⊕                              (2) 

                   ),,,.( 44332211 nmnmnmnmBA =⊗                                                (3) 

),,,( 4321 kmkmkmkmkA =⊗                                                       (4) 

(k is a positive real number )             
The distance between two trapezoidal fuzzy numbers can be calculated by using 

Euclidean distance as [10]: 

6

)()(2)(2)(
)~,~( 44

2
33

2
22

2
11 nmnmnmnm

nmd v
−+−+−+−

=                        (5) 

3   Fuzzy TOPSIS Method 

In this paper, the extension of TOPSIS method is considered which was originally 
proposed by Chen [11]. But differently from Chen’s approach, in this study the dis-
tance between two fuzzy numbers is calculated by Euclidean distance.  

Table 1. Linguistic variables for importance                  Table 2. Linguistic variables for ratings 
weight of each criterion  

Linguistic Vari-
ables 

Trapezoidal  
Fuzzy Numbers 

Linguistic Variables Trapezoidal 
Fuzzy Num-

bers 
Very Low (VL) 
Low (L) 
Medium Low (ML) 
Medium (M) 
Medium High  (MH) 
High  (H) 
Very High (VH)  

(0, 0, 0.1, 0.2) 
(0.1, 0.2, 0.2, 0.3) 
(0.2, 0.3, 0.4, 0.5) 
(0.4, 0.5 ,0.5, 0.6) 
(0.5, 0.6, 0.7, 0.8) 
(0.7, 0.8, 0.8, 0.9) 
(0.8, 0.9, 1,1) 

Very  Poor (VP) 
Poor (P) 
Medium Poor (MP) 
Fair (F) 
Medium Good (MG) 
Good (G) 
Very Good (VG) 

(0, 0, 1, 2) 
(1, 2, 2, 3) 
(2, 3, 4, 5) 
(4, 5, 5, 6) 
(5, 6, 7, 8) 
(7, 8, 8, 9) 
(8, 9, 10, 10) 
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In this study the importance weights of various criteria and ratings of qualitative 
criteria are considered as linguistic variables. The decision makers use the linguistic 
variables shown in Table 1 and Table 2 to evaluate the importance of the criteria and 
the ratings of alternatives with respect to criteria. 

The fuzzy TOPSIS method can be described by the help of following sets [12]: 

•  a set of K decision-makers called { }KDDDE ,...,, 21= ; 

•  a set of m possible alternatives called; { }mAAAA ,...,, 21= ; 

• a set of n criteria , { }nCCCC ....,,........., 21= ,  with which alternative performances 

are measured; 
•  a set of performance ratings of { }miAi ,.....,2,1==  with respect to criteria 

{ }njC j .,,.........2,1==  called { }njmixX ij ,.......,2,1,,.........2,1, === . 

In a decision committee that has K decision makers; fuzzy rating of each  
decision maker ( )KkDk ,.......,2,1==  can be represented as trapezoidal fuzzy num-

ber ( )KkRk ,.....2,1
~ ==  with membership function )(~ x

kRμ .  

Let the fuzzy ratings of all decision-makers be trapezoidal fuzzy numbers 

( )kkkkk dcbaR ,,,
~ = , .,......,2,1 Kk =  Then the aggregated fuzzy rating can be  

defined as 

( ) KkdcbaR ,....,2,1,,,,
~ ==  where; 

{ }k
k

aa min= ,       ∑
=

=
K

k
kb

K
b

1

1
,       ∑

=

=
K

k
kc

K
c

1

1
,    { }k

k
dd max=          (6) 

Let the fuzzy rating and importance weight of the kth decision maker be 
( )ijkijkijkijkijk dcbax ,,,~ =  and ( )4321 ,,,~

jkjkjkjkijk wwwww = , mi .,.........2,1= , 

nj .,.........2,1=  respectively. Then the aggregated fuzzy ratings ( )ijx~  of alternatives 

with respect to each criterion can be calculated as 

   
( ) ( )ijijijijij dcbax ,,,~ =                                                                                                                   

{ }ijk
k

ij aa min= ,      ∑
=

=
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k
ijkij b

K
b

1

1
,    ∑

=
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k
ijkij c

K
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1

1
,   { }ijk

k
ij dd max=      (7) 

The aggregated fuzzy weights )~( ijw of each criterion can be calculated as:  

( ) ( )4321 ,,,~
jjjjj wwwww = ,                                               (8) 

where 

{ }11 min jk
k

j ww = ,  ∑
=

=
K

k
jkj w

K
w

1
22

1
, ∑

=

=
K

k
jkj w

K
w

1
33

1
,  { }44 max jk

k
j ww =  

Then machine selection problem can be expressed in matrix format as follows: 
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where ( )ijijijjiij dcbax ,,,~ =  and ( )4321 ,,,~
jjjjj wwwww = ; ,,....2,1 mi =  nj ,....2,1=  

can be approximated by positive trapezoidal fuzzy numbers.  
To avoid the complicated normalization formula used in classical TOPSIS, the lin-

ear scale transformation can be used to transform the various criteria scales into a 
comparable scale. Therefore, it is possible to obtain the normalized fuzzy decision 
matrix denoted by [2]: 

[ ]
mxnijrR ~~ =                                                             (9) 

where B and  C are the set of benefit criteria and cost criteria respectively: 
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The normalization method mentioned above is designed to preserve the property in 
which the elements jirij ,,∀  are normalized trapezoidal fuzzy numbers.  

Considering the different importance of each criterion, the weighted normalized 
fuzzy-decision matrix is formed as:  

[ ] njmivV
mxnij ,......,2,1,.....,2,1~~ ===                              (10) 

where, jijij wrv ~(.)~~ = .  

According to the weighted normalized fuzzy-decision matrix, normalized positive 
trapezoidal fuzzy numbers can also approximate the elements jivij ,,~ ∀ . Then, the 

fuzzy positive ideal solution (FPIS, *A ) and fuzzy negative ideal solution (FNIS, 
−A ) can be defined as: 

( )**
2

*
1

* ~,......~,~
nvvvA = ,                                                       (11) 

 ( )−−−− = nvvvA ~,......~,~
21 ,                                                      (12) 

where 

{ }3
* max~

ij
i

j vv =  and { }1min~
ij

i
j vv =−     mi .,.........2,1= , nj .,.........2,1= .   



 Fuzzy Multi-criteria Decision Making Method for Machine Selection 643 

The distance of each alternative from *A  and −A can be calculated as:  

∑
=

=
n

j
jijvi vvdd

1

** )~,~( mi .,.........2,1=                                    (13) 

∑
=

− =
n

j
jijvi vvdd

1

* )~,~( ,     mi .,.........2,1=                              (14) 

where (.,.)vd  is the distance measurement between two fuzzy numbers.  

A closeness coefficient )( iCC  is defined to determine the order of all possible  

alternatives. The closeness coefficient represents the distances to the fuzzy positive 

ideal solution ( *A ) and fuzzy negative ideal solution ( −A ) simultaneously. The 
closeness coefficient of each alternative is calculated as:   

−

−

+
=

ii

i
i

dd

d
CC

*
,  mi .,.........2,1=                                     (15) 

It is clear that 1=iCC  if *AAi = and 0=iCC  if −= AAi . The order of all alterna-

tives can be determined according to the descending order of iCC . [12] 

4   Numerical Example 

Suppose that a textile firm desires to select best printing machine from three alterna-
tives (A1, A2, A3). After the information is taken from three decision makers (D1, D2, 
D3) who are familiar with the machine properties, the hierarchy for the selection of 
the best machine is formed as in Fig. 2.  

 

Fig. 2. Hierarchical Structure of Best Machine Selection Process 

There are five criteria in the hierarchy. These are quality, payment terms, after-sale 
service, capacity and technology. 

Payment 
Terms 

After-Sale 
Service

Capacity  

Selecting Best Machine  

Machine 
A1 

Machine 
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Machine 
A3  

Technology Quality 
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Decision makers use the linguistic variables in Table 1 to evaluate the importance 
of criteria. The importance weights of the criteria determined by these three decision 
makers are shown in Table 3.  

Table 3. Importance weight of criteria from three decision-makers 

Decision-Makers 
Criteria 

D1 D2 D3 

C1 VH VH VH 
C2 MH MH H 
C3 H H H 
C4 MH H MH 
C5 VH H VH 

Three decision makers use the linguistic variables shown in Table 2 to evaluate the 
ratings of candidates with respect to each criterion. The ratings of three candidates 
under five criteria are shown in Table 4.  

Table 4. Ratings of the three candidates by decision-makers under five criteria 

Decision-Makers 
Criteria Alternatives 

D1 D2 D3 
C1  A1 G G MG 

 A2 VG G VG 
 A3 MG G G 

C2  A1 F F MG 
 A2 MG MG MG 
 A3 VG G VG 

C3  A1 G G MG 
 A2 G G G 
 A3 MG F F 

C4  A1 MG MG MG 
 A2 G G VG 
 A3 VG VG VG 

C5  A1 G G VG 
 A2 VG G VG 
 A3 MG F MP 

Then linguistic variables shown in Table 3 and 4 are converted into trapezoidal 
fuzzy numbers to form fuzzy decision matrix as shown in Table 5.  

The normalized fuzzy decision matrix is formed as in Table 6. Then weighted 
normalized fuzzy decision matrix is formed as in Table 7.  
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Table 5. Fuzzy decision matrix and fuzzy weights of three candidates 

 A1 A2 A3 Weight 

C1 (5, 7.3, 7.7, 9) (7, 8.7, 9.3, 10) (5, 7.3, 7.7, 9) (0.8, 0.9,1,1) 

C2 (4, 5.3, 5.7, 8) (5, 6, 7, 8) (7, 8.7, 9.3, 10) (0.5, 0.67, 0.73, 0.9) 

C3 (5, 7.3, 7.7, 9) (7, 8, 8, 9) (4, 5.3, 5.7, 8) (0.7, 0.8, 0.8, 0.9) 

C4 (5, 6, 7, 8) (7, 8.3, 8.7, 10) (8, 9, 10, 10) (0.5,0.67,0.73,0.9) 

C5 (7, 8.3, 8.7, 10) (7, 8.7, 9.3, 10)      (2, 4.7, 5.3, 8) (0.7, 0.87, 0.93,1) 

Table 6. Normalized fuzzy decision matrix    

 A1 A2 A3 

C1 (0.5, 0.73, 0.77, 0.9) (0.7, 0.87, 0.93, 1) (0.5, 0.73, 0.77, 0.9) 

C2 (0.4, 0.53, 0.57, 0.8) (0.5, 0.6, 0.7, 0.8) (0.7, 0.87, 0.93, 1) 

C3 (0.5, 0.73, 0.77, 0.9) (0.7, 0.8, 0.8, 0.9) (0.4, 0.53, 0.57, 0.8) 

C4 (0.5, 0.6, 0.7, 0.8) (0.7, 0.83, 0.87, 1) (0.8, 0.9, 1, 1) 

C5 (0.7, 0.83, 0.87, 1) (0.7, 0.87, 0.93, 1)       (0.2, 0.47, 0.53, 0.8) 

Table 7. Weighted normalized fuzzy decision matrix    

 A1 A2 A3 

C1 (0.4, 0.66, 0.77,0.9) (0.56, 0.78, 0.93, 1) (0.4, 0.66, 0.77, 0.9) 

C2 (0.2, 0.36, 0.42, 0.72) (0.25, 0.4, 0.51, 0.72) (0.35, 0.58, 0.68, 0.9) 

C3 (0.35, 0.58, 0.62, 0.81) (0.49, 0.64, 0.64, 0.81) (0.28, 0.42, 0.46, 0.72) 

C4 (0.25, 0.4, 0.51, 0.72) (0.35, 0.56, 0.64, 0.9) (0.4, 0.6, 0.73, 0.9) 

C5 (0.49, 0.72, 0.81, 1) (0.49, 0.76, 0.86, 1) (0.14, 0.41, 0.49, 0.8) 

After forming weighted normalized fuzzy decision matrix fuzzy positive ideal  
solution (FPIS) and fuzzy negative ideal solution (FNIS) are determined as; 

     ( ) ( ) ( ) ( ) ( )[ ]1,1,1,1,9.0,9.0,9.0,9.0,81.0,81.0,81.0,81.0,9.0,9.0,9.0,9.0,1,1,1,1* =A  

    

[
])14.0,14.0,14.0,14.0(

)25.0,25.0,25.0,25.0(),28.0,28.0,28.0,28.0(),2.0,2.0,2.0,2.0(),4.0,4.0,4.0,4.0(=−A
 

Then the distance of each alternative from FPIS and FNIS with respect to each  
criterion are calculated by using Euclidean distance as;   

34.0
6

)9.01()77.01(2)66.01(2)4.01(
),(

2222
*

1 =−+−+−+−=AAd  
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33.0

6

)9.04.0()77.04.0(2)66.04.0(2)4.04.0(
),(

2222

1 =−+−+−+−=−AAd  

Here only the calculation of the distance of the first alternative to FPIS and FNIS 
for the first criterion is shown as the calculations are similar in all steps. The results of 
all alternatives’ distances from FPIS and FNIS are shown in Table 8 and 9. 

Table 8. Distances between )3,2,1( =iAi and *A with respect to each criterion 

 ),( *
1 AAd  ),( *

2 AAd  ),( *
3 AAd  

C1 0.34 0.22 0.34 
C2 0.51 0.46 0.32 
C3 0.25 0.19 0.37 
C4 0.46 0.34 0.28 
C5 0.29 0.26 0.58 

 

Table 9. Distances between )3,2,1( =iAi  and −A  with respect to each criterion 

 ),( 1
−AAd  ),( 2

−AAd  ),( 3
−AAd  

C1 0.33 0.45 0.33 
C2 0.26 0.30 0.46 
C3 0.34 0.37 0.22 
C4 0.26 0.39 0.44 
C5 0.64 0.67 0.37 

*
id  and −

id  of three alternatives are shown in Table 10. Then closeness coefficient 

of three alternatives are calculated as 

50.0
83.185.1

83.1
1 =

+
=CC       60.0

47.119.2

47.1
2 =

+
=CC        

49.0
82.189.1

82.1
3 =

+
=CC  

Table 10. Computations of −
ii dd ,*  and iCC   

 A1 A2 A3 
*
id  1.85 1.47 1.89 
−
id  1.83 2.19 1.82 

−+ ii dd *  3.68 3.66 3.72 

iCC  0.50 0.60 0.49 
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According to the closeness coefficient of three alternatives it can be said that the 
order of three alternatives is 312 AAA >> . The firm will choose the Alternative 2 as 

its closeness coefficient has the highest value. In other words, the second alternative is 
closer to the FPIS and farther from the FNIS.  

5   Conclusions 

Decision-making process is getting harder in today’s complex environment. Decision-
makers face up to the uncertainty and vagueness from subjective perceptions and  
experiences in the decision-making process. Multi-criteria decision systems need ex-
perts in different areas. Fuzzy decision making theory can be used in many decision 
making areas like that.    

The aim of this study is to propose fuzzy TOPSIS approach for selecting the best 
machine for a firm. Quality, payment term, after-sale service, capacity and technology 
factors were evaluated to obtain the preference degree associated with each machine 
alternative for selecting the most appropriate one. By the help of the fuzzy approach, 
the ambiguities involved in the assessment data could be effectively represented and 
processed to make a more effective decision.  

As a result of the fuzzy TOPSIS method Alternative 2 is the best machine as its 
closeness coefficient is the highest. There are other methods that are used in compar-
ing machines, such as AHP, ELECTRE. These methods have been recently used in a 
fuzzy environment. Further research may be the application of these methods to the 
machine selection problem.  

In this study, the distance between two fuzzy numbers is calculated by using 
Euclidean distance. In future studies, other methods like vertex and Minkowski, 
Hamming, Chebyshev distance can be used in calculating the distance between two 
fuzzy numbers. And the results can be compared.  
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Abstract. Nowadays, information and advanced technology are commonly used. It is certain 
that the societies which benefit from information and technology will be more successful in this 
world where global competition is intensive. So managers must decide fast and right in the 
global competition. The way to decide fast and right is to benefit from the scientific methods 
that increase options and reduce uncertainty. Recently it has seen that decisions are mostly be-
ing made, in one sense in fuzzy. So the importance of fuzzy goal programming, one of opera-
tion research models including fuzzy, has been increasing day by day. The aim of this article is 
to examine fuzzy goal programming model which is one of the models providing the best deci-
sion-making under fuzzy. The article, in the direction of this aim, consists of five parts. In the 
first part, there is a general introduction about the subject. In the second part, it’s mentioned 
about the fuzzy sets and the basic concepts of the membership function. In the third part fuzzy 
goal programming that has common usage area is explained. In the fourth part, fuzzy goal  
programming has applied to a firm with profit and sale goals. In the last part, conclusions and 
findings have been interpreted. 

Keywords: Fuzzy set theory, multi criteria decision making, fuzzy goal programming. 

1   Introduction  

Fuzzy set theory is proposed for developing too simplified models and by this way 
analyzing complicated systems of the real world [1]. Moreover, it helps to decision 
maker not only in evaluating alternatives under the given constraints but also in de-
veloping new alternatives [2]. Fuzzy set theory has provided the real world to be ex-
pressed by mathematics. In this manner by going beyond the boundaries that classic 
mathematics created, it has provided uncertainty to take place in decision making 
processes. By the widespread use of fuzzy set theory nearly in every field of science 
and technology, even ordinary people has found themselves in their daily life sur-
rounded with industrial products that had been produced with this methodology and 
began to use electronical devices whose names begin with “fuzzy”. The studies that 
are such widespread in practice has extended field of effect of the classical quantita-
tive methods’ studies by the new approaches about the decision making in industrial 
systems. Since Zadeh has proposed the fuzzy set theory, it has been used in fields of 
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quantitative methods, management sciences, control theory, systems with artificial  
intelligence and human behaviours [1]. 

2   Fuzzy Sets and Membership Function  

A fuzzy set is a set that has flexible boundaries. Fuzzy set theory is based on generali-
zation of standard set theory and it accepts any value in the [0,1] interval for set 
membership. In fuzzy sets membership degree of an object is defined with a number 
between 0 and 1. Here, complete non-membership is represented by 0, and complete 
membership by 1. And values between these two numbers show the membership  
degree of the object in the set or the partial membership [3]. 

Although special algorithms are developed for membership functions in fuzzy set 
theory, in a lot of applications membership functions that can be expressed parametri-
cally are used for their ease of computation. Determining the appropriate membership 
functions for the applications has a significant place in fuzzy set theory. Because, 
membership functions form the basis of fuzzy set theory [4]. Variety of membership 
functions of fuzzy sets decrease the ambiguity in decisions of managers. Fuzzy set 
theory can be applied to a lot of field of quantitative methods like linear program-
ming, goal programming, multi-objective decision making, dynamic programming, 
queuing models, transportation models, game theory and network analysis [5]. 

3   Fuzzy Goal Programming  

3.1   Decision Making in a Fuzzy Environment  

Traditional decision making problem consists of six components. These components 
are respectively, decision maker, objective, decision criteria, alternatives, events and 
outcome. Here goal component can be defined as a maximization or minimization op-
eration. Benefit, profit, income and cost functions form decision criteria. A universal 
set can be accepted as alternatives set. Restrictive conditions determine the circum-
stances. From this point of view, goals that are determined by the decision maker by 
taking the current condition or restrictive situations into consideration are the basis of 
decision making problems. Decision making in a fuzzy environment can be defined 
by the components mentioned above. Here, it is accepted as decision maker and alter-
native sets do not involve fuzziness. Goal and decision criteria components can  
involve fuzziness.  

Decision maker can determine the aspiration level that he wants to reach for the 
goal function as fuzzy. Also parameter values of the function that indicate the deci-
sion criterion can be defined with fuzzy numbers.  Goal and decision criterion com-
ponents that complete each other can be considered as a fuzzy goal. On the other 
hand, parameter values of the constraints and /or right side constants can be fuzzy. In 
bigger and equal, equal, smaller and equal relations some tolerances can be allowed. 
So, cases in fuzzy environment can be taken as fuzzy constraints. It is unavoidable 
that the decisions which are given by fuzzy goals and /or fuzzy constraints will be 
fuzzy. A fuzzy decision is defined as a set that is formed by compromising given goal 
and constraints. Fuzzy decision set which is a subset of fuzzy goal and fuzzy  



 Fuzzy Goal Programming and an Application of Production Process 651 

constraints, indicates the degree of satisfaction of fuzzy constraint and fuzzy goal at 
the same time [6].   

3.2   Goal Programming Model  

Goal programming is one of the first business sciences that consider multi-objective 
decision making problems. This approach is firstly proposed by Charnes, Cooper and 
Ferguson in 1955. By taking different approaches and algorithms as a basis it has  
become to an extensive subject of study [7].  

Goal programming model is a type of multiple goal programming. In multiple goal 
programming models the aim is determining a solution vector that satisfies mutually 
contradictory goals at the same time according to constraint sets. But in goal pro-
gramming a solution that satisfies decision maker is tried to be determined. For this 
reason it can be said that goal programming model is based on satisfaction idea more 
than optimization idea. 

Goal programming model can be examined in two sections as constraint set and 
objective function. All functions in a linear programming model form only the con-
straint set of goal programming model. In goal programming model, decision maker 
should determine aspiration value of objective functions. As a result of this, objective 
functions that have aspiration value are added to the constraint set as equality. This 
operation requires definition of deviation value for each goal function. Deviation val-
ues used in measuring the distance of objective functions from aspiration level. In 
goal programming model, deviations from the determined aspiration level for goals 
are minimized [8].  

Goal programming model can be considered as two types according to goals’ prior-
ity. First of them is the goal programming model that includes the same preference 
scale. Here the relative importance of goals is equal to each other and all goals are 
tried to be satisfied at the same time. The second one is the goal programming model 
with preference priority that includes the different preference features. Here, a hierar-
chic model is formed by the decision maker and the goals should be arranged from the 
most important one to less important one. This arrangement process can be made by 
qualitatively and also can be made quantitatively by using the weight concept. Goal 
programming models where all the goals are in the same preference priority and 
weighted goal programming models can be solved by simplex method [9]. 

3.3   Fuzzy Goal Programming Model  

In goal programming model, objective functions, aspiration levels of them and  
constraints can be expressed as deterministically. To determine aspiration value of 
goals, the sequence of goals with preference priority and weights of goals is a difficult  
task [10].  

Aspiration values, the preference priority of goals and relative weights are usually 
determined on the basis of decision maker’s subjective judgment.  The subjectivity 
in goal programming model can be considered as fuzzy set theory. When the fuzzy 
set theory is applied to goal programming model, aspiration values of goals and  
preference priorities can be described with uncertain expressions. Fuzzy set theory 
provides to define aspiration levels like “approximately equal to”, “quite smaller 
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than” for the objectives of decision makers that are based on subjective judgments. 
These kinds of definitions are considered as membership functions in fuzzy sets. By 
this way, it is emphasized that goal programming model is based on satisfaction idea 
rather than optimization idea. According to the priority structure of goals, goal pro-
gramming model can be considered as two ways. The first one is fuzzy goal  
programming model. In this model, a solution is determined that satisfy all goals at 
the same time. The second one is fuzzy goal programming model with preference 
priority. In this model it is tried to find a solution that takes the priority preference of 
decision makers into consideration.    

With the assumption of aspiration levels that are determined for goals are fuzzy;  
a generalized fuzzy goal programming model is expressed as [8]: 

  

Here   , ≥ symbols are respectively the fuzzy versions of =, ≥≤,  symbols. In this 

model, the aspiration value that is determined by decision maker for the i th goal is 
shown by bi..  

The main difference between traditional set theory and fuzzy set theory is member-
ship functions. While a traditional set is described with only one membership func-
tion, a fuzzy set can be described with infinite number of membership function. The 
membership functions of fuzzy sets can be classified as discontinuous and continuous, 
parametric and non-parametric, symmetric and asymmetric. Fuzzy goals are described 
as triangular, isosceles, partial linear, concave partial linear, semi-concave partial lin-
ear, s-shaped partial linear and convex partial linear membership functions in litera-
ture. These membership functions are usually formed by interviewing with decision 
maker. Membership function of a fuzzy goal can be formed by intuition on the basis 
of concepts’ meaning in application. And, as membership functions form the basis  
of fuzzy set theory, after membership functions are determined it said that there is  
nothing fuzzy in the fuzzy set theory.   

In many of the solution approaches that are developed for fuzzy goal program-
ming, fuzzy goals are described by Zimmermann type membership function. 
Zimmermann type membership functions for fuzzy goals can be expressed as: 
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Here, aspiration value for ith fuzzy goal that is determined by decision maker is 
shown by bi and accepted tolerance amount for deviation from this aspiration value is 
shown by di.  

Goal programming model with fuzzy aspiration value was firstly proposed by  
Narasimhan. Narasimhan’s approach is defined as determining the solution vector “x” 
from the constraints set below.  

 
(5) 

Narasimhan accepted fuzzy goals as fuzzy equalities and described them with  
triangular membership functions. Narasimhan has been inspired by the 
Zimmermann’s solution approach for fuzzy linear programming and tried to deter-
mine the solution of fuzzy goal programming model on the basis of fuzzy decision 
set concept. This approach aims to determine the member with highest membership 
degree of fuzzy decision set. In one respect it aims to increase the membership de-
grees of fuzzy goals. For this, the solution of the problem that is given below is  
required [8]: 

)])x(i(min[max
0x

)x M(
~
D

 
(6) 

For solving this problem, to put the membership functions that describe fuzzy 
goals in equation 6 is required. But in this situation, we will face with difficulty. To 
define ith membership function with two linear function causes this difficulty. If 
membership functions are considered as the part that the membership degree is in-
creasing from 0 to 1 and decreasing from 1 to 0, it will be possible to deal with the 
difficulty. By this way, the problem of determining the member with the highest 
membership degree is transformed into two sub-problems. In another words, it is tried 
to determine that xM  vector belongs to which interval from [bi-di, bi] and [bi, bi+di]. 
From this point sub-goals are formed for i th fuzzy goal as [11]: 
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 (7) 

If λ  variable that shows the degree of reaching goals is defined, these problems 
can be expressed as linear programming model.  

i
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 (8) 

Here, while xM vector satisfies bi-di ≤ (Ax)i ≤ bi inequality for any fuzzy goal, it 
can satisfy bi ≤ (Ax)i ≤ bi+di inequality for another fuzzy goal. For this reason, the 
sub-problems are combined as [8]: 
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x  (9) 

In Narasimhan approach, 2m1 units of sub-problems are formed for goal program-
ming model with m1 units of fuzzy goal. The solution of a sub-problem that gives the 
highest λ  value is accepted as the solution of fuzzy goal programming model in  
Narasimhan approach.   

4   Application Sample  

4.1   Aim of the Application  

The aim of the application is to determine the weekly production plan and the profit 
of the firm and to find optimal solution by using fuzzy goal programming algorithm. 
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4.2   Application  

A manufacturing firm decides to decrease the production amount of a production line 
that works without profit. Management divides the remaining capacity to three prod-
ucts. Table 1 gives the capacity of machines that restrict the amounts of output and 
the machine hours required for the production of a product. According to the informa-
tion that are taken from the sales department, sale potential of product 1 and product 2 
are bigger than the production amount and the sale potential for product 3 is approxi-
mately 20 units for a week. The unit profit of product 1 is 30 TL, the unit profit of 
product 2 is 12 TL and the unit profit of product 3 is 15 TL. The firm wants to earn 
approximately 1800 TL profit per week.   

Table 1. Machine hours required for production of products and the capacity of machines 

 Required unit time (hour)  

Machine 
Type  

Product  1 Product 2 Product 3 Weekly machine time (hour) 

Rubbing  9 3 5 550 

Polishing  5 4 0 350 

Finishing  3 0 2 150 

4.3   Application of the Model with WinQSB Program 

By using these information, yearly production plan of the firm and the profit amount 
will be tried to determine. By showing the amount of product 1 that will be produced 
by x1 variable, the amount of product 2 by x2 and product 3 by x3  we can define this 
problem as fuzzy goal programming model.  

 

We can suppose that tolerance amounts for profit and sale goals are determined by 
manager of the firm as respectively 2000 TL and 20 unit product 3. Under these  
circumstances, we can define membership functions for fuzzy goals as:  
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To determine the member with the highest membership degree of fuzzy decision 
set, we must take [bi-di, bi] and [bi, bi+di] intervals into consideration that fuzzy goals 
are defined. If we look over the membership functions above, it is seen that profit goal 
is between [1600,1800] and [1800,2000] intervals, sale goal is between [20,40] and 
[40,60] intervals. To find out in which intervals XM vector takes place, four 

( 12m =22=4) linear programming problem must be solved. Because there are two 
fuzzy goals like profit and sale in the model. The solution of linear programming 
models and the solutions that are found with WinQSB program are given below:  

The model that is formed for (30x1+12x2+15x3)∈[1600,1800] and x3∈[20,40]  
intervals: 

xxx

x

Optimal
Solution

 

The model that is formed for (30x1+12x2+15x3)∈[1600,1800] and x3∈[40,60]  
intervals: 
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xxx

x

Optimal
Solution

 

The model that is formed for 30x1+12x2+15x3)∈[1800,2000] and x3∈[20,40]  
intervals: 

xxx

x

 

The model that is formed for (30x1+12x2+15x3)∈[1800,2000] and x3∈[40,60]  
intervals: 
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xxx
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In Narasimhan approach, the solution of a sub-problem that gives the highest λ  
value is accepted as the solution of fuzzy goal programming model. For this reason, 
the optimal solution of fuzzy goal programming is found in the level of λ =0.8. In 
other words the fuzzy goals that are determined by decision maker are reached in the 
level of 0.8. While λ  is equal to 0.8, x1, x2 and x3 are found respectively as 3,3333, 
83,3333 and 44. As a result, profit that is earned in one week is 1780 TL.   

5   Conclusions  

The most important factor that affects the effectivity of the solution of the fuzzy linear 
programming is parameters that are used for showing the fuzziness. The type of fuzzy 
geometry that parameters form is the most sensitive point of the decision making 
process. Because the success of solution depends on the success of the model in re-
flecting the system. This makes determining the parameters that form the model ex-
tremely important.  

While forming the mathematical models of decision making problems of real 
world, two main characteristics should be taken into consideration: First one is the 
goals, and the second one is fuzziness in the definition of the problem. At the end of 
1970s, these two characteristics were expressed mathematically together by using 
fuzzy set theory in multi-objective decision making [12]. 

This study consists of some theoretical information about goal programming, fuzzy 
set theory and fuzzy goal programming and lastly application of fuzzy goal program-
ming to a linear programming example.  

The source of the fuzziness in the application sample is fuzzy goal values of objec-
tives. The fuzzy goal programming model has solved with the tolerance intervals that 
are given to the profit and sale goal and the production amount of the firm is  
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determined. In according to the solution, the firm earns 1780 TL profit by producing  
3 units of product 1, 83 units of product 2 and 44 units of product 3.  

The solution of application sample that is modeled by fuzzy goal programming 
proves that fuzzy goal programming has more flexible and appropriate mathematical 
frame than classic goal programming. As a result, it is possible to say fuzzy  
goal programming technique gives more meaningful results than classic technique in  
applications.  
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Abstract. The quality improvement is of the great importance to strength a competitive posi-
tion in our markets today. Though improving the quality, shrinkages and so production costs 
decrease and the customers obtain the appropriate products and services to use. Models are 
needed for transferring information from one place to another quickly, decreasing and even for 
eliminating it in the complex subjects. These vagueness is explained by the fuzzy set concept 
which is useful for making optimal decision under uncertainty and which is accepted as infer-
ence based on a specific logic. Control charts have an efficient usage field to keep the process 
under control. Control charts are accepted as graphical analysis method which determines the 
products whether to remain in the acceptable limits or not  and as a graphical analysis method 
which gives a signal in the case of product to be out of these limits. In this study by revealing 
basic idea and principles behind the control charts usage and  the improvement; they are com-
bined with fuzzy quality control charts and an application about their usage is mentioned. As a 
result of the application, it’s possible to say that building fuzzy control charts have a more 
flexible and a more appropriate mathematical description concept and have more reasonable  
results than the traditional quality chart techniques. 

Keywords: Statistical Quality Control, Control Charts, Fuzzy Logic, Fuzzy Control Charts. 

1   Quality Control and Techniques 

Quality control is the measurement and evaluation for realized quality performance. 
In other words, it is to compare planned quality goals with realized situation and to 
determine necessary corrective actions to minimize or remove deviations by deter-
mining deviations from goals [1]. 

Statistical process control is a feedback circle that determines whether correspond 
or not to required properties by measuring products taken as output from a process 
and provides input to decision support systems. This regulation, not only controls 
products, but also provides to control and improve the process consistently. 

It is impossible that all products produced in a firm are not same in point of  
attributes and measurement values. This situation, it means that quality level shows 
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“variety” product by product. An important point is not exceed from the certain toler-
ance level of this variation, not to affect the functionality of product and to be at ac-
ceptable quality level to satisfy customers’ needs and expectations. So improving 
quality not only decreases cost but also produces more consistent products which will 
in turn lead to greater customer satisfaction [2].  

“Statistical quality control techniques” are useful to search quality levels of pro-
duced products and to determine quality variations. With this aim, instead of control-
ling all products come from production process, samples that can represent process 
adequately at certain time intervals are taken, and estimations or inference are made 
about process by evaluating the results of them [3]. The primary tool of SPC is the 
statistical control chart named by Shewart [4]. 

Before production process tolerance limits are determined according to certain 
measures by determining quality attributes of product that will be produced. It is ac-
cepted as normal that quality attributes like size, shape, durability, performance, 
change in certain limits determined before. Quality control charts are prepared 
schemes for the aim of measuring the change of certain product group to quality lim-
its that are determined before. After information obtained with quality control charts, 
if the quality attributes of a certain product are out of quality limits, the causes of this 
situation are searched and taken corrective actions to control the production process 
[5]. The power of control charts lies in their ability to detect process shifts and to 
identify abnormal conditions in a production process [6].  

The variation in the quality attributes is understood whether it is random or it is re-
sulted from determined results with control chart. Ideally in the process there must be 
only the chance in other words common cause factors. Because they show possible 
minimum change. If there are no variation caused from determined factors, process is 
“in control statistically”. Thus, observation methods determined with chance rules are 
in control limits. In this situation, there are common causes and process must be con-
tinued with present situation. 

In the statistical quality control the most used control charts are explained in the 
name of “control charts for measurable and immeasurable attributes. The most used 
control charts among them are P charts, c charts, σ−x  control charts and Rx −  
control charts. The method that will be followed to plot all these charts are; 

− Quality attribute that will be observed is determined. 
− According to certain sample method, measurement values are noted by taking 

enough sample. 
− Control chart type is determined. 
− Control limits are determined. 
− Limits are plotted after determining sufficiency of determined limits. 
− Points out of control limits are determined and the reasons of these points are 

searched [7]. 

Control charts will be used in this study are charts for the measurable variables. So, 
control charts for the attributes will be mentioned as a concept but will not be  
explained in detail.  
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The base of control charts for the measurable variables like length, weight, density, 
etc are attributes that can be expressed with numbers and measured by the help of 
tools. Charts used for these attributes are mean ( x ), standard deviation ( σ ) and dis-
tribution range (R) charts. Control of process average or mean quality level is usually 
with the control charts for means, or the x  chart. Process variability or dispersion can 
be controlled with either a control chart for the standard deviations, called the S chart, 
or a control chart for the range, called an R chart [8]. These charts can be applied 
mean with standard deviation ( σ−x ) or mean with distribution range ( Rx − ). So 
in the point of both mean and variety whether the process is in control or not can be 
searched. In practice, the control charts prepared for variation range(R) is more  
preferable than the control chart prepared for standard deviation. Because distribution 
range (R) is easier to express in the point of both calculating, explaining and  
interpreting. 

2   Fuzzy Logic 

Almost all of events that human being met in the world are complex. This complexity 
generally is from vagueness, strict idea or not making decision. In a lot of social, eco-
nomics and technical subjects there is always vagueness because of not being matured 
of human ideas accurately. Computers improved by human can’t operate these kinds 
of vagueness and quantitative information is necessary for their operations. To under-
stood the real event accurately is not possible completely because of inadequateness 
of human information. For this reason, there is thinking approximately such these 
event in their thinking system and their idea or ability to make operation with data and 
information consists of very inadequateness and vagueness. Generally incomplete and 
unstrict information sources like complexity and vagueness that arise from  in differ-
ent forms are called “ fuzzy sources” [9].  

Fuzzy logic approach gives machine to ability of operating special data of human 
and studying by using their experience and intuition. While having this ability sym-
bolic expressions are used instead of numerical expressions. So transferring these 
symbolic expressions to machines is based on the mathematical base. This mathe-
matical base is Fuzzy Logic Sets Theory and Fuzzy Logic [10]. 

Fuzzy logic is used in two meaning. In narrow meaning, fuzzy logic is the state of 
generalized traditional two valued logic. In wide meaning, it expresses all theories 
and technologies that use fuzzy sets. A fuzzy logic system with imprecise information 
exhibits a human-like thinking process that is good at dealing with qualitative, inex-
act, uncertain and complicated processes [11]. 

In general, fuzzy logic based on fuzzy sets helps modeling vague and uncertain 
data that occur usually in real world by providing to realize operations that are identi-
cal to human thinking. In traditional logic, one proposition is “right” or “wrong”. But 
the events in real world should be determined the degree to which is good or wrong 
for example, if the temperature of water at 100 oC degree is expressed as “hot”, so for 
water at 95 0C, 80 0C the expression of “not hot” is not wrong or right in this meaning. 
For this reason fuzzy set concept is suggested by using the values between right(1) or 
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wrong(0) values. Fuzzy sets theory realizes graduated data modeling by using linguis-
tic structure such as few, little, frequent, medium, low, many, a lot. So it provides to 
obtain results that are more realistic and close to nature in modeling events. Because 
the rules introduce the behavior of fuzzy system, fuzzy sets learn themselves [12]. 

The first of two situations that fuzzy logic is the most valid is the pay attention on 
view and the judgement of people when there is very complexity of the observed 
event and adequate information about it and the second one is the cases that are nec-
essary to human thinking conception and decision making from fuzzy logic even if all 
kinds of problem met are complex it doesn’t mean that they can solve. But at least it 
means that human thinking can be more understandable because of having linguistic 
inferences deal with observed event. 

Excluded middle principle and contradiction principle, one of the important charac-
teristic differ fuzzy logic from the other systems and the most important one for the 
other fuzzy systems and also is basic rule is not valid for fuzzy logic. In fuzzy logic, it 
can’t be said a proposition is not be both right or wrong at the same time. This case is 
resulted from the multivalued accuracy and in this framework, the meaning imposed 
to “and” conjuction. Fuzziness is resulted from the vagueness between one proposi-
tion and its complement. 

For analyzing the event with fuzzy logic, firstly it is necessary to decide before, 
that inferences are in the certain tolerance limits. High accuracy causes not only high 
costs but also the complexity of solving problem at the same time. 

Before beginning the problem solving, the decision about the best method for the 
solution must be decided by considering quantitative and linguistic data that can be 
collected. Fuzzy logic is also efficient for operating linguistic data. Fuzzy operation 
can be gotten by introducing this type of information to computer. For this, the most 
valid methodology fuzzy set, logic and systems. The base of fuzzy system is used in 
decision making process for inputs built linguistic variables from membership 
function. These variables match with each other by linguistic IF-THEN rules’ 
preconditions. The result of each rule is determined by obtaining numerical value with 
defuzzified method from the membership values of input. The information generally 
obtained from expert operators is used for the rule list of fuzzy logic system and the 
design of membership function. Membership functions are used being triangle, 
trapezoid or curve. According to the property of the system controlled, suitable 
function can be used except them. 

The principle of fuzzy sets, logic and system benefit to find solution totally by  
operating linguistic information that the expert people will give. Each linguistic in-
formation is equal to a fuzzy set. Membership degree functions at fuzzy sets can be 
decided by doing subjective suggestions. So, fuzzy sets help to improve the dialog  
between people. 

The variability in membership functions at fuzzy sets decrease the vagueness of 
managers’ decision making. In decision making fuzzy sets theory can be applied to 
OR techniques such as linear programming, nonlinear programming, goal program-
ming, multi-criteria decision making, dynamic programming, waiting line models, 
transportation models, game theory and network analysis. 
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There are many benefits in application of fuzzy logic. Fuzzy logic can be under-
stood easily and its theories are easy. Flexible but not rigid data, vogue and possibility 
cases, complex and nonlinear functions can model based on experts’ idea and they in-
crease the ability of expert systems. Also, fuzzy logic is natural and it provides the 
modeling possibility with speaking language [13]. 

3   Numerical Example 

Data used in this paper took from a textile firm which is operating in Denizli. These 
data shows that the raw yarn is operated and towel errors in kg. For intermediate 
product towel each 15 days with error reasons. 

Fuzzy system built in this paper includes five input variables and one output vari-
able. Each input variable has two membership functions and also output variable has 
five membership functions. Inputs and output are connected by 32 rules. These rules 
are given in Table 1. Five input variables, one output variable and their linguistic 
variables are as follows: 

Five input variables: 
- Torn (0-50 kg.) 
a) small 
b) large 
- Machine Breakdown (0-50 kg.) 
a) low 
b) high 
- Pattern Error (0-60 kg.) 
a) few 
b) many 
- Dimension Difference (0-300 kg.) 
a) few 
b) many 
- Dirt/Stain (0-24 kg.) 
a) small 
b) large 

One output variable: 
- Intermediate Towel 
a) Perfect 
b) Good 
c) Ok 
d) Bad 
e) Terrible 

Membership functions of linguistic variables of each input and output is repre-
sented in Figure 1.  

Entire calculation for 12 months is not shown but instead of this fact, calculation 
with the data of the first 15 days which is valid for the month January is shown. The 
calculation structure of other months’ data is same. For the first 15 days of used data 
is represented monthly in the following Table 2.  
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Table 1. Rules for Fuzzy System Built (for 5 inputs and 1 output) 

Rule 
Number Torn 

Machine 
Breakdown 

Pattern 
Error 

Dimension 
Difference Dirt/Stain 

Intermediate 
Towel 

1 small 
low few 

few 
small good 

2 small low few few 
large terrible 

3 small low few 
many small ok 

4 small low few 
many large terrible 

5 small low 
many 

few 
small good 

6 small low many few 
large bad 

7 small low many many 
small good 

8 small low many many 
large terrible 

9 small 
high 

few few 
small good 

10 small high few few 
large bad 

11 small high few many 
small good 

12 small high few many 
large terrible 

13 small high many few 
small perfect 

14 small high many few 
large bad 

15 small high many many 
small good 

16 small high many many 
large bad 

17 
large 

low few few 
small good 

18 large low few few 
large bad 

19 large low few many 
small good 

20 large low few many 
large terrible 

21 large low many few 
small perfect 

22 large low many few 
large bad 

23 large low many many 
small good 

24 large low many many 
large bad 

25 large high few few 
small perfect 

26 large high few few 
large bad 

27 large high few many 
small good 

28 large high few many 
large bad 

29 large high many few 
small perfect 

30 large high many few 
large ok 

31 large high many many 
small perfect 

32 large high many many large bad 
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Fig. 1. Linguistic Variables for Inputs and Output [a) Torn b) Machine Breakdown c) Pattern 
Error d) Dimension Difference e) Dirt/Stain f) Intermediate Towel] 
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Table 2. Data Used for the First 15 Days for Each Months 

 

Torn 
(0-50) 

Machine 
Breakdown 

(0-50) 

Pattern 
Error 
(0-60) 

Dimension 
Difference 

(0-300) 

Dirt
/Stain

(0-24) 
Total Average 

January 6,1 3,5 2 280 13 304,6 60,92 

February 7,2 7,8 8 113 8 144 28,8 

March 3,5 2,5 3,5 30 7 46,5 9,3 

April 10,7 8 5 60 8 91,7 18,34 

May 15,3 9,9 9 40 15 89,2 17,84 

June 3,6 2,6 1,5 27 15 49,7 9,94 

July 4,3 5,5 0 65 4 78,8 15,76 

August 2,5 3,5 4,6 20 6 36,6 7,32 

September 3,5 6,2 5 21 3 38,7 7,74 

October 12,3 19 9 32 5 77,3 15,46 

November 13,2 16 10 19 2 60,2 12,04 

December 10,5 14 8 32 9 73,5 14,7 

Firstly, fuzzy values for input variables of January is computed with the support of 
membership functions. For example, torn quantity is given 6.1 kg. for January. There is 
two membership function of “torn” variable which are naming small and large. Accord-
ing to the fuzzy logic, membership degree in small is 0,878 and membership degree in 
large is 0.122. For January, membership degrees of Machine Breakdown, Pattern Error, 
Dimension Difference, Dirt/Stain are specified by following the same way in Table 3. 

When these data are transferred to rule table, the results illustrated in Table 4 are 
obtained. 

Table 3. Membership Degrees Computed for January 

Torn 6,1 Small: 0,878 

   Large: 0,122 

Machine Breakdown 3,5 Low: 0,93 

   High: 0,07 

Pattern Error 2 Few: 0,97 

   Many: 0,03 

Dimension Difference 280 Few: 0,07 

   Many: 0,93 

Dirt/Stain 13 Small: 0,46 

   Large: 0,54 
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Table 4. Rules Organized for January  

Rule 
Num-
ber 

Torn 

Machine 
Break-

down 

Pattern
Error 

Dimen-
sion Differ-

ence 

Dirt/S
tain 

Interme-
diate Towel 

Interme-
diate Towel 

1 0,878 0,93 0,97 0,07 0,46 0,07 good 

2 0,878 0,93 0,97 
0,07 

0,54 0,07 terrible 

3 0,878 0,93 0,97 0,93 0,46 0,46 ok 

4 0,878 0,93 0,97 0,93 0,54 0,54 terrible 

5 0,878 0,93 0,03 0,07 0,46 0,03 good 

6 0,878 0,93 0,03 0,07 0,54 0,03 bad 

7 0,878 0,93 0,03 0,93 0,46 0,03 good 

8 0,878 0,93 0,03 0,93 0,54 0,03 terrible 

9 0,878
0,07 

0,97 
0,07 

0,46 0,07 good 

10 0,878
0,07 

0,97 
0,07 

0,54 0,07 bad 

11 0,878
0,07 

0,97 0,93 0,46 0,07 good 

12 0,878
0,07 

0,97 0,93 0,54 0,07 terrible 

13 0,878
0,07 

0,03 
0,07 

0,46 0,03 perfect 

14 0,878
0,07 

0,03 
0,07 

0,54 0,03 bad 

15 0,878
0,07 

0,03 0,93 0,46 0,03 good 

16 0,878
0,07 

0,03 0,93 0,54 0,03 bad 

17 0,122 0,93 0,97 
0,07 

0,46 0,07 good 

18 0,122 0,93 0,97 
0,07 

0,54 0,07 bad 

19 0,122 0,93 0,97 0,93 0,46 0,122 good 

20 0,122 0,93 0,97 0,93 0,54 0,122 terrible 

21 0,122 0,93 0,03 
0,07 

0,46 0,03 perfect 

22 0,122 0,93 0,03 
0,07 

0,54 0,03 bad 

23 0,122 0,93 0,03 0,93 0,46 0,03 good 

24 0,122 0,93 0,03 0,93 0,54 0,03 bad 

25 0,122
0,07 

0,97 
0,07 

0,46 0,07 perfect 

26 0,122
0,07 

0,97 
0,07 

0,54 0,07 bad 

27 0,122 0,07 0,97 0,93 0,46 0,07 good 
28 0,122 0,07 0,97 0,93 0,54 0,07 bad 

29 0,122
0,07 

0,03 
0,07 

0,46 0,03 perfect 

30 0,122 0,07 0,03 0,07 0,54 0,03 ok 

31 0,122 0,07 0,03 0,93 0,46 0,03 perfect 

32 0,122 0,07 0,03 0,93 0,54 0,03 bad 
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Min-max principle is applied while specifying value of output. For example, it’s 
known that intermediate towel will be good at the first rule. The problem is about the 
calculation of membership degrees for linguistic variable “good”. While specifying 
membership degrees for linguistic variable “good”, the minimum value (0.07) of 
membership degrees (0.878, 0.93, 0.97, 0.07, 0.46) at the first rule is taken. All rules 
has processed in the same way. In Table-4, values of last column reveals that conse-
quent perfect appears 5 times, consequent good appears 10 times, consequent ok ap-
pears 2 times, consequent bad appears 10 times and consequent terrible appears 5 
times. While specifying membership degrees for linguistic variable “perfect”, the 
maximum value (0.07) of membership degrees (0.03, 0.03, 0.07, 0.03, 0.03) is taken. 
If we apply the same method for computation of membership degrees of other linguis-
tic variables, following results are obtained for January. 

Table 5. Membership Degrees of Output’s Linguistic Variables for January 

Perfect 0,07 

Good 0,12 

Ok 0,46 

Bad 0,07 

Terrible 0,54 

Representation of these data is illustrated in Figure 2. 
The centroid of the shaded area in Figure 2 is defuzzified value. The centroid 

method is the most common method in the defuzzification. Following formula is used 
to compute defuzzified value x*. 

∫
∫

μ

μ
=

dx)x(

xdx)x(
x*  

 
Fig. 2. Representation of Situation for first 15 Days of January with the support of Fuzzy Logic 
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Table 6. The Values of First 15 Days of Each Months after Defuzzified Operation 

January  

February March April May June 

0,685 0,504 0,402 0,435 0,56 0,611 

July August September October November December 

0,36 0,346 0,213 0,31 0,149 0,373 

In this case, the centroid is equal to 0,685 for January. Table 6 shows defuzzified 
value of other months. 

In the next step, defuzzified values given above for 12 months will be used for 
computation of the values of center line, upper and lower control limits to plot fuzzy 
control charts. Formulas which will be used for plotting fuzzy control charts are the 
formulas used in traditional quality control charts. Following values are calculated 
with the aim of these formulas. 

Table 7. The Values will be Used in Plotting Fuzzy Quality Control Charts 

Lower Control Limit 0,2497 

Center Line 0,4647 

Upper Control Limit 0,6737 

Following quality control chart is developed with the support of these data. 

 
Fig. 3. Fuzzy Quality Control Charts Plotted with the Program of WinQSB 



 The Usage of Fuzzy Quality Control Charts to Evaluate Product Quality 671 

We meet the following control charts when we plot the traditional control chart by 
using the data given at the beginning of the paper. 

 

Fig. 4. Traditional Quality Control Charts Plotted with the Program of WinQSB 

Table 8. Comments of Fuzzy Quality Control Charts with Linguistic Variables 

 
Defuzzified 
Values 

Intermedi-
ate Towel 

January 0,661 bad 
February 0,494 ok 

March 0,394 ok 
April 0,4845 ok 
May 0,577 ok 
June 0,66 bad 
July 0,4555 ok 

August 0,452 ok 
September 0,311 good 

October 0,3465 good 
November 0,276 good 
December 0,429 ok 

When we looked at both of two control charts, it’s seen that center line, upper and 
lower control limit have different values. The main reason of this situation is the dif-
ference of values used in plotting charts. Values used in traditional control charts are 
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crisp, but in plotting fuzzy control charts are defuzzified values. The audit is provided 
by translating crisp values to linguistic variables such as such as few, many big, low, 
high, etc that are frequently used in daily life. 

When we evaluate the fuzzy quality control charts, it’s seen that production quality 
is in control for all months. It’s noticed that some months’ values is about control lim-
its. If we desire to express the result of fuzzy quality chart with linguistic values, we 
can evaluate first and 6th months as bad, 9th, 10th and 11th months as good, and other 
months as normal. This situation can be seen in Table 8. When we look at control 
chart, it is useful to review the months, evaluated as “bad” or “normal” even if their 
production quality is in control. 

On the other hand, it’s seen that only 4th and 5th months are in control and others 
are out of control for traditional control chart. 

4   Conclusions 

The most important difference of fuzzy logic from the other logic systems is that it  
allows the using linguistic variables. Linguistic variables provide the concepts which 
can’t be expressed clearly to be qualified approximately. So, linguistic variables be-
come efficient tools that require using of fuzzy sets to express linguistic expression 
mathematically. 

In this study, it has been tried to use approximate thinking instead of thinking 
based on crisp values. Existing information is transferred to linguistic expressions 
such as perfect, good, normal, bad, terrible. Fuzzy inference operation is made by 
rules defined by linguistic variables. For this purpose, these data taken from a textile 
firm located in Denizli that the raw yarn is operated and towel errors in kg. for inter-
mediate product towel each 15 days with error reasons are analyzed.  The fuzzy sys-
tem built is based on 32 rules with 5 input and 1 output variables. Fuzzy values are 
calculated monthly for each input variables with the support of membership functions. 
While calculating output and defuzzied values, min-max principle and centroid 
method is applied relatively. As we are evaluating the fuzzy quality control charts 
from the values after defuzzication operation, it has been seen that production quality 
is under control for all months, but the values reach the control limits in some months, 
only two months are under control in traditional control charts, however the other 
months are out of control. As a result of this search, it’s possible to say that building 
fuzzy control charts have more flexible and more appropriate mathematical descrip-
tion frame than control chart approach and give more meaning results than traditional 
quality chart applications. 
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Abstract. Interactive digital media, specifically video games, have emerged as a dominant new 
economic, cultural and, recently, educational force. The prevalence of video games in society 
today has actually re-wired our brains and has made traditional learning less effective. Today’s 
digital learning methods for young learners fail to engage audiences accustomed to interactive 
media. And as gaming environments become more complex, games may be more useful in pro-
viding alternative paths to hard to teach concepts. This paper introduces an intelligent Belief 
Desire Intention (BDI) agent architecture for a Non-Player Character that encourages and 
stimulates situated learning in an online Role-Playing Game. 

1   Introduction 

Exposure and growing up with technology, especially from an early age, makes using 
it second nature. Due to the prevalence of video games in society today, our brains 
have actually re-wired themselves and have made traditional learning less effective. 
[1] According to the neurology and psychology research in cited in [1], the brain re-
wires and reorganizes itself according to cultural stimuli. Though traditional educators 
view educational gaming as mainly useful for drill and practice, as gaming environ-
ments increase in complexity, games may be more useful in conveying concepts 
which are hard to reach using conventional methods.  

1.1   MMORPG 

The explosive growth of the Internet, rapid advances in computer and network  
technologies, the widely deployed access and mobile connectivity to Internet infra-
structure and services, motivated the designers of computer games to create new,  
interactive, and distributed multiplayer games, or even to add online multiplayer ca-
pabilities to already existing ones. Leveraging these technologies and experiencing 
phenomenal growth is the Massively Multiplayer Online Game (MMOG) genre,  
majority of which is dominated by the MMORPG sub genre. 

MMORPG stands for Massively Multiplayer Online Role-Playing Game. In an 
MMORPG, thousands of players exist in the same game world at the same time. 
MMORPGs provide thousands of hours of game play, with a nearly infinite variety of 
goals to achieve across a vast world covering miles of land, sea and air.  
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This paper will introduce a BDI agent architecture for a Non-Player Character that 
acts autonomously and realistically, while, at the same time, gives players a situated 
learning experience. Its ability to realistically model human behavior by achieving a 
good balance between reactive and deliberative behavior, while at the same time cor-
responding to the way people explain their actions and reasoning, have made the BDI 
Architecture a very popular choice for Agent AI implementations.  

2   Related Research 

The US military is the world’s largest spender on, and user of, digital game-based 
learning. The military uses games to train soldiers, pilots, sailors, tank drivers and 
hovercraft operators to master their expensive and sensitive equipment. And because 
modern warfare increasingly takes place on airplane, tank or battleship computer 
screens without the operator ever seeing the enemy except as a symbol or avatar, 
simulations are surprisingly close to actual combat. [3] 

The US military also uses games to teach midlevel officers how to employ joint 
force military doctrine in situations such as battles. Games are also used to teach the 
art of strategy to senior officers. An example is Joint Force Employment (JFE), a 
multi-media CD-ROM designed exclusively for today's U.S. Military to convey the 
concept of "Joint Warfare is Team Warfare". JFE represents a true multi-media envi-
ronment for joint doctrine education. Players adopt the role of Joint Force Command 
and tackle ten realistic scenarios to hone their knowledge of doctrine. [4] 

Norling and Sonenberg [7] used the BDI architecture to create interactive game 
characters and successfully demonstrated that a BDI-agent based programming lan-
guage could clearly and succinctly capture individual differences. Models of expert 
players of Quake2 were developed. Knowledge was elicited from the players using 
Applied Cognitive Task Analysis (ACTA) and agent programming was implemented 
using the JACK Intelligent Agents programming language.  

Masuch and Rueger’s approach to the Impara game engine was, a very novel and 
effective one. They developed a game engine in the Squeak/Tweak environment that 
is used for a commercial game as well as for teaching game design at university. [6] 

3    Social Interactions in an MMORPG 

MMORPGs are played heavily, with the average time spend in-game being 20 hours a 
week, and often with friends and family. [23] The virtual worlds players inhabit are 
persistent social and material worlds, where players are mostly free to do what they 
will, to kill, steal, slay monsters, etc. The MMORPG virtual world is largely known 
for its combination of escapist fantasy coupled with emergent social realism. In 
MMORPGs people save money for homes or equipment, create basket indices of the 
trading market, build relationships of status and solidarity and even worry about crime 
and betrayal. 

This in-game complexity is born when developers are able to create systems  
that are so dynamic that a massive number of players can use in-game features to cre-
ate systemic complexity by interacting according to different frameworks for social 
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structure, politics and economics. Interaction is mediated by the virtual avatars of the 
individuals who inhabit them. The anonymity afforded by this provides a safe haven 
beyond the reach of the real world that allows individuals to engage with others  
socially without repercussions and obligations. [2] 

4   Digital Game-Based Learning 

4.1   Beyond E-Learning  

E-Learning is an all-encompassing term generally used to refer to computer-enhanced 
learning, although it is often extended to include the use of mobile technologies. It 
may include the use of web-based teaching materials and hypermedia in general, mul-
timedia cd-roms or websites, discussion boards, collaborative software, e-mail, bligs 
and wikis, with possibly a combination of different methods being used. 

This paradigm is now in turmoil. Critics argue that the proponents of e-learning 
have lost sight of the grand vision of “learning anytime, anywhere” and have instead 
replicated the social organization of traditional classroom-based education. [8] As 
contents are digitized, lectures and notes posted on the Internet, and registration sys-
tems are made available online, e-learning has become an evolution in education, not 
a revolution. The basic organizing elements of traditional education – knowledge as 
discreet and abstract facts, learning as the acquisition of content, and therefore in-
struction as the organization, distribution and management of that content – have  
remained the same. [9]   

4.2   Game-Based Learning 

An alternative vision for e-learning, commonly called digital game-based learning is 
emerging. [10] With roots in entertainment, this is a wholly different form of digitally 
mediated experience, and is emerging as a very powerful form of learning. In recent 
years, several research projects, organizations, centers, grants, books and studies have 
emerged, exploring new visions for game-based technologies in learning. [11] Games 
provide a familiar method of information delivery via a computer or the Internet.  

Game players routinely spend hundreds, if not thousands of hours mastering com-
plex skills in digital worlds that are time-consuming, challenging and difficult to mas-
ter in a highly competitive, rapidly iterating, Darwinian environment, resulting in 
game mechanics that are highly refined, embodying a wealth of design knowledge. 
[8] As an industry, games have spent billions of dollars enhancing user interfaces, 
controls, mechanics and modes of social interaction. 

4.3   Situated Learning 

As it normally occurs, Learning is a function of the activity, context and culture  
in which it occurs, it is situated. This is quite opposite to most classroom learning ac-
tivities involving knowledge, which is abstract and out of context. The critical com-
ponent of situated learning is Social Interaction -- learners become involved in a 
"community of practice" which embodies certain beliefs and behaviors to be acquired. 
As the beginner or newcomer moves from the periphery of this community to its  
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center, they become more active and engaged within the culture and hence assume the 
role of expert or old-timer. Situated learning is usually unintentional rather than delib-
erate. These ideas are what Lave & Wenger call the process of "legitimate peripheral 
participation." [14][15] 

It is interesting to note that learning within game environments corresponds with 
very well with emerging cognitive science research on how people think and learn. 
[17] Cognitive scientists coming from different traditions have now come to adopt 
what is called a “situated view of learning”. This proposes that thinking is not a 
matter of abstract, symbolic representations, but rather rooted in direct experience 
and concrete contexts. Numerous compelling illustrations of learning based on situ-
ated learning are emerging. The most compelling among these are the learning that 
is naturally occurring in games like Rise of nations, Civilization III, Lineage and 
Lineage 2. [18] 

5   Belief Desire Intention NPC (BDI NPC) 

Non-player characters populate the fictional world of the game, and can fill any role 
not occupied by a player character (PC). Non-player characters might be allies, by-
standers or competitors to the PCs. 

5.1   Belief Desire Intention (BDI) 

The BDI framework describes the way people think that they think. This model corre-
sponds closely with how people explain their reasoning and goals. The framework is 
not involved with an objective view of how the brain actually works. This model 
represents an abstraction of human deliberation based on a theory of rational actions 
in the human thinking process. [25]  

The BDI framework is the most popular and influential among agent applications. 
[26]. BDI agents posses the following qualities: 

1. Beliefs. These represent the agent’s general knowledge about its environment 
and itself. An agent can store this information using a database, a set of variables or 
some other data structure.  

2. Desires. These describe the agent’s goal, a system state that the agent wants to 
achieve. These desires represent the objectives that the agent aims to accomplish or, 
more generally, the priorities associated with them.  

3. Intentions. These are the courses of action that that agent has chosen to achieve 
that goal, the deliberative state of the agent.  

4. Plan. A recipe for action for achieving a certain goal. This is used to guide the 
decision-making process of agents so they need not search the entire space of possible 
solutions. 

Given its beliefs about the world, an agent will intend to do what will achieve its 
desires (goals), all in accordance to a plan. An intention is formed when an agent 
commits to a plan in order to achieve a goal. The steps in the plan may be singular, 
atomic actions or they can also be subgoals. Since the agent does not need to commit 
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to a particular plan or subgoal until the last possible moment, the result is an agent 
with a good balance between deliberative (planning) and reactive behavior. [27] [28] 

5.2   Non Player Character (NPC) 

Non Player Characters must be able to engage players in interesting and entertaining 
reactions and social interactions. NPC Agents must also be able to engage other NPCs 
in similarly interesting exchanges. It is imperative for a realistic NPC to be able to 
make the game player believe that he/she is interacting with an intelligent, sentient 
character with its own goals, beliefs, desires and agenda.  

5.3    A BDI NPC 

In order to create believable NPC, the following conditions must be satisfied by our 
agent architecture: 

1. Autonomy 
2. Social Ability 
3. Reactivity 
4. Pro-activeness 
5. Persistence 

A modular architecture is needed to address these requirements. Figure 4 illustrates 
the main components of out BDI Agent Architecture. 

Behavior. This is a typical static agent system. It is responsible for general agent 
behavior in the world- traveling, leaving clues, verifying information, attacking, trad-
ing etc. Given data from the knowledge store, it will update its behavior and in doing 
so will also pass and update the information of the knowledge store.  

Social. The social system is similar to the behavior module. However, we separate 
this module to add more realism to NPC’s social interactions with players. This is a 
static system but with a wider repertoire of social skills. Social behavior such as talk-
ing, making allies and the like are handled here. The social system gets information 
and update the knowledge store. It also maintains a separate social memory of en-
counters with people. At the start of a social interaction, this memory is accessed and 
at the end of an encounter, it is updated. 

Goal Scheduler. This module is responsible for scheduling of goals. These goals 
have to be predetermined by the game designer. The goal scheduler updates its sched-
ule based on data from the knowledge store and likewise updates the knowledge store 
with regards to its progress in goals.  

Decision Maker. The decision making module is the selection mechanism that 
mediates between each system and decides what action to take based on the informa-
tion it receives from them. 

Information is collected from the game by agent sensors. These are transformed 
into a knowledge store to which each of the selected modules has access. This knowl-
edge store represents the NPCs beliefs about its environment. 
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Fig. 1. The NPC BDI Architecture. Note the Separate Social Interaction Module and its  
dedicated Memory Module.  

6   Implementation 

By reason of the proprietary nature of most MMORPGs, an alternative, possessing all 
the elements of an MMORPG yet allowed scripting and code modifications, had to be 
found. Given these limitations, experiments were conducted on the Aurora Game En-
gine of BioWare- the game engine used for the massively popular Neverwinter Nights 
RPG franchise, which has been expanded into an MMORPG. [30]  

A prototype NPC using our BDI architecture was implemented. The NPC goal was 
to impart simple yet novel knowledge to the player through its flexible multi-
branched dialogue and quest milestones and items. Information would be verified by 
the NPC by asking the player a series of follow-up questions at a later time, all in the 
context of completing a mission. This information was divided into two (2) parts, ab-
stract and contextual information. Abstract information was given as a set of ten (10) 
trivial facts which were part of the NPC dialogue but unrelated to the mission. Con-
textual information was provided as a total of ten (10) pieces of information, items to 
be obtained, and player milestones to achieve. Players were given 20 minutes to  
complete their mission. 

 

Fig. 2. Screenshots of a player Interaction with our BDI NPC (the woman to the right and top) 
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Fifteen (15) volunteers were employed, all experienced computer game players, all 
of whom were familiar with the NeverWinter Nights RPG franchise and with navigat-
ing and interacting with an NPC. During different intervals after the mission, volun-
teers were given a short quiz regarding the information they had learned from the 
game. This was conducted at 2, 24 and 48 hours post-experiment. 

6.1   Outcome 

On the average, the test subjects correctly recalled 44% of the information for abstract 
information. Contextual information recall, however, was much higher, with volun-
teers correctly recalling 71.33% of the information. 
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Fig. 3. Abstract and Contextual Information Recall 

It is interesting to note while the information recalled does slowly degrade over 
time due to its being only relevant in the game world, the rate of decay for contextual 
information was considerably less than abstract information. Contextual information 
recall degraded to 22% from 72% while abstract information fell from 39% to 5% 
overall after 48 hours.  
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Fig. 4. Percentage of Information recall over time 
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7   Conclusion 

Our preliminary experiments have proven that a BDI NPC can facilitate effective, 
situated digital game-based in an online game, specifically a Massively Multiplayer 
Role-Playing Game. Game players can similarly learn abstract facts, along with 
contextual data, albeit to a lesser degree. We have observed that the degradation of 
information recall over time can be attributed to two factors: the amount of time spent 
learning (exposure), and, the lack of further reinforcement. These factors 
notwithstanding, we have demonstrated that an effective game BDI NPC can give 
game players the social interaction needed for effective situated learning, by 
effectively mimicking a real player to a degree. A limitation of our current model 
however, is the high system overhead its implementation incurs. To avoid 
unnecessary overhead, it is recommended that the game designer make NPCs that are 
central to a game persistent BDI agents, while utilizing traditional NPC techniques to 
implement non-critical game characters. Our research offers a promising glimpse into 
numerous digital game-based learning opportunities for the immensely-large yet still 
relatively untapped MMORPG market.  

7.1    Future Work 

Additional experiments are currently underway. Immediate work in progress includes 
refinement of the social module of the BDI NPC to add more granularity to player in-
teractions. Because the present prototype introduces significant system overhead, 
streamlining the BDI NPC Agent is critical. Upon completion of the final version of 
the model, experiments involving a significantly larger sample shall commence. This 
sample will include subjects with different skill levels. Future avenues of research 
will include implementing the agent on the newly-released NeverWinter Nights 2 and, 
game company willing, may also include actual implementation on a popular online 
MMORPG such as Lineage and Lineage II. 

 
Acknowledgements. This research was supported by Chung Ang University and 
Seoul Future Contents Convergence (SFCC) Cluster established by the Seoul R&BD 
Program. 

References 

1. Prensky, Marc, “Digital Game-Based Learning”, McGraw-Hill (2001) 
2. Steinkuehler, C., and Williams, D, “Where everybody knows your (screen) name: Online 

games as "third places." Journal of Computer-Mediated Communication, 11(4), article 1 
(2006) 

3. Prensky, Marc, True Believers: Digital Game-Based Learning in the Military, Digital 
Game-Based Learning, McGraw-Hill, 2001 

4. Joint Force Employment http://www.dtic.mil/doctrine/jfe/ 
5. Tsushima k, Progress Toward the Science of game and amusement, Proceedings of the 

2005 International Conference on Active Media Technology, AMT 2005 (2005)  



 An Intelligent Belief-Desire-Intention Agent for Digital Game-Based Learning 685 

6. Masuch, M. and Rueger, M., “Challenges in Collaborative Game Design Developing 
Learning Environments for Creating Games”, Third International Conference on Creating, 
Connecting and Collaborating through Computing, C5 2005 (2005) 

7. Norling, E. and Sonenberg, L., ”Creating Interactive Characters with BDI Agents”, Pro-
ceedings of the Australian Workshop on Interactive Entertainment IE2004 (2004) 

8. Squire, Kurt, Game-Based Learning, Report to the Masie Consortium (2005) 
9. Ednar, A.K., Cunningham D., Duffy, T.M., Perry, D.J.. Theory into practice: How do we 

link? In Instructional Technology: Past, Present and Future, Englewood, Co: Libraries 
Unlimited Inc. (1995) 

10. Aldrich, C., Simulations and the future of Learning, Pfeiffer, New York (2004) 
11. Games-to-Teach team at MIT. Design Principles of next-generation digital gaming for 

education, Educational Technology (2003) 
12. Entertainment Software Association. Top Ten industry Facts, http://www.theesa.com/ 

pressroom.html (2004) 
13. Kirk, J. and Belovics, R. An Intro to Online Training Games, http://www.learningcircuits. 

org/2004/Apr2004/kirk.htm 
14. Lave, J., Cognition in Practice: Mind, mathematics, and culture in everyday life. Cam-

bridge, UK: Cambridge University Press (1988) 
15. Lave, J., & Wenger, E., Situated Learning: Legitimate Peripheral Participation. Cam-

bridge, UK: Cambridge University Press (1990) 
16. Brown, J.S., Collins, A. & Duguid, S., Situated cognition and the culture of learning. Edu-

cational Researcher, 18(1), 32-42 (1989) 
17. Gee, J.P., Learning by Design: Games as Learning Machines. http://www.gamasutra.com/ 

gdc2004/features/20040324/gee_01.shtml (2004, March) 
18. Gee, J.P., “What videogames have to teach us about learning and literacy”. New York: 

Palgrave Macmillan (2003) 
19. Eladhari, M., “Trends in MMOG Development”, http://www.game-research.com/ 

art_trends_in_mmog.asp   
20. Putnam, R. D., Bowling Alone: The Collapse and Revival of American Community. New 

York: Simon & Schuster (2000) 
21. Go, C.A. and Lee, W.H., “Virtual Terrain Evaluation Using Pedestrian Agents”, Proceed-

ings of the Second International Conference on Design Computing and Cognition (2006) 
22. Woodcock, B., An Analysis of MMOG Subscription Growth-version 18.0. Retrieved July 

17, 2006 from http://www.mmogchart.com/ (2006) 
23. Yee, N., The Daedalus Project. Retrieved July 17, 2006 from http://www.nickyee.com/ 

daedalus/archives/001468.php (2006) 
24. Eladhari, M., “Trends in MMOG Development”, http://www.game-research.com/ 

art_trends_in_mmog.asp   
25. Bratman, M.E., “Intentions Plans and Practical Reason”, Harvard University Press: Cam-

bridge, MA, (1987) 
26. Rao, A.S. and Georgeff, M.P., “Modeling rational Agents within a BDI architecture”, Pro-

ceedings of Knowledge Representation and Reasoning, pp. 473-484, (1991) 
27. Rao, A.S., “A Unified View of Plans as Recipes”, Contemporary Action Theory, Kulver 

Academic Publishers, The Netherlands (1997) 
28. Norling, E. and Sonenberg, L., ”Creating Interactive Characters with BDI Agents”, Pro-

ceedings of the Australian Workshop on Interactive Entertainment IE2004, 2004 
29. Coco, D., “Creating Intelligent Creatures”, Computer Graphics World, (July 1997) 
30. Neverwinter Nights, produced by BioWare and published by Infogrames (now Atari) 



P. Melin et al. (Eds.): Anal. and Des. of Intel. Sys. using SC Tech., ASC 41, pp. 686–695, 2007. 
springerlink.com                                                          © Springer-Verlag Berlin Heidelberg 2007 

Improved Scheme for Telematics Fault Tolerance 
with Agents 

Woonsuk Suh1, Seunghwa Lee2, and Eunseok Lee2 

1 National Information Society Agency 
  NIA Bldg, 77, Mugyo-dong Jung-ku Seoul, 100-775, Korea 
 sws@nia.or.kr 
2 School of Information and Communication Engineering, Sungkyunkwan University 

300 Chunchun Jangahn Suwon, 440-746, Korea 
 {shlee, eslee}@ece.skku.ac.kr 

Abstract. The CORBA based middlewares are appropriate for Telematics system which is an 
important and practical infrastructure for ubiquitous convergence. And fault tolerance is a first 
priority for real time characteristics of transport information provided by Telematics systems. 
There are many methods to enhance the fault tolerance of CORBA based systems. Among 
these methods, this paper proposes the one of enabling seamless information services where 
systems based on the CORBA suffer from object faults which occur processing real time trans-
port information. Namely, this paper observes a method to deal efficiently with object faults 
occurring in 3 tier architecture environments. It is possible to replicate objects as a method to 
enhance fault tolerance in preparation against object faults. This paper presents a method of en-
hancing Telematics   fault tolerance and maintaining service continuity by continuing to operate 
systems until faults of the Fault Tolerant (FT)-CORBA protocol itself is recovered. The pro-
posed agent enhances Telematics performance by adjusting the minimum number of object  
replicas for real time transport information services during system operation. The evaluation is 
performed by comparing costs for system fault tolerance which consist of communication  
traffic and S/W complexities. 

1   Introduction 

The Telematics is a state-of-the-art transport information system, which maximizes 
utilization efficiency of transport facilities, enhances transport convenience and 
safety, and implements environment friendly transport. The system achieves this 
through economizing energy from applying up-to-date technologies to components of 
transport systems, such as road, vehicles, goods and then collecting, managing, and 
providing real time transport information [19]. The key component of Telematics is 
transport information systems which have characteristics as follows. First, these sys-
tems run on communication networks nationwide [5]. Second, travelers can receive 
and transmit real time information, while driving at high speed. Third, the cycle of 
transport information update must not be greater than 5 minutes [18]. As a result, it is 
characterized as a stable service environment.  

The Telematics operates on heterogeneous S/W and H/W platforms to satisfy  
the characteristics, functions, and performance requirements described earlier, and  
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accordingly, can be built on the Common Object Request Broker Architecture 
(CORBA). In the US, the DOT notified ‘National Transportation Communications for 
Intelligent Transport System (ITS) Protocol  (NTCIP) Application Profile for 
CORBA’ [17] for efficient ITS implementation, which is infrastructure for Telemat-
ics, in May 2001, and the Land Transport Authority, Singapore performed the ‘traf-
fic.smart’ project, which is based on the CORBA [3]. However, the FT-CORBA is 
required to satisfy real time services of transport information systems. 

Accordingly, this paper proposes an agent based method to enhance fault tolerance 
of the Telematics using the merits of the FT-CORBA in cases high system stability is 
required, such as airport information systems and land transport information systems. 
In chapter 2, the FT-CORBA related research is discussed. The proposed architecture 
introduces agents to complement the FT-CORBA in chapter 3. The performance of 
the proposed architecture is evaluated quantitatively in chapter 4. This research is 
summarized and future research directions are presented in chapter 5.  

2   Related Work 

The Object Management Group (OMG) established a standard which enhances  
fault tolerance by creating replicas of objects in information systems based on  
the CORBA. The standard addresses three incompatible fault tolerant solutions to  
the CORBA – integration, service, and interception strategies [4][6][7][11][12]. The 
WARM_PASSIVE replication style which maintains a constant replica group size is 
considered appropriate in Telematics in terms of service requirements and computing 
resource utilization. However, a method is required to maintain a constant replica 
group size efficiently.  

The current FT-CORBA standard has some limitations [8][15]. First, it assumes that 
all faults arise from object or host crashes. Accordingly, the FT-CORBA cannot toler-
ate faults of replication infrastructure including the Replication Manager (RM). The 
detection, diagnosis, and response to failures other than crash failures are exceedingly 
challenging problems to address in an application-independent manner [2]. Second, the 
FT-CORBA is designed to prevent single points of failure within a distributed object 
computing system: It assumes a single-failure model, where no nested failures can  
occur while the system is recovering from a previous failure condition. Additionally, 
the standard does not support legacy ORBs, vendor dependences, deterministic behav-
ior, network partitioning faults, commission faults, and design or programming faults. 

This paper focuses on improving first two of the above factors. An additional 
method is required to satisfy user requirements for timely services and enhance sys-
tem stability and performance in the case of the FT-CORBA based Telematics. 

3   The Proposed System 

3.1   Organization and Protocols 

As illustrated in Figure 1, for the FT-CORBA implementation using the 
WARM_PASSIVE scheme 9 steps are required before the client makes a request  
and the client ORB ensures that the request is transmitted to the primary replica  
(‘client-to-object’ communication) [8].  
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Fig. 1. The FT-CORBA Protocols Using the WARM_PASSIVE Scheme 

First, service delay is improved and the possibility of faults of objects is lowered 
through efficient network management with Mobile Agents (MAs) in the Voyager, an 
agent operation environment [13]. Second, an architecture is proposed to apply an 
agent to enhance fault tolerance (FT-Agent), Object Remote Procedure Call (ORPC) 
and backup objects of the Distributed Component Object Model (DCOM) [16] to the 
FT-CORBA which provides fault tolerance through object replication. The MAs re-
duce traffic on networks when objects and clients communicate with each other via 
ORPC. The above points are illustrated in Figure 2, where the FT-Agent plays the 
main role of supporting the RM of the FT-CORBA. 

3.2   RM and FT-Agent 

In Figure 2, notations ‘1 ~ 4’ correspond to the case where the number of replicas of 
objects is smaller than the preset minimum number (3 in this paper) of normal repli-
cas and notations ‘① ~ ⑥’ correspond to the case where the number of replicas of  
objects is greater than or equal to the preset minimum number of normal replicas fol-
lowing the recovery mechanism of the FT-CORBA. The FT-Agent monitors the 
number of replicas of each object (NO, initially 5 in this paper) maintained by the 
RM. The steps of the protocol are summarized as follows.  

A. NO < the preset minimum number of normal replicas 

1. The RM shares the NO with the FT-Agent : the FT-Agent knows the preset 
minimum number of normal replicas and if the NO is smaller than this value, 

2. The FT-Agent notifies clients of this status. 
3. They request services to the object concerned of the DCOM via the 

ORPC (using the bridge of the CORBA 2.3 standard [10]). 
4. The object processes the requested services and returns the result. 
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Fig. 2. The Protocol Initiated when FT-CORBA has Problems 

B. NO >= the preset minimum number of normal replicas 

   ① The RM shares the NO with the FT-Agent 
② If the NO becomes greater than or equal to the preset minimum number of 

normal replicas, the FT Agent notifies clients of this status  
③ ~ ⑥ The clients request and receive services via the recovered FT-CORBA 

protocol 

Although the first steps of the above protocols of ‘A’ and ‘B’ are the same infor-
mation sharing between the RM and the FT-Agent, they are described separately. The 
first steps of ‘A’ and ‘B’ occur when replication of objects occurs. If the heartbeat 
stops, object services are provided through the protocol of ‘2 ~ 4’ of ‘A’ and if it re-
sumes, they are provided by the FT-CORBA. 

3.3   Organization of the FT-Agent 

The FT-Agent is proposed as an agent with a control unit comprising of a Cooperative 
Planning Layer (CPL), Local Planning Layer (LPL), and Behavior-based Layer 
(BBL) [1]. The function of the control unit is described in abstractive codes as follows 
[14].  

 
function Agent-FOR-FT-CORBA {percept = number of replicas of each ob-
ject, time[(a),(b)], heartbeat of RM, availabilities and locations of 
MAs, network traffic of link LL}/* refer to Table 1 for time 
[(a),(b)]*/  
returns {action = (announce faults to clients, move to the DCOM mode, 
and set the DCOM flag to 1) or (announce the nearest MA to move to 
the link LL and the MA balances the network traffic)} 
static: state ; Table 1, Table 2, Table 3 
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rules : 
 if [{the rate of cases where ((b)-(a)) < 5 min.} > 0.5 for the 1 

hour for each object which has a fault] 
  then (subtract 1 from the minimum number of replicas of each object 

and maintain FT-CORBA) 
  else(maintain the preset or adjusted minimum number of replicas of 

each object) 
  if (network traffic of link LL is heavy)   
  then(locate the nearest and available MA) 
① the FT-Agent percepts the number of replicas of each object (NO), (a), 

and (b) in a cycle of 5 minutes the RM provides in real time;/* Table 1*/ 
if ( NO < the preset or adjusted minimum number) 
then (set a time widow from the moment to 1 hour before and calculate α); 
/* refer to Table 1 for α */ 
percepts existence of heartbeat of the RM; 
updates (Table 1) and (Table 3); /* LPL */ 
percepts availability and locations of MAs and ‘network traffic of 
link LL’ by set time intervals/*communication between MAs and FT-
Agent*/ and updates Table 2 and Table 3; /* CPL */  

② if (network traffic of link LL is heavy) /* Determined by a preset 
evaluation value and ‘p’ of Table 2 */ 
then (locate the nearest and available MA);/* CPL */ 
if [{the rate of cases where ((b)–(a)) < 5 min.} > 0.5 for the 1 
hour for each object which has a fault] 
then(subtract 1 from the minimum number of replicas of each object 

and maintain FT-CORBA)  /* set the DCOM flag to 0 */ 
else(maintain the preset or adjusted minimum number of replicas of 

each object); /* set the DCOM flag to 0 *//* LPL */    
③  if {(number of replicas of each object < the preset or adjusted 

minimum number) or (no heartbeat of RM)}  
then(action = announce faults to clients, move to the DCOM 
mode, and set the DCOM flag to 1);  /* LPL and BBL */ 
if {(network traffic of link LL is heavy) and (the nearest MA is available)} 
then (action = announce the nearest MA to move to the link LL and 
the MA balances the network traffic);/* CPL, LPL, and BBL */ 

④ change MAs' locations and network traffic status;/*update Table 2*//* CPL */ 
⑤ Performs the action of ③ and moves to ①; /*return action*//*BBL*/ 
 
Then, the FT-Agent maintains three internal state tables (DBs) of Table 1 ~ 3. 

Table 1. Internal State DB for Fault Management (Local Planning Layer: LPL) 

N ON NO PDN (a) (b) α FD FH 

07:00:09 07:05:09 
1 A 5 3 

… … 
0.5 0 1 

• • • • • • • • • 

N: Object Number; ON: Object Name; NO: Number of replicas of each object; PDN: Preset 
/During-operation NOminimum; (a): Time when ‘NO’ gets smaller than an existing PDN; (b): 
Time when ‘NO’ gets greater than or equal to an existing PDN; α : Rate recovered to greater 
than or equal to NOminimum within 5 min. for 1 hour; FD: Flag of DCOM state; FH: Flag of 
heartbeat. 

In this paper, it is assumed that the number of all objects = n, NO = 5, and the pre-
set minimum number of replicas of each object (NOminimum) = 3. As the database of 
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the planning layer of local systems the FT-Agent runs on, Table 1 is related to occur-
rences and recoveries of faults and is also used in calculating the data to control the 
Reactive Layer of the FT-Agent.  

The FT-Agent adjusts NOminimum flexibly by managing Table 1. Namely, the FT-
Agent maintains the preset NOminimum variably and calculates the rate recovered to 
greater than or equal to the NOminimum within 5 minutes (update cycle of transport in-
formation) [18] for 1 hour of a time window. In the case α is greater than the evalua-
tion value (0.5 in this paper), the FT-Agent subtracts 1 from the preset NOminimum of 
related objects during Telematics operation as far as a resultant NOminimum is greater 
than or equal to 2, and otherwise maintains  NOminimum of related objects as an existing 
value. The FT-Agent notifies the RM of NOminimum if it has been changed and the RM 
manages object replication with it.   

Table 2. DB for Network Management (Cooperative Planning Layer: CPL) 

 

N: Object Number; LL: Link Location; (a): Av. Network Traffic Transition(daily)(unit : hour); 
x: Av. daily traffic; (b): Av. Network Traffic Transition(monthly)(unit : day); y: Av. monthly 
traffic; (c): Av. Network Traffic Transition(yearly)(unit : month); p: Priority for MA move-
ment; MT: MAs tracing; L: Location; A: Availability. 

Table 2 is used for agent based network management. Namely, the FT-Agent  
reduces network traffic between clients and objects and lowers the possibility of fault 
occurrences by using MAs to prevent service delay and faults of objects through effi-
cient network management. For these purposes, the FT-Agent distributes MAs opti-
mally by monitoring locations of MAs, directing them to move to links having heavy 
traffic, and managing their history.   

Table 3. State DB to Decide Transfer to ORPC Mode (Bahavior Based Layer: BBL) 

 
N: Object Number; ON: Object Name; (a): number of replicas of each object < the preset or ad-
justed minimum number; (b): no heartbeat of RM; (c): network traffic of link LL is heavy;   
(d): the nearest MA is available. 

Finally, Table 3 contains the data delivered and induced from the CPL and LPL. 
This is used as input data to enable the FT-Agent Reactive Layer to complement the 
FT-CORBA by running the ORPC protocol.  
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4   Performance Evaluation 

The index of formula (1) is introduced to compare the performances before and after 
application of the proposal in this paper.  

 

Cost for Fault Tolerance for Entire Telematics (CFT)   =  

① Communication Traffic (B) × ② S/W Complexity (C)  (1) 

 

The numbers of both objects and clients are set to ‘n’, respectively because their 
roles change according to services. ‘B’ and ‘C’ have to be small to enhance the fault 
tolerances of the entire Telematics. The greater the values of ‘B’ and ‘C’, the greater 
the probability that faults occur with the performance decline of systems. These val-
ues are proportional to the number of clients. Namely, ‘B’ and ‘C’ are independent 
variables with regard to each other, and must be considered simultaneously. There-
fore, it is possible that the CFT can be represented as multiplication of ‘B’ and ‘C’ 
[9].  

Accordingly, performances can be evaluated by comparing the CFTs before and af-
ter applying the proposed method in this paper. ① and ② of formula (1) are observed 
in detail.  

First, ‘B’ is calculated. The ‘B’ is a value proportional to the number of clients re-
questing real time services (θ: proportional constant). If it is assumed the number of 
clients requesting real time services and the service processing time of an object are 
‘n’ and ‘t’, respectively and if the 10 steps including the ‘client-to-object’ communi-
cation of the FT-CORBA are considered, the communication traffic (B) of the FT-
CORBA is as formula (2) in the case no object failures occur.  

 
B = 10×nθ + nθ×t  

 (10 : number of FT-CORBA steps, θ : proportional constant,  t : the service 
processing time of an object) 

(2) 

 

In the case of fault occurrences in the FT-CORBA itself, communication traffic (B) 
is generated as presented in formula (3). 

 
① Traffic between RM and FT-Agent: nθ(they are on the same computer) 
② Traffic between the FT-Agent and Clients: nθ (required for clients with objects 

containing faults) 
③ Traffic between Clients and Objects: nθ + nθ×t (required for clients with objects 

containing faults) 

∴ Communication Traffic (B) = 3nθ + nθ×t (t: the service processing time of an object) 

(3) 

 

The traffic of ‘nθ’ is generated to share status information of objects (n) in ① of for-
mula (3). The FT-Agent announces the relevant objects faults to clients (n) and the 

maximum ‘nθ’ of traffic is generated in ②. The traffic ‘nθ’ is generated when the maxi-

mum ‘n’ of clients request services to an object and then traffic ‘nθ×t’ is generated in ③, 
for communications occur for the time of ‘t’ when an object respond to service requests.  
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Second, ‘C’ is calculated. The maximum value of the ‘C’ must be calculated, including 
the worst case for the comparison of efficiency. This value is proportional to the number 
of objects. If the S/W complexity ‘C’ of the FT-CORBA per object is assumed as ‘c’, then 
CFT-CORBA = cn. This is calculated as Cproposed architecture = 2cn because the S/W complex-
ity doubles where the DCOM objects and ORPC are implemented.  

It is assumed that the processed information is all real-time in the evaluated 
Telematics and that fault tolerance is provided twice, by adding a backup protocol to 
the FT-CORBA to enhance service continuity. The Efficiency Index (EI) to evaluate 
performance improvement is as presented in formula (4), for the CFTFT-CORBA of the 

backup part is as ‘CFTFT-CORBA = (10nθ + nθ×t) × cn' and the CFTproposed architecture is as 

'CFTproposed architecture = (3nθ + nθ×t) × 2cn'.  
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This is calculated as EI = 0.6, for ‘t’ is the service processing time of an object and 
can be approximated to 0, in order to compare efficiency between the FT-CORBA 
and the proposed architecture. Accordingly, higher efficiency of 40% can be achieved 
by implementing the FT-Agent and ORPC of DCOM in addition to the FT-CORBA 
than ‘2 × FT-CORBA’ to complement the limitations of the FT-CORBA. Efficiency 
improvement of 20% is achieved if it is normalized to compare the proposed architec-
ture with the FT-CORBA itself.  
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The EI is as formula (5) where the 30% of clients request real time services and the 
remaining 70% do not. Accordingly, the degree of improvement is smaller than when 
all clients request real time services, and improvement of 12% occurs. The first and 
latter halves of addition to the numerator reveal the implementation costs of the  
FT-CORBA and the proposed architecture, respectively. The denominator reveals that 
the FT-CORBA protocol is implemented twice, as described earlier.  

The computer that the FT-Agent and the RM operate on requires performance of 
formula (6) because look-ups of Table 1 in Section 3.3, one of the DBs of the FT-
Agent occur for the time window of an hour only where the number of replicas of 
each object reduces from NO = 3 to NO = 2. 

 minutes5)
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( t (mean-lookup) i : Av. lookup time by objects for the time window of an hour; 
m : maximum number of objects to provide real time services simultaneously ) 

(6) 
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5   Conclusion 

The characteristics of the Telematics and the corresponding necessity of the  
FT-CORBA are presented in this paper. This paper observes the limitations of the 
current FT-CORBA for the Telematics, presenting a method to improve them with 
agents. From the result of performance evaluation, the improvements are as follows.  

First, the proposed architecture reduces service delays and the possibility of fault 
occurrences by reducing network traffic in terms of the entire network using MAs 
when objects, which provide real time services and are requested frequently by cli-
ents, respond to their requests.  

Second, the preset minimum value of the number of replicas is adjusted dynami-
cally, unlike that in the FT-CORBA, and therefore the operational efficiency of the 
CORBA based Telematics is enhanced.  

The proposed architecture improves the first two limitations of the current  
FT-CORBA in the Telematics, but does not improve the other six limitations as  
described earlier. Therefore, further research is required in order to improve the limi-
tations of the FT-CORBA based Telematics.  
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Multi-agent Based Integration of Production and 
Distribution Planning Using Genetic Algorithm in 
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Abstract. Companies are pursuing a new approach through which overall functions within a 
supply chain, ranging from material purchase to production, distribution, and sales are de-
signed, planned, and managed in an integrated way. The core functions among those functions 
are production planning and distribution planning. In this paper, we propose a multi-agent sys-
tem and genetic algorithm that make it possible to integrate the production and distribution 
planning on a real-time basis in supply chain management.  

Keywords: Supply chain management, multi-agent system, genetic algorithm.  

1   Introduction 

SCM (supply chain management) planning and operation includes the mutually re-
lated partial problems of the following – purchase, production, scheduling, distribu-
tion, inventory, network design, location and assignment, and logistics. And these 
problems should be dealt with integrated manner on the whole aspect. Active re-
searches on the integration and coordination of these partial problems are being made. 
The core partial problems in the SCM are production planning and distribution plan-
ning. In order to satisfy the customers’ demand, production planning has to deal with 
the problem of which manufacturer to produce, when to produce, and how much to 
produce for the orders placed by the customers. The distribution planning deals with 
the problem of deciding a product delivery channel from manufacturer to distributor 
or customer. As these problems are mutually related, they should be dealt with simul-
taneously in an integrated manner. Many researches to deal with the integrated prob-
lems of production and distribution planning have been made in the SCM. MIP 
(mixed integer programming) and a simulation technique were often used for the in-
tegration of production/distribution planning [2, 4]. Erenguc et al. [3] discussed about 
the matters that must be considered for optimization of the production/distribution, 
when supplier, factory, and distribution shops are separated. They combined an ana-
lytical model and a simulation model to integrate all the stages in the supply chain. 
Some researcher applied GA (genetic algorithm) for integrated planning in SCM.  

                                                           
* Corresponding author. 
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Dellaert [1] presented a method to represent the problem with chromosome, when a 
GA is applied to the multi-level production problem.  

Recently, many enterprises are moving toward an open architecture for integrating 
their activities with their suppliers, customers and other partners within the supply 
chain. Agent-based technology provides an effective approach in such environments 
[7]. Multi-agent systems have been proven suitable to represent domains such as sup-
ply chain networks which involve interactions among manufacturing organization, 
their customers, suppliers, etc. with different individual goals and propriety informa-
tion [9]. Zhang et al. [9] presents an agent-based manufacturing system that enable 
manufacturing organizations to dynamically and cost-effectively integrate, optimize, 
configure, simulate, restructure and control not only their own manufacturing systems 
but also their supply networks, in a coordinated manner to cope with the dynamic 
changes occurring in a global market. Turoski [8] developed agent-based techniques 
for coordinating activities of e-commerce and internet-based supply chain system for 
mass customization market. Li and Fong [5] proposed agent-based architectures to fa-
cilitate the formation and organization of virtual enterprise for order management. 
SCM is large-scale and multi-stage problems. Also, its various kinds of internal or ex-
ternal factors (e.g. machine failure, production delay, and order change) can, at any 
time, dynamically bring a change to the existing plan or situation. In this study, we 
propose a multi-agent system and genetic algorithm that make it possible to integrate 
production and distribution planning on a real-time basis in SCM.  

2   Multi-agent System for Integration of Production and 
Distribution Planning in SCM 

2.1   Design of a Multi-agent System 

SCM has to deal with the dynamic environments that include diverse changes in a 
supply chain. The integrated planning under an SCM environment has to take into 
consideration all the suppliers, manufacturers, and distributors simultaneously, as well 
as their environmental changes, so that it can change and coordinate its plan on a real-
time basis. If a manufacturer cannot produce a specific product at a certain time due 
to its machine failure, this information has to be reflected immediately in the inte-
grated planning. In order to obtain the information on current situation and capacity of 
the suppliers, manufacturers, and distributors, and to make a new plan in response to 
the new environmental changes, this study used a multi-agent system.  

On the basis of integrated planning agent of production and distribution using ge-
netic algorithm, the multi-agent system suggested in this study enables the suppliers, 
manufacturer and distributor to make an optimal transportation plan, production plan, 
supply plan, and inventory management and to help to make the optimal supply chain 
plan through sharing information on inventory and demand on a real-time basis. Fur-
thermore, this system enables speedy and efficient re-planning in response to the  
dynamic environmental changes taking place in the SCM, consequently making it 
possible to modify its operational plan within the supply chain.  

The multi-agent system has the following agents: The distributor agent collects the 
order information from the customers by period, and also manages the information on 
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the changes of orders on a real-time basis. The manufacturer agent manages the in-
formation on production capacity, production possibility of an item, observance of 
due date, and environmental changes such as production delay caused by machine 
failure. The supplier agent manages the information on the supplier’s supply capacity, 
supply possibility of an item, and environmental changes related to observance of due 
date. Besides, there are three more agents: the supplier management agent, manufac-
turer management agent, and distributor management agent. These three agents com-
municate with the above-mentioned agents, while providing to them the information 
received from the mediator. Also, there is a mediator, the central agent in the multi-
agent system, which coordinates all the other agents and controls the message ex-
change. The multi-agent system still involves the integrated SCM planning agent, 
which has a GA solver performing the integrated planning of production and distribu-
tion. While making the mediator play the central role, this multi-agent system enables 
each agent to exchange messages and perform their own function. The structure of the 
multi-agent system is shown in Fig. 1.  

 

Fig. 1. The architecture of the multi-agent system 

2.2   Function of Agents in the Multi-agent System 

(1) Mediator 
Mediator performs the role of coordinating and controlling the message exchange of 
each agent. In order to support the efficient performance of all the agents and to help 
their message exchange, a central agent who can coordinate and control them is vi-
tally necessary. The mediator has information on each agent and knowledge base on 
the control and message exchange of each agent.  

 

(2) Supplier Agent (SA) 
SA enables the supplier to communicate with other agents within the multi-agent sys-
tem. In order to speedily provide information on the suppliers’ capacity by period, the 
SA has the information on the inventory and the supply capacity of each supplier by 
 



 Multi-agent Based Integration of Production and Distribution Planning 699 

period. Also, the SA receives the information on the environmental changes suddenly 
happened to the supplier through user interface, and sends it to the supplier manage-
ment agent.  

 

(3) Manufacturer Agent (MA) 
MA enables the manufacturer to communicate with other agents within the multi-
agent system. In order to speedily provide the information on the production capacity 
of each manufacturer by period, the MA has the information on the current work 
situation, waiting work, and production capacity by period. Also, as it has the infor-
mation on the possible outsourcing companies by item and by period, it helps make 
judgment on the production capacity and production possibility of the manufacturers. 
The MA receives the information on the environmental changes suddenly happened to 
the manufacturers through user interface, and sends it to the manufacturer manage-
ment agent.  

 
(4) Distributor Agent (DA) 
DA enables the distributor to communicate with other agents within the multi-agent 
system. The DA receives the orders by period from customers, and sends the informa-
tion to the distributor management agent. In order to speedily provide the information 
on the distribution capacity of the distributors by period, it has information on the in-
ventory by period and by item. Also, it receives through user interface the information 
on the environmental changes including an order cancellation that suddenly happened 
to the customers, and sends them to the distributor management agent. 

 
(5) Supplier Management Agent (SMA) 
SMA performs the role of exchanging a message with the SA. The SMA collects the 
information on the environmental changes happened to the suppliers, and sends them 
to the mediator so that it may be reflected in the integrated planning. Also, it receives 
from the mediator the information on the supply quantity and supply schedule, and 
then send it to the SA. It keeps record of the suppliers’ supply history and their obser-
vance of supply schedule. Based on this record, it assesses the reliability of the sup-
pliers. The suppliers who are below a certain level of reliability are to be excluded 
from the integrated planning.  
 
(6) Manufacturer Management Agent (MMA) 
MMA performs the role of exchanging a message with the MA. The MMA collects 
on a real-time basis the information on the environmental changes happened to the 
manufacturers, and sends them to the mediator so that it may be reflected in the inte-
grated planning. Also, it receives from the mediator the information on production 
schedule and production quantity by manufacturers, and sends it to the MA. It keeps 
record of the manufacturers’ production history and their observance of due date. 
Based on this record, it assesses the reliability of the manufacturers. And the manu-
facturers who are below a certain level of reliability are to be excluded from the  
integrated planning.  

 
(7) Distributor Management Agent (DMA) 
DMA performs the role of exchanging a message with the DA. The DMA collects on 
a real-time basis the information on the environmental changes including the change 
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of orders from the customer and sends it to the mediator so that it may be reflected in 
the integrated planning. Also, it receives from the mediator the information on the 
time of placing orders and the quantity of orders by distributors and sends it to the 
DA. It keeps account of the information on the customers’ orders so that it may be 
used for analysis of customer’s purchase pattern.  

 
(8) Integrated SCM Planning Agent (ISPA) 
Based on the information on the customer’s demand collected by the DMA, the ISPA 
analyzes the distributor’s time of placing orders and order quantity, manufacturer’s 
production time and production quantity, and supplier’s supply time and supply quan-
tity, making a transportation plan between the supplier and manufacturer and between 
the manufacturer and distributor, and finally making it possible to reschedule in re-
sponse to the dynamic environmental changes. The ISPA is a core agent with the  
genetic algorithm solver that makes possible the integrated planning for SCM. The 
performance of the genetic algorithm for integrated planning has been proved through 
tests in the section 4. 

3   Design of a Genetic Algorithm for the Integration of Production 
and Distribution Planning   

GA are the most well-known and robust methods. GA deals with coding of the prob-
lem using chromosomes as representative elements, instead of decision making  
valuables handled in a definite method. To represent the integration problem of pro-
duction/distribution handled in this study with one chromosome, the chromosome has 
to represent all the components in the process of supply/production/distribution, and 
then the pattern of supply/production/distribution should be able to be decided. 

3.1   Representation of a Chromosome  

The most important stage in designing a GA is to represent solution with chromo-
some. A chromosome should be able to reflect the features of a problem and represent 
them properly, and produce a more suitable solution for the objective function, 
through an evolutionary process, by a genetic operator. This study uses the chromo-
some representation suitable for each supplier, manufacturer, and distributor for the 
integrated planning of production and distribution. Fig. 2 demonstrates the example of 
a represented chromosome for the integrated planning. For example, if there are two 
distributors, two manufacturers, two suppliers, and two products ordered by each dis-
tributor, respectively, and periods are divided into five, the representation of the 
chromosome is exhibited as in Fig. 2. In the chromosome composed of four rows in 
Fig. 1, the first row is the representation of the chromosome to decide a distributor’s 
order quantity at each period. The second row is the representation to decide a manu-
facturer to produce the ordered products at each period. It has the random numbers 
used to determine a manufacturer. The random number is produced within the number 
of maximum manufacturer to be able to produce the product. The number of manu-
facturers is decided by the production possibility information of manufacturer ob-
tained from the multi-agent system. The third row is to decide production output of a 
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manufacturer and the fourth row is to select a supplier to supply a raw material. 
Also, the information of a supplier is obtained from the multi-agent system.  

1 1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 0 1

1 1 2 1 2 2 1 2 2 1 2 1 1 2 1 2 2 1 1 1
 

1 1 0 1 0 1 1 0 0 0 1 0 0 1 0 1 0 0 1 0

1 2 1 2 2 1 1 2 1 2 2 2 1 1 2 1 2 2 1 1

Fig. 2. Representation of a Chromosome 

When demand information of each distributor for each product in each period was 
collected, the chromosome represented in Fig. 2 is interpreted as demonstrated in  
Fig. 3 so as to select the quantity of order and period to order, a manufacturer to pro-
duce and output quantity, and a supplier to supply raw materials. To decide the quan-
tity of order and period to order from a distributor, a binary representation method 
was used [1]. If the value of the gene represented in each period is 1, the quantity of 
order equivalent to the demand quantity in the concerned period is ordered, and if not, 
the order is not ordered. For instance, the first gene in first row of the chromosome 
has the value of 1, this means that distributor 1 has to order for product 1 in period 1 
equivalent to demand quantity. For the gene value of 0, it is interpreted that order is 
simultaneously placed in the previous period, whose gene value is 1. In Fig. 2, the 
value of the third gene in the first row is 0. This means that an order is not placed in 
period 3, but is placed in period 2 added with demand quantity in period 3. Therefore, 
the quantity of 230 is ordered in period 2. The distributor holds 100 units of product 1 
in period 2. Accordingly, additional inventory cost is generated. After the quantity of 
order and period to order are decided. Manufacturer producing the order quantity has 
to be decided through chromosome in the second row of manufacturer part in Fig. 2. 
Manufacturers can be decided through the genes represented through the manufac-
turer’s number. For example, the first gene value is 1 in the second row. This means 
that manufacturer 1 produces ordered quantity 120 for product 1 which has been or-
dered by distributor 1. Each manufacturer’s production period and output is decided 
through the chromosome in the third row. This chromosome uses the same binary rep-
resentation and interpretation methods which were used to decide the quantity of an 
order and period to order. For an instance, the fourth gene in the third row is 1. This 
means producing order quantity of 180 in period 4. Meanwhile, the gene value is 0 in 
the period 5, and this means producing order quantity of 330 in period 4 added with 
quantity of 150 from period 5. In the third row, the period 1 and 2 of product 2 of 
manufacturer 1 were no output that manufacturer has to produce, but the representa-
tion of the chromosome is 1. In this case, output is interpreted as 0, when there is 
nothing to actually produce. However, when production is not conducted in the re-
maining periods, the output is decided by adding all the output in those periods. While 
reading the chromosome for the period for allocation of output, in the period that is 
represented as 1, the production output needed in the period and the following periods 
represented as 0 is produced. In the chromosome representation in Fig. 2, in the case 
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that only period 1 and 2 are represented as 1 among five periods, it is interpreted that 
output of 170 is produced in period 2, which is needed in the following periods. In  
period 1, it is interpreted that no production is made, because there is no required out-
put. The chromosome in the fourth row is to select a supplier. This also indicates the 
number of a supplier in the same way used to select a manufacturer above. The first  
gene 1 in the fourth row means that manufacturer 1 receives raw materials required 
for production of 120 from supplier 1. 

 
 Distributor 1 Distributor 2 
 Product 1 Product 2 Product 1 Product 2 

Period 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
Demand Quantity 120 130 100 100 80 60 50 50 80 50 200 180 180 200 150 30 50 40 40 40 

Chromosome 1 1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 0 1 
Quantity of Order 120 230 0 180 0 110 0 50 80 50 200 560 0 0 150 80 0 80 0 40 

Chromosome 1 1 2 1 2 2 1 2 2 1 2 1 1 2 1 2 2 1 1 1 
 Manufacturer 1 Manufacturer 2 
 Product 1 Product 2 Product 1 Product 2 

Production Quantity 120 230 
560 0 180 150 0 0 80 0 50

40 200 0 0 0 0 110 
80 0 50 80 0 

Chromosome 1 1 0 1 0 1 1 0 0 0 1 0 0 1 0 1 0 0 1 0 
Output 120 790 0 330 0 0 170 0 0 0 200 0 0 0 0 240 0 0 80 0 

Chromosome 1 2 1 2 2 1 1 2 1 2 2 2 1 1 2 1 2 2 1 1 

Fig. 3. Interpretation of Chromosome Representation 

In the representation of a chromosome to decide a distributor’s period to order in 
first row, 1 is represented in the first period for each product so that an order can al-
ways be placed. The reason is because no inventory was assumed in the previous pe-
riod. In the decision regarding production periods and outputs of a manufacturer in 
third row, 1 is represented in the first period for each product so that production can 
always be conducted at the period. When no inventory was assumed in the previous 
period, it is to make a solution that can be executed. 

3.2   Genetic Operator 

This study applied the crossover which can inherit parents’ chromosome order and 
type properly. Once parent 1 and parent 2 are selected, this crossover randomly gen-
erates number 1 and 2, which indicate parents, as many as the length of chromosome 
genes in order to inherit genes from one parent of the two parents. The length of the 
chromosome corresponds to the longer chromosome between the result of (number of 
distributors × number of products × number of period) and the result of (number of 
manufacturers × number of products × number of period). And then, a new chromo-
some is generated by inheriting all the genes within the column from the parent who 
corresponds to the random number. This process is conducted again by changing par-
ent 1 and parent 2. Between two children generated in the above mentioned manner, 
one, which has better value of objective function, is sent to the next generation.  

This study uses a mutation method in which genes of all the products in relation to 
a distributor and a manufacturer in each period are mutually exchanged with the genes 
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of another distributor and another manufacturer. When multi-distributors and manu-
facturers exist, genes are mutually exchanged by randomly selecting distributors and 
manufacturers.  

3.3   Selection Method and Objective Function  

As a selection method, a seed selection is used [6]. The seed selection has introduced 
preservation method of good individuals in evolutionary process. A seed, which cor-
responds to a father, is randomly selected among excellent individual group that are 
within top rank in a group. The mother individual is randomly selected from the entire 
group. These are used as parents, and they are returned to their own group, so that 
they can be selected again. The next generation is newly formed by using a selection 
method from the current generation and by using genetic operators. After that, bad in-
dividuals are replaced by good ones in equal number by applying elitism.  

Integrated planning using minimum cost in SCM means an efficient operation for 
distributors, manufacturers, and suppliers. The value of objective function is obtained 
through reading genes row by row from left to right. The total cost of the following is 
calculated: cost of order, inventory cost, transport cost from a manufacturer to a dis-
tributor according to the selection of the manufacturer, production preparation cost 
and inventory cost according to output of a manufacturer in each period, and the price 
of raw materials supplied by a supplier and transport cost from a supplier to a manu-
facturer, according to the selection of a supplier. The object is to select an integrated 
plan with minimum total cost.   

4   Prototype Implementation  

The development of the multi-agent system has focused on the efficient performance 
of the message exchange among agents, and its structure is based on the AP (Agent 
Platform) structure of the FIPA that was adopted as an international standard. If an 
agent within the structure wants to communicate with the other agent within the same 
platform or another platform, it has to be registered at least in one of the platforms. 
AP provides a service for cooperation among agents belonging to the platforms. AP 
has the following components: ACC (Agent Communication Channel), ANS (Agent 
Name Server), DF (Directory Facilitator), and AMS (Agent Management System). 
The ACC supports the message transmission among agents within the AP and the 
communication between the APs. The ANS provides the information on the name and 
address of each agent for transmission. The DF provides each agent with the informa-
tion on the capacity and services of all the agents within the AP. AMS performs the 
registration, removal, temporary suspension and recovery of the agents within the AP. 
Based on the AP structure, this paper has made use of a mediator in place of AMS, 
and DF performs the role of ontology for understanding exchanging message among 
the agents and has the form of a simple database. Fig. 4 shows a snapshot of the 
multi-agent system for integrated planning in SCM. 
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Fig. 4. The snapshot of multi-agent system for integrated planning in SCM 

4.1   Problem Definition for Integration of Production and Distribution Planning 

In this study, raw materials are supplied from multiple suppliers to multiple manufac-
turers, and various products produced by each manufacturer are supplied to various 
distributors. Here, a distributor can be understood as a logistics warehouse delivering 
finished goods from a manufacturer to a customer. We assume that each manufacturer 
can produce various products, and can produce all the products ordered within each 
period. Suppliers are also assumed to be able to supply raw materials or parts in each 
period. Also, many distributors exist in the SCM environment. These distributors re-
ceive orders from many customers, and collect those orders and give orders to manu-
facturers. In this study, demand in the concerned periods is assumed to be known for 
several periods in the near future. Each distributor can control inventory cost and cost 
of orders through adjustment of order quantity, and can take products with minimum 
transport cost and production cost, due to selection of an adequate manufacturer. 
Manufacturers can control production preparation cost and inventory cost through the 
adjustment of production output, and can take materials and parts at minimum prices 
and transport cost with a selection of an adequate supplier. The objective function in 
the integrated planning problem is to minimize total cost of the cost of order, inven-
tory cost, production preparation cost, production cost of manufacturers, and the 
transport cost between manufacturers and distributors and between suppliers and 
manufacturers. 
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4.2   Performance Evaluation 

The performance of integrated planning in SCM is exhibited through a comparison 
with the optimal solution and non-integrated planning. First, experiments were con-
ducted to decide the values of parameters of GA. As the values of the parameters used 
in this study, the size of population was 1000, number of generations 200, seed selec-
tion scope 300 and size of elitism 100, and mutation rate and cross rate 0.1, and 0.9, 
respectively. To generate a problem for evaluation, demand quantity was generated in 
the unit of 10 between 50 and 200, and the order cost of a distribution center, and in-
ventory cost per period at a factory and a distribution center were set 100 and 5  
respectively. Transport cost from a factory to a distribution center was set between 3 
and 5, and transport cost from a supplier to a manufacturer was generated between 10 
and 15 at integer value. Production cost at each manufacturer was generated between 
35 and 40. Table 1 compares the optimal solution obtained in the small size problem 
with the results obtained through GA-based integrated planning. To obtain the opti-
mal solution of a mathematical model, the ILOG CPLEX 10.0 package was used. The 
GA was developed based on Java 2 Standard Edition 1.5. The solutions could not be 
obtained using ILOG in the problems bigger than problem 5 in Table 1. The results of 
non-integrated planning are the best solutions obtained in 100 repeated experiments. 
As shown in Table 1, there is a great difference in the results between integrated 
planning and non-integrated planning. The proposed genetic algorithm produced near 
optimal solution. 

Table 1. Results of performance evaluation for proposed GA 

Problem Size Prob-
lem # of Dis-

tributor  
# of 

Product 
# of Manu-

facturer 
# of 

Supplier
# of 

Period

Optimal So-
lution 

Integrated 
Planning 

Non- Inte-
grated 

Planning 

1 2 2 2 2 5 96,630 96,630 107,268 
2 3 2 2 2 5 160,090 160,090 175,665 
3 2 2 3 2 5 96,630 96,630 107,588 
4 3 5 3 3 5 506,394 507,460 534,198 
5 4 5 4 4 5 603,997 605,280 659,906 

5   Conclusion  

This study has developed a methodology of integrated planning based on multi-agent 
system, by sharing information on the suppliers, manufacturers, distributors, and con-
sumers within the supply chain, and also by using the genetic algorithm that on a real-
time basis enables the integrated planning in the SCM including the quantity and  
timing of orders, the quantity and timing of production, supply quantity, and distribu-
tion pattern. Differently from the traditional method of trying to optimize many partial 
problems in sequence, the proposed method see partial problems simultaneously to 
seek a better solution, making it possible to respond to the dynamic environmental 
changes on a real-time basis, and consequently making SCM more efficient. In addi-
tion, the GA developed for integrated planning has been proved by performance tests 
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that have been taken for various sizes of problems. Also, the speedy operation and 
simple structure of the GA is expected to bring practicality.  
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Abstract. Intelligent Agents have originated a lot discussion about what they are, and how they 
are a different from general programs. We describe in this paper a new paradigm for intelligent 
agents, This paradigm helped us deal with failures in an independent and efficient way. We 
proposed these types of agents to treat the system in a hierarchical way. The Agent Node is also 
described. A new method to visualize fault tolerant system (FTS) is proposed, in this paper 
witch the incorporation of intelligent agents, which as they grow and specialized create the 
Agent System (MAS).One is the communications diagrams of the each of the agents, described 
in diagrams of transaction of states. 

1   Introduction 

At the moment, the approach of using agents for real applications, has worked with 
mobile agents, which work at the level of the client-server architecture.  However, in 
systems where the requirements are higher, as in the field of the architecture of em-
bedded industrial systems, the idea is to innovate in this area by working with the 
paradigm of intelligent agents. Also, it is a good idea in embedded fault tolerant sys-
tems, where it is a new and good strategy for the detection and solution of errors.  

A rational agent is one that does the right thing. Obviously, this is better than doing 
the wrong thing, but what does it mean? As a first approximation, we will say that the 
right action is the one that will cause the agent to be most successful. That leaves us 
with the problem of deciding how and when to evaluate the agent’s success. 

By an agent-based system, we mean one in which the key abstraction used is that 
of an agent. In principle, an agent-based system might be conceptualized in terms of 
agents, but implemented without any software structures corresponding to agents at 
all. We can again draw a parallel with object-oriented software, where it is entirely 
possible to design a system in terms of objects, but to implement it without the use of 
an object-oriented software environment. But this would at best be unusual, and at 
worst, counterproductive. A similar situation exists with agent technology; we there-
fore expect an agent-based system to be both designed and implemented in terms of 
agents. A number of software tools exist that allow a user to implement software  
systems as agents, and as societies of cooperating agents.  



708 A.A. Garza et al. 

2   Agents 

Let's first deal with the notion of intelligent agents. These are generally defined as 
"software entities", which assist their users and act on their behalf. Agents make your 
life easier, save you time, and simplify the growing complexity of the world, acting 
like a personal secretary, assistant, or personal advisor, who learns what you like and 
can anticipate what you want or need. The principle of such intelligence is practically 
the same of human intelligence. Through a relation of collaboration-interaction with 
its user, the agent is able to learn from himself, from the external world and even from 
other agents, and consequently act autonomously from the user, adapt itself to the 
multiplicity of experiences and change its behavior according to them. The possibili-
ties offered for humans, in a world whose complexity is growing exponentially, are 
enormous [1][4][5][6].  

We need to be careful to distinguish between rationality and omniscience. An om-
niscient agent knows the actual outcome of its actions, and can act accordingly; but 
omniscience is impossible in reality. Consider the following example: I am walking 
along the Champs Elys´ees one day and I see an old friend across the street. There is 
no traffic nearby and I’m not otherwise engaged, so, being rational, I start to cross the 
street. Meanwhile, at 33,000 feet, a cargo door falls off a passing airliner, and before I 
make it to the other side of the street I am flattened. Was I irrational to cross the 
street? It is unlikely that my obituary would read “Idiot attempts to cross street.” 
Rather, this points out that rationality is concerned with expected success given what 
has been perceived. Crossing the street was rational because most of the time the 
crossing would be successful, and there was no way I could have foreseen the falling 
door. Note that another agent that was equipped with radar for detecting falling doors 
or a steel cage strong enough to repel them would be more successful, but it would 
not be any more rational [23]. 

3   Petri Nets  

A Petri net is a graphical and mathematical modeling tool. It consists of places, transi-
tions, and arcs that connect them. Input arcs connect places with transitions, while 
output arcs start at a transition and end at a place. There are other types of arcs, e.g. 
inhibitor arcs. Places can contain tokens; the current state of the modeled system (the 
marking) is given by the number (and type if the tokens are distinguishable) of tokens 
in each place. Transitions are active components. They model activities which can oc-
cur (the transition fires), thus changing the state of the system (the marking of the 
Petri net). Transitions are only allowed to fire if they are enabled, which means that 
all the preconditions for the activity must be fulfilled (there are enough tokens avail-
able in the input places). When the transition fires, it removes tokens from its input 
places and adds some at all of its output places. The number of tokens removed / 
added depends on the cardinality of each arc. The interactive firing of transitions in 
subsequent markings is called token game. 

Petri nets are a promising tool for describing and studying systems that are charac-
terized as being concurrent, asynchronous, distributed, parallel, nondeterministic, 
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and/or stochastic. As a graphical tool, Petri nets can be used as a visual-
communication aid similar to flow charts, block diagrams, and networks. In addition, 
tokens are used in these nets to simulate the dynamic and concurrent activities of sys-
tems. As a mathematical tool, it is possible to set up state equations, algebraic equa-
tions, and other mathematical models governing the behavior of systems.  

To study performance and dependability issues of systems it is necessary to include 
a timing concept into the model. There are several possibilities to do this for a Petri 
net; however, the most common way is to associate a firing delay with each transition. 
This delay specifies the time that the transition has to be enabled, before it can actu-
ally fire. If the delay is a random distribution function, the resulting net class is called 
stochastic Petri net. Different types of transitions can be distinguished depending on 
their associated delay, for instance immediate transitions (no delay), exponential tran-
sitions (delay is an exponential distribution), and deterministic transitions (delay is 
fixed) [20]. 

4   FIPA (The Foundation of Intelligence Physical Agents) 

FIPA specifications represent a collection of standards, which are intended to promote 
the interoperation of heterogeneous agents and the services that they can represent. 
The life cycle [9] of specifications details what stages a specification can attain while 
it is part of the FIPA standards process. Each specification is assigned a specification 
identifier [10] as it enters the FIPA specification life cycle. The specifications them-
selves can be found in the Repository [11]. 

The Foundation of Intelligent Physical Agents (FIPA) is now an official IEEE 
Standards Committee. 

4.1   FIPA ACL Message 

Over time, failure has come to be defined in terms of specified service delivered by a 
system. This avoids circular definitions involving essentially synonymous terms such 
as defect, etc. This distinction appears to have been first proposed by Melliar-Smith 
[22]. A system is said to have a failure if the service it delivers to the user deviates 
from compliance with the system specification for a specified period of time. While it 
may be difficult to arrive at an unambiguous specification of the service to be deliv-
ered by any system, the concept of an agreed-to specification is the most reasonable 
of the options for defining satisfactory service and the absence of satisfactory service, 
failure.  

The definition of failure as the deviation of the service delivered by a system from 
the system specification essentially eliminates "specification" faults or errors. While 
this approach may appear to be avoiding the problem by defining it away, it is impor-
tant to have some reference for the definition of failure, and the specification is a 
logical choice. The specification can be considered as a boundary to the system's re-
gion of concern, discussed later. It is important to recognize that every system has  
an explicit specification, which is written, and an implicit specification that the  
system should at least behave as well as a reasonable person could expect based on 
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experience with similar systems and with the world in general. Clearly, it is important 
to make as much of the specification as explicit as possible.  

It has become the practice to define faults in terms of failure(s). The concept 
closest to the common understanding of the word fault is one that defines a fault as 
the adjudged cause of a failure. This fits with a common application of the verb 
form of the word fault, which involves determining cause or affixing blame. How-
ever, this requires an understanding of how failures are caused. An alternate view of 
faults is to consider them failures in other systems that interact with the system un-
der consideration--either a subsystem internal to the system under consideration, a 
component of the system under consideration, or an external system that interacts 
with the system under consideration (the environment). In the first instance, the link 
between faults and failures is cause; in the second case it is level of abstraction or 
location.  

The advantages of defining faults as failures of component/interacting systems 
are: (1) one can consider faults without the need to establish a direct connection 
with a failure, so we can discuss faults that do not cause failures, i.e., the system is 
naturally fault tolerant, (2) the definition of a fault is the same as the definition of a 
failure with only the boundary of the relevant system or subsystem being different. 
This means that we can consider an obvious internal defect to be a fault without 
having to establish a causal relationship between the defect and a failure at the sys-
tem boundary.  

In light of the proceeding discussion, a fault will be defined as the failure of (1) a 
component of the system, (2) a subsystem of the system, or (3) another system 
which has interacted or is interacting with the considered system. Every fault is a 
failure from some point of view. A fault can lead to other faults, or to a failure, or 
neither.  

A system with faults may continue to provide its service, that is, not fail. Such a 
system is said to be fault tolerant. Thus, an important motivation for differentiating 
between faults and failures is the need to describe the fault tolerance of a system. 
An observer inspecting the internals of the system would say that the faulty compo-
nent had failed, because the observer's viewpoint is now at a lower level of detail 
[21]. 

5   The KQML Language 

Communication takes place on several levels. The content of the message is only a 
part of the communication. Begin able to locate and engage the attention of someone 
you want to communicate with is apart of the process. Pack-aging your message in a 
way which makes your purpose in communicating clear is another.  

When using KQML, a software agent transmits content messages, composed in a 
language of its own choice, wrapped inside of a KQML message. The content  
message can be expressed in any representation language and written in either  
ASCII strings or one of many binary notations (e.g. network independent XDR  
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representations).All KQML implementations ignore the content portion of the mes-
sage except to the extent that they need to recognize where it begin sand ends.  

The syntax of KQML is based on a balanced parenthesis list. The initial element  
of the list is the performative and the remaining elements are the performative's 
arguments as keyword/value pairs. Because the language is relatively simple, the  
actual syntax is not significant and can be changed if necessary in the future. The syn-
tax reveals the roots of the initial implementations, which were done in Common 
Lisp, but has turned out to be quite flexible. 

KQML is expected to be supported by a software substrate, which makes it pos-
sible for agents to locate one another in a distributed environment. Most current im-
plementations come with custom environments of this type; these are commonly 
based on helper programs called routers or facilitators. These environments are not 
a specified part of KQML. They are not standardized and most of the current 
KQML environments will evolve to use some of the emerging commercial frame-
works, such as OMG's CORBA or Microsoft's OLE2, as they become more widely 
used. 

The KQML language supports these implementations by allowing the KQML mes-
sages to carry information which is useful to them, such as the names and addresses 
of the sending and receiving agents, a unique message identifier, and notations by any 
intervening agents. There are also optional features of the KQML language which 
contain descriptions of the content: its language, the ontology it assumes, and some 
type of more general description, such as a descriptor naming a topic within the on-
tology. These optional features make it possible for the supporting environments to 
analyze, route and deliver messages based on their content, even though the content 
itself is inaccessible [17]. 

6   Agent Communication Protocols 

There are a variety of interprocess information exchange protocols. In the simplest 
case, one agent acts as a client and sends a query to another agent acting as a server 
and then waits for a reply, as is shown between agents A and B in Figure 1. The 
server's reply might consist of a single answer or a collection or set of answers. In an-
other common case, shown between agents A and C, the server's reply is not the com-
plete answer but a handle which allows the client to ask for the components of the  
reply, one at a time. A common example of this exchange occurs when a client que-
ries a relational database or a reasoner which produces a sequence of instantiations in 
response. Although this exchange requires that the server maintain some internal 
state, the individual transactions are as before - involving a synchronous communica-
tion between the agents. A somewhat different case occurs when the client subscribes 
to a server's output and an indefinite number of asynchronous replies arrive at irregu-
lar intervals, as between agents A and D in Figure 1. The client does not know when 
each reply message will be arriving and may be busy performing some other task 
when they do.  
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There are other variations of these protocols. Messages might not be addressed to 
specific hosts, but broadcast to a number of them. The replies, arriving synchronously 
or asynchronously have to be collated and, optionally, associated with the query that 
they are replying to [18]. 

 

Fig. 1. Several basic communication protocols are support in KQLM 

7   Proposed Method 

Lets suppose we have a Distributed System (mainly applied to the industrial control), 
which is made up of a set of Nodes, where each one of them can be constituted by 
several Devices.  

On these Nodes a set of ordered Tasks, is executed all of them to take I finish the 
functionality of the system. In order to identify this Distributed System the following 
definitions are set out:  

Definition 1. = is N {Nor}, the set of the Nodes of the system, being “n” is the  
number of units that integrate it.  

Definition 2. Be [Di, z], the set of devices that contains Node i. Where “z” can take 
value 1, if it is wanted to see the Node like only device, or greater than 1 if it is de-
sired to do visible some of the elements that integrate it.  

Definition 3. = is T {Tj}, the set of tasks that are executed in the system, being “t” the 
number of tasks that integrate the system. 

Definition 4. A System Distributed like dupla is defined: SD = (N, T) Once character-
ized what a Distributed System could be denominated Basic (without no characteristic 
of Tolerance to Failures), one is going away to come to the incorporation on he him-
self from the paradigm of Intelligent Agents with the purpose of equipping it with a 
layer with Tolerance to Failures. The Fault tolerant Agents will define themselves 
now that worked in the SD. 

Definition 5. An Agent is ANi to whom Agent denominated itself Node, whose  
mission is the related one to the tolerance to failures at level of the Node Nor.  

Definition 6. {ANi is AN=} a set of Agents Node.  
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Definition 7. An application of N to AN of form of a is α each node Nor, of the sys-
tem associates an Agent to him ANi Node, that is to say: α: N→ANi Nor → ANi. 

Definition 8. A System is SMATF Fault tolerant Multi-Agent, formed by tripla of 
AN, AT, AS. That is to say With it a Distributed System Fault tolerant SDTF is  
defined as: SMATF = <N, AT, AS>. 

Definition 9. A Distributed System Fault tolerant SDTF like dupla is defined SDTF 
=<SD, SMATF>. 

The network of Petri of the Agent Node, fig 2, the exit, communication variables is  
of red color, and the communication variables, of entrance, are of green color. Which 
interrelate with the agent to whom it must send or receive information to him.  

 

Fig. 2. Petri Networks of the Fault Tolerant Agent Node 

8   Communications Diagram 

Now we show diagram of transition of states of the Agent Node. 
In figure 2 we show the diagram of transition of states, one is, Agent Node (AN), 

its operation and interchange of messages, as well as the variables that take part in the 
passage of their internal communication, in addition to concexion with one of the 
agents of the SMA, the agent system (AS), which as well in its internal states of 
communication and also, handled its communication with the other agent of the 
SMATF, the Agent Task. 
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In this Figure the structure of the Agent can be observed Node, which if it detects 
an error, activates, the 5 Phases of Tolerance to Failures, and in each one of them, the 
interchange of messages. 

 

Fig. 3. Several basic communication protocols are supported in KQML 

9   Conclusions 

The agent counts on a AID, which is "Intelligent Agents as a new paradigm of Dis-
tributed Fault tolerant Systems for industrial control" to as Architecture of Reference 
fipa/Data minimum of an agent is specified in the norms of Fipa (, says: Aid- the 
agent must have a unique name globally). The agent contains descriptions of transport 
in the development of his documentation, which fulfills the specifications of fipa (Ar-
chitecture of Reference fipa/Data minimum of an agent, says: Localizer one or but de-
scriptions of the transport that as well, contains the type of transport by ej.  Protocol), 
but does not specify the protocol that uses like type of transport, this this in phase of 
analysis. It concerns the communication and cooperation between agents, the docu-
ment "intelligent Agents as New Paradigm of Distributed Fault tolerant Systems for 
Industrial Control" says to us that the communication between the agents occurs of 
ascending or descendent form depending on the type of agent.  A a little superficial 
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explanation occurs, without specifying for example that type of language of commu-
nication between agents uses, or KQML or the Fipa-acl. We described in this paper 
our approach for building multi-agents system for achieving fault tolerant control sys-
tem in industry.  The use of the paradigm of intelligent agents has enabled the profile 
generation of each of the possible failures in an embedded industrial system. In our 
approach, each of the intelligent agents is able to deal with a failure and stabilize.  
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Abstract. There are different approximations to improve the performance and mathematical 
representation of a cellular neural networks to work with linearly nonseparable data as XOR. 
But the main goal is to work with problems that only can solved with universal machines such 
as the game of life. In this paper a new model of Polynomial Cellular Neural Networks that 
solves the game of life is presented with the learning design to compute the templates. 

1   Introduction 

The standard uncoupled CNN single-layer structures are not capable of classifying 
linearly nonseparable data points. The reason is exactly the same as the historic dis-
cussion about the perceptrons many years ago published by Marvin Minsky [1]. A 
more recent description of this idea can be found in [2], using the concepts of linear 
threshold gates and how it is possible to solve problems with linearly nonseparable 
data points using quadratic threshold gates. To improve the response of CNN other 
authors propose using multilayer CNN [3], removing the uniformity constraint on 
weight values [4] or adding some type of nonlinearities. In [5] a trapezoidal activation 
function is applied to classify linearly non-separable data points. Some examples are 
presented realizing Boolean operations (including eXclusive OR) by using only a  
single-layer CNN.  

In this paper a new nonlinear term is added to the traditional discrete model with 
the result of a Polynomial Discrete time Cellular Neural Network (PDTCNN). This 
new model improves the capabilities of representation of the network with only one 
layer. To show the advantage of the algorithm we select a traditional example to ex-
plore the capabilities of mathematical representation: The Game of Life. This algo-
rithm is traditional used in the area of cellular automata to show that some type of 
automata can realize universal computing. There is a previous work of Chua et al. to 
solve this problem but using a multilayer CNN.   

The structure of the paper is the following: Section II explains the model of Poly-
nomial Cellular Neural Network. Next section explains the learning methodology us-
ing Genetic Algorithm. Section IV shows some experiments and conclusions of the  
work. 
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2   Polynomial Cellular Neural Networks 

2.1   Cellular Neural Networks 

Cellular Neural Networks [6] are a particular kind of neural networks with local con-
nections only. In the most common model, cells are arranged in a square grid, and the 
state of each one depends directly on the input and the output of its 8 nearest cells. In 
this paper we deal with Discrete-Time CNNs (DTCNNs) [7], a CNN model in which 
only binary output values are allowed and the system is clocked. Its dynamic is de-
scribed by the following equations  
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where uij, xij and yij are the input, the state and the output of the cell in position (i,j), 
respectively; Nr(i,j) is the set of indexes corresponding to the cell (i,j) and its 
neighbors; finally, the matrices A and B contain the weights of the network and the 
value i is a bias. Usually, the weights of a CNN depend on the difference between cell 
indexes rather than on their absolute values, therefore the network is space-invariant. 
In this case the operation performed is defined by the set of weights {A,B,i} that is 
unique for the whole network and is called ‘cloning template’ (see [8]). Note that 
throughout this paper capital letters indicate matrices and lower case letters indicate 
scalar values.  

The Einstein notation - according to whom when an index variable appears twice 
in a single term, it implies that we are summing over all of its possible values - allows 
to write the Eq. (5) in a compact way as follows: 
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2.2   Extension to the Polynomial Model 

Despite their versatility, space-invariant Cellular Neural Networks are not able to 
solve non-linear separable problems, unless a multilayer structure is used [9]. This 
difficulty can be overcome by using a polynomial CNN (PCNN) [10, 11,12], whose 
discrete-time state equation is: 

),()()()( dddc
d

dc
d

c yuginubnyanx +++=
 

(4) 

where a polynomial term g(ud, yd) is added to the standard DTCNN model. The output 
is calculated as before through the Eq. (4). In [13] it is proved that a polynomial CNN 
allows to carry out the XOR operation - the most elemental non-linear separable  
task -, whereas other authors have applied this model to real-life cases, like epilepsy 
seizure prediction [14]. In the simplest case g(ud, yd) is a second degree polynomial, 
whose general form is: 



 The Game of Life Using Polynomial Discrete Time Cellular Neural Networks 721 

                          

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2 2

0

2

0 0

1 1

2

2 2

( , )

1

1

i ic cd d d d
i id d

i

c cd d

d d

c cd d

d d

c cd d

d d

g u y q u p y

q p y

q u p y

q u p

−

=

= ⋅

= ⋅

+ ⋅

+ ⋅

∑

 (5) 

 

where (P0,...,P2,Q0,...,Q2) are matrices of dimensions ∈Nr(i,j). 

3   The Game of Life and Its Rules 

The Game of Life (GoL) [15] is a cellular automaton consisting in a two-dimensional 
grid of binary cells, which at any fixed time are said to be either alive (black cells) or 
dead (white cells). Each cell interacts with its 8 neighbor cells, and its state changes 
according to the following rules: 

- Birth: a cell that is dead at time t becomes alive at time t + 1 only if exactly 3 
of its neighbors were alive at time t; 

- Survival: a cell that was living at time t will remain alive at t + 1 if and only 
if it had exactly 2 or 3 alive neighbors at time t. 

It is noteworthy to emphasize that the evolution depends only on the initial state of 
the grid, therefore the GoL is not a game in the conventional sense as there are no 
players, and no winning or losing.  

The importance of the GoL comes from the fact that it is proved to be a Turing 
machine or, in other words, it is capable of universal computation; moreover, a full 
computer can be built using GoL [16]. 

4   Remarks on the Relation Between GoL and CNN 

A fundamental aspect of CNNs is how to find a cloning template - that is, the set of 
weights - to perform a given operation. This issue, commonly called ‘CNN learning’, 
is crucial, and many efforts have been made to deal with it. It is possible to design 
explicitly a template only in simple cases (e.g. [17,18]) thanks to the formulation of 
local rules. However, often it is necessary to find the template through a supervised 
learning algorithm. What is more, gradient-based algorithms, successfully employed 
with a number of neural networks, do not work in general with CNNs [19]. Therefore, 
the only way to solve the problem is to apply global learning procedures, like genetic 
algorithms [20] or simulated annealing [21,22], in which the learning problem is re-
formulated as a general optimization problem. The cost function is usually the differ-
ence between the desired output and the one obtained using a certain configuration for 
the weights. Now, the point is to establish what parameters of the network must be 
learnt. 
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First, as detailed in previous section, the rules of the GoL are applied on a 3×3 cells 
square, and they focus only on the central cell and the number of black pixels in the 
neighborhood regardless their position. Consequently, a cloning template contains 
only matrices with central symmetry. Therefore, just two values of each matrix must 
be learnt: the central element (subindex c) and the peripheral element (subindex p). 
Second, we can state that the last term of Eq. (5) is constant because the input is bi-
nary; thus, it can be included in the bias. Also the value (p1)

c d(1
d) belonging to the 

first term of Eq. (5) is constant, then it can be ignored during the learning.  
To sum up, the polynomial CNN model for the GoL can be written as: 
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In our work we take into consideration a space-invariant linear DTCNN, whose 
model, described by the Eq. (3), comprises 19 free parameters (9 for the A matrix, 9 
for the B matrix and the bias). When the second order polynomial of Eq. (5) is added, 
there are 45 more terms to consider (9 for each of the five matrices). This results in a 
huge search space, but making some preliminary consideration about the problem, the 
search space can be easily shrunk.  

In conclusion, thanks to the remarks made in this section, we realized that only 11  
parameters {ac, ap, bc, bp, pc, pp, qc,qp, rc, rp, i} must be learnt, which is a great  
improvement with respect to the initial hypothesis of 46 free parameters. 

5   Genetic Algorithm 

This algorithm was first proposed by John Holland in 1975 [23]. GA is a knowledge 
model inspired on some of the evolution mechanisms that are observed in nature such 
as: inheritance, mutation, selection and crossover [24][25]:  

In this work a modified version of the work presented in [26] is used to train the 
PDTCNN. Next Sections describe these processes in detail. 

5.1   Crossover 

The crossover operator is characterized by the combination of the individual’s genetic 
material that is selected in function of the good performance (objective function). To 
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explain the multipoint crossover for each fixed number g=1,..,ng, where ng is the 

number of total generations, let us introduce the matrix gF  which is the set of parents 

for a given population. This is a matrix of dimension ipg xNnF : , where np is the 

number of parents at the generation g and Ni is the size of every array (chromosomes). 
In our case this depends of the type of radius r∈Nr(c) of the CNN selected. Let 

( )tg nFC ,1  be the crossover operator which can be defined as the combination be-

tween the information of the parents set considering the number of intervals nt of each 
individual and the number of sons ns: 

      
tn

ps nn =
1  

(7) 

Then ( ) isiptg NxnNxnnFC →:, . To show how the crossover operator can be 

applied, the following example is introduced. Let Fg has np=2 and Ni=3. This means 
that the array (the information of one father) can be divided in 3 sections and every 
section is determined with ai, bi, and ci respectively. The number of intervals it is 
equivalent to the number of multipoint crossover plus one. In this case very simple 
case the number of intervals is 3 and the number of multipoint crossover is equal to 2.. 
Note that with this operator, the parents Fg of the population g are included in the re-
sult of the crossover (←). Remember, that every father corresponds to the strategy of 
every player. 
Example: 
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Depending of the size of templates it is possible that the number of crossover com-
binations is very big In this case, it is necessary to select with some fixed probability 
the proportion of the population that is going to be selected.  

5.2   Mutation 

The mutation operator just changes some elements of every template that were se-
lected in a random way from a fixed probability factor Pm; in other words, we just 
vary the components of some genes. This operator is extremely important, because 
assures the maintenance of the diversity inside the population, which is basic for the 
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evolution. This operator isis NxnxNnM →:  changes with probability Pm  a spe-

cific population in the following way: 
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ℜ∈−∈ eeeFij ],[  represents the element of the mutated strategy. Considering 

that the images used normally belong to discrete intervals between 0 and 255, the mu-
tation is generated using random numbers with fixed increments that can be selected 
in the program. With this option it is possible to reduce the searching space of the 
templates and, off course, the computing time to find the optimal solution.  

5.3   Selection Process 

The Selection Process Sg computes the objective function Og that represents a specific 
criterion to maximize or minimize, and it selects the best np individuals of Ag as: 

           
( ) ( )gg
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Then, the parents of the next generation can be computed as: 

                     
( )pggg nASF ,1 =+  

(10) 

The objective function can be the square error or the hamming distance in the case 
of binary images. In this step a fixed big number is added to the objective function if 
the template is not stable to eliminate it from the population. 

5.4   Add Random Parents 

To avoid local minima a new scheme is introduced and it is called add random par-
ents. If the best individual of one generation is the same than the previous one, a new 
random individual is included like a parent of the next generation. This step increases 
the population due to the application of crossover with the new random parent. This 
step is tantamount to have a very big mutation probability and to search in new points 
of the solution space. 

6   Results 

First of all, a training set was generated using a simple 10x10 matrix with random 
values as an input and the output was computed with the rules of the Game of Life. 
The parameters used for the training set are:  
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Table 1. Training Parameters 

PARAMETER VALUE 
# of fathers 4 
# of maximum random par-
ents 

3 

Percentage mutation 0.15 
Initial population 20000 
Increment 1 

Table 2. Results of the simulations 

ac ap bc bp pc pp qc qp rc rp i 
0 0 0 -2 -6 2 0 3 0 -2 0 
0 0 0 -3 3 -1 -1 -5 -1 -2 0 
0 0 -2 -1 -6 2 0 2 0  -2 0 

 
Table 2 shows the simplest solution obtained with the algorithm. The error was 

computed using a Hamming Distance plus the sum of the absolute of all the terms di-
vided by 100.  

7   Conclusions 

In this paper different group of templates of a Polynomial Cellular Neural Networks that 
solve the game of life are presented. This means that the PCNN has the same power of a 
Universal Turing Machine. With this work there are new possibilities to combine the 
original idea of the cellular neural networks with the theory of cellular automata.  
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Abstract. In this paper we integrate the self-adjustment environment advantages of reinforce-
ment learning into the adaptive wavelet network controller. The novel approach is called adap-
tive wavelet reinforcement learning control, which uses wavelet to approximate a continuous 
Q-function, in order to obtain a optimal control policy. The simulations of applying the pro-
posed method to an inverted pendulum and Pendubot system are performed to demonstrate the 
properties of the adaptive wavelet network controller. 

Keywords: Reinforcement learning, adaptive wavelet networks, continuous systems, underac-
tuated systems. 

1   Introduction 

Reinforcement learning (RL) is learning to perform sequential decision tasks without 
explicit instructions, only optimizing a criterion about how the task is perform. So the 
learner is not told which actions to take, but instead must discover which actions yield 
the most reward by trying them. This method, is goal-directed, and seems better 
adapted to the solution of control problems[1], which ones about searching a final 
goal, and the problem is to find a policy that reach this goal [2]. The basic RL algo-
rithms use a look-up table scheme in order to represent the value function ( , )Q s a . 

Unfortunately this representation is limited when working with continuous spaces like 
physical systems. Several approaches can be applied to deal with this problems, such 
function approximation techniques. And neural networks offers an interesting per-
spective due to their ability to approximate nonlinear functions. In recent years, wave-
let have attracted much attention in many scientific and engineering research areas. 
Wavelets possess two features that make them especially valuable for data analysis: 
they reveal local properties of the data and they allow multiscale analysis. Their lo-
cally is useful for applications that requires online response to changes, such a con-
trolling process. Wavelets and neural networks have been combined [3,4], to form a 
class of networks, wavelet networks which are capable of handling moderately high-
dimensional problems [5]. Inspired by the theory of multi-resolution analysis of 
wavelet transform and suitable adaptive control laws, an adaptive wavelet network is 
proposed for approximating action-value functions. In this paper, we propose an adap-
tive wavelet reinforcement learning control (AWRLC) whose design is based on the 
promising function approximation capability of wavelet networks. The goal of the  
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paper is to propose a control scheme based on RL algorithms and an AWRLC to con-
trol underactuated systems. In this work the inverted cart-pole system and the Pen-
dubot were used like examples in order to evaluate the advantages and disadvantages 
of AWRLC methods for control of underactuated systems. The work is organized as 
follows. Section 2 presents the reinforcement learning approach. In Section 3 is sum-
mariezed the background about wavelets networks while Section 4 shows the control 
scheme which is implemented in the systems. Section 5 shows the results obtained by 
numerical simulation. Finally, in Section 6 conclusions from results and future works 
are presented. 

2   Reinforcement Learning 

Q-Learning is a reinforcement learning method where the learner builds incrementally 
a Q-function which attempts to estimate the discounted future rewards for taking  
actions given states. So, in a common control task maximize the total return R  
expressed in (1) is the main objective [2] 

1
0

T
k

t t k
k

R rγ + +
=

=∑  (1) 

And in this way, the output of the Q-function for state s and action a is denoted by 

( , )Q s a . When action a  has been chosen and applied, the system is moved to a new 

state, st+1, and a reinforcement signal, r , is received, ( , )Q s a  is updated by [2]: 

1 1 1 1( , ) ( , ) max ( , ) ( , )t t t t t t t t
a

Q s a Q s a r Q s a Q s aα γ+ + + +
⎡ ⎤← + + −⎣ ⎦  (2) 

where 0 1α≤ ≤ is the learning rate, and 0 1γ≤ ≤  is called the discount, this pa-

rameter is used to decrease tr  in the total return (1). 

3   Wavelet Networks 

Wavelets have been found to be useful in many applications such a physics, signal 
processing, statistics and more recently in control. From a control and estimation 
viewpoint, a key property of wavelets is that they posses local characteristics in both 
space and spatial frequency. This provides a framework for resolving data at varying 
levels of detail, which is known as multi-resolution analysis. Wavelet network is a 
type of building block for approximation of the unknown function by the concept of 
the multi-resolution approximation. The building block is formed by shifting and di-
lating the basis function called “mother wavelet” ψ , (the modified version is its 

“daughter wavelet”) and a “father wavelet” φ . Most commonly, wavelet bases are 

derived using shift-invariance and dyadic dilation. In this way we use the dyadic se-
ries expansion 
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/ 2
, ( ) 2 (2 ), ,j j

j k x x k j kψ ψ= − ∈Z  (3) 

which is integral power of 2 for frequency partitioning. The daughter wavelet (3) is 

obtained from a mother wavelet function ψ  by a binary dilation (i.e. dilation by 2 j ) 

and a dyadic translation (of / 2 jk ). The principle of wavelet construction is as fol-
lows: 

− , ( )k x kψ∀ ∈ − are mutually orthogonal, 

− the mother wavelet ψ  is a scaling function and the daughter wavelets of  
/ 22 (2 )j j x kψ −  constitutes an orthonormal basis of 2 ( )L , 

− ψ  is called a orthonormal wavelet if the family of / 22 (2 )j j x kψ −  constitutes 

an orthonormal basis of  2 ( )L , that is , , , , ,ij kl ij kl i j k lψ ψ δ δ< >= ∀ ∈  

It follows that any function 2( ) ( )v x L∈  can be expressed as a wavelet series  

expansion [7] 

( ) ( )ij ij
i j

v x c xψ
∞ ∞

=−∞ =−∞

= ∑ ∑  (4) 

All of the one dimensional results of wavelets theory described above can be ex-

tend to multiple dimensions, i.e. to 2 ( )L , where 1n > is an integer [8]. One 

scheme is to generate separable scaling functions and wavelets by tensor products of 
one dimensional “father wavelet”φ  and “mother wavelet” ψ , i.e. from 

1 1

( ) ( ), ( ) ( )
n n

j j
j j

X x X xφ φ ψ ψ
= =

= =∏ ∏  (5) 

Since a wavelet network can approximate unknown functions to any desired accu-
racy with an appropriate structure, in this paper the wavelet network will be used to 
approximate the unknown function ( , )Q s a . 

4   Control Scheme    

In order to deal with continuous states, the approximation of Q -function is  

implemented with an artificial neural network (ANN), which one is an universal  
function approximator [5]. Recently ANN's are used with wavelets in system identifi-
cation, and specifically in function approximation, in this way the implementation  
of wavelet networks in reinforcement learning is justified. The general structure  
of the wavelet network (W) applied in the approximation of the Q -function is shown 

in Fig. 1.(a). In this scheme the input parameters are the states configuration 
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1 2[ , ,..., ]T
nX x x x= , and in layer 2 there are wavelet basis in order to support each 

one of the states X . This kind of wavelet basis has support of dimensions n , this 
support is obtained with the tensor product (6). The wavelet network structure could 
be represent like a MIMO system, with n  input variables and m  output variables. 
Finally in Fig. 1.(a) the last layer has m  neurons, which ones are the actions applied 
by the RL agent. 

4.1   Building the Wavelet Network 

The process of building the architecture of the wavelet network is performed on-line 
with the exploration through new states, due in part to the absence of data generated 
in past operations (training data). This growing of wavelet basis provide support to 
new states in order to approximate the Q -function with better accuracy. 

 
Fig. 1. (a) Wavelet Networks like a MIMO system with n  inputs 1 2[ , ,... ]T

nX x x x= and 

m  outputs 1 2[ , ,..., ]T
mY y y y= , and in the second layer activation functions are wavelets; 

(b) Building the wavelet network 

New wavelet basis are generated with series expansion techniques, in this case was 
applied (3) with n -dimensions. The mother wavelet implemented in this scheme is 
Mexican Hat defined as follows  

2

2 22
( ) (1 )

3

x

x x eψ
π

−

= −  (6) 

The translation parameter in each one of the dimensions is determined by 

*2 j
ik x=  where j  is the scale of the wavelet basis and ix  is an element without 

support in the structure of W, when the learning process begins, the first neuron with 

support in W is created over the initial coordinates 1 20, 0,..., 0nx x x= = = . In this 
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way is possible initialize the learning with W empty, W grows accord to the explored 
regions, the growing is controlled by the election of a threshold ξ , which one deter-

mines the minimum value in order to consider if a given state has support in the struc-
ture of the network. The diagram shown in Fig. 1.(b) presents the algorithm for the 
construction of the wavelet network W. 

4.2   Training the Wavelet Network 

The training process in W consists in update the weights of layer 3. This training is 
performed on line according to the interaction in the environment. The updating rule 
is a combination between reinforcement learning and the gradient descent method. 
The reinforcement learning method implemented is Q - Learning due to its capacity 

of learning over the best action independently of the action selected. The updating 
rule applied in W  is given by: 

, , 1( 1) ( ) max ( 1) ( ) ( )i j i j t j j
yM

w t w t r y t y t Xα γ ψ+
⎡ ⎤+ = + + + −⎢ ⎥⎣ ⎦

 (7) 

where 1,...,j m= , α  is the learning rate, 1tr +  is the reward at the time 1t + , and 

γ  is the discount with the same function that in Eq. 2. Because the structure shown in 

Fig. 1.(a) is a MIMO system, at the time t  there is a vector 1 2[ , ,..., ]T
mY y y y=  

with m  outputs. So ( )iy t  is the output value of the neuron i , where 1, 2,...,i m∈ . 

The value of i  represents the selected action in the exploration process, treated in the 
next section. In the training applied to neuronal networks, target values are required. 
And, in this scheme the target values is the maximum output given by W at the time 

1t + . In this way, the approximation of ( , )Q s a  is achieved on-line without training 

data. In each iteration several neurons could be activated, but only the weights of neu-
rons with value of activation bigger than the threshold 0 1ξ< < are modified. 

4.3   Action Selection 

During the learning process, the network W allows to make elections between the set 
of actions ( )A s . This selection can be applied with some kind of exploration like 

Softmax or ε -greedy [2]. The selection of actions is performed with the output values 

of W, 1 2( , ,..., )my y y . Each output represents the approximated value for the func-

tion ( , )Q s a . And in a greedy exploration, the neuron with maximum value always 

is taken as control action. 

5   Simulation Results 

The control scheme presented in Section 4 was applied to two underactuated systems 
(cart-pole and Pendubot) in order to control both in one equilibrium point. For the 
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cart-pole the equilibrium point is the vertical position of the pendulum and in the 
Pendubot the equilibrium position is the called UP-UP configuration (the first and the 
second link in vertical position). So two control tasks are required. Operation parame-

ters are summarized as follows. The number of inputs n are 4 1 2 3 4[ , , , ]TX x x x x= ; 

m outputs are 3 1 2 3[ , , ]TY y y y= ; the set of actions is A(s) with [+1.0-1];   α  and 

γ with 0.2 and 0.9 respectively;  the mother wavelet applied was Mexican Hat with 

scale j = 3; finally Exploration ε -greedy and Threshold ξ  with values of 0.1 and 0.2 

respectively. 

5.1   Cart-Pole System 

In order to keep the system in the equilibrium point the rewards were assigned in con-

tinuous form, according to , ,p p θ  and θ . The desired value for p  is around zero, 

but during the learning the agent explores several configurations. However p is lim-

ited to 3 . When p is greater than 3, the reward is -10, this is the unique constraint 

about p . With respect to θ , the operation is limited to 15° , in this way when θ  

is greater than 15°  the reward is -10 and system is reset to a new random state. Be-

sides in order to improve the control task when θ  is greater than 5° , the reward  

is -5. In other position the reward is -1 except when 0θ , p β≤  and θ β≤ , in 

this case reward is +1, and 0.01β = . Rewards were assigned in this way because 

the RL algorithms attempts to maximize a total return for a long run. So, they try to 
reach every time states with better values. 

The simulation was applied with a time step of 0.01s  during 2000 episodes,  
Fig. 2.(a) shows the average of steps over the time in the learning process for each epi-
sode with two scales, 2j =  and 3j = . This graph shows that the scale 3j =  give a 

better average of steps by episode than 2j = . For 3j =  in the firsts explorations the 

number of steps is relatively small. However, in the last explorations the average of 
steps in each episode is growing over the time, in this way the RL agent learns to stay 
in states with better rewards during more time. The main function of wavelet network 
is to approach the action value function ( , )Q s a , with high resolution.  

The Fig. 3, represents the approach of Q -function with 2j =  and 3j =  over a 

range ( 0.1 0.1p− ≤ ≤  and 0.1 0.1p− ≤ ≤ ). In this set of figures is possible to 

observe that the scale of 3 has a good resolution in order to control the system. In ad-
dition, it has provided a smooth approach of the function than scale 2j = . Besides, 

in both figures are observed the regions with higher values. These regions are the po-
sitions of the system which ones allow to reach the goal. The growing of the wavelet 
network W is presented in Fig. 2.(b), the creation of neurons grows over the time ac-
cord to the environment interaction, due this number of neurons a pruning process 
was proposed in order to reduce the computational cost. 
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Fig. 2. (a) Steps in each episode; (b) Neurons vs time steps 

 
Fig. 3. Q -Function with [ , ] [0,0]p p =  (a) 2j =   (b) = 3j =  

 
Fig. 4. (a) Pendulum’s angle with disturbances, (b) Car position with disturbances 

The pruning process consist in to remove neurons without influence in the control 
task, so 10 operation process were performed over 60 seconds, the neurons with im-
portance in the solution were identified. Originally the network W has 6497 neurons, 
but with the pruning process the number was reduced to 630.  The reduced AWRLC 
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was applied to the system allowing to control the pendulum in the desirable position, 
although to disturbances introduced to the torque in the car. Fig. 4.(a) shows the be-
havior of the pendulum in 60 seconds of operation. During this time were applied 
every 5 seconds random disturbances of +3 and -3 which ones replace the correct 
value estimated for the wavelet network. In this plot the value of θ  is around to the 
desirable value, and the pendulum is in vertical position in spite of the disturbances. 
In the same way Fig. 4.(b) presents the behavior of the car's position during 60 sec-
onds, and is possible to observe that the position is stable around an ideal value. 

5.2   Pendubot System 

Like in cart-pole system in this problem the rewards were assigned in continuous 

form, according to 1 1 2, ,θ θ θ  and 2θ . The desired value for 1θ  and 2θ  is around π  

(UP-UP Configuration). So rewards were given accord to the angular position of both 
links, this assignation was realized as follows: 

• -3 when 1 2 1, , 0θ π θ π θ≠ >  and 2 0θ >  

• -2 when 1 2 1, , 0θ π θ π θ >  and 2 0θ >  

• -1 when 1 2 1, , 0θ π θ π θ  and 2 0θ >  

• +1 when 1 2 1, , 0θ π θ π θ  and  2 0θ  

 
Fig. 5. (a) Angular position of the first link with disturbances, (b) Angular position of the  
second link with disturbances 

The simulation was applied with a time step of 0.01s during 2000 episodes, with 
3j = . A pruning process was applied in order to reduce the number of neurons, 10 

operation process were performed and the most important neurons were identified. 
Originally the network W has 2463 neurons, but with the pruning process the number 
was reduced to 131. The reduced AWRLC was applied to the system allowing to  
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control the system in the desirable position, although to disturbances introduced to the 
torque of the first link. Fig. 5.(a) shows the behavior of the first link in 60 seconds of 
operation. Random disturbances were applied every 5 seconds of +2 and -2. In this 

plot the value of 1θ  is around to the desirable value in spite of the disturbances. In the 

same way Fig. 5.(b) presents the behavior of the second link during 60 seconds. It is 
possible to observe that the position is stable around an ideal value. 

6   Conclusions 

This paper presents an alternative approach to control underactuated systems using a 
novel approach which is called adaptive wavelet reinforcement learning control 
(AWRLC). The systems studied are the cart-pole and the Pendubot.  

The control of this systems is specially difficult since are underactuated mecha-
nisms (two degrees of freedom and only one input). Control scheme is based on learn-
ing methods, implementing one of the most popular RL algorithms: Q-Learning with 
adaptive wavelets networks. This approach uses a wavelet networks to approximate a 
Q-function, where the function gives the optimal control policy. Using only 3 actions 
in the control scheme is an approach toward a set of basic actions of control. The 
simulation results show that this controller provides a good performance when keep-
ing the systems in the unstable vertical positions. Results indicate that the AWRLC is 
a potentially attractive alternative for underactuated systems. The algorithm for build 
wavelets networks in Fig. 1.(b) represents an advantage working with physical sys-
tems which ones has unknown limits of operation, because this method of generating 
neurons create support in regions accord to the explorations. Multi-resolution is other 
attractive property handled by this kind of wavelet networks. The scales of resolution 
allow to approximate with good accuracy unknown functions, and in this case coarse 
approximations doesn't produces optimal control policies. Besides, a pruning process 
is proposed in this work, in order to reduce the computational complexity of the 
AWRLC scheme. 
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Abstract. This paper presents an adaptive, support vector machine-based ECG signal process-
ing and compression method. After a conventional pre-filtering step, the characteristic waves 
(QRS, P, T) from the ECG signal are localized. The following step contains a regressive model 
for waveform description in terms of model parameters. The gained information allows an it-
erative filtering in permanent concordance with the aimed processing manner. The structure of 
the algorithm allows real-time adaptation to the heart’s state. Using these methods for one 
channel of the MIT-BIH database, the detection rate of QRS complexes is above 99.9%. The 
negative influence of various noise types, like 50/60 Hz power line, abrupt baseline shift or 
drift, and low sampling rate was almost completely eliminated. The vector support machine 
system allow a good balance between compressing and diagnostic performance and the ob-
tained results can form a solid base for better data storage in clinical environment. 

1   Introduction 

The computerized ECG signal processing, after several years of significant progress, 
can be considered a well-developed application. An efficient real-time analyzer and 
encoder system, based on filtering, beat detection (recognition and clustering), classi-
fication, storage and diagnosis, must be able to evaluate the signal with maximum few 
seconds delay to recognize in time the potentially dangerous and life threatening ar-
rhythmia. Despite the presence of serious noise, a reliable analysis must involve at 
least the detection of QRS complex, T and P waves, automatic rhythm analysis, clas-
sification and diagnosis, allowing physicians to derive more information for cardiac 
disease diagnosis. It is important to determine the correct position and amplitude of 
every characteristic event. 

An optimal computerized ECG filtering algorithm’s performance mainly depends 
on the ability to separate the signal from artifacts, and from the amount and nature of 
distortion introduced by the filter. A post-filtering step is essential to reduce the signal 
distortion. Both guidelines are quite hard to evaluate, because the diagnosis is subjec-
tive and depends on the shape of the ECG signal. 

The most important task in the ECG signal processing is the accurate detection of 
the QRS complexes. All further processing steps are based on the position of the QRS 
waves as basic information. Unfortunately the recorded ECG is often disturbed from 
different kinds of noises. Data corrupted with noise must be pre-filtered or discarded. 
The ECG quality assurance requires human and artificial noise detection schemes in 
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order not to lose clinically significant information. During ECG recording the noise 
can only be diminished but not eliminated, so it is important to use a method with 
good noise susceptibility. Due to the non-linear behavior of the human body, all proc-
essing methods must be capable to change their state. The design of an optimal 
matched filter can increase the signal-to-noise ratio, but the non-stationary nature of 
the signal and noise in an ECG represents an obstacle in the application of these filters 
for QRS detection. A linear filter cannot whiten the non-linear ECG signal  
effectively. 

Artificial neural networks (ANN) [1] are inherently non-linear models, so an ANN-
based filtering is potentially useful. In practical use, the ANN model can adapt far 
better than linear models. The number of input units corresponds to the filter order 
that should not be increased too much, in order to allow constantly good transient 
properties. It is important to choose the right number of hidden layers to allow good 
learning speed and adaptation at the same time. After pre-processing, filtering, 
evaluation and model’s parameter estimation, the signal reconstruction is needed. In 
this step the post-filtering method knows the main ECG specific information, and can 
better separate all artificial noises. For a high performing filter it is necessary to use 
all ECG and patient depending information. This problem can be handled only if the 
computer knows the formation of the ECG signal. 

In most cases, due to the collected noise during measurement, there is almost no 
reason to use loss-free compression [2]. In this paper we focused on loosely methods 
as a compromise between bandwidth and final reconstruction possibility, using so-
phisticated medical knowledge-based reconstruction algorithms [3]. The signal’s main 
characteristics are represented by exponential parameterization that is delivered by 
processing system that uses support vector machine (SVM) [4]. This robust model in-
volves the filtering, analysis and compression step of an automatic ECG evaluation 
method. 

2   Methods 

The proposed complex ECG signal compression algorithm can be divided into the fol-
lowing steps (see Fig. 1): 

• Pre-filtering; 
• Segmentation into R-R intervals; 
• Create/update a temporal template bank for QRS beats; 
• Optimal filter using QRS wave pattern database; 
• Determine all recognizable characteristic points (for R, T, and P waves); 
• Extract the waveform estimation model’s parameters; 
• Post-filtering using pattern database and the model-based estimation; 
• Complete the template bank for all recognized waves; 
• Adaptive smoothing; 
• Residual signal estimation, entropy coding and back-estimation. 
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Fig. 1. The filtering process of the ECG signal 

In our approach, because the studied signal has a non-linear behavior, we define a 
non-linear adaptive estimation algorithm. The main drawback of this method is the 
cumbersomeness to determine the optimal phase of the 50 (60) Hz component of the 
measured ECG signal, but paper [5] present how to handle this problem. In elimina-
tion of high frequency noise the non-linear parameter estimation methods could reach 
better performance, than transformation methods. 

Let )(ˆ nX L  and )(ˆ nX R  the n-th left and right aimed estimation: 
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where iLa , , iRa , , iLb ,  and iRb ,  are prediction coefficients, Lp  and Rp  are balance 

probabilities determined by the dispersions ),(ˆ ln
XX L −σ , ),(ˆ ln

XX R −σ , 

),(~ ln
XX L −σ  and ),(~ ln

XX R −σ . For better separation of the signal from the noise, the 

length l should select more than one R-R period. During on-line processing, the esti-
mation is delayed with at least q⋅3  samples, but preferably with more than one R-R 

interval, in order to minimize the differences of the efficiency between )(ˆ nX L  and 

)(ˆ nX R ; )1( =+ RL pp . The resulting sample )(ˆ nX  is obtained as follows: 
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In a heavily noise tainted environment, a parameter extraction model could be less 
robust, than a good transformation algorithm. One of the best transformation methods 
for R wave detection uses wavelets. The selected mother wavelet is: 
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The parameters α  and β  are selected according to the highest frequency in ideal 

(noise free) ECG signal and σ  is the dispersion, used to modify the wavelet’s shape. 
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After the analysis of more than 100 recordings, we obtained as a good robust result 
πα ⋅= 200 and 3/1=β . The robustness in this step is far more important, than a lo-

cal performing index. The WT depends upon two parameters, scale s and positionτ .  
The dyadic wavelet is determined by a scale s = 2 j, where j  is an integer. The 

wavelet transform at scale s = 2 j is obtained by:  

∫
∞

∞−

−Ψ⋅⋅= dttfWf jj
tj )()(),2(
2

*

2
1 ττ . (5) 

Experiments show that this kind of wavelet allows the creation of more robust al-
gorithms than using conventional ones. This property is due to the sinusoidal term, 
which can realize a correlation not only with the adjacent beats (the ECG signal is 
more or less semi-periodical). 

Largely the signal’s power is included in the QRS beats, so a template collection is 
essential. During signal processing, the pre-constructed wave database should be  
alterable. Although automated waveform classification based on a decision-tree  
algorithm could produce remarkable results, the new self-organizing (SO) adaptive  
clustering [6] based method have several advantages: 

• It is not susceptible to variations of beat morphology and temporal characteristics; 
• It can perform a real-time unsupervised learning; 
• It needs much less amount of knowledge for the same performance. 

The clusters are built up according to the following rules: 
• Maxi σσ ≤ ; Maxσ  is predetermined; i=0..n; 

• The mean value of a cluster is iM  and is determined in such a way, that iσ  to be 

minimal; 
• For every R (T and P) wave, which belongs to a cluster, 
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 where MAXR  is predetermined; X is a vector,  

representing a wave in the space. 

During ECG processing, for each characteristic wave results an indicator vector 

))(),...,(( 10 XpXpX n
t

−= , where n is the number of clusters and )(XpI  is the 

probability to belong to the cluster IC , having the value: 
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The main problem is to handle properly the cases when the patient manifests un-
normal QRS wave pattern. In this situation a deeper analysis is performed that uses a 
hearth model based signal estimation. The optimal filter is based on the pre-processed 
signal and the template bank. Let 
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be the processed data. The low value of Fp )2.0( <Fp  justifies the need of the col-

lection B, whose m-th element has the maximal correlation value with )(nX . The 

characteristic point localizer algorithm is performed in a similar way to the template 
bank building method. An important difference consists in the appliance manner of 
pre-filtered data. Firstly the template bank is created for every recognizable event. 
With the aid of pre-filtered data we could minimize the isoelectric line movement 
caused problem. 

Such a pre-filtered and de-noised signal consist the entrance of a SVM trained 
ANN. This kind of formulation of learning leads to quadratic programming with lin-
ear constraints.  

The problem of learning SVM [7] is formulated as a task of separating learning 
vectors iX  into two classes of destination values 1+=d  or 1−=d  using maximal 

possible separation margin, that allows a high robustness to the obtained solution. The 
maximization task of function [8, 9] )(αQ is defined as follows: 

∑ ∑ ∑
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jijijii xxKddQ )()( 2
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with linear constraints ∑ −= =⋅p

pi ii d 0α , where Ci ≤≤ α0 . The α values are La-

grange multipliers, and function K represents the kernel, p is the number of learning 
pairs and C is a user defined constant (in our study C was selected between 0.1 and 
0.5). In this case we applied radial Gaussian kernel function. The output signal )(xy  

of the SVM network in retrieval mode (after learning) is determined as the combina-
tion of kernels 

∑
=

+⋅⋅⋅=
SVN

i
optSViiSVi wxxKdxy

1

)()( α , (10) 

where SVN  is the number of support vectors and optw  is the optimal weight vector. 

Although SVM separates the data into two classes, the recognition of more ones is 
straightforward by applying either ‘one against one’ or ‘one against all’ methods [10]. 
After the ANN is trained, we used it to estimate the ECG as an output of a whitening 
filter.  

The non-linear intermediate result is: 
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where )()( ktYtX k += , and ()f is a normalized Gauss function. The pqc  weight 

coefficients connect the input and the hidden layers.  
The output of the filter is: 
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The adaptive behavior of the filter [2] is assured by the permanent variance of the 
genetic search method based upon least mean square (LMS) algorithm computed  
coefficients. Both the input signal and the selected template are processed through  
the main filter. During this process the template bank is changing adaptively. The 
whitened template is: 
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where r=j,…L-j, and L is the size of the template. The output of the matched filter  
will be:  
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After the signal is filtered, a smoothing operation should be performed to reduce 
the size of the compacted data. The compression strength should be selected in accor-
dance with the diagnosis performance decrease from the recovered signal. The main 
aim of this algorithm is to decrease the length of the compressed signal and to keep 
the data quality as high as possible. Let be:  
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where )(;2 Njk j ∈= , N∈τ  and N is the natural set and )()(
~

nYnX w= . Nor-

mally, the adjacent samples are highly correlated, and we select the positive integer τ  
that minimizes the auto-correlation function of the ECG signal. Usually the sampling 
delay τ  is about half a QRS complex duration. 

The inverse transform is given by: 
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In the meantime of the transform, the values of )(
~

nX  and )(
~

][ nX sm  can be modi-

fied with 2/k  in order to reduce the reconstruction error or the dispersion of the 
smoothed signal. The efficiency of this algorithm highly depends on the chosen val-
ues for k  and τ .  

Because the scatter of the filtered and optionally smoothed signal ),(
][

~ ln
smX

σ  is 

too high to allow sufficient compression rate, a linear prediction transform is needed. 
This method eliminates the redundancy due to correlation between adjacent samples 
and beats.  

The resulting data 

( ) ∑
∑

−=
−

=
−

⋅−+

+−⋅=

q

qi
iEmBXE

q

i
iEmBXE

imBbnp

inXanpnY

sm

sm

),()(1

)(
~

)()(

,)(
~

,

1
,)(

~
,

][

][

 (17) 

allow the calculation of the residual )(
~

)()( ][ nXnYnr sm−= . 

Verifying processes determine the compression caused performance decrease in 
accordance to square error and diagnostic robustness. More iteration should be calcu-
lated to determine the optimal set of parameters. In most cases the estimation errors 
have nearly normal distribution. In order to reduce the length of the residual data, an 
adaptive method-based entropy coding is needed. For every moment we determine the 
dispersion σ r n l( , )  and the probability p r n l

r n lσ ( , ) ( ( , ))  of the errors. If the quantum 

q u= 2  and u is the length in bits of the word, the output value is obtained by 
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3   Results 

For a better comparability, we used the MIT-BIH arrhythmia database for evaluation. 
All processing steps were tested on the ECG registrations of MIT-BIH database 
(sampled at 360 Hz with 11-bit resolution) and our own recordings (sampled at 200-
500 Hz with 12-bit resolution).  

Most of these files contain one or two channels. The performance is determined by 
the number of estimation parameters, smoothing strength, resolution and sampling 
rate. Due to hearth model estimation and the advanced verifying algorithm, the result-
ing file size is considerably decreased. The entropy coding can decrease at least  
12 times the theoretical “waste”, compared with Huffman coding, during signal  
compacting. 
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The characteristic wave recognition performance heavily depends from the level of 
allowed root mean square error during signal compression. Fig. 2 represents the level 
of detection error of P, T and R waves when the relative RMSE varies from 0 to 20%. 

Table 1. Representation of the entropy coder’s performance using 32 parameters 

Measurement  
(MIT-BIH) 

Theoretic  
entropy 

Huffman  
code size 

SVM-based  
coding 

104 170889 202158 172823 
105 167021 197384 168882 
108 172093 204214 174734 
201 156878 185962 158004 
203 185872 218977 187322 
222 168126 199880 169634 
228 181774 214708 183019 

 

Fig. 2. The recognition ratio of R, T and P waves plotted against RMSRE 

4   Discussion and Conclusions 

Table 1 illustrates the compaction effectiveness for the most perturbed files, whose 
noise level and missed R wave detection rate was maximal. The new coding algo-
rithm (equation: 18) has far better results than the adaptive Huffman coding. The ele-
ments distribution is close to normal and its change is not recommended without fur-
ther knowledge. The smoothing strength should be selected by and (formula: 15, 16). 
Experiments show (see Fig. 2), that R wave can be accurately recognized even if 
RMSRE is about 10 %. For T and P wave detection the root mean square error must 
not exceed 3-5 % of the signal’s power [11]. S (J), Q points and U wave cannot be 
recognized in most of the cases if RMSRE is higher than 1%. 

An experimental real-time processing using this method needs a powerful  
computer able to perform massively parallel algorithms. In Holter telemetry and  
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diagnostic systems [12], where a vast amount of data are acquired and transmitted by 
radio wave, the compression is an unavoidable step of the computerization. Sophisti-
cated long computation and lingering unpack of the signal could be the major disad-
vantages of this process. Although quite often the calculation term doesn’t admit  
on-line computerization (in multitasking mode), the rapid evolution of the computers 
will shortly change this fact. 
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Abstract. Functional magnetic resonance imaging (fMRI) is a preferred imaging modality to 
infer in vivo organ function from blood flow intensities. FMRI analysis is complex due to the 
variety of hemodynamic response models and the presence of noise. This complexity drives the 
use of exploratory data analysis (EDA) to elicit intrinsic data structure. This work demonstrates 
the utility of a fuzzy C-means (FCM) variant that incorporates feature partitions to generalize 
distance metrics across spatio-temporal features. This method, FCMP, exploits this relation to 
generate both novel and robust data inferences. A synthetic and a hybrid fMRI dataset are ex-
amined with results compared to an industry benchmark, EvIdent®. Efficacy of FCMP is 
shown in terms of tunable sensitivity to novel time course signatures and adaptability with 
which specific signatures are integrated into the objective function. 

1   Introduction 

Exploratory data analysis (EDA) [15] of functional magnetic resonance imaging 
(fMRI) data is challenging since two analysis of modes, pattern matching and novelty 
discovery, are conflated [10, 14]. The patterns to be matched relate to the paradigm 
time course (TC) which models the presence (or absence) of a stimulus to the subject. 
The paradigm is often modeled as a box car function and correlation quantifies 
similarity between TCs. Meanwhile, some responses have poor correlation to the 
paradigm but may provide key insight to the functional response [8]. These novel 
responses, possibly an higher order transformation of the paradigm [6], will not be 
elicited by a correlation approach and may not have been anticipated by the 
researcher. However, they may be captured by a fuzzy cluster in a suitably tuned 
clustering algorithm, even if the novel responses are relatively few in number. This 
paper examines the ability of fuzzy clustering with feature partitions (FCMP) [1,2] to 
capture novel responses present in a fMRI dataset.  
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2   FCMP 

Like other pattern recognition algorithms, fuzzy C-means (FCM) [4] is often preceded 
by preprocessing techniques. Such preprocessing compensates for the FCM implicit 
assumption that all sample features as equally significant [12]. Specialized treatment 
of features is sometimes introduced by modifications to the FCM objective function, 
through the use of alternate metrics [5], covariance matrices, additional terms and 
even in the choice of validation indices [9,11,13]. FCMP was developed with this in 
mind and contains a mechanism, the feature partition, to describe feature relationships 
and to integrate critical data structure information into the algorithm. For f features, a 
set of h, 1≤h≤f, feature partitions is represented as  

Ψ={ψ1, ψ2 ...ψh}                                                     (1) 

where each feature partition consists of a triple:  

ψi={μi, νi, ρi}                                                         (2) 

a metric μi, a weight νi,  and a set of feature indices ρi.  Particular features included in 
the subset (group) are encapsulated in ρ; μ defines distance between samples using 
only features in ρ, and ν is the weight, or relevance, of the distance μ to the objective 
function. Indices of features with similar meta-properties are grouped in ρ, which may 
contain, say, the spatial coordinates of a sample. The metric μ associated with the  
spatial coordinates should have some justification for use with the spatial concept of 
distance. Sample-sample distance is calculated using a generalized distance metric 
composed of a weighted sum of metrics over distinct feature indices.  Each partition 
p∈P uses a possibly unique distance function dp. They are combined in the cluster al-
gorithm using the weighting parameter ν=[ν1...νj...νh] ∀j, 0≤νi≤1. This results in a 
generalized distance  

                                          (3) 

where the distance between sample x and centroid v uses the partition appropriate 
metric μp  and only features in  ρp are considered. 

In fMRI, and more generally, explicit accounting of feature relations benefits 
analysis by encoding meta-data such as modalities, conditions and other circum-
stances relating to data acquisition. It also recognizes that individual features belong 
to distinct statistical distributions, differ in observation error and noise, and often have 
a de facto comparison method associated with them. Embedding feature relationships 
in FCMP considers features with respect to their acquisition environment, preserve 
associations between features and distance concepts, and introduce non-linearities that 
aid discrimination. One benefit of using feature partitions is the ease at which existing 
analysis can be extended by an explicit feature relation and the resulting clarity of the 
effect of the relationship on the analysis. Differences in the FCM clustering equations 
are shown now for dataset X with n samples x ∈X, C centroids c,v ∈V, and h feature 
partitions Ψ ={ψ1...ψh}. 

The FCMP membership update equations includes a generalized distance metric 
composed of a weighted sum of distances on feature partitions 
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          (4) 

The FCM centroid update equation remains unchanged for FCMP 

v j=
∑
i= 1

n

uij
m xi
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i= 1

n

uij
m

                                                   (5) 

3   FCMP and Buried Novelty 

One example of small signal discovery is the detection of a small cluster novel TCs 
on the activated epochs while also clustering on the total temporal similarity of time 
courses and spatial proximity. The FCMP objective function can be specialized to fo-
cus on transient and minute phenomenon through the use of probes, designed terms 
appended to the objective function that selectively enhance sensitivity. For example, a 
distance metric can be tuned to feature types such as spatial coordinate, temporal in-
tensity, (un)activated epochs. Feature partition weights can be modified. 

Finally, consider a probe to be a thresholded metric or similarity function such that 
the output is binary signifying presence (1) or absence (0) of a TC signature.  One dif-
ficult problem in fMRI analysis is searching for small signals non- linearly related to 
the paradigm. These small signals presumably reside in a small percent of TCs and 
may not form their own cluster with a general cluster algorithm. Detecting a cluster 
with a centroid highly correlated to the paradigm is insufficient to also identify time 
courses containing this small signal. However, a series of probes may be assembled to 
detect a variety of non-linear small signals. When the signal is detected in the cluster-
ing process (say, after a cluster has defined a centroid sufficiently similar to the para-
digm), the probes, being based on the centroid, will be able to detect the small signal. 
Heuristics can be devised to change metrics when the probe indicates that the small 
signal is present. In this manner, the clustering process of the entire dataset is  
combined with a search for small related signals. 

3.1   Benchmarks 

By considering feature partitions of weight 0 and 1, FCMP reduces to FCM and as 
such FCM always forms edge parameter points on a parameter evaluation grid. An 
industry standard for exploring regions of interest in fMRI, EvIdent® will also be 
used to examine the datasets. EROICA is the main clustering alogirthm used in  
EvIdent®. 
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Table 1. The FCMP Algorithm 

 

4   Datasets 

Two datasets will be examined in this paper. Syn5 is a synthetic dataset while Baum-
null is a hybrid (a fMRI null neural activation with super-imposed synthetic TC  
activations). Each is briefly discussed in turn. 

4.1   Syn5 

Syn5 is a synthetic fMRI dataset consisting of fifty noise TCs and fifty TCs that are 
degraded with respect to the activation paradigm. Each class of TCs is associated with 
2-dimensional spatial features located in a circular radii of 0.3 with centres (0.1,0.1) 
and (0.9,0.9) respectively. The number of temporal features is 100. The SNR level of 
the degraded TCs is 5 with respect to the activation paradigm [0101010101]. Epoch 
lengths span 10 sampling instants. 
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(i) Ramp small signal added to activated 

epochs of degraded TCs. 

 
(ii) Comparison of degraded TCs with and 

without the presence of the small signal. 

Fig. 1. Small signals in Syn5 

Of the fifty degraded TCs, ten have been modified to include a novel small signal 
only on the activated epochs. These TCs have random spatial coordinates and have 
had a ramp function added to their values, seen in Fig. 1 (i). A comparison between a 
degraded TCs with and without the ramp function is seen in Fig. 1 (ii). 

A variant of this dataset was also used to fit the quad data format used by the Evi-
dent® interface. This modified dataset consists of a 40 by 40 x-y plane which has 
been partitioned into three classes: noise time courses, paradigm-correlated time 
courses, and paradigm-correlated time courses with a super-imposed small signal. 

5   Baumnull 

The BaumNull dataset was synthesized to demonstrate the high type1 (false positives) 
error rate associated with simple correlation analysis of fMRI data [3]. Two groups of 
TCs simulate the extreme case when TCs correlate highly to an activation paradigm 
but when the groups do not correlate at all to each other. The groups contain 46 and 
26 TCs respectively and signal intensities over 120 time instants are used. A simu-
lated hemodynamic response used two parameter gamma functions to generate  
responses to the activations in the respective TC groups. Thus, this dataset may be 
considered to have two activation paradigms. 

A mean intensity image for BaumNull is shown in Fig. 2. Figure 2. shows the mean 
intensity image after it has been thresholded at fifty of the maximum value. The 
elongated and convoluted regions of interest generated by this thresholding are 
common in fMRI studies and correspond to the anatomical sulci structure. When 
neural regions are stimulated, the maxim that spatially proximal regions are 
temporally correlated must be modified to consider proximity in terms of anatomical 
structure, and not simply Euclidean distance. Large numbers of noise TC, those 
outside of regions of interest and even the entire brain, are significantly correlated to 
the activation paradigm. However, the distinguishing features of these voxels is the 
small number of their neighbours that also share significant correlations to the 
paradigm. Few of the TCs in the dataset have correlation values that would be 
considered significant in fields outside of fMRI analysis, in the range [0.4, 0.8]. 
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Fig. 1. BaumNull coronal plane, z = 0 

 

Fig. 2. BaumNull thresholded intensity image 

Table 2. Paradigms and regions of interest for Baumnull dataset, as generated with EvIdent® 
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After scaling to [0,1000], TCs have a mean value of 135.603 and variance of 
51305.7. Paradigms have patterns [000001000000] and [000100001000] respectively, 
see Table 2. Dataset dimensions (X,Y,Z,T) are (128, 128, 1, 120).   

Noise TCs lie outside of the two artificial activated regions of interest. Outliers 
may be considered to be TCs outside of the ROI but that are somewhat correlated to 
one of the two activation paradigms. The focus of analysis for this dataset will be the 
interaction of distinct activation paradigms, not correlated to each other, in a syn-
thetic, but typical, fMRI dataset. 

6   Experiment 

In order to determine the degree to which clustering algorithms capture novelty while 
representing overall intrinsic data structure in an fMRI dataset, cluster centroids from 
FCM, FCMP and EvIdent® are examined on the datasets. Particular attention is paid 
to centroids correlation to the paradigm and novel TCs. Algorithms were imple-
mented using ScopiraTM [7]. 

7   Results 

Preliminary results suggest that feature partition weighting in FCMP is an effective 
method to tune algorithm sensitivity with respect to novel TCs when a specific attrib-
utes of the novelty are known, such as temporal signature, number of instances, and 
general spatial locations. 

Table 3. Modified dataset syn5. Results from EvIdent® show ROI for paradigm-correlated TCs 
(top left), novel TCs, (top right), and their respective centroids. 
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7.1    Syn5 Results 

EvIdent® has demonstrated the ability to detect the presence of novel signals in a 
small number of locations over a range of SNR values (40-2 dB). FCMP 
demonstrated a comparable ability only when the novel signals existed in a single 
location and shows the limit of a global spatial constraint on the distance measure. It 
is proposed that, when pattern matching and novelty discovery are being pursued 
simultaneously, the objective functions or distance metrics associated with the novelty 
contain the fewest number of constraints. In this case, the distance metric for the 
novel TCs should have ignored spatial location and attempted to match only temporal 
similarity while the distance metric for the correlated TCs was correct in constraining 
the TCs to also be spatially proximal. Correlation values for FCMP were as high as 
0.99399 with significant correlation existing over a range of spatio-temporal weights. 

7.2    Baumnull Results 

FCMP centroid correlation values ranged from: 0.216828, 0.0843776, 0.0915909, 
0.0950233, 0.0984579, 0.0907562, 0.0756187, 0.0586063, 0.0693817, 0.0449862, 
0.0737046, as spatial-temporal weights ranged from: [1.0,0.0],[0.9,0.1] ... to [0.0,1.0]. 
Decreasing the p-value in the EROICA from 0.01 (default value) to 0.0001 was seen 
to effectively reduce proximal TCs not generated to be in the ROI. The mean and me-
dian TC filter were applied as preprocessing steps to EROICA and resulted in consid-
erable variance in the resultant centroid significant spectrum see Table 4. SP denotes 
that spectral peak thresholding was used. 

Table 4. EROICA centroids statistics for Baumnull dataset 

EROICA Pa-
ramaters 

# TCs  Paradigm 
Match 

 ROI #TC in 
Paradigm 1  

ROI #TC 
in Paradigm 2  

Default 116 1 92 107 

Mean Filter 265 1 91 121 

Median Filter 116 2 107 92 

Default SP 95 2 99 88 

Mean Filter SP 259 1 91 121 

Median Filter SP 95 2 99 88 

8   Conclusion 

The FCMP objective function lends itself to adaptation for enhanced sensitivity to 
novel TCs in synthetic fMRI datasets and generates a centroid that correlates well to 
the novelty. This is advantageous since discovering novel TCs may trigger further 
analytic investigation. Novelty elicitation is related to minimizing the mathematical 
data model and requires an inclusive balance to outlier rejection preprocessing. FCMP 
uses the minimal mathematical model of FCM and shares the sample partitioning 
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power of FCM on general data. FCMP captured novel intensity signatures by adjust-
ing the distance metrics and weights in the feature partitions. Using a signature probe 
to trigger use of a different metric facilitates novelty discovery among a small number 
of samples while still capturing dataset structure. A priori knowledge of spectral 
properties, occurrence in activated (unactivated) epochs, or spatio-temporal heuristics 
can all be integrated in the FCMP objective function using feature partitions. 

9   Future Work 

Different types of novelty should be investigated and a group method of data handling 
(GMDH) type of infrastructure devised to discover the presence of novelties.  
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Abstract. Position estimation is one of the most important functions for the mobile robot navi-
gating in Robotic Space. In order to achieve these goals, we present a method for representing, 
tracking and human following by fusing distributed multiple vision systems in Robotic Space, 
with application to pedestrian tracking in a crowd. And the article presents the integration of 
color distributions into SOM(Self Organizing Map) based particle filtering. Particle filters pro-
vide a robust tracking framework under ambiguity conditions. We propose to track the moving 
objects by generating hypotheses not in the image plan but on the top-view reconstruction of 
the scene. Comparative results on real video sequences show the advantage of our method for 
multi-motion tracking. Simulations are carried out to evaluate the proposed performance. Also, 
the method is applied to the intelligent environment and its performance is verified by the  
experiments.  

1   Introduction 

Detection of moving objects has been utilized in industrial robotic systems, for exam-
ple, in the recognition and monitoring of unmanned systems that also require com-
pression of moving images [1],[2]. Trajectory prediction of moving objects is required 
for a mobile manipulator that aims at the control and observation of motion informa-
tion such as object position, velocity, and acceleration. Prediction and estimation  
algorithms have generally been required for industrial robots. For a simple example, 
in a pick-and-place operation with a manipulator, the precise motion estimation of the 
object on the conveyor belt is a critical factor in stable grasping [3],[4]. A well-
structured environment, such as the moving-jig that carries the object on the conveyor 
belt and stops when the manipulator grasps the object, might obviate the motion esti-
mation requirement. However, a well-structured environment limits the flexibility of 
the production system, requires skillful designers for the jig, and incurs a high main-
tenance expense; eventually it will disappear from automated production lines.   

To overcome these problems, to tracking a moving object stably without  
stopping the motion, the trajectory prediction of the moving object on the conveyor 
belt is necessary [5]. The manipulator control system needs to estimate the most  
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accurate position, velocity, and acceleration at any instance to capture the moving 
object safely without collision and to pick up the object stably without slippage. 
When the motion trajectory is not highly random and continuous, it can be modeled 
analytically to predict the near-future values based on previously measured data [6]. 
However, this kind of approach requires significant computational time for high-
degrees-of-freedom motion, and its computational complexity increases rapidly 
when there are many modeling errors. In addition, performance is highly sensitive 
to the change of the environment. Those state-of-the-art techniques perform effi-
ciently to trace the movement of one or two moving objects but the operational effi-
ciency decreases dramatically when tracking the movement of many moving objects 
because systems implementing multiple hypotheses and multiple targets suffer  
from a combinatorial explosion, rendering those approaches computationally very  
expensive for real-time object tracking [7]. 

Network sensors

Sensor 2 Sensor3

Sensor NSensor 1

Humar

Physical Service

Robot
Contorl

Monitoring,
Comprehension Information,

Contorl

Visua
information

service

Space
 

Fig. 1. Intelligent environment by distributed cameras 

It is necessary for the intelligent environment to acquire various information about 
humans and robots in the environment. When the environment does not know where 
humans and robots are respectively, the environment can not give the enough service 
to the appropriate user as for the physical service especially. Therefore, it is consid-
ered that how to get the location information is the most necessary of all. The system 
with multiple color CCD cameras is utilized as one of the means to acquire the loca-
tion information in an intelligent environment. It can achieve the human centered sys-
tem because the environment acquires the location of human noncontactly and the 
equipment of the special devices isn’t required for human. Moreover, camera has the 
advantage in wide monitoring area. It also leads to acquisition of details about objects 
and the behavior recognition according to image processing. Our intelligent environ-
ment is achieved by distributing small intelligent devices which don’t affect the  
present living environment greatly.  
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2   Vision Systems in Robotic Space 

2.1   Structure of Robotic Space 

Fig. 2 shows the system configuration of distributed cameras in Intelligent Space. 
Since many autonomous cameras are distributed, this system is autonomous distrib-
uted system and has robustness and flexibility. Tracking and position estimation of 
objects is characterized as the basic function of each camera. Each camera must per-
form the basic function independently at least because over cooperation in basic level 
between cameras loses the robustness of autonomous distributed system. On the other 
hand, cooperation between many cameras is needed for accurate position estimation, 
control of the human following robot [8], guiding robots beyond the monitoring area 
of one camera [9], and so on. These are advanced functions of this system. This dis-
tributed camera system of Intelligent Space is separated into two parts as shown in 
Fig. 2. This paper will focus on the tracking of multiple objects in the basic function. 
Each camera has to perform the basic function independently of condition of other 
cameras, because of keeping the robustness and the flexibility of the system. On the 
other hand, cooperation between many cameras is needed for accurate position esti-
mation, control of mobile robots to supporting human [10],[11], guiding robots be-
yond the monitoring area of one camera[12], and so on. These are advanced functions 
of this system. 

 

Fig. 2. Configuration of distributed camera system 

2.2   Previous Research for Tracking 

Neural networks can be classified into two categories: supervised learning- and unsu-
pervised learning methods. In most of the previous research, the supervised learning 
method was adopted to overcome the nonlinear properties [10], [12]. Since the super-
vised learning method requires the relation between input and output [9] at all times, 
it is not suitable for real-time trajectory estimation for which the input-output relation 
cannot be obtained instantaneously in the unstructured environment. Therefore, in this  
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study, SOM (Self Organizing Map), that is, a type of unsupervised learning method, 
was selected to estimate the highly nonlinear trajectory that cannot be properly  
predicted by the Particle filter. Also, SOM is a data-sorting algorithm, which is neces-
sary for real-time image processing since there is so much data to be processed. 
Among the most popular data-sorting algorithms, VQ (Vector Quantization), SOM, 
and LVQ (Learning Vector Quantization), SOM is selected to sort the data in this ap-
proach since it is capable of unsupervised learning. Since VQ is limited to the very 
special case of a zero neighborhood and LVQ requires preliminary information for 
classes, neither of them is suitable for the unsupervised learning of the moving trajec-
tory.  Fig. 3 shows the estimation and tracking system for this research. The input for 
the dynamic model comes from either the Particle filter or SOM according to the  
following decision equation:  

outout SOMkFilterParticlekvalueredictedP ⋅−+⋅= )1(  (1) 

where k=1 for error threshold≤  and k=0 for error threshold> . 

The threshold value is empirically determined based on the size of the estimated 
position error. 

 

 

Fig. 3. Estimation and tracking system of robotic space 

3   Processing Flow 

3.1   Extraction of Object 

Classifying the moving-object pattern in the dynamically changing unstructured envi-
ronment has not yet been tackled successfully [13]. Therefore, in this research, the 
camera was fixed on a stable platform in order to capture static environment images. 
To estimate the states of the motion characteristics, the trajectory of the moving ob-
ject was pre-recorded and analyzed. Fig. 4(a) and Fig. (b) represent the object images 
at (t-1) instance and (t) instance, respectively.  
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(a) (t-1) instance                                     (b) (t) instance 

Fig. 4. Detected image of moving object at each instance 

As recognized in the images, most parts of the CCD image correspond to the back-
ground. After eliminating the background, the difference between the two consecutive 
image frames can be obtained to estimate the moving-object motion. To compute the 
difference, either the absolute values of the two image frames or the assigned values 
can be used. The difference method is popular in image pre-processing for extracting 
desired information from the whole image frame, which can be expressed as 

),(2Image),(1Image),(Output yxyxyx −=  (2) 

The difference image between Fig. 4(a) and Fig. 4(b) is represented in Fig. 5. 
When the difference image for the whole time interval can be obtained, the trajectory 
of the moving object can be calculated precisely.   

 

Fig. 5. Difference image between (t) and (t-1) instance images 

3.2   Target Regions Encoded in a State Vector Using Particle Filter 

Particle filtering provides a robust tracking framework, as it models uncertainty.  
Particle filters are very flexible in that they not require any assumptions about the 
probability distributions of data. In order to track moving objects (e.g. pedestrians)  
in video sequences, a classical particle filter continuously looks throughout the  
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2D-image space to determine which image regions belong to which moving objects 
(target regions). For that a moving region can be encoded in a state vector. In the 
tracking problem the object identity must be maintained throughout the video se-
quences. The image features used therefore can involve low-level or high-level ap-
proaches (such as the colored-based image features, a subspace image decomposition 
or appearance models) to build a state vector. A target region over the 2D-image 
space can be represented for instance as follows: 

r {l, s, m, }γ=  (3) 

where l  is the location of the region, s  is the region size, m is its motion and γ  is 
its direction. In the standard formulation of the particle filter algorithm, the location l, 
of the hypothesis, is fixed in the prediction stage using only the previous approxima-
tion of the state density. Moreover, the importance of using an adaptive-target model 
to tackle the problems such as the occlusions and large-scale changes has been largely 
recognized. For example, the update of the target model can be implemented by the 
equation 

1r (1 ) r E[r ]t t tλ λ−= − +  (4) 

where λ  weights the contribution of the mean state to the target region. So, we  
update the target model during slowly changing image observations. 

4   Tracking Moving Objects 

4.1   State-Space over the Top-View Plan 

In a practical particle filter [5],[6] implementation, the prediction density is obtained 
by applying a dynamic model to the output of the previous time-step. This is appro-
priate when the hypothesis set approximation of the state density is accurate. But the 
random nature of the motion model induces some non-zero probability everywhere in 
state-space that the object is present at that point. The tracking error can be reduced 
by increasing the number of hypotheses (particles) with considerable influence on the 
computational complexity of the algorithm. However in the case of tracking pedestri-
ans we propose to use the top-view information to refine the predictions and reduce 
the state-space, which permits an efficient discrete representation. In this top-view 
plan the displacements become Euclidean distances. The prediction can be defined 
according to the physical limitations of the pedestrians and their kinematics. In this 
paper we use a simpler dynamic model, where the actions of the pedestrians are mod-
eled by incorporating internal (or personal) factors only. The displacements Mt

topview
 

follows the expression 

1M A( )M Nt t
topview topview topviewγ −= +  (5) 
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where A(.) is the rotation matrix, 
topviewγ  is the rotation angle defined over top-view 

plan and follows a Gaussian function ( ; )topviewg γγ σ , and N is a stochastic component. 

This model proposes an anisotropic propagation of M : the highest probability is  
obtained by preserving the same direction. The evolution of a sample set is calculated 
by propagating each sample according to the dynamic model. So, that procedure  
generates the hypotheses. 

4.2   Estimation of Region Size 

The height and width of the robot can be obtained using geometric analysis. 

),( bottombottom yx),( toptop yx

2y
1y

lengthz

heightOBJ

o

Image2D

 

Fig. 6. Approximation of Top-view plan by image plan with a monocular camera 

As shown in Fig. 6, the distance 1y  from the lowest coordinates of the object to 

the origin is calculated using bottomy  by geometric analysis as,  

Oyy bottom −=1  (6) 

where O represents the origin. 

In the same manner, topy  can be calculated by replacing bottomy  as topy  and 

bottomyP ,  as topyP , . Therefore, the distance 2y  from the highest coordinates of the  

object to bottomy  is calculated as,  

bottomtop yyy −=2 . (7) 

When the coordinates, 1y and 2y are obtained, the height heightOBJ of the robot 

can be calculated as, 
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)( 21

2

yy

yz
OBJ length

height +
×

=  (8) 

from the similarity properties of triangles. 
Following the same procedure, the width of the mobile robot can be obtained as 

follows: The real length pixellength  per pixel is calculated as follow: 

)/( ,, bottomytopyheightpixel PPOBJlength −= . (9) 

Then, the width, widthOBJ , of the object is calculated as 

)( ,, leftxrightxpixelwidth pplengthOBJ −×= . (10) 

5   Experiments 

To compare the tracking performance of a mobile robot using the algorithms of the 
Particle filter and SOM, experiments of capturing a micro mouse with random motion 
by the mobile robot were performed. As can be recognized from Fig. 7, SOM based 
Particle Filter provided better performance to the mobile robot in capturing the ran-
dom motion object than the other algorithms. As shown in Fig. 7, the mobile robot 
with SOM based Particle Filter has a smooth curve to capture the moving object. As 
the result, the capturing time for the moving object is the shortest with SOM based 
Particle Filter. Finally, as an application experiments were performed to show the 
tracking and capturing a mobile object in robotic space.  

 
(a) SOM                                        (b) SOM + Particle Filter 

Fig. 7. Tracking trajectory by SOM and SOM based particle filter 

Fig. 8 shows the experimental results for tracking a moving object that is an 
8x6[cm] red-colored mouse and has two wheels with random velocities in the range 
of 25-35[cm/sec]. First, mobile robot detects the moving object using an active cam-
era. When a moving object is detected within view, robot tracks it following the  
proposed method. 
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                             (a) Input Image                                       (b) Extracted Image 

 

    
     (c) Input Image with two robots              (d) Extracted Image with two robots 

Fig. 8. Experimental results for tracking a moving object 

6   Conclusions 

In this paper, the proposed tracking method adds an adaptive appearance model based 
on color distributions to particle filtering. The color-based tracker can efficiently and 
successfully handle non-rigid and fast moving objects under different appearance 
changes. Moreover, as multiple hypotheses are processed, objects can be tracked well 
in cases of occlusion or clutter. This research proposes estimation and tracking 
scheme for a moving object using images captured by multi cameras. In the scheme, 
the state estimator has two algorithms: the particle filter that estimates the states for 
the linear approximated region, and SOM for the nonlinear region.  The decision for 
the switchover is made based on the size of the position estimation error that becomes 
low enough for the linear region and becomes large enough for the nonlinear region. 
The effectiveness and superiority of the proposed algorithm was verified through ex-
perimental data and comparison. The adaptability of the algorithm was also observed 
during the experiments. For the sake of simplicity, this research was limited to the en-
vironment of a fixed-camera view. However, this can be expanded to the moving 
camera environment, where the input data might suffer from higher noises and uncer-
tainties. As future research, selection of a precise learning pattern for SOM in order to 
improve the estimation accuracy and the recognition ratio, and development of an  
illumination robust image processing algorithm, remain.  
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Abstract. In this paper, the robust stability analysis of a fuzzy vehicle lateral system with per-
turbed parameters is presented. Firstly, the fuzzy controller can be linearized by utilizing the 
describing function method with experiments. After the describing function is obtained, the sta-
bility analysis of the vehicle lateral control system with the variations of velocity and friction is 
then carried out by the use of parameter plane method. Afterward some limit cycle loci caused 
by the fuzzy controller can be easily pointed out in the parameter plane. Computer simulation 
shows the efficiency of this approach. 

Keywords: Describing function, vehicle lateral system, fuzzy control, parameter plane,  
limit cycle. 

1   Introduction 

It is well known that the describing function is an useful frequency domain method 
for analyzing the stability of a nonlinear control system especially when the system 
has hard nonlinear elements, such as relay, deadzone, saturation, backlash, hystere-
sis and so on. The fundamental description of describing functions can be referred 
in [1-3]. Some academic and industry researches have been applied the describing 
function to meet the design specifications. For PI controller design, an iterative pro-
cedure for achieving gain and phase margin specifications has been presented in [4] 
based on two relay tests and describing function analysis. In [5], the describing 
function utilized for the stability analysis and limit cycle prediction of nonlinear 
control systems has been developed. The hysteresis describing function was applied 
to the class AD audio amplifier for modeling the inverter [6]. Ackermann and Bunte 
[7] employed the describing function to predict the limit cycles in the parameter 
plane of velocity and road tire friction coefficient. The algorithm computes the limit 
cycles for a wide class of uncertain nonlinear systems was considered in [8]. As for 
the intelligent control, some researchers have developed the experimental and  
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analytic describing functions of fuzzy controller in order to analyze the stability of 
fuzzy control systems [9-11]. Besides, the describing function was also applied to 
find the bounds for the neural network parameters to have a stable system response 
and generate limit cycles [12]. In fact, the uncertainties are often existed in the 
practical control systems. It is well known that the frequency domain algorithms of 
parameter plane and parameter space [13, 14] have been applied to fulfill the robust 
stability of an interval polynomial.  

In this paper, we apply the describing function of fuzzy controller mentioned  
in [11] and parameter plane method [14] to consider the robust stability of a vehicle 
lateral control system with perturbed parameters. A systematic procedure is proposed 
to solve this problem. The characteristics of limit cycles can be found out in the pa-
rameter plane. Computer simulation results verify the design procedure and show the  
efficiency of this approach. 

2   Description of Vehicle Model and Design Approach 

In this section, the classical linearized single track vehicle model is given first. The 
describing function of fuzzy controller is also introduced. In order to analyze the sta-
bility of perturbed parameters, a systematic procedure is proposed to solve this prob-
lem by the use of parameter plane method. In addition, the control factors are also  
addressed. 

2.1   Vehicle Model [7] 

Figure 1 shows the single track vehicle model and the related symbols are listed in 
Table 1. The equations of motion are 

( ) f r

f f r rf r

F Fmv r

F l F lml l r

β⎡ ⎤ +⎡ ⎤+
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&

&
                                          (1) 

The tire force can be expressed as  

0 0( ) , ( )f f f f r r r rF c F cα μ α α μ α= =                                 (2) 

with the tire cornering stiffnesses 0 0,f rc c , the road adhesion factor μ  and the tire 

side slip angles  
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The state equation of vehicle dynamics with β  and  r  can be represented as  
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Fig. 1. Single track vehicle model 

Table 1. Vehicle system quantities 

front wheel steering angle

mass 

wheelbase

distance from front and rear axis to CG

lateral acceleration

velocity

side slip angle at center of gravity (CG)

yaw rate

lateral wheel force at front and rear wheel

front wheel steering angle

mass 

wheelbase

distance from front and rear axis to CG

lateral acceleration

velocity

side slip angle at center of gravity (CG)

yaw rate

lateral wheel force at front and rear wheel,f rF F

r

β

v

fa

,f rl l

f rl l l= +

fδ

m

 

Table 2. Vehicle parameters 

1.32 m

1.51 m

1830 kg

100000 N/rad

50000 N/rad

1.32 m

1.51 m

1830 kg

100000 N/rad

50000 N/rad
0fc

0rc

m

fl

rl
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Hence, the transfer function from fδ  to r  is 

2 2
0 0 0

2 2 2 2 2 2
0 0 0 0 0 0( ) ( )f

f f f r
r

f r r r f f f r r r f f

c ml v s c c l v
G

l l m v s l c l c l m vs c c l c l c l m v
δ

μ μ
μ μ μ

+
=

+ + + + −
           (5) 

The numerical data in this paper are listed in Table 2. 
According to the above analysis of a single track vehicle model, the transfer func-

tion from the input of front deflection angle fδ  to the output of yaw rate r  can be  

obtained as  

8 2 10 2

6 2 2 9 7 2 10 2

(1.382 10 1.415 10 )
( , , )

6.675 10 1.08 10 (1.034 10 4 10 )fr

v s v
G s v

v s vs v
δ

μ μμ
μ μ μ

× + ×=
× + × + × + ×

   (6) 

The operating area Q  of the uncertain parameters μ  and v  is depicted in Fig. 7. 

In addition, the steering actuator is modeled as   

2

2 2
( )

2
n

A

n n

G s
s s

ω
ω ω

=
+ +

                                                (7) 

where 4nω π= .  

The open loop transfer function ( )OG s  is defined as 

( , , ) ( ) ( , , )
fO A rG s v G s G s vδμ μ=                                         (8) 

2.2   Describing Function of Fuzzy Controller 

In this subsection, the fuzzy controller given in [11] is adopted here. Figure 2 shows 
the block diagram for determining the describing function of the fuzzy controller from 
experimental evaluations. The membership functions of the fuzzy controller are 
shown in Fig. 3 (a)-(c) and the rules of the fuzzy controller are listed in Table 3.  
Figure 4 shows the control surface. According to the analysis in [11], the describing 
function ( )N A  with input signal ( ( ) sinx t A tω= ) and scaling factors ( 6,pk =  

0.001dk = ) can be obtained in Fig. 5. 

x

pk

dk
dt

d

e

e d o t u

Fuzzy Controller

 

Fig. 2. Fuzzy Controller 
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(c) Output of u 

Fig. 3. Fuzzy membership functions 

Table 3. Rules of the fuzzy controller 
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Fig. 4. Control Surface 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
1

2

3

4

5

6

7

8

9

A

N
(A

)

 

Fig. 5. Describing function of the fuzzy controller 
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Fig. 6. Block diagram of a fuzzy vehicle lateral control system 
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2.3   Parameter Plane Method 

Figure 6 shows the overall block diagram of a fuzzy vehicle lateral control system. In 
this study, 0.1uk =  is selected. After some simple manipulations by using (5) to (8), 

the characteristic equation in Fig. 6 can be obtained as 

2 2 2 2
4 3 2 1 0

( , , )

0

f s v

C C v C v C v C v

μ
μ μ μ μ= + + + +

=
,                        (9) 

where 

10 2
4 4.0045 10 ( 17.7715 157.9137)C s s s= × + + , 

6 3 2
3 6.675 10 ( 17.7715 157.9137)C s s s= × + + , 

9 2 2
2 1.0746 10 ( 17.7715 157.9137)C s s s= × + + , 

11
1 12.2345 10C N= × , 

8 2 9
0 11.03395 10 ( 17.7715 157.9137) 2.1818 10C s s s N s= × + + + × . 

Let s jω= , (9) is divided into two stability equations with real part X  and imagi-

nary part Y  of characteristic equation, one has 
( , , ) 0f j v X jYω μ = + =                                             (10) 

where 

11 2 2 12 4 2 9 4

11 2 11 2 9 2 2
1 1

7.1165 10 1.0075 10 (1.0746 10

1.6970 10 ) 2.2345 10 1.8375 10 ,

X v

v N v N v

ω μ ω ω
ω μ μ ω μ

= − × + × + ×

− × + × − ×
12 10 3 2 6 5

9 3 2 10 3 10 8 3

9 2
1

(6.3236 10 4.0045 10 ) (6.6750 10

1.0541 10 ) 1.9098 10 (1.6327 10 1.03395 10

2.1818 10 ) .

Y

v v

N v

ω ω μ ω
ω ω μ ω ω

ω μ

= × − × + ×

− × − × + × − ×

+ ×

 

In order to obtain the solution of μ  and v , the following equation is solved 

0

0

X

Y

=⎧
⎨ =⎩

,                                                         (11) 

when pk , dk , uk , 1N  are fixed and ω  is changed from 0 to ∞ . As the amplitude A  

is changed, the solutions of μ  and v  called limit cycle loci can be displayed in the 

parameter plane. 

3   Simulation Results 

In this work, the scaling factors of 6pk = , 0.001dk = , and 0.1uk =  in Fig. 6 are se-

lected. The membership functions and rules of fuzzy controller are the same with the 
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above section. So the describing function of the fuzzy controller shown in Fig. 5 can 
be applied to analyze the stability of the closed loop system. After doing so, the solu-
tion of (11) can be solved when A  is fixed and ω  is changed from 0  to ∞ . Figure 7 
shows the operating area of the vehicle system. Two limit cycle loci in the μ - v  pa-

rameter plane as 0.1A =  and 0.2A =  are plotted in Fig. 7, respectively. In order to 
test the predicted result in Fig. 7, eight operating points with Q1 ( 1μ = , 67v = ), 

Q2( 1μ = , 56v = ), Q3( 0.75μ = , 65.8v = ), Q4( 0.63μ = , 54.2v = ), Q5( 1μ = , 

30v = ), Q6( 0.37μ = , 30v = ), Q7( 1μ = , 5v = ), Q8( 0.1μ = , 5v = ) are chosen for  
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the time simulations. Figure 8 shows the time responses of the input signal ( )x t  at Q1 

to Q4. The limit cycles are existed when operating at these four points and it consists 
with the predicted results (the amplitude of limit cycles) in Fig. 7. 

On the other hands, the time responses of the input signal ( )x t  at the other four 

points are displayed in Fig. 9. No limit cycle occurs in these four cases and this result 
is also matched with Fig. 7. Finally, the unit step responses of the output signal ( )r t  

at two operating points Q1 and Q5 are given in Fig. 10. 

4   Conclusions 

Based on the approaches of describing function and parameter plane, the robust stabil-
ity of a fuzzy vehicle lateral system is considered in this paper. A systematic proce-
dure is presented to deal with this problem. Simulation results show that more  
information about the characteristic of limit cycle can be obtained by this approach. 
 
Acknowledgments. This paper is supported by the National Science Council in  
Taiwan through Grant NSC95-2752-E009-010. 
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Self-tunable Fuzzy Inference System: A  
Comparative Study for a Drone 
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IBISC Laboratory, CNRS-FRE 2873, Université d'Evry, 40 rue du Pelvoux  
91020 Evry Cedex, France 
{hichem.maaref, kadda.zemalache, lotfi.beji}@ibisc.univ-evry.fr 

Abstract. The work describes an automatically on-line Self-Tunable Fuzzy Inference  
System (STFIS) of a mini-flying called XSF drone. A Fuzzy controller based on an on-line 
optimization of a zero order Takagi-Sugeno fuzzy inference system (FIS) by a back propa-
gation-like algorithm is successfully applied. It is used to minimize a cost function that is 
made up of a quadratic error term and a weight decay term that prevents an excessive 
growth of parameters. Simulation results and a comparison with a Static Feedback Lineari-
zation controller (SFL) are presented and discussed. A path-like flying road, described as 
straight-lines with rounded corners permits to prove the effectiveness of the proposed  
control law. 

Keywords: Fuzzy Inference System, Optimization, Static Feedback Linearization controller, 
Tracking control, Dynamic systems, Drone. 

1   Introduction 

Modelling and controlling aerial vehicles (blimps, mini rotorcraft, drone) are one of 
the principal preoccupation of the IBISC-group. Within this optic, the attracted con-
test of the DGA-ONERA is the XSF project which consists of a drone with revolving 
aerofoils [2], (Fig. 1 (left)). It is equipped with four rotors where two are direction-
als, what we call in the following X4 Bidirectional Rotors or X4 Stationary Flyer 
(XSF). The XSF is an engine of 68cm×68cm of total size and not exceed Kg2  in 
mass. It is designed in a cross form and made of carbon fibber. Each tip of the cross 
has a rotor including an electric brushless motor, a speed controller and a two-blade 
ducted propeller. The operating principle of the XSF can be presented thus: two ro-
tors turn clockwise, and the two other rotors turn counter clockwise to maintain the 
total equilibrium in yaw motion. A characteristic of the XSF compared to the exist-
ing quad-rotors, is the swivelling of the supports of the motors 1 and 3 around the 
pitching axis thanks to two small servomotors controlling the swivelling angles 1ξ  
and 3ξ . This swivelling ensures either the horizontal rectilinear motion or the rota-
tional movement around the yaw axis or a combination of these two movements 
which gives the turn (Fig. 2 (right)). This permits a more stabilized horizontal flight 
and a suitable cornering.  
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Fig. 1. Conceptual form of the XSF drone (left). Frames attached to the XSF (right). 

Several recent works were completed for the design and control in pilotless aerial 
vehicles domain such that Quadrotor [1, 8], X4-flyer [3, 5]. A model for the dynamic 
and configuration stabilization of quasi-stationary flight conditions of a four rotors 
VTOL was studied by Hamel et al [5] where the dynamic motor effects are incorpo-
rating and a bound of perturbing errors is obtained for the coupled system.  

All the reviewed techniques require the well knowledge of the system model and 
parameters. In this paper, a STFIS control strategy is presented based on the systems 
output measures. This technique early used for autonomous wheeled robot, is adapted 
for the use with the XSF [10, 11]. In autonomous wheeled robot, many developed 
learning techniques have arisen in order to generate or to tune fuzzy rules. Most  
of them are based on the so-called “Neuro-Fuzzy learning algorithms” as proposed  
by [6, 7].  

In this paper, the Self-Tunable Fuzzy Inference System (STFIS) controller is pre-
sented and compared with a Static Feedback Linearization controller (SFL) to stabi-
lize the XSF by using the point to point steering stabilization. The dynamic model of 
the XSF drone is briefly given in the second section. The developed ideas of control 
for the XSF by the STFIS and the SFL controllers are described in the third section. 
Motion planning and simulation results are introduced in the fourth section. The  
robustness of the proposed controller is then evaluated in the fifth section. Finally, 
conclusion and future works are given in the last section. 

2   Motion Dynamic 

We consider the translation motion of Gℜ  with respect to Oℜ . The position of the 

mass centre wrt Oℜ  is defined by ( )TzyxOG ,,= , its time derivative gives the veloc-

ity wrt to Oℜ  such that ( )TzyxdtOGd &&& ,,= , while the second time derivative  

permits to get the acceleration ( )TzyxdtOGd &&&&&& ,,22 =  (Fig. 1 (right)). 

The model is a simplified one's. The constraints as external perturbation and the 
gyroscopic torques are neglected. The aim is to control the engine vertically along z  
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axis and horizontally according to x  and y  axis. The vehicle dynamics, represented 

on Figure 1 (right), is modelled by the system of equations 1.Eq , [2, 3, 9]. 

( ) ( )
( ) ( )

ψφθ

θφψθ

θφψθ

θθψ

τψτφτθ

φ
φ

~;~;~
32

32

32

===

+=

+=

−=

&&&&&&

&&

&&

&&

uCCuCSSzm

uSCuSSSym

uSuCSxm

 (1) 

Where θC  and θS  represent θcos  and θsin , respectively. m  is the total mass of the 

XSF. The vector 2u and 3u  combines the principal non conservative forces applied to 

the engine airframe including forces generated by the motors and drag terms. Drag 
forces and gyroscopic due to motors effects are not considered in this work. 

3   Advanced Strategies of Control 

The aim is to make comparison between model based approaches and experts analysis 
involving fuzzy systems. Classical model based techniques such as the static feedback 
linearization and backstepping techniques have been investigated and used for stabili-
zation with motion planning [3, 9]. 

3.1   Static Feedback Linearization Controller 

Control input for z-y motions: We propose to control the zy / motion through the 

input 32 / uu . So, we have the following proposition. 

Proposition 1. Consider ( ) ] [2,2, ππθψ −∈ , with the static feedback laws. 

( )
( ) ( )( )θψφθφθψφθφ
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−−

11
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2

 (2) 

The dynamic of y  and z  are linearly decoupled and exponentially-asymptotically 

stable with the appropriate choice of the gain controller parameters. yν  and zν  are 

detailed in the following. 
We can regroup the two dynamics as: 
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 (3) 

For the given conditions in ψ  and θ  the ( )22×  matrix in 3.Eq  is invertible. 

Then a nonlinear decoupling feedback permits to write the following decoupled linear 
dynamics. 
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z

y

z

y

ν
ν

=

=
&&

&&
 (4) 

Then we can deduce from 4.Eq  the linear controller: 

( ) ( )
( ) ( )rzrzrz

ryryry

zzkzzkz

yykyyky

−−−−=

−−−−=
21

21

&&&&

&&&&

ν

ν
 (5) 

with the i
z

i
y kk ,  are the coefficients of a Hurwitz polynomial. 

Our second interest is the ( )zx,  dynamics which can be also decoupled by a static 

feedback law. 

Input 2u  for the motion along x : The aim here is to stabilize the dynamics of x  

with the control input 2u . While we keep the input 3u  for the altitude z  stabilization.  

Proposition 2. With the new inputs 

( ) ( )( )
( ) ( ) ( )( )θψφψφθψφψθφψ

θθφφψθφψ

νν

νν

CSgmCCCSSmSCSCSu

SgmCCmSCSCSu
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++−=
−

−

1
3
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2

 (6) 

The dynamic of x  and z  are decoupled and exponentially stable. xν  and zν  can be 

deduced as in 7.Eq  [3]. 

z

x

z

x

ν
ν

=
=
&&

&&
 (7) 

Remark. To switch between the two controllers 2.Eq  and 6.Eq  continuity is rec-

ommended allowing the avoidance of the peak phenomenon. This can be asserted if 
we impose some constraints to the reference trajectories. In order to ensure this, we 
take ( ) ( ) 020 22 ==== πψψ uu  with 0== θφ . For 0=ψ , one uses ( )2  and for 

2πψ =  expression ( )6.Eq  is considered. As soon as we get 

( ) ( ) mguu ==== 20 33 πψψ  taking 0== θφ . 

3.2   Self-tunable Fuzzy Inference System 

A Fuzzy controller based on an on-line optimization of a zero order Takagi-Sugeno 
fuzzy inference system is successfully applied. It is used to minimize a cost function 
that is made up of a quadratic error term and a weight decay term that prevents an 
excessive growth of parameters of the consequent part. The main idea is to generate 
the conclusion parts iw  (so-called weight) of the rules automatically thanks to an op-

timization technique. The used method is based on a back-propagation algorithm  
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where the parameters values are free to vary during the optimization process. The 
shape of the used membership functions is triangular and fixed in order to extract 
and represent the knowledge from the final results easily. To deduce the truth value, 
we use the MIN operator for the composition of the input variables. For the control 
of the XSF, we use the architecture known as “mini-JEAN” as illustrated in the  
Figure 2 (left) [7].  

 

Fig. 2. Control architecture mini-JEAN (left). Architecture of STFIS controller (right). 

Self-tunable fuzzy inference system presentation: A Sugeno type fuzzy system is 
determined in three stages: 

1. Given an input x  a membership degree μ  is obtained from the antecedent part  

of rules.  
2. A truth value degree iα  is obtained, associated to the premise of each rule iR : IF 

1x  is 1X  AND IF 2x  is 2X  THEN u  IS iw . 

3. An aggregation stage to take into account all rules by ∑∑
==

=
r

i
i

r

i
ii wwy

11

α  permits 

to obtain a crisp value y . 

4   Motion Planning and Simulation Results 

The XSF is tested in simulation in order to validate some motion planning algorithms 
considering the proposed STFIS control. The objectives are to test the capability of 
the engine to fly with rounded intersections and crossroads. The two internal degree 
of freedom lead to a longitudinal/lateral forces which permit to steer the system with 
rounded corner flying road. The proposed control inputs permit to perform the track-
ing objectives; flying road with straight and round corners like connection. 
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Table 1. Weight for z  displacement 

e
de  NB  NS  Z  PS  PB  

NB  29,62 29,71 7,59 2,55 2,99 

NS  29,52 31,34 10,63 3,02 1,69 

Z  34,22 29,73 19,54 4,84 2,79 
PS  39,72 41,37 22,32 1,74 9,61 

PB  39,92 39,82 28,27 7,96 9,62 

Starting with a preinitialized rules table, when XSF begins to fly, it performs the 
acquisition of the distances (observations), calculates the cost function to back-
propagation, updates the triggered rules in real time, begins to move and so on. The 
weights iw  are then adjusted locally and progressively.  

 

Fig. 3. Linguistic translation representation of the controller 3u (left). The weights evolutions 
(right). 

The universes of discourse are normalized and shared in five fuzzy subsets for all 
displacements. The linguistic labels are defined as NB : Negative Big, NS : Negative 
Small, Z : Approximately Zero, PZ : Positive Small and PB : Positive Big. The results 
of the simulation are reported in the Table 1 for the z  displacement. The optimization 
phase tends to stable weights (Figure 3 (right)). In these circumstances the outputs lin-
guistic labels could be interpreteted as follows (Figure 3 (left)) VW: {1, 5} Very Weak, 
W: {7, 11} Weak, M: {19, 23} Medium, B: {28, 32} Big and VB: {34, 42} Very Big. 

Table 2. Linguistic table for z  displacement by learning (left) and by expertise (right) 

e
de  NB  NS  Z  PS  PB  

NB  B B W VW VW 

NS  B B W VW VW 

Z  VB B M W VW 
PS  VB VB M* VW* W 

PB  VB VB B W W  

e
de

 
NB  NS  Z  PS  PB  

NB  B B W VW VW 

NS  B B W VW VW 

Z  VB B M W VW 
PS  VB VB M* VW* W 

PB  VB VB B W W  
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Fig. 4. Inputs 3u and 2u  (b) for the realization of a straight corners (a). Inputs 3u and 2u  (d) 
for the realization of a round corners (c). 

The Table 2 (left), illustrates the linguistic translation of the table obtained by on-
line optimization for the z  displacement (Table 1). By comparing the table proposed 
by human expertise, Table 2 (right) and Table 2 (left), we can observe that the two 
sets of linguistic rules are quite close. Two cases noted with (*) are different and they 
differ from only one linguistic concept (M instead B and VW instead W). So, we can 
claim that the extracted rules are quite logical and coherent.  

On the other hand, the main advantage of the described technique is the optimiza-
tion of the controller with respect to the actual characteristics of the engine.      

The use of a cost function gathering a quadratic error and a term of regression of 
the weights enabled to achieve our goal. For this behavior, the building of the naviga-
tion controller is done entirely on-line by the optimization of a zero order Takagi-
Sugeno fuzzy inference system by a back-propagation-like algorithm. 

The Figure 4 (b) and (d) illustrate the controlled positions xyz using STFIS control-
ler where u3 and u2 denote the command signals for z and for x and y directions  
respectively. Note that the input mgu =3  at the equilibrium state is always verified. 
The input 2u  tend to zero after having carried out the desired orientation of the  
vehicle. The 3D displacement is depicted with straight and round corners like connec-
tion on the Figure 4 (a) and (c). These figures show the effectiveness of the used  
controller. 
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5   Controllers Robustness 

The robustness of the developed controllers are evaluated regarding external distur-
bances and performance degradations in the case of actuator/sensor failures and wind 
influence. In the case of the XSF, a resistance or a drag force is opposed to its move-
ment in flight. The work produced by this force involves an additional energy con-
sumption at the actuators levels which limits its maneuvering capacities in flight. This 
force can be expressed as follow: 

2

2

1
ixi AVCF ρ=  (8) 

where [ ]NFi  is the drag force following the i  axis, [ ]smVi  is the drone velocity, 

[ ]2mA  is the coss-sectional area perpendicular to the force flow and [ ]3mKgρ  is the 

body density. The equation ( )8  induced a drag coefficient xC which is a dimen-

sionless quantity that describes a characteristic amount of aerodynamic drag depend-
ing on the XSF structure and which is experimentally determined by windtunnel tests. 
This coefficient is equal to 0.5 for the x  and y  directions and 08.0  for the z  dis-

placement. The surface characteristic A  of the XSF drone is equal to 2031.0 mA =  

and its density is considered equal to 322.1 mKg=ρ .   

 

Fig. 5. XSF Forces in the case of motor 4 failures (a) at sec5.0=t , (b) at sec4=t . (c) Wind 
influence with a drag force of N4.1 and (d) N1.2 for the x direction. 
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The Figure 5 (a) and (b) illustrate the simulation results in the case of actuator 4 
failure after take-off at the instant sec5.01 =t  and sec42 =t  in the z  direction. To 

maintain its equilibrium, the three remain actuators share the drone load compensa-
tion where the practically results are in an equitable distribution of the developed 
forces ( mgFFF =++ 321 at steady state). The STFIS and the SFL controllers behave 

in the same way. 
The Figure 5 (c) and (d) present the simulation results in the case of a drag force of 

NFdg 4.1=  and of NFdg 1.2=  according to the x  displacement. The STFIS con-

troller exhibits chattering signal problems in the transition phase while the SFL con-
troller presents static errors that varies proportionally with the drag force amplitude 

dgF . The same observations are found according to the two directions y  and z . 

6   Conclusion 

In this paper, we studied a new configuration of flyer engine called XSF. We have 
considered in this work, the stabilizing/tracking control problem for the three decoup-
led displacements. The objectives are to test the capability of the engine to fly with 
straight and rounded intersections. We have presented and implemented an optimiza-
tion technique allowing an on-line adjustment of the fuzzy controller parameters. The 
descent gradient algorithm, with its capacities to adapt to unknown situations by the 
means of its faculties of optimization, and the fuzzy logic, with its capacities of em-
pirical knowledge modelling, are combined to control a new bidirectional drone. In-
deed, we have obtained an on-line optimized Takagi-Sugeno type SIF of zero order. A 
comparison between the STFIS set rules and that deduced by human expertise, shows 
the validity of the proposed technique. An analysis of the STFIS and the SFL control-
lers and their robustness regarding disturbances, shows the advantages and the disad-
vantages of these two techniques.  

Future works will essentially investigate the real time implementation of the STFIS 
and the based-model control techniques. Obstacles avoidance and flying multi-drones 
are also envisaged thanks to the SIF faculties and its optimization capabilities. 
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Abstract. In this work, a method for finding the optimal path from an initial point to a final one 
in a previously defined static search map is presented, based on Ant Colony Optimization 
Meta-Heuristic (ACO-MH). The proposed algorithm supports the avoidance of dynamic obsta-
cles; that is, once the optimal path is found and the robot starts navigating, if the robot’s route is 
interrupted by a new obstacle that was sensed at time t, it will recalculate an alternative optimal 
path from the actual robot position in order to surround this blocking object and reach the goal. 

Keywords: Ant Colony Optimization, Autonomous Mobile Robot Navigation, Fuzzy Logic, 
Path Planning. 

1   Introduction 

Nowadays, robotics is an essential part in manufacturing processes automatization. 
Concerning about mobile robots, autonomous navigation entails a great challenge. 
Mobile robots can be very useful in different situations where humans could be in 
danger or when they are not able to reach certain target because of terrain conditions. 
Then, the path planning is an interesting and challenge subject for research, and it has 
many different approaches. This paper proposes an ACO-MH based method for path 
planning founding the best route according to certain cost function. 

The ACO-MH is inspired in the foraging behavior of real ants for finding the opti-
mal path from the nest to where the food is. For communication method, some ant 
species use stigmergy, a term introduced by French biologist Pierre-Paul Grassé in 
1959. With stigmergy, each ant communicates with one another by modifying their 
local environment. The ants achieve this task by laying down pheromones along their 
trails [2]. ACO-MH solves mainly combinatorial optimization problems defined over 
discrete search spaces. The ant-based algorithms developed as a result of studies of 
ant colonies are referred as instances of ACO-MH [4]. As a first stage in this research 
work, the proposed method is based on the ACO-MH instance mainly: Simple Ant 
Colony Optimization (SACO).   
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There are some similar works like [6], where the robot has to visit multiple targets, 
like the traveling salesman problem but with the presence of obstacles. The robot in 
this case is modeled as a point robot; that is, the robot occupies an exact cell in the 
discrete representation of the workspace. Using several robots as ants, this robot team 
architecture has to be in constant communication with each other at all times to share 
pheromone information. There are some other approaches for similar tasks, like [10], 
where a new meta-heuristic method of ACO is proposed to solve the vehicle routing 
problem, using a multiple ant colony technique where each colony works separately. 
On the other hand, there are many path planning approaches by other soft computing 
techniques, such like Genetic Algorithms [1,5,8]. Then, as it can be observed in actual 
reports [7,9], the focus on ant algorithms is growing becoming an interesting alterna-
tive of solution for path planning. 

2   Simple Ant Colony Optimization Algorithm 

The SACO is an algorithmic implementation that adapts the behavior of real ants to 
solution of minimum cost path problems on graphs. A number of artificial ants build 
solutions for the optimization problem by issue and exchange information about the 
quality of these solutions making allusion to the communication system of the real 
ants [3]. 

Let be the graph G = (V,E), where V is the set of nodes and E is the matrix of links 
between nodes. G has nG = |V| nodes. Let be Lk the number of hops in the path built 
by ant k from the origin node to the destiny node. Therefore, it needs to be found: 

}|,...,{ CqqqQ ifa ∈=  (1) 

Where Q is the set of nodes representing a path at least continuous with no obstacles; 
qa,…, qf are former nodes of the path and C is the set of possible configurations of the 
free space. If xk(t) denotes a Q solution in time t, f(xk(t)) expresses the quality of the 
solution. In general terms, the steps of SACO are as follows: 

• Each link (i,j) is associated with a pheromone concentration denoted as ijτ  
• A number k = 1,…,nk are placed in the origin node (the nest). 
• On each iteration or epoch all ants build a path to the destiny node (the food 

source). For the next node selection it is used the probabilistic formula: 
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In Eq. 2, k
iN is the set of feasible nodes connected to node i with respect to ant k; 

ijτ  is the total pheromone concentration of link ij, where α  is a positive constant 
used as gain for the pheromone concentration influence.  
• Remove cycles and compute each route weight f(xk(t)). A cycle could be generated 

when there are no feasible candidates nodes, that is, for any node i and ant k, k
iN = 

Ø; then predecessor of that node i is included as a former node of the path.  
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• Compute pheromone evaporation using the Eq. 3. 

)()1()( tt ijij τρτ −←  (3) 

In Eq. 3, ρ  is the evaporation rate value of the pheromone trail. The evaporation is 

added to the algorithm in order to force the exploration of the ants, and avoid prema-
ture convergence to sub-optimal solutions. For ρ  = 1, the search is completely ran-

dom. While an ant takes more time for crossing a path, there is more time for the 
pheromone trail to evaporate. On a short path, which is crossed quickly, the density of 
the pheromone is higher. Evaporation avoids convergence to local optimums. Without 
evaporation, the paths generated by the first ants would be excessively attractive for 
the subsequent ones. In this way, exploration of the search space is not too restricted. 
• Update pheromone concentration by using Eq. 4. 

∑
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• The algorithm can be ended in three different ways: 
− When a maximum number of epochs has been reached. 
− When it has been found an acceptable solution, with f(xk(t)) < ε . 
− When all ants follow the same path. 

3   The ACO-MH Based Proposed Method 

3.1   The Search Area Design 

This approach makes some improvements over the SACO algorithm and adaptations 
for the mobile robot routing problem of this research work. The map where the mo-
bile robot navigates is a search space discretized into a matrix representing a graph of 
50x50 nodes, where 0 means a feasible node (plain terrain) and 1 are obstacles. It is 
remarkable to say that each artificial ant of the algorithm is a scale representation of 
the real mobile robot, which means the proposed method considers robot’s dimen-
sions; for example, there are going to be situations during the optimization process, 
where some paths are rejected if the robot doesn’t fit in the space between two obsta-
cles. In this case the Boe-Bot® of Parallax is used for the model. The 50x50 map 
represents a 4m2 area.  

For this method, is assumed all nodes are interconnected. In a map with no obsta-
cles, there are 2500 feasible nodes; therefore the matrix of links E would be extremely 
large. For this reasons E is not used, and the pheromone amount value is assigned at 
each node, which reduces considerably the complexity of the algorithm and then the 
processing time. This is equivalent to assign the same pheromone concentration to the 
eight links around every node. If an analogy with reality is made, this can be seen as 
ants leaving food traces in each node they are visiting, instead of a pheromone trail on 
the links. 
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3.2   The Node Selection Process 

Once the ants are placed in the origin node, each ant starts navigating, and the deci-
sion process for choosing the next node consist in a 3x3 window of the whole graph. 
The ant can choose one of the 8 nodes around it, and the transition probability (2)  
is now: 
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Where ξ  represents the Euclidean distance between the candidate node and the des-

tiny node, [ )∞∈ ,0β  amplifies the influence of ξ , and a memory capability γ  is 

added to ants. The value γ  represents how many nodes can remember the ant. After 

γ  iterations of the building routes process, this memory is “erased”, and the count 

starts again. Further analysis of these new parameters is made in the Simulation Re-
sults section of this paper. 

3.3   The Fuzzy Cost Function 

The cost of the path f(xk(t)) to determine the optimal one is evaluated by a Fuzzy In-
ference System (FIS), which contemplates not only the length of the path but the dif-
ficulty for the navigation. The FIS considers two inputs: effort and distance. The first 
one represents the energy spent by the robot to make turns across the path; for exam-
ple, the effort become increased if the robot has to make a left turn after a long 
straight line, because it has to decelerate more. Distance is the accumulated Euclidean 
distance at the moment between the visited nodes. The output is a weight assigned to 
the cost of the path; the more weight is given, the less desirable becomes the path. 
The output of the FIS is added to the total Euclidean distance of the path, giving the  
 

Table 1. FIS variables 

Input variables Output variable 

Effort Distance Weight 

NE: Normal Effort 
BE: Big Effort 
VBE: Very Big Effort 

VSD: Very Small Distance 
SD: Small Distance 
D: Distance 
BD: Big Distance 
VBD: Very Big Distance 

MW:Minimum Weight 
SW: Small Weight 
W: Weight 
BW: Big Weight 
VBW: Very Big Weight 
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Table 2. Fuzzy associative memory of the FIS 

  Distance 
 VSD SD D BD VBD 
NE MW SW W BW VBW 
BE W W BW VBW VBW E

ff
or

t 

VBE W W BW VBW VBW 

final weight of each one generated by ants. In case there are different routes with the 
same length, the FIS should make a difference of cost giving preference to the 
straighter paths. The FIS variables can be seen in Table 1 and the associative memory 
of the FIS is shown in Table 2. 

3.4   Dynamic Obstacles Generation 

The algorithm has the capability of sensing changes in the environment, if a new ob-
stacle is placed over the robot’s route at time t, it starts a rerouting process in order 
to avoid the blocking object and get to the destiny node. It has to be considered that 
after some epochs, the pheromone concentration ijτ  is already increased over the 

visited nodes; then, when a new obstruction appears, it causes evaporation of the 
pheromone trail around it. This premise prevents stagnation around the obstacle, and 

ijτ  of the surrounding area is given by the minimum pheromone value over the 

search map at t. 

4   Simulation Results 

The experiments results reported in this paper have the same parameter adjustment for 
k = 3, ijτ  = 0.5, ρ  = 0.2 and α  = 2. The first considered scenario is the one with no 

obstacles. Figure 1(a) shows the path generated by the first ant in the first iteration of 
the algorithm, with β =0 and γ =1. As it can be seen, unnecessary and excessively 

exploration of the map is made by the ant, since there is no obstacles in the whole 
area. Figure 1(b) displays how a bigger value of γ  reduces considerably the excessive 

exploration, by adding the memory capability to the ant, but without the help of γ , in 

Figures 1(c) and 1(d) it can be observed how increasing the value of β  is enough to 

make the algorithm more efficient. For β =1, the optimal path -the diagonal between 

the nodes- can be found in less than three epochs, and it takes approximately 1 second 
to get the optimal solution, which is shown in Figure 2(a). 

At the moment, an analysis about β and γ  has been made. Figure 3(a) presents a 

more complex map and the optimal path given by the algorithm, where the algorithm  
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Fig. 1. (a) Route generated by the first ant in the first epoch, with β  = 0 and γ  = 1, (b) same 
situation but with β  = 0 and = 100, (c) The routes of three ants in the first epoch with β  = 0.1 
and γ  = 1, (d) same situation but with β  = 0.5 and γ  = 1 

is more sensitive to variations of the parameters. Changes in the values of α , ρ   

and k mostly, influence the execution time and the effectiveness of the algorithm  
considerably. 

Figure 2(b) shows the same first scenario, but now it has been added 3 new obsta-
cles dynamically in different times t, t+1 and t+2. The ants were able to surround the 
blocking object and finally reach the goal.  

In Figure 3(a), with k =3, β =0 and γ =1, adjusting α =0.5 and ρ =0.2, the algo-

rithm takes approximately 180 seconds and 130 epochs to find the optimal path. This 
causes more exploration but less exploitation. Making α =2 and ρ = 0.35, it takes 

around 75 seconds to find the optimal path in 20 epochs.  
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Fig. 2. (a) Optimal path found by the algorithm after one or two epochs with β  = 1 and γ  = 1, 
(b) generated routes after addition of obstacles dynamically at time t, t+1 and t+2 

Figure 3(b) shows a frame from the Boe-bot® model animation navigating over the 
path, ensuring the mobile robot dimensions fits in the free space area crossed by the 
route. Another example of dynamic search map can be observed in Figure 4(a), where 
the robot model is crossing over the alternative route given by the algorithm. 

Figure 4(b) displays a completely different map, with major randomness in the  
obstacles positioning. At first sight it can be noticed the path is not the optimal one. 
There are some turns that are not desirable, like the one around the circle. 

  

Fig. 3. (a) Example of the optimal path found by the algorithm, (b) A frame of the Boe-bot® 
model animation following the final route 
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Fig. 4. (a) Alternative route given by the algorithm after a new obstacle appears at time t and 
the Boe-bot® model following the modified path, (b) Another search area, with major random-
ness in the obstacles positioning. The circle indicates a not desirable movement in the path 

This kind of issues are intended to be corrected by the fuzzy cost function, but the 
method is not fully tested yet and every different scenario has its own particular fea-
tures; they may need different parameters settings in order to get optimal solutions at 
a reasonable time. However, these are satisfactory results that allow seeing the  
proposed method as an effective path planning tool and it is getting improvements. 

5   Conclusions 

The ACO-MH proposed method seems to be a promising path planning system for 
autonomous mobile robot navigation since the given solutions are not only paths, but 
the optimal ones. It is remarkable to mention the reduced time of execution compared 
to other soft computing techniques. Nevertheless, as seen in the previous section, 
there are several details to consider for making a more robust and efficient algorithm. 
For future work, another ACO-MH is going to be used, such as MMAS (Max-Min 
Ant System) or ANTS (Approximated Non-deterministic Tree Search); the fuzzy cost 
function and the use of β  and γ  is still under research. At the moment, the method is 

been used with the real robot. 
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Abstract. This paper describes the use of a Genetic Algorithm (GA) for the problem of Offline 
Point-to-Point Autonomous Mobile Robot Path Planning. The problem consist of generating 
“valid” paths or trajectories, for an Holonomic Robot to use to move from a starting position to 
a destination across a flat map of a terrain, represented by a two dimensional grid, with obsta-
cles and dangerous ground that the Robot must evade. This means that the GA optimizes possi-
ble paths based on two criteria: length and difficulty.  

1   Introduction 

The problem of Mobile Robot Path Planning is one that has intrigued and has re-
ceived much attention thru out the history of Robotics, since it’s at the essence of 
what a mobile robot needs to be considered truly “autonomous”. A Mobile Robot 
must be able to generate collision free paths to move from one location to another, 
and in order to truly show a level of intelligence these paths must be optimized under 
some criteria most important to the robot, the terrain and the problem given. GA’s and 
evolutionary methods have extensively been used to solve the path planning problem, 
such as in (Xiao and Michalewicz, 2000) where a CoEvolutionary method is used to 
solve the path planning problem for two articulated robot arms, and in (Ajmal Deen 
Ali et. al., 2002) where they use a GA to solve the path planning problem in non-
structured terrains for the particular application of planet exploration. In (Farritor and 
Dubowsky, 2002) an Evolutionary Algorithm is used for both off-line and on-line path 
planning using a linked list representation of paths, and (Sauter et. al., 2002) uses a 
Particle swarm optimization (PSO) method based on Ant Colony Optimization 
(ACO). However, the research work presented in this paper used as a basis for com-
parison and development the work done in (Sugihara, 1999). In this work, a grid rep-
resentation of the terrain is used and different values are assigned to the cells in a grid, 
to represent different levels of difficulty that a robot would have to traverse a particu-
lar cell. Also they present a codification of all monotone paths for the solution of the 
path-planning problem. 

2   Basic Theory 

This section is intended to present some basic theory used to develop the GA’s in  
this paper for use in the path planning problem, covering topics like basic Genetic  



800 O. Castillo et al. 

Algorithm theory, Multi Objective optimization, Triggered Hypermutation and 
Autonomous Mobile Robot Point-to Point Path Planning. 

2.1   Genetic Algorithms 

A Genetic Algorithm is an evolutionary optimization method used to solve, in theory 
“any” possible optimization problem. A GA (Man et. al., 1999) is based on the idea 
that a solution to a particular optimization problem can be viewed as an individual 
and that these individual characteristics can be coded into a finite set of parameters. 
These parameters are the genes or the genetic information that makes up the chromo-
some that represents the real world structure of the individual, which in this case is a 
solution to a particular optimization problem. Because the GA is an evolutionary 
method, this means that a repetitive loop or a series of generations are used in order to 
evolve a population S of p individuals to find the fittest individual to solve a particular 
problem. The fitness of each individual is determined bye a given fitness function that 
evaluates the level of aptitude that a particular individual has to solve the given opti-
mization problem. Each generation in the genetic search process produces a new set 
of individuals thru genetic operations or genetic operators:  Crossover and Mutation, 
operations that are governed by the crossover rate γ and the mutation rate μ respec-
tively. These operators produce new child chromosomes with the intention of better-
ing the overall fitness of the population while maintaining a global search space. Indi-
viduals are selected for genetic operations using a Selection method that is intended to 
select the fittest individuals for the role of parent chromosomes in the Crossover and 
Mutation operations. Finally these newly generated child chromosomes are reinserted 
into the population using a Replacement method. This process is repeated a k number 
of generations.  

2.2   Multiple Objective Genetic Algorithms 

Real-world problem solving will commonly involve (Oliveira et. al., 2002) the 
optimization of two or more objectives at once, a consequence of this is that it’s not 
always possible to reach an optimal solution with respect to all of the objectives 
evaluated individually. Historically a common method used to solve multi objective 
problems is by a linear combination of the objectives, in this way creating a single 
objective function to optimize (Sugihara, 1997) or by converting the objectives into 
restrictions imposed on the optimization problem. In regards to evolutionary 
computation, (Shaffer, 1985) proposed the first implementation for a multi objective 
evolutionary search. The proposed methods in (Fonseca and Fleming, 1993), 
(Srinivas, 1994) and (Goldberg, 1989), all center around the concept of Pareto 
optimality and the Pareto optimal set. Using these concepts of optimality of 
individuals evaluated under a multi objective problem, they each propose a fitness 
assignment to each individual in a current population during an evolutionary search 
based upon the concepts of dominance and non-dominance of Pareto optimality. 
Where the definition of dominance is stated as follows: 

Definition 1. For an optimization (minimization) problem with n-objectives, solution 
u is said to be dominated by a solution v if: 
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2.3   Triggered Hypermutation 

In order to improve on the convergence of a GA, there are several techniques  
available such as (Man et. al. 1999) expanding the memory of the GA in order to  
create a repertoire to respond to unexpected changes in the environment. Another 
technique used to improve the overall speed of convergence for a GA is the use of a 
Triggered Hypermutation Mechanism (Cobb, 1990), which consists of using mutation 
as a control parameter in order to improve performance in a dynamic environment. 
The GA is modified by adding a mechanism by which the value of μ is changed as a 
result of a dip in the fitness produced by the best solution in each generation in the 
genetic search. This way μ is increased to a high Hypermutation value each time the 
top fitness value of the population at generation k dips below some lower limit set  
beforehand. 

2.4   Autonomous Mobile Robots 

An Autonomous Mobile Robot as defined in (Xiao and Michalewicz, 2000) can be 
seen as a vehicle that needs the capability of generating collision free paths that take 
the robot from a starting position s to a final destination d, and needs to avoid obsta-
cles present in the environment. The robot must be able to have enough relevant  
information of his current position relative to s and d, and of the state of the environ-
ment or terrain that surrounds it. One advantage about generating paths or trajectories 
for these kinds of robots, compared to the more traditional robot arms, is that in gen-
eral there are far less restrictions in regards to the precision with which the paths must 
be generated. The basic systems that operate in an Autonomous Mobile robot are: 

1) Vehicle Control. 
2) Sensor and Vision.  
3) Navigation 
4) Path Planning 

2.5   Point-to-Point Path Planning Problem 

The path planning problem when analyzed with the point-to-point technique, (Choset 
et. al., 1999) comes down to finding a path from one point to another (start and desti-
nation). Obviously, one of the most important reasons to generate an appropriate path 
for a robot to follow, is to help it avoid possible danger or obstacles along the way, for 
this reason an appropriate representation of the terrain is needed generating a suffi-
ciently complete map of the given surroundings that the robot will encounter along its 
route. The general path-planning problem, that all autonomous mobile robots will 
face, has been solved (to some level of satisfaction) with various techniques, besides 
the evolutionary or genetic search, such as, using the Voroni Generalized Graph 
(Choset et. al., 1999), or using a Fuzzy Controller (Kim et. al., 1999), yet another is 
by the use of Artificial Potential Fields (Planas et. al., 2002).  
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3   Proposed Method 

The first step before we can continue and give the details of the GA implementation 
used to solve the path-planning problem, is to explicitly define the problem and what 
is it that we are expecting out of the subsequent genetic search. To this end, we pro-
pose what will be the input/output pair that we are expecting from our GA as follows: 

Input: 1) An n x n grid, where the starting cell s for the robot is in one corner and the 
destination cell d is diagonally across from it. 

2) Each cell with a corresponding difficulty weight wd assigned to it ranging from  
[0, 1]. 

Output: A path, defined as a sequence of adjacent cells joining s and d, and that  
complies with the following restrictions and optimization criteria: 

1) The path most not contain cells with wd = 0 (solid obstacles). 
2) The path must stay inside of the grid boundaries. 
3) Minimize the path length (number of cells). 
4) Minimize the total difficulty for the path, that means, the combined values of wd 

for all the cells in a given path. 

We must also establish a set of ground rules or assumptions that our GA will be 
operating under. 

1) The n x n grid isn’t limited to all cells in the grid having to represent a uniform or 
constant size in the terrain, each cell is merely a conceptual representation of 
spaces in a particular terrain. 

2) Each cell in a terrain has a given difficulty weight wd between the values of [0,1], 
that represents the level of difficulty that a robot would have to pass through it, 
where the lower bounds 0 represents a completely free space and the higher bounds 
1 represents a solid impenetrable obstacle. 

3) The terrain is considered to be static in nature. 
4) It is assumed that there is a sufficiently complete knowledge in regards to the state 

of the terrain in which the robot will operate. 
5) The paths produced by the GA are all monotone paths. 

4   Architecture of the Genetic Algorithm 

We now turn to the actual implementation of our GA, used to solve the path-planning 
problem for one and two optimization objectives. So we describe each of the parts of 
our GA and give a brief description of each, clearly stating any differences between 
the one and two optimization objectives implementations. 

4.1   Individual Representation 

Basically, the chromosome structure was taken from the work done in (Sugihara, 
1999) where a binary string representation of monotone paths is used. The binary 
string chromosome is made up of n-1 (where n is the number of columns and rows in 
the grid representing the map of a given terrain) pairs of direction/distance of length 3 
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+ log[2]n, and an extra bit a which determines if the path is x-monotone (a=0) or y-
monotone (a=1). And each pair of direction/distance codes the direction in which a 
robot moves inside the grid and the number of cells it moves thru in that direction. 
The coding used greatly facilitates its use in a GA, because of its constant length no 
special or revamped genetic operators are needed, a problem that would be very cum-
bersome to solve if using a linked list chromosome representation of the path as done 
in (Xiao and Michalewicz, 2000). 

4.2   Initial Population 

The population S used in the genetic search is initialized with p total individuals. Of 
the p individuals in S, p-2 of them are generated randomly while the remaining two 
represent straight line paths from s to d, one of this paths is x-monotone and the other 
is y-monotone. 

So we can clearly define the population S as being made up by: 

S = { baxxxx p ,,............,, 2210 − }                                   (3) 

Where ix  are randomly generated individuals, and by a and b that are x-monotone 

and y-monotone paths respectively that take a straight-line route from s to d. 

4.3   Path Repair Mechanism 

Each path inside of the population S is said to be either valid or non-valid. Where cri-
teria for non-validity are: 

• Path contains a cell with a solid obstacle (wd = 1). 
• Path contains cells out of bounds. 
• The paths final cell isn’t d. 

Using this set of three rules to determine the state of validity of a given path for a 
particular genetic search, we can define a subpopulation S’, which is made up by  
entirely non-valid paths in S.  

The Path Repair Mechanism used with the GA is a Lamarckian process designed 
to take non-valid x’, where x’ ε S’, and determine if they can be salvaged and return to 
a valid state, so as to be productive in the genetic search, because just because a par-
ticular path is determined to be non-valid this does not preclude it from having possi-
ble information coded in its chromosome that could prove to be crucial and effective 
in the genetic search process, this is way non-valid paths are given low fitness values 
with the penalty scheme used in the fitness evaluation, only after it has been deter-
mined that its non-valid state cant be reversed. 

4.4   Fitness Evaluation 

As was mentioned earlier, we introduce here both single and two objective optimiza-
tion of the path planning problem, taking into account the length a given path and the 
difficulty of the same as the two criteria for optimization for paths in the population 
hence, the way in which each implementation of the GA assigns fitness values differs 
for obvious reasons.  



804 O. Castillo et al. 

4.4.1   Single Objective 
Considering our Conventional GA, we can say that for paths inside S we optimize for 

only one objective, which is the path length, therefore we define fitness )(1 xf  as 

given by: 

)(1 xf = )()( 2 cn −                                                      (4)  

Where c is the number of cells in a given path x. 

4.4.2   Multiple Objective 
Besides the fitness )(1 xf  used in Section 4.4.1 given for path length, a second  

fitness assignment )(2 xf  is given for path difficulty is given, and is calculated by, 

)(2 xf  = iwdn Σ−)( 2                                                 (5)  

Where the second term in (5) is the sum of wd for each cell in a given path x. With 
this we are forced to use Pareto optimality for a rank-based system for individuals in 
population S. So for a path x where x ε S its final fitness values is given by their rank 
value inside of S determined by,  

          rank(x) =  p -  t                                                         (6) 

Where p is the size of population S and t is the number of individuals that dominate  
x in S. 

5   Simulation Results 

We use the benchmark test presented in Figure 1, which was used in (Sugihara, 1997) 
due to its capability of projecting an accurate general performance score for the GA, 

and the performance measure of probability optimality )(kLopt , which is a represen-

tation of the probability that a GA has of finding an optimal solution to a given  
 

 

Fig. 1. Benchmark Test, with two paths on the Pareto Optimal Front 
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problem. In this case, is the probability of finding a solution on the Pareto optimal 

front. Using )(kLopt as the performance measure we present a set of optimal operat-

ing parameters for our MOGA using both a Generational and Elitist replacement 
scheme, Figures 2 to 3 show the simulation results that support this values. We also 
compare the two methods along with the GA proposed in (Sugihara, 1999) and the 
comparison is made under a normalized value for kp=30,000 keeping the overall 
computational cost equal for each GA. 
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Fig. 2. Normalized )(kLopt and population size with Generational Replacement 
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Fig. 3. )(kLopt and number of generations with Generational Replacement 

6   Conclusions 

This paper presented a GA designed to solve the Mobile Robot Path Planning Prob-
lem. We showed with simulation results that both a Conventional GA and a MOGA, 
based on Pareto optimality, equipped with a basic repair mechanism for non-valid 
paths, can solve the point-to-point path planning problem when applied to grid repre-
sentations of binary and continuous simulation of terrains respectively. From the 
simulation results gathered from experimental testing the Conventional GA with a 
Generational Replacement scheme and Triggered Hypermutation (which is commonly 

Population 

k 
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referred to as a conversion mechanism for dynamic environments) gave consistent 
performance to varying degrees of granularity in the representation of terrains with 
out a significant increase in population size or number of generations needed in order 
to complete the search in a satisfactory manner, while the MOGA based on Pareto 
Optimality combined with a Elitist replacement scheme clearly improves upon previ-
ous (Sugihara, 1999) work done with multiple objective path planning problem based 
on linear combination, with the added advantage of providing more than one equally 
usable solution. 
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Abstract. This paper presents a generalized method for tuning a fuzzy logic controller based on 
reinforcement learning in a dynamic environment. We extend the Generalized Approximate 
Reasoning-base Intelligent Controller (GARIC) model of Berenji and Khedkar to be able to 
work in presence of vagueness in states. Similar to GARIC, the proposed architecture, i.e., 
Generalized Reinforcement Learning Fuzzy Controller (GRLFC), has the self-tuning capability 
even when only a weak reinforcement signal such a binary failure signal is available. The 
proposed controller shows a better performance, regarding learning speed and robustness to 
changes in controlled system dynamics, than similar models even in the presence of uncertainty 
in states.  

Keywords: fuzzy control, reinforcement learning, fuzzy systems. 

1   Introduction 

In the literature, there exist two methods for development of a fuzzy model: direct 
approach and indirect approach. In direct approach to fuzzy modeling, the rules 
governing the system are described linguistically using terms of natural language and 
then they are turned into fuzzy rules. This linguistic description is constructed 
subjectively according to prior knowledge about the system. Therefore, if the expert’s 
knowledge about the system is faulty, an unrobust model may be obtained. These 
rules should be fine-tuned in order to be used for control purposes. 

Another direction in development of fuzzy models is through using input-output 
data. This is what is called indirect approach to fuzzy modeling. The problems of 
extracting fuzzy rules from data arose in the first years after the birth of fuzzy 
modeling concepts. Since the fuzzy rules are constructed based on data, if the data are 
faulty, damaged or noisy, the obtained rules cannot be reliable; i.e., crude rules may 
be obtained that need to be fine-tuned. 

Reinforcement learning can be used to fine-tune a fuzzy logic controller; either for 
structure identification (e.g., [1], [2]) or for parameter identification (e.g., [3], [4]). In 
this paper we concentrate on the latter issue. 
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2   Fuzzy Inference System 

In this research, for the sake of simplicity, triangular membership functions are used 
in both antecedent and consequent parts of Fuzzy Inference System (FIS). These 
membership functions are determined by three parameters: centre ( C ), right spread 
( RS ) and left spread ( LS ). Under this assumption, the degree of matching between 
the input variable and its corresponding antecedent label can be easily calculated by 
using MaxMin operator:  
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The degree of applicability of a rule can be determined by applying a t-Norm on 
the degrees of matching between each input variable of the rule and their 
corresponding antecedent labels. GRLFC inherits its t-Norm from GARIC in which 
Softmin, defined in (3), is used as the t-Norm. In addition, we assume that 10=k  [3]. 
Any other kind of t-Norm would be appropriate for our system as well, because we 
don’t tune the antecedent labels and we don’t need its differentiability.  
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So, using the Softmin operator and degrees of matching, the degree of applicability or 
the degree of firing of rule iR  is calculated using: 

( ) ( )( )innii BAMaxMinBAMaxMinMinSoftw ,,,, 11 K=  (4) 

where, iw  is the degree of firing of iR , jA  is the jth input variable and ijB  is the jth 

antecedent label in the ith rule, iR . By applying the degree of firing of iR  on its 

consequent part the output of the rule can be calculated. We define 

( )iCi wz
i

1−= μ  (5) 

where, 1−μ  is a defuzzification method and iC  is the consequent label of the ith rule. 

In this paper, we use the LMOM method for defuzzification [34]. 
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Combining the outputs of all rules, a crisp control action in the form of weighted 
average is obtained using the following equation:  
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where, m  is the number of the rules and iz  is the output for the ith rule. This can also 

be extended for multiple output variables. 

3   Reinforcement Learning 

Initially, Reinforcement Learning (RL) has its roots in psychology. The idea behind 
RL is learning from experience and through trial-and-error interactions with a 
dynamic environment as any intelligent creature does during its life time. 

 

Fig. 1. The architecture of GRLFC 

In the most states encountered, there is not any exact former experience. This is 
almost always the case when the state or action spaces include continuous variables or 
complex and vague sensations. Therefore, a generalization method is needed. 
Specifically, the kind of generalization we require is often called function 
approximation because it takes examples from a desired function (e.g., a value 
function) and attempts to generalize from them to construct an approximation of the 
entire function.  

As a method of generalization, a Fuzzy Inference System is an appropriate tool. 
Furthermore, the use of FIS rather than global function approximators like Neural 
Networks has two major advantages: The FIS inherent locality property permits the 
introduction of human knowledge, and also localizes the learning process to only 
implicated parameters [5]. However, the process of fine-tuning the fuzzy controller 
remains a difficult task.  
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It should be noted that in most real-world applications, training data is often hard 
to obtain or may not be available. To resolve these important issues, reinforcement 
learning techniques can be effective for fine-tuning of fuzzy systems, when no 
training data is available and only a weak reinforcement can be obtained. 

Here, several researchers have applied RL techniques to tune a conventional 
Neural Network as the critic while the actor is an FIS [3], [6]. Others have used Fuzzy 
Inference Systems to increase the knowledge of the critic about the goodness of the 
states and consequently enhance the performance of the system [4], [5]. However, 
barely researchers have considered the vagueness in input states. In this paper we 
propose a model that captures the uncertainty in state of the system.  

4   The Architecture of GRLFC 

In the proposed model, a fuzzy controller is implemented by means of an FIS which 
plays the role of the Actor. The Actor implements the knowledge of the expert 
operator about how to control the system. The Critic which evaluates the value of the 
current state is another FIS and it incorporates the knowledge about the goodness of 
the states of the plant. Both these components simultaneously learn to improve their 
performance through interaction by a dynamic environment and receiving a 
reinforcement signal.  

4.1   Fuzzifier 

As mentioned before, in many real-world problems, uncertainty exists in the 
states of a system. This can be caused by many factors like uncertainty in sensor 
readings or uncertain nature of the states of the system (linguistic input states). 
The Fuzzifier considers the uncertainty in the input variables by constructing a 
symmetric or asymmetric triangular fuzzy membership function using the crisp 
input state.  

4.2   Actor and Critic 

Both the Actor and the Critic are fuzzy inference systems described in section 2  
and have similar architectures depicted in Fig. 2. In this scheme, the first layer is the 
input layer and accepts triangular fuzzy membership functions as fuzzy states. Layer 2 
contains the antecedent labels and determines the degree of matching using MaxMin 
operator. In layer 3 the degree of firing of the rule is calculated using the Softmin 
operator and the degrees of matching between the fuzzy input variables and  
their corresponding antecedent labels. Consequent labels are in layer 4 where 
defuzzification is performed using LMOM defuzzification method [3] and then the 
output of the each rule is calculated. Layer 5 is the output layer in which the crisp 
control action is determined.  
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Fig. 2. FIS Scheme 

4.3   Explorer 

This component makes a trade-off between exploration and exploitation in the state 
space. Since we assume that the knowledge-bases of the Actor and the Critic may be 
rough and out of tune, in the early steps of simulation (or the actual run), the state 
space must be sufficiently explored. When the time passes and the Actor learns to 
suggest more appropriate actions and the Critic learns to correctly predict the state 
values by the trial-and-error interaction with the environment. Therefore, exploration 
is smoothly substituted by exploitation. 

The Explorer accomplishes this task by perturbing the action, F , suggested by  
the Actor using the TD prediction error [7], δ , given by (13), and the length of the 
previous episode, T . This process is done via the following equation:  

( )TRFF ,δσ+=′  (7) 

where, R  is a standard uniformly distributed random variable on [ ]aa,−  interval and 
σ  is some monotonically decreasing function with respect to T  and the magnitude 
of δ . In this way, when the magnitude of δ  is large (small), there will be a large 
(small) difference between the Actor’s suggested action, F , and what is actually 
applied to the plant, F ′ . This provides the exploration of the state space. 
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The Explorer also provides the perturbation needed by the Updater in updating  
the parameters of the Actor and the Critic. The perturbation, s , is calculated using the 
following equation:  

( )( )( )2exp δFFs −′= . (8) 

4.4   Updater 

This component tunes the labels in consequent part of the Actor and the Critic using a 
decaying learning rate, the TD error and the gradient of each FIS (Actor and Critic) 
with respect to parameters of consequent parts of corresponding FIS. 

For the Actor, the parameters are tuned to reach the objective of maximizing the 
state value so the systems ends up in a good state and eventually avoids failure. This 
can be done through (9) in which p  is the parameter to be tuned, v  is the state value 

determined by the Critic, and α  is the learning rate which is a small positive 
variable.  
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To do this we need the two derivatives on the right hand side of (9). Fv ∂∂  is 

approximated using (10):  
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Calculation of pF ∂∂  is not difficult. V , a label in the consequent part of the 

Actor, is parameterized by Vp  which may be center, left spread, or right spread and 

VR  is the rule that its consequent label isV . In addition, 
VRz  is the defuzzified output 

of the rule VR  calculated by (11) using LMOM defuzzification method [4] and 
VRw  

is the degree of firing of rule VR . Thus,  

( )( )
VV RVVVR wLSRSCz −−+= 12

1  (11) 

In (11), VC  is the center of the label V  and VRS  and VLS  are its right and left 

spreads, respectively. Thus, the derivative needed for tuning of the Actor can be 
calculated using (10) and (12).  
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In the above equation, { }mi ,,2,1 K∈ , where m  is the number of rules in the 

knowledge base of the Actor. 
For the Critic, the objective is minimization of the TD prediction error, tδ , given 

by the following equation: 
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where, ( )ji sV  is the Critic estimation for the value of state js  in time step i . The 

term ( )11 ++ + ttt sVr γ  is actually an estimation of ( )tt sV  and, therefore, tδ  is the error 

of estimation. γ  is the reward discount rate which determines the importance of the 
future time steps in current learning cycle. If γ  is set to 0 , only the immediate 
reward is considered and if set to 1 , all future steps are taken into account in learning 
process. In our experiments, we use 95.0=γ , since this value is usually used by 

researchers and yields better results. Therefore, the learning rule for the Critic is given 
by (14) in which β  is the learning rate and likeα  is small positive variable. In the 

beginning of each episode, the learning rates are set to a relatively large value. Then 
during the episode the learning rates decay quickly and reach a small value and from 
that point forward, the learning rates decay after each N  time steps to provide more 
exploitation of the good policy found by the controller.  
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The term pv ∂∂  is easily calculated similar to the calculation of VpF ∂∂  in (12). 

This is because the Critic, like the Actor, is an FIS. The other term, v∂∂δ  is 

approximated by using (15), assuming that the derivative does not depend on r .  
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 (15) 

where, just like the Actor learning rules, only the sign of v∂∂δ  is used in 

calculations. Furthermore, vd 2 is given by the finite difference 212 −− +− ttt vvv . 

5   Experiments 

To show the efficiency and superiority of the proposed system, we applied the 
GRLFC to a well-known control problem called Cart-Pole. In this problem a pole is 
hinged to a cart which moves along a track. The control objective is to apply an 
appropriate force, F , to keep the pole vertically and the cart within track boundaries. 

The state of the system is determined by ( )θθ && ,,, xx  in which x  and x&  are the 

displacement and velocity of the cart, and θ  and θ&  are the angular displacement and 

angular velocity of the pole respectively. A failure occurs when either o12>θ  or 

mx 4.2>  or NF 10> , whereas a success is when the pole stays balanced for 

000,100  time steps. In our experiment, δ  is calculated using 95.0=γ . In addition, 
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half-pole length, ml p 5.0= , pole mass, kgm p 1.0=  and cart mass, kgmc 1= . The 

dynamics of the cart-pole system are modeled by the following nonlinear differential 
equations:  
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One of the strong points of the proposed model is its capability of capturing the 
uncertainty in the state of the system. In our particular experiment with the cart-pole 
problem, vagueness may be caused by uncertainty in sensor readings. This is done by 
the Fuzzifier and through constructing a triangular fuzzy membership function that 
has the crisp state as its center, C , and LSC −  and RSC +  as its left spread and right 
spread respectively. In this experiment we consider symmetric membership functions 
with 001.0== LSRS . 

 NE ZE PO VS 
NE NL NS  ZE 
ZE NM ZE  PM 
VS     
PO ZE PS  PL  

 NE ZE PO VS 
NE NS    
ZE     
VS NVS   PVS 
PO    PS  

Fig. 3. 9+4 rules used in Actor 
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Fig. 4. 5+5 rules used in Critic 
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Fig. 5. The center of ZE force label was shifted to +5. The system shifted it back to about 0.  
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Fig. 6. The center of ZE force label was shifted to +3. The system shifted it back to about 0.  
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Fig. 7. Various force label were damaged: ZE-2, PL+5, PM+3, PS+2, NM+1 
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Fig. 8. The center of GOOD label was shifted to 0.5. The system shifted it back to about 1.  
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In our experiment, the Actor has the same 9+4 rules of the Action Selection 
Network (ASN) (Fig. 3) and the Critic has same 5+5 rules of the Action Evaluation 
Network (AEN) (Fig. 4) in GARIC [4]. Figures 5-8 show the simulation results of 
experiments in which various labels of the Actor or the Critic were damaged and the 
system has managed to tune those parameters to their appropriate values.  

6   Conclusion 

This research has modified GARIC model [3]. The proposed model extends GARIC 
in several ways: it is capable to capture the vagueness in input variables. Furthermore, 
the learning speed is increased and the number of failures before a success is 
decreased using variable learning rates. Learning strategy for the Critic is different 
from that of Action Evaluation Network (AEN). The Explorer component also 
extends the Stochastic Action Modifier (SAM) in GARIC to provide better 
exploration of the state space. 
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Abstract. A new cluster validity index is introduced to validate the results obtained by the  
recent Improved Fuzzy Clustering (IFC), which combines two different methods, i.e., fuzzy  
c-means clustering and fuzzy c-regression, in a novel way. Proposed validity measure deter-
mines the optimum number of clusters of the IFC based on a ratio of the compactness to sepa-
rability of the clusters. The compactness is represented with: (i) the sum of the average  
distances of each object to their cluster centers, and (ii) the error measure of their fuzzy func-
tions, which utilizes membership values as additional input variables. The separability is based 
on the ratio between: (i) the maximum distance between the cluster representatives, and (ii) the 
angles between their representative fuzzy functions. The experiments exhibit that the new  
cluster validity index is a useful function when selecting the parameters of the IFC.  

Keywords: Cluster validity, improved fuzzy clustering. 

1   Introduction 

Fuzzy set-based approaches are developed to identify the uncertainty of the given  
system by means of linguistic terms represented with membership functions. The 
most commonly used method to identify the hidden patterns and assign membership 
values to every object in the given system is the Fuzzy c-Means (FCM) [1] clustering 
algorithm. After that, many variations of the FCM are developed for different  
purposes, e.g., [4], [6], [9], [11], [12].  

Recently, the authors have developed an Improved Fuzzy Clustering (IFC) [4] 
algorithm, combining the standard fuzzy clustering, i.e., FCM [1] and fuzzy  
c-regression, i.e., Fuzzy c-regression Models (FCRM) [11], for identification of the 
Fuzzy System Models (FSM) with Fuzzy Functions (FFs). They have shown that 
when the new IFC is utilized in FSM, FFs can provide better estimations. Coupling 
the standard clustering and regression algorithms, the new IFC [4] approach explores 
the given dataset to find local fuzzy partitions and simultaneously builds c regression 
models (functions). The prominent feature of the IFC [4] approach is that, the 
membership values and their user defined transformations, where appropriate, are 
used as the only input variables in the regression models to find the optimum 
representation of the input-output data. Hence, the objective function of the IFC 
algorithm is based on the distances of every data point to each cluster center as well 
as the error of different regression models. Alienation of the original input variables 
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from the regression functions during the IFC helps to obtain improved membership 
values to be later used to explain the output variable in each local fuzzy model.  

Every fuzzy clustering approach, including the latest algorithm in [4], assumes that 
some initialization parameters are known. Based on the previous research, many clus-
ter validity index-(cvi)s have been proposed to validate the underlying assumptions of 
the number of clusters, e.g., [2], [3], [13], [14], [16], [21]. These cvis try to identify 
the characteristics of a point-wise fuzzy clustering method, i.e., the FCM. These cvi’s 
use either within cluster, i.e., compactness, or between cluster distances, i.e., separa-
bility, or both to assess the clustering schema and they are categorized into two types: 
ratio type and summation type [13]. The type of the cvi is determined by the way the 
within cluster and between cluster distances are coupled. 

Nevertheless, most of these cvi’s may not be suitable for other variations of fuzzy 
clustering algorithms, which are designed for different purposes, e.g., FCRM [11]. 
For these types of FCM variations, different validity measures are introduced [15]. In 
this paper, a new cvi, which is a ratio type index between the compactness and the 
separability measures, is proposed to measure the optimum parameters of the previ-
ously proposed IFC algorithm [4]. Since IFC joins two different fuzzy clustering ap-
proaches, i.e., FCM [1] & FCRM [11], in novel way and utilizes the fuzzy functions, 
the new validity index will include these concepts in one validity function. 

In the next section the IFC [4] algorithm is briefly reviewed.  In section 3, the new 
cvi for IFC algorithm will be introduced. Section 4 will present the simulation results 
using 4 different datasets to illustrate the performance of the new validity function 
comparing the results to 3 other well-known cvi’s, which are closely related to the 
proposed validity measure.  

2   Improved Fuzzy Clustering Algorithm (IFC) 

We will first review the general framework of the fuzzy functions (FFs) approaches 
[5], [19], [20]. For the given multi-input and single-output system, let the given data 
matrix be represented as X={x∈ℜnv, y∈ℜ |(x1,y1), …, (xnd,ynd)}, where xk={x1,…, xnv} 
is  the kth data vector of nv dimensions, k=1,…,nd, nd is the total number of data vec-
tors and yk is their corresponding output values. In the learning phase of the previous 
FSM with FFs approaches, briefly, one executes a supervised FCM clustering using 
the input-output dataset to find the hidden patterns in the data and finds interactive 
membership values, μxy

ik, of each kth vector in each cluster i, i=1,..,c, number of clus-
ters.  Then, the input membership values, μx

ik, are calculated and then normalized, γik, 
with an alpha-cut, α-cut, to prevent any harmonics. A different dataset is structured 
for each cluster i, by using normalized membership values, γik, and/or their transfor-
mations as additional dimensions. This is same as mapping the original input space, 
ℜnv, onto a higher dimensional feature space ℜnv+nm, i.e., x Φi(x, γi), for each cluster 
i,i=1,…,c. Hence each data vector is represented in (nv+nm) space, where nm is the 
number of augmented membership values as new dimensions to the original input 
space. A regression function, ŷi=f(Φi(x,γi),βi) , is fitted for each new dataset of each 
cluster, Φi(x,γik), using any linear or non-linear regression methods, e.g., LSE, support 
vector regression (SVR) [7] to estimate one output value for every input data vector 
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for each cluster. To defuzzify the result, one single output value of every input data 
vector is obtained by weighing with their corresponding membership values. 

Previously we proposed a new fuzzy clustering method, IFC [4] to be used in FSM 
with FFs approaches instead of FCM. We modified the FCM algorithm to find the 
membership values, which can decrease the error of FFs approaches. The IFC not 
only searches for the best partitions of the data, but also aims at increasing the predic-
tive power of the calculated membership values to model the input-output relations in 
local fuzzy functions.  

The IFC algorithm introduces a new objective function, which carries out two  
purposes: to find (i) a good representation of the partition matrix; (ii) membership 
values to minimize the error of the FF models. Hence, we appended the error of the 
regression functions to the objective function as follows: 

Jm
IFC = Σi Σk (μik)

m (dik)
2 + Σi Σk (μik)

m [yk - f(τik ,δi)]
2 . (1) 

where dik=|| (x,y)k-vi(x,y)||. The first term of Jm
IFC is same as the FCM algorithm, 

which vanishes when each example is a cluster by itself. The second term is the total 
squared error (SE) of the fuzzy function f(τik,δi) of each cluster, i, that are built during 
the IFC algorithm using the input matrix, τi(μi), which includes the membership  
values and/or their possible transformations as input variables excluding the original 
scalar inputs. δi are the regression parameters. We want to improve the predictive 
power of the membership values to be used in system models as additional inputs. 
Excluding the original input variables from the function estimation, we can improve 
the prediction power of the membership values.  

The approach is novel in comparison to the previous improved FCM optimization 
approaches, e.g., [11], [12], etc, where they interpreted these membership values as 
weights attached to the models using weighted regression models to estimate the func-
tions with the original input variables. It should also be emphasized that the first term 
uses input-output dataset (x,y), whereas in the earlier approaches only the inputs (x) 
are used during clustering. From the Lagrange transformation of the objective func-
tion, which can be found in [4], a new membership functions is extracted as: 
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The cluster centre, vi(xy), formulation of the IFC remains as same as the FCM [1]: 

∀vi= [Σk (μik)
m xk] / Σk (μik)

m,   , k=1,…,nd. (3) 

A generalized framework of the proposed IFC is shown in Table 1. Let the fuzzy 
partition at each iteration t be denoted with Ut. The algorithm starts with an initial par-
tition matrix, U t=0, and initial cluster centers, vt=0. The Ut=0 and vt=0 are required  
inputs at the start of the IFC optimization since the new membership function in (2) 
includes the error terms of the regression models, [yk - f(τik

 t-1 ,δi
 t-1)]2 from previous it-

eration to approximate the actual output, yk, using only the membership values and 
their transformations as input variables. One may use a crisp clustering such as k-
means or a fuzzy clustering such as fuzzy k-means, or standard FCM, to find the U t=0, 
and v t=0. 
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Table 1. Improved Fuzzy Clustering Algorithm 

1.   Given the training dataset, X={(x1,y),…,(xnd,ynd))} Set m>1.1, c>1 and a termination 
constant, ε>0, maximum number of iterations (max-iter), an initial partition U0  and  
obj0=0. Specify the nature of the regression models, iτ , for each cluster i, i=1,…,c, 

k=1,…,nd, to create the input matrix structure. For each iteration, t=1,…max-iter; 
 

2.  Populate the c number of input matrices, τi
 t-1, one for each cluster i, using membership 

values  (Ut-1) from the (t-1)th iteration, and their selected user defined transformations. 
 

3. Calculate the values for the c number of regression parameters, δi
t-1, that can minimize 

the error of user defined function, i.e., special function, ŷik = f(τ i
 t-1

 ,δi
 t-1).  

 

4. Calculate the cluster centers for  iteration t:

 

∀vt
i= [Σk (μt-1

ik)
m xk] / Σk (μ t-1

ik)
m

  

 

5. Calculate the membership values with the membership function in (2) for iteration t us-
ing the regression functions from step 3. 

6. Calculate value of the objective function, objt where the first and the second terms are 
defined  as: objt =  Σi Σk  μt

ik (d
2
ik)

t + Σi Σk  μt
ik [yk –(ŷik)

 t-1]2 
 

7. If (objt - objt-1)<ε, then terminate, else return to step 3. 

One could use any regression function model to find the parameters of the fuzzy 
functions, e.g., least squares regression (LSE) or support vector regression (SVR) [7] 
with kernel functions to approximate the output variable. In this paper, we only used 
LSE method during the IFC to find the relationship between the memberships and the 
output variable in each cluster. As a result of the IFC algorithm, the optimized mem-
bership matrix, U*(x,y), the cluster centers v*(x,y), and the parameters of the functions 
for each cluster from the last iteration f(τik

*,δi
*) are obtained.  

3   A New Cluster Validity Criterion 

This paper investigates the validity indexes for two different types of fuzzy clustering 
algorithms: point-wise clustering, e.g., FCM, and regression type clustering, e.g., 
FCRM algorithms [11] due to the fact that the new IFC [4] couples the regression and 
point-wise clustering concepts. We hypothesize that the new validity index should  
include the concepts from two different types of cvis.  

Most cvis are structured combining two different concepts [14]; (i) compactness, 
which measures the similarity between cluster elements within each cluster and (ii) 
separability, which measures the dissimilarity between each individual cluster. A 
well-known ratio-type cvi (compactness/separability) is the XB index [21]; 

( ) ( ) 22 2 2
,1 1

( ) ( , ) min ( , ) , ( , )
c nd

i i j i i j i iik k k ki k
XB nc d x v nd d v v      d x v x vμ ≠= =

= ⋅ = −∑ ∑ . (4) 

where vi∈ℜnv represents the cluster center as a vector of nv dimensions. XB decreases 
monotonically when c is close to the total number of data samples. The compactness 
increases sharply as c decreases from copt (optimum number of clusters) to copt-1 [14]. 
A sudden drop in compactness would be the indicator of the copt.  

It is evident that each cluster has different compactness values because some  
clusters are more (less) dense than the others. In XB index, the compactness of the 
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whole clustering structure is determined (the numerator in (4)) by averaging the  
compactness of every cluster. However, averaging might suppress the effect of the 
large changes in the compactness’s of some clusters. To exploit these huge shifts in 
compactness during determination of the copt, an improved version of XB index is  
introduced in [14] as: 

( ) 22* 2
,1,.., 1

( ) max min
nd

i i j i i ji c ik kk
XB c x nd v vμ ν ≠= =

= − ⋅ −∑ . (5) 

XB* index is proved [14] to be more effective than the XB index, because with XB* 
one can detect the clusters with large compactness, which helps to determine the copt.  

On the other hand, Kung and Lin [15]’s cvi validates the FCRM [11] type cluster-
ing approaches. Their compactness measure is based on the XB index; however, it is 
measured by the regression model fit between the output from each model and actual 
output. They measure the separability by the inverse dissimilarity between the clusters 
defined by the absolute value of the standard inner-product of the unit normal vectors, 
which represent c hyper-planes. The Kung-Lin’s cvi is formulized as follows: 

22
1 1

( ) (max ( , ) )
c nd T

i i j i jik ki k
Kung Lin c x y nd u uμ θ κ≠= =

⎛ ⎞ ⎛ ⎞
⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠

− = − +∑ ∑  
(6) 

where θi =[xTμi x]-1 [xTμi x]y. The ui’s represent the unit normal vector of each c  
regression functions. The FCRM clusters [11] are represented with the regression 
equations and therefore their corresponding unit vectors are defined as ui=[ni]/||ni||, 
where ni=[θI,1   ⋅⋅⋅   θi,nv     -1] ∈ℜnv+1.The ni indicates the regression function parameters 
of the ith model in a vector form and ||⋅|| is the Euclidean norm. Kung and Lin [15] in-
troduced the inner product of the two unit vectors of clusters to measure the separabil-
ity of the c regression functions.  

In this paper, a new ratio-type cvi is proposed for the IFC [4] algorithm to find the 
optimum number of clusters, copt. In IFC, the clusters are identified by cluster proto-
types (centers) and their corresponding regression functions. The membership values 
represent the degree to which each object belong to each prototype that is identified. 
They are also used as candidate input variables, which can help to identify a regres-
sion functions along with the original input variables to model the output variable for 
each prototype.  

In order to fully validate the IFC, we need to find a relation between the compact-
ness and separability of clusters by measuring the latter two separate concepts; the 
clustering structure as well the relationships between their function representations. 
The compactness of the proposed cvi, cviFFnew, will combine two terms. We will 
use the XB* compactness (numerator in (5)) as the first term of the compactness and a 
modified version of the compactness of Kung-Lin index (numerator in (6)) as the sec-
ond term. The second term of the new compactness will represent the error between 
the regression model and the actual output. The regression models are the “fuzzy func-
tions” (FFs), f:(x,μ) y, which will be captured with regression algorithms using the 
membership values and the original input variables as explanatory variables (predic-
tors) as opposed to being used as weights in regression algorithm. The separability of 
the cviFFnew couples the angle between the regression functions and the distance  
between each input-output vector and the cluster centers.  
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IFC algorithm [4] calculates membership values, which are also used together with 
the original input variables to find FFs for each cluster using any regression algo-
rithm, e.g., LSE, SVR, in system modeling with fuzzy functions. Therefore, we want 
to validate the optimum number of clusters of the new IFC [4] algorithm by analyzing 
the behavior of the new membership values when used together with the original  
input variables in regression functions. Accordingly, we proceed as follows:  

(i) A different dataset is structured for each cluster i, Φi(x,μi
*) ∈ℜnv+nm by mapping 

the original input space x∈ℜnv onto a new feature space of ∈ℜnv+nm using improved 
membership values (μi

*) from IFC and/or their transformations as additional nm di-
mensions. When appropriate, we use mathematical transformations of the member-
ship values such as μik

2, μik
m, exp(μik), ln((1-μik)/μik), etc., where m represents the  

degree of fuzziness. 
(ii) We fit linear regression functions for each cluster, Φi(x,μi

*). Therefore, the new 
cluster validity index designed for the IFC clustering is as follows: 

*1

2

2* 2
1,.., 1

*

*,
*

2

,

,

ˆmax ( ( ( , ), )

min , , ( )

min ,

nd

i j i j

nd m
i i i i ii c ik k k kk

i j i i j

i j i i j

v v

vc x y v y f x

vccviFFnew    if 0,i,j=1,..,c c vs
vs

v v                    otherwise

α α

μ μ β

α α

= =

≠

≠

⎫⎛ ⎞
⎪⎜ ⎟
⎪⎝ ⎠
⎪⎪⎧ ⎛ ⎞ ⎬⎜ ⎟⎪ ⎝ ⎠ ⎪⎪

⎨ ⎪
⎪ ⎪
⎪ ⎪⎩ ⎭

−

= − + − Φ

=≠ ⋅ +
=

−

∑

1

 

(7) 

where vc* represents the compactness and vs* represents the separability in the new 
validity measure. Let ni

Φ, ni
Φ=[βi,1  βi,2 ⋅⋅⋅ βi,nm  βi,(nm+1) ⋅⋅⋅ βi,(nm+nv)  -1]∈ℜnm+nv, represent 

the normal vector of the FFs obtained from the dataset in the feature space, 
Φi(x,μi

*)∈ℜnv+nm. The αi in the |〈αi,αj〉|∈[0,1], i,j=1,…,c, represent the unit normal 
vector of each ith FF, αi=[ ni

Φ]/||ni
Φ||. The absolute value of the inner product of the 

two unit vectors of the FF of the two clusters, |〈αi,αj〉|∈[0,1], i,j=1,…,c, i≠j, equals to 
the value of the cosine of the angle between them: cosθi,j = 〈 ni

Φ, nj
Φ〉 ⁄  | ni

Φ| |nj
Φ| = 

〈αi,αj〉. When two cluster centers are too close to each other due to oversized number 
of clusters, the distance between them becomes almost (≅0) invisible, then the validity 
measure goes to infinity. To prevent this, the denominator of cviFFnew in (7) is  
increased by 1.  

The compactness measure, vc* (numerator of cviFFnew) of the new cvi, includes 
the error term of the FFs. As c is increased, within cluster distances will decrease, 
since clusters will include more similar objects. So the compactness of the clusters 
will be small. In addition, there is one regression function estimated for each cluster 
and as the number of functions is increased, the error of the FFs will decrease, be-
cause the regression model output will approach to the actual output. On the other 
hand, when c< copt, the clusters will include dissimilar objects together, which will  
increase the first term of the compactness in cviFFnew. Since there will be less func-
tions than the actual number of models, the deviation between the actual and  
estimated error will be high.  

The proposed cviFFnew also analyzes the maximum compactness values as do the 
XB* index instead of average compactness values to identify the approximate copt. The  
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separability measure of the cviFFnew also couples the separability measure from two 
different structures, i.e., regression and clustering. Between cluster distances are  
represented as the Euclidean distances between the cluster centers. The absolute value 
of the cosine of the angle between each FF |〈αi,αj〉|∈[0,1] is used as additional separa-
bility criteria.  If the functions are orthogonal, then they are the most dissimilar func-
tions. The separability, vs* conditionally combines the between-cluster-distances and 
angles by taking the ratio between them.  

4   Experiments 

The validity of the new cvi is illustrated with a numerical example. We used 4 differ-
ent datasets containing different number of linear models, which are created with 
varying Gaussian noise, εl,m=(l=1,..,4, m=1,…,nf) of zero means and variance of 0.9 
in each function. nf is the number of functions used to generate each dataset l.   

Each dataset is generated randomly using linear functions in Table 2. 400 training 
input vectors, x, which are uniformly distributed in the range of [-5, +5], are generated 
randomly for dataset1. Then the data is grouped into 4 separate parts, where each 
group contains 100 observations. Each function from Table 2(A) is applied to one 
group to obtain the output values to incorporate four separate models in dataset1. We 
also generated 500, 490 and 450 more training vectors, x, separately which are also 
uniformly distributed in the range of    [-5, +5] to generate the datasets with 5, 7 and 9 
patterns using the functions in Table 2(B), 2(C), and 2(D). The 5, 7, 9-patterned  
datasets are generated in the same way as the 4-patterned dataset.  

Table 2. Functions used to generate Artificial Datasets 

Datasets Functions (y1=x1
Tβ1 +ε) 

(A) 4-clustered  y1=2x+5+ε1,1; y2=0.2x-5+ε1,2; y3=-x+1+ε1,3; y4=x-8+ε1,4. 
(B) 5-clustered y1=2x+ε2,1; y2=7x-5+ε2,2; y3=-x+1+ε2,4; y4=x+14+ε2,4; y5=-5x-6+ε2,5. 
(C) 7-clustered y1=2x+ε3,1; y2=7x-5+ε3,2; y3=-x+1+ε3,3; y4=x-14+ε3,4; y5=-5x-6+ε3,5; 

y6=6ε3,6; y7=3x-25+ε3,7. 
(D) 9-clustered y1=x+ε4,1; y2=3x+2+ε4,2; y3=0.5x+1+ε4,3; y4=3x-3+ε4,4; y5=-x+2+ε4,5; y6=-

2x-9+ε4,6; y7=-2x+ε4,7; y8=x-0.5+ε4,8; y9=-x+0.2ε4,9. 

We applied the IFC algorithm [4] to these 4 datasets separately using 2 levels of 
fuzziness, m=1.3, and m=2.0 and for c=2,…,15 and obtained membership matrices 
(partition matrix) for each different c and m combinations. We calculated the values 
of the proposed cviFFnew, for each combination as well as the values of XB [21], 
XB* [14] and Kung-Lin cvi [15]. We plotted these cvis in Fig. 1 from four different 
datasets for different c values and for two fuzziness values, m=1.3 and 2.0. m=1.3 
represents a more crisp model, where overlapping of clusters are negligible, while 
m=2 is a model where the local fuzzy clusters overlap to a degree of 2.0. We expect 
that the copt would be 4, 5, 7, and 9 for dataset1, 2, 3 and 4, respectively. 
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Fig. 1. (a) 4-clustered, (b) 5-clusteredm (c) 6-clustered, (d) 9-clustered Dataset. cvi index ver-
sus c for two m values; m=1.3(.-) and m=2.0(*-) 

5   Discussions 

Table 2 and Table 3 display the optimum number of clusters indicated by each of cvi 
measures, i.e., XB, XB*, Kung-Lin and cviFFnew, using 4 different datasets for two 
different fuzziness levels, i.e., m=1.3 and m=2.0, respectively. From Fig. 1, Table 2 
and Table 3, one concludes that the cviFFnew can successfully indicate different 
models in a given dataset. In all of the four datasets, the cviFFnew is not effected 
from the changing values of the fuzziness criteria, i.e., m=1.3 and m=2.0, of the IFC 
algorithm and converges at the copt, and then it asymptotes to zero as the number of 
clusters goes to infinity, i.e., c>copt. 
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Table 3. Validity Index Measures for m=1.3 and m=2.0 

 m=1.3 m=2.0 
Actual copt 4 5 7 9 4 5 7 9 
XB 2-6 2-6 5 2, 5,8 2-6 2-6 3, 5, 6 4, 9 
XB* 4,5,7 2-9 10 4 6,9 10 8 9-10 
Kung-Lin n/a n/a 8  6 8, 13 n/a 6 ,7 6 
cviFFnew 4 5 7 9 4  5,6  7 9 

The XB* [14] validity measure is also used in the experiments to measure the copt 
of IFC applications. The XB* is originally designed for FCM clustering algorithms. 
The similarity between the XB* and the new cviFFnew is that, they both assume that 
the optimum number of clusters would be at their minimum values. However, their 
compactness and separability measures are different. Thus, the cviFFnew is expected 
to show an asymptotical behavior towards the larger number of clusters, whereas the 
XB* validity index can increase or decrease but the copt should be where the index is 
minimum. For dataset1 and dataset2, XB* cannot efficiently validate the IFC results 
for both of the fuzziness values. For larger c values XB* can validate the IFC cluster-
ing applications to a certain degree. When the system has less models, XB* is not the 
best cvi to validate the IFC algorithm.  

Kung-Lin[15] index, which is originally designed for FCRM, asymptotes to zero 
and the number of clusters c indicate the copt at the knee-point when it starts to asymp-
tote to zero. From Fig. 1 one can conclude that, Kung and Lin cannot validate the IFC 
[4] algorithm for smaller number of clusters and is somewhat capable of identifying 
them when c’s are larger.  

In [14], the inefficiency of XB index [21] for identification of the copt of the FCM 
algorithms was proven with examples. We wanted to test if it can identify the copt  for 
IFC applications. XB index was unable to identify the copt  in most of the datasets.  

6   Conclusion 

In this paper, a new cvi is proposed for the validation of a previously proposed Im-
proved Fuzzy Clustering (IFC) algorithm [4], which combines two different clustering 
concepts, e.g., fuzzy c-means clustering and the fuzzy c-regression clustering with 
fuzzy functions (FFs). Given fuzzy partitions with different input-output relations, the 
proposed validity index, cviFFnew, computes two different clustering (dis)similarities. 
The compactness measures the within cluster similarities based on the within cluster 
distances and the error of the FF model fit, which represents the input-output relations 
of the fuzzy partition. The separability concept is measured with the between cluster 
dissimilarities based on the minimum ratio of the cluster center distances to the value 
of the cosine of the angle between the FFs. The best cluster validity index is obtained 
by the ratio between the maximum compactness and the minimum separability meas-
ures. The new index gradually asymptotes to its minimum after it reaches an elbow, 
which is the indicator of the optimum number of clusters. The performance of the pro-
posed index was tested on various data sets demonstrating its validity, effectiveness 
and reliability. The simulation results indicate that for different m values, the new  
validity index was more robust than the rest of the validity indices. 
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Abstract. In this paper, a fuzzy model is proposed for supplier selection and to identify proper 
Supplier Development Programs (SDPs). A fuzzy rule base is used to calculate the utility value 
of a firm’s managers to perform a special SDP. Implementation of the model is demonstrated 
by a numerical example. 

Keywords: Fuzzy rule base, supplier development, supplier selection. 

1   Introduction 

In an attempt to gain greater competitive advantages, firms are shifting away from 
dealing with greater number of suppliers to forging closer and having more collabora-
tive relationships with a smaller number of them [1], [2]. It should be noted that be-
fore initiating cooperation with suppliers, the firms should evaluate them to determine 
whether a supplier is capable to meet its current and future requirements. Initial sup-
plier evaluation not only helps the firm’s managers to adopt the best supplier among 
the existent candidates, but also would inform the firm’s managers about the sup-
plier’s situation and adjusting terms of the contract beneficially.  

In the literature, various criteria have been introduced for supplier selection such as 
strategic and operational factors [3], transportation costs and on-time delivery [4], 
price and service quality [4], [5], and product quality and supplier's profile [5]. 
Among the proposed models in the literature, fuzzy technologies such as Fuzzy Ex-
tended AHP [5] and Fuzzy TOPSIS [6] has been used in some supplier selection 
models to tackle the different decision criteria.         

Although based on supplier selection models a firm can adopt the best suppliers 
among the existent ones, but the adopted suppliers might not be in a desirable situa-
tion from the firms’ point of view. Nowadays, firms are increasingly implementing 
Supplier Development Programs (SDPs) to maintain capable and high performance 
supply bases [7], [8]. SDPs are defined as activities undertaken by the firms in their 
efforts to measure and improve the products or services they receive from their  
suppliers [1]. 

Krause [9] identified important factors that influence a firm's involvement in SDPs 
and interrelation of the factors. Krause and Ellram [10] discussed the importance of 



832 M.H.F. Zarandi, M.R. Sadrabadi, and I.B. Turksen 

SDP and reviewed literature to identify potential critical elements of SDPs. Also, the 
role of SDPs on the supplier’s product and delivery performance, the firm-supplier re-
lationship, and the firm’s competitive advantage has been discussed in many case 
studies [1], [8], [11], [12]. 

Supplier selection is usually a multi-criterion decision making problem which in-
cludes both qualitative and quantitative factors [2], [6]. Thus, neither pure mathemati-
cal models and data nor pure conceptual models are appropriate to model the real 
problem. Since supplier selection problems is usually involved with human judgments 
and preferences which are often vague and imprecise, fuzzy models are good tools to 
resolve such decision making problems. In this paper a new fuzzy decision making 
model is proposed and its construction is discussed in details. 

2   The Proposed Model for Supplier Selection and Development 

2.1   Effective Parameters on Decision Making 

Results of interviews with experts have revealed four important parameters as the ef-
fective parameters of their utility to perform SDPs. These are as follows: 

1) Result of Supplier Evaluation (M): It is necessary that a firm has an adequate 
awareness about the suppliers before initiating cooperation with them. By initial 
evaluation of the suppliers, a firm can ensure about their capabilities to resolve its re-
quirements. Moreover, M is a base to identify proper SDPs in the proposed model. 
Fig. 1 represents criteria and attributes of M hierarchically. 

 

Fig. 1. Criteria and attributes of the parameter M 

2) Suitable environmental circumstances (E): Environmental circumstances consists 
of motivating (or preventing) environmental conditions to perform SPDs. Suitability 
(or unsuitability) of E can increase (or decrease) the utility of a firm’s managers to 
perform SDPs. Fig. 2 represents the criteria related to the parameter E. 
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Fig. 2. Criteria of the parameter E 

3) Readiness to perform SDP (R):  Three candidates are considered to perform a SDP: 
the firm, the supplier, and a private corporation. Nevertheless, it is supposed that the 
firm takes on the expenses of any SDP. Generally, readiness of the firm and the sup-
plier are important when the firm or the supplier is performer of a SDP. Also, readi-
ness of the firm, the supplier, and the private corporation are important when a private 
corporation is performer of a SDP. Unlike M and E, there is not fixed attributes for R. 
Depending on the performer and the type of the SDP, attributes of R and their impor-
tance may change. Here, five SDPs are considered: 1) education; 2) consultant;  
3) support in purchasing; 4) systems and procedures; 5) technology. Let 

3,2,1;5,...,2,1;  == jiRij  be the total readiness when the ith SDP is performed by the 

jth performer, where j=1,2,3 mention to the firm, the supplier, and the private corpo-
ration, respectively. For each pair ij there is a hierarchical diagram that represents cri-
teria and attributes of the total readiness ijR . Fig. 3 represents criteria and attributes of 

11R , i.e., when the firm is performer of education as the SDP.  

 

Fig. 3. Criteria and attributes of the parameter R11 

4) Rate of return of the SDP (ROR):  Rate of return can be the most important pa-
rameter to perform a project from managerial point of view. So, before performing a 
SDP, its economical feasibility should be investigated because a firm’s managers usu-
ally look at the SDPs as long-time investments. Let 3,2,1;5,...,2,1;  == jiRORij  be 
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ROR of the SDP when the ith SDP is performed by the jth performer. The calculation 
of ijROR is presented in section 3. 

2.2   Determination of Potential SDPs 

Since a supplier is evaluated by attributes of M, the supplier’s strengths and weak-
nesses is revealed via the values of these attributes and the SDPs can be regarded as 
some programs to improve the supplier’s weaknesses. As mentioned previously, five 
SDPs are considered where each of them can improve some attributes of M more or 
less. We define a parameter which represents the distance between the present status 
of the supplier and the status of a desirable hypothetical supplier from the firm’s man-

agers point of view. This distance is the gap of utility U
~Δ . Let M

iA
~

and U

iA
~

be the 

measured value and the desirable value of the attribute iA
~

, respectively, where both 
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where, iw′  is the modified weight of the ith attribute of M. In other words, first the at-

tributes with 0~ >ig  are specified and then the modified weight of the ith attribute iw′  

is calculated by dividing its initial weight iw  in M by sum of the weights of attributes 
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As mentioned before, each SDP can improve some attributes of M and therefore can 

decrease somewhat the amount of U
~Δ . Now, the ability of each SDP to decrease 

U
~Δ should be determined. Let 5,...,2,1;  

~ =kZ k  be the ability of the kth SDP to de-

crease U
~Δ  and nikwki ,...,2,1;5,...,2,1;  ==  be the weight of the kth SDP to improve 

the ith attribute. Thus: 

∑
=

=
n

i
ikik dwZ

1

~~
                                                             (6) 

In order to calculate kiw ’s, a pairwise comparison matrix is generated for each attrib-

ute and 5,...,2,1; =kwki  are obtained from the matrix. Roughly speaking, we consider 

the first attribute with 0~ >ig  and eliminate the SDPs which do have no impact to im-

prove the considered attribute. For the remaining SDPs, a pairwise comparison matrix 
is generated where the element in the kth row and lth column klv~  shows the ability of 

the kth SDP in contrast to the lth SDP to improve the considered attribute and klv~  is a 

fuzzy number. Let iS  be the set of all SDPs which can improve the ith attribute and 

in  be number of elements in iS . By presenting a pairwise comparison matrix for 

each iS , ),...,,( 521 iiii wwwW =  is obtained for the ith attribute. Obviously, 0=kiw  if 

the kth SDP does not belong to iS . The values of U
~Δ and 5,...,2,1;  

~ =kZ k  are de-

fuzzified and then the greatest kZ ’s are select sequentially until UΔ6.0 is covered. 

The resultant SDPs are considered for further investigation. 

2.3   Final Decision Making 

Till now, the values of the attributes of M are evaluated based on which the set of po-
tential SDPs are specified for further investigation. Let SDPS  be the set of potential 

SDPs. Based on the values of attributes of M, we are able to calculate the value of M. 
Similarly, we can evaluate the values of the criteria of E and calculate its value. These 
two values (M and E) are used for all SDPs regardless to the performer. However, pa-
rameters R and ROR are depend on the SDP and the performer, so three values for R 
and ROR are calculated for each SDP in SDPS , i.e.; 1iR , 2iR , and 3iR , and also 1iROR , 

2iROR , and 3iROR . When the ith SDP can not be performed by the jth performer, 

0== ijij RORR  is considered. SDPs in SDPS  are just a preliminary suggestion and we 

should investigate them more deliberately. For example, the firm’s managers may not 
intend to develop a supplier when ijROR  or ijR  is very low, even though its related 

SDP exists in SDPS . Generally, each vector ),,,( ijij RORREM  causes a utility, ijU , 

for the firm’s managers which shows their tendency to perform the ith SDP by the jth 
performer. When Tij UjU >= }3,2,1;max{ , the firm’s managers may decide to per-

form the ith SDP by the performer which causes the maximum utility among the three 
ones; TU  is a threshold for the utility. Therefore, we can consider a FRB in which 

),,,( ijij RORREM  is input vector and ijU  is the output. 
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FRBs can be constructed based on the expertise knowledge or input-output data of 
the system. Even though the second approach is more precise, it is not applicable for 
our model, since no numerical data of the decision making system are available. 
Hence, we use the first approach to construct the required FRB. To this end, the fol-
lowing steps are taken: 1) specification the output and the effective variables on 2) 
specification of the universe of discourse for all input and output variables 3) covering 
the universes of discourse by an odd number of fuzzy numbers 4) formation of all 
combinations of Membership Functions (MFs) for input variables 5) asking the ex-
perts to assign a MF out of the output’s MFs to each combination. As mentioned be-
fore, the output is ijU , utility of the firm’s managers to perform the ith SDP by the jth 

performer. Also, M, E, ijR , and ijROR  are considered as the effective variables of the 

output. Obviously, parameters M, E, ijR , and ijU  are qualitative, so we consider in-

terval [1,9] as their universes of discourse. We cover universes of discourse of pa-
rameters M, E, ijR , by three MFs and ijU  by five MFs. 

Specifying the universe of discourse for ijROR  needs more attention, because it is 

a quantitative parameter. Here, we transform ijROR  to a qualitative parameter by a 

heuristic method in order to conform it to the other parameters. We first determine 
two points −ROR  and *ROR  where the firm’s managers consider all −< RORRORij  

as ROR’s which are absolutely very low and all *RORRORij >  as ROR’s which are 

absolutely very high. −ROR  and *ROR are determined based on MARR of the firm’s 

managers. For instance, MARRROR 75.0=−  and MARRROR 75.1* =  are admissible. 
Therefore, we can define a new parameter named MARRRORij /  instead of ijROR  

and cover its universe of discourse by five MFs according to Fig. 4.  

 

Fig. 4. Linguistic terms for parameter ROR/MARR 

Regarding to number of MFs for the input variables, the experts determined 109 
rules that some of them are as follows: 

If M is High and E is High and R is Low and ROR/MARR is Very High Then U is 
High 
If M is High and E is Low and R is Low and ROR/MARR is High Then U is Low 
If M is High and E is Medium and R is Low and ROR/MARR is Medium Then U is 
Medium 

Here, we briefly describe implementation of the proposed model. We first ask the 
firm’s managers to evaluate values of the attributes of M and also the desirable value 
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for each attribute of M by a fuzzy number. The values of M and also E are calculated 
by a fuzzy AHP method. Then the attributes with 0~ >ig  are specified and the value 

of U
~Δ  is calculated according to (1)-(6). The firm’s managers then are asked to 

eliminate the SDPs which have no impact to improve the ith attribute of M with 
0~ >ig  and fill in a pairwise comparison matrix for the remaining SDPs in which 

abilities of the remaining SDPs to improve the ith attribute of M are compared using 
fuzzy numbers. Based on these pairwise comparison matrices, we are able to calculate 

nikwki ,...,2,1;5,...,2,1;  == , the weight of the kth SDP to improve the ith attribute. 

Then, the values 5,...,2,1;  
~ =kZ k , ability of the kth SDP to decrease U

~Δ , are cal-

culated and defuzzified along with U
~Δ . The greatest kZ ’s are adopted until they 

cover UΔ6.0 . Accordingly, the set of potential SDPs, SDPS , is determined. Regarding 

to the SDPs in SDPS  and each performer, proper attributes for ijR  are specified and 

their values are calculated. Then, for each SDP in SDPS , by considering each per-

former, cash flows are estimated via fuzzy numbers. Given these fuzzy cash flows, 
values of ijROR  are obtained. Eventually, for each SDP in SDPS  we have a fixed value 

for M, a fixed value for E, three values for ijR , and three values for ijROR . Given 

each vector )
~

,
~

,
~

,
~

( ijij RORREM , ijU  can be calculated from the FRB. Since the esti-

mations of M, E, ijR , and ijROR  as the inputs of the FRB are fuzzy numbers, we use 

a similarity measure to calculate the degree of matching of each input vector with an-
tecedents of the rules. The similarity between two fuzzy numbers can be calculated as 
follows:   

BA

BA
BAS ~~

~~
)

~
,

~
(

∪
∩=                                                      (7) 

The remaining of the inference procedure is similar to the conventional procedures. 
Eventually, for each SDP in SDPS  three values for ijU  are obtained, i.e., 321 ,, iii UUU . 

Now, a threshold should be determined for the utility, for example 7=TU , and make 

the final decision for each SDP in SDPS  as follows: 

If Tij UjU >= }3,2,1;max{  then develop the supplier in the ith SDP by performer 

which causes the maximum utility. 

3   Calculation of the Decision Making Parameters 

The values of the parameters EM
~

,
~

, and ijR
~

 can be calculated based on a fuzzy AHP 

method. Here, the calculation of ROR
~

 is discussed. We consider triangular fuzzy 

numbers ),,(
~

jjjj fffF ′′′= as cash flows. In order to obtain ROR
~

, we must solve: 

0)
)1(

1
(

~~

1

=
+

=∑
=

n

j
nj

ji
FP                                                (8) 
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where, jF
~

 is the fuzzy cash flow at the end of the jn th year. 

(8) shows that P
~

 would be a triangular fuzzy number that is represented as: 
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Given the values of n, jn , jf ′ , jf , and jf ′′ , P
~

 is just a function of variable i. By 

using the extension principle and α -levels, different values for i are obtained, where, 
each i has a grade of membership equal to )(αμ . In 0=α  we have: 

iRRO
i

fiP
n

j
nj

j

=′⇒=
+

′=′ ∑
=

0
1

0 0)
)1(

1
()(                                 (10) 
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and in 1=α  we have: 

iROR
i

fiP
n

j
nj

j

=⇒=
+

=∑
=

1
1

1 0)
)1(

1
()(                                (12) 

Therefore, ),,(
~

010 RRORORRROROR ′′′= as a triangular fuzzy number is obtained. 

4   Numerical Example 

Suppose that based on the pairwise comparison matrix for criteria of M, their weights 
are obtained as follows:  

)15.0  ,37.0  ,44.0  ,04.0(=CW  

Similarly, the weight vector for attributes of each criterion are: 

)06.0  ,10.0  ,10.0  ,03.0  ,06.0  ,17.0  ,48.0(
1

=CW , )10.0  ,90.0(
2

=CW ,

)08.0  ,67.0  ,25.0(
3

=CW , )0.02  0.15,  0.18,  0.26,  0.39,(
4

=CW  

Table 1 shows the evaluated and the desirable values of M and its respective gap.  

Table 1. Evaluated and Desirable Values of Attributes of M 

 C1 C2 C3 C4 
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

AM H M H VH VH M H H H H H VH H H M M VH 
AU M M H H VH VH H VH H H VH VH H H M H H 

According to values of the attributes of M and the weights, the value of M is 

)88.8,96.6,96.4(
~ =M . Similarly, )26.8,99.6,01.5(

~ =E  is obtained. 

As it is observed, the attributes 6, 8, 11, and 16 have a positive gap, so we modify 
their weights. The initial weights and the modified weights of these attributes are: 
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)023,.248,.396,.004(.),,,( 161186 =wwww , )034,.37,.59,.006(.),,,( 161186 =′′′′ wwww  

Now, we can calculate the value of UΔ as follows: 

)036,.024,.0()6,4,0(006.~~
666 =⊗=′= gwd ,  

)36.2,18.1,18.1()4,2,2(59.
~

8 −=−⊗=d  

)48.1,74,.74.()4,2,2(37.
~

11 −=−⊗=d , )204,.068,.068.()6,2,2(034.
~

16 −=−⊗=d  

)080.4,012.2,988.1(
~ −=ΔU , 762.1)

~
( =Δ=Δ UdefuzzU  

Now, we must generate four pairwise comparison matrices for the attributes with 
positive gaps, where SDPs are compared to improve the related attribute. However, as 
mentioned before, we first omit the SDPs which have no impact on the attribute. 
These matrices end up in the below weight vectors: 

)0,0,0,101,.889(.),,,,( 56463626166 == wwwwwW

)205,.25,.084,.0,461(.),,,,( 58483828188 == wwwwwW  

)412,.039,.215,.273,.061(.),,,,( 51141131121111111 == wwwwwW  

)0,0,116,.189,.695(.),,,,( 51641631621611616 == wwwwwW  

Now, we can calculate portion of each SDP to decrease the gap of utility: 

)352.1,658,.636.(
~

1 −=Z , )446,.217,.215.(
~

2 −=Z , )54,.266,.266.(
~

3 −=Z

)648,.324,.324.(
~

4 −=Z , )094.1,547,.547.(
~

5 −=Z  

581.)
~

( 11 == ZdefuzzZ , 19.2 =Z , 231.3 =Z , 279.4 =Z , 472.5 =Z  

We must have ∑
=

=Δ
5

1k
kZU because: 

∑∑ ∑∑ ∑∑
== == ==

====Δ
5

1

5

1 11

5

11

)()(
k

k
k

i

n

i
ki

n

i
i

k
ki

n

i
i ZdwdwdU  

However, as is seen 762.1=ΔU and 753.1
5

1

=∑
=k

kZ . The difference between these 

two values is derived from computational approximations. So, by considering the 

common value 753.1
5

1

==Δ ∑
=k

kZU , the first and the fifth SDPs are selected for fur-

ther investigation, since UZZ Δ=>=+ 6.0052.1053.151 .  

For each SDP three values are calculated for R and ROR as follows: 

)43.8,89.6,89.4(
~

11 =R , 0
~

12 =R , )74.8,47.7,47.5(
~

13 =R  

)24.8,52.6,52.4(
~

51 =R , )45.8,78.6,78.4(
~

52 =R , )56.8,34.7,34.5(
~

53 =R  

)34,.31,.3(.
~

11 =ROR , 0
~

12 =ROR , )262221(
~

13 ,.,..ROR =

)353231(
~~~

535251 ,.,..RORRORROR ===  
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By considering 2.0=MARR , we would have six different input vectors as follows:  

))7.1,55.1,5.1(),43.8,89.6,89.4(),26.8,99.6,01.5(),88.8,96.6,96.4(()/
~

,
~

,
~

,
~

( 1111 =MARRRORREM

)0,0),26.8,99.6,01.5(),88.8,96.6,96.4(()/
~

,
~

,
~

,
~

( 1212 =MARRRORREM

))3.1,1.1,05.1(),74.8,47.7,47.5(),26.8,99.6,01.5(),88.8,96.6,96.4(()/
~

,
~

,
~

,
~

( 1313 =MARRRORREM

))75.1,6.1,55.1(),24.8,52.6,52.4(),26.8,99.6,01.5(),88.8,96.6,96.4(()/
~

,
~

,
~

,
~

( 5151 =MARRRORREM

))75.1,6.1,55.1(),45.8,78.6,78.4(),26.8,99.6,01.5(),88.8,96.6,96.4(()/
~

,
~

,
~

,
~

( 5252 =MARRRORREM

))75.1,6.1,55.1(),56.8,34.7,34.5(),26.8,99.6,01.5(),88.8,96.6,96.4(()/
~

,
~

,
~

,
~

( 5353 =MARRRORREM  

By the above inputs and given the FRB, we would have: 

16.711 =U , 012 =U , 16.513 =U , 16.751 =U , 16.752 =U , 28.753 =U  

16.7},,max{ 11131211 == UUUU , 28.7},,max{ 53535251 == UUUU  

By considering 7=TU , firm and private corporation are selected as performers of 

the first and the fifth SDP, respectively. 

5   Conclusion 

In this paper, a fuzzy decision making model have been proposed for supplier selec-
tion and development. In the proposed model, some relations have been used to spec-
ify the potential SDPs. Then they have been further investigated through a FRB in 
which M, E, R, and ROR are considered as input variables and the utility of the firm’s 
managers to perform the specified SDP as the output variable. Results of implementa-
tion of the proposed model show high adaptability of the model with the experts’ 
opinions and can be used as a decision support system to contribute the experts in the 
decision making process. 
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Abstract. Control charts are widely used to establish statistical process control (SPC) and 
maintain manufacturing processes in desired operating conditions. Effective use of a control 
chart requires finding the best parameters for the optimal operation of the chart, which is called 
design of control chart. The design of control chart involves the selection of three parameters 
namely, the sample size, the sampling interval, and the control limits coefficients. Conventional 
approaches to design control charts include complex mathematical models and associated opti-
mization schemes. Also, Conventional approaches usually use point estimators of the input pa-
rameters which are not able to represent the true parameters sufficiently. The input parameters 
are suffered from ambiguity uncertainty, which can be effectively modeled by using fuzzy set 
theory. In this paper a fuzzy multi-objective model for economic-statistical design of X-bar 
control chart, in which the input parameters are expressed by fuzzy membership functions, is 
proposed. Moreover, an ANFIS approach is used to transform the complex fuzzy multi-
objective model into a fuzzy rule-base. Next, a genetic algorithm (GA) has been developed to 
find the best design (input) parameters of control charts. Finally, the proposed approach is 
tested and validated by using a numerical example. 

Keywords: Statistical Process Control, Control Charts Design, Fuzzy Set Theory, ANFIS,  
Genetic Algorithm. 

1   Introduction 

Control Charts are one of the most widely used statistical process control (SPC) tools. 
They are based on a graphical display of data series versus sample number or time. 
The use of control charts is based on determination of some parameters such as the 
sample size, the sampling interval and the control limits coefficients that are usually 



 A Neuro-fuzzy Multi-objective Design of Shewhart Control Charts 843 

called the design of the control charts. Traditionally, control charts have been de-
signed with respect to statistical criteria and practical experiences. The main objective 
of these criteria is fast detection of particular shifts in the quality characteristic of a 
process. This usually involves selecting the sample size and control limits such that 
the average run length of the chart to detect a particular shift in the quality character-
istic and the average run length of the procedure when the process is in-control are 
equal to specified values (Montgomery [1]). In addition to the statistical aspects, the 
design of the control charts has economic consequences, such as sampling and testing 
costs, investigating and correcting assignable cause costs, poor quality costs, false 
alarm costs, etc. Therefore, in recent years, the economic design of control charts has 
been the main concern of many researchers. The earliest use of economic modelling 
for determination of statistical control procedures refers to the work of Girshick and 
Rubin [2]. Later, Duncan [3] proposed an economic model for determining the pa-
rameters of control charts. Woodall [4] criticized the economic design of control 
charts for its poor statistical performance. Saniga [5] proposed a multi-objective op-

timization model for joint economical statistical design of X and R  charts. Mont-
gomery et al. [6] proposed a similar constrained model for the design of EWMA1 
charts. Del Castillo et al. [7] studied semi economical design of control charts. They 
proposed a multi-objective model for the design of charts. Their approach was fol-
lowed by Del Castillo [8]. Celano and Fichera [9] proposed an evolutionary algo-
rithm, to solve control chart design problems considering the optimization of cost of a 
chart and at the same time the statistical properties. Chen and Liao [10] formulated 
the optimal design of control charts as a multi-criteria decision-making (MCDM) 
problem. They also proposed a solution procedure on the basis of data envelopment 
analysis to solve the MCDM problem. Pignatiello and Tsai [11] discussed the robust 
design of control chart when cost and process parameters are not precisely known. 
Vommi and Seetala [12] presented a risk-based approach which the input parameters 
were expressed as ranges. They also used Genetic algorithm as a search tool to find 
the best design (input) parameters with which the control chart had to be designed. 
Linderman and Choo [13] discussed the robust economic design of charts when a sin-
gle process assumes different scenarios. Vommi and Seetala [14] suggested a design 
approach for the robust economic design problem of a process with multiple scenarios 
which used simple genetic algorithm for the aim of optimization. Saniga and Shirlan 
[15] reported very few applications of economic and statistical-economic design of 
control chart. There are at least two reasons for the lack of practical implementation 
of this methodology: First, complex mathematical model and optimization schemes 
and, second, difficulty in estimation of the costs and other parameters of the model.  

This research presents two main contributions: first, adding fuzzy uncertainty to 
the economic-statistical design of control charts and second, presenting a new ap-
proach in solving the fuzzy multi-objective model by transforming it to a fuzzy rule-
base through an ANFIS2 and using genetic algorithm as a search tool to find the input 
values which yield optimal output value in the generated fuzzy rule-base. The rest of 
the paper is organized as follows: Section 2 introduces the basic notations required for 
the model. Section 3 explains the process of development of the proposed model. In  

                                                           
1 Exponentially Weighted Moving Average. 
2 Adaptive Neuro-Fuzzy Inference System. 
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section 4 the proposed optimization method is presented. Section 5 provides a nu-
merical example to validate the proposed method. Finally, conclusions and further 
works are appeared in Section 6. 

2   Notations 

1a         Fixed component of sampling cost 

2a         Variable component of sampling cost     

3a         Cost of finding and fixing assignable cause 

3'a        Cost of investigating false alarms 

     4a        Hourly penalty cost associated with the out of control state 

iλ          Process failure rate for shift of kind i  

λ         Total process failure rate 

v           Hourly penalty cost associated with production in the out-of-control state  

is          Shift size for shift of kind i  

g          Time to test and interpret the result per sample unit  

d         Time to search and fix process 

μ         Mean of the process 

    σ          Standard deviation of the process 

lp         Constraint on Type II error 

ua         Constraint on Type I error 

0V         Net income per hour of operation in the in-control state 

1V          Net income per hour of operation in the out-of-control state  

α         Type I error 

β          Type II error 

p          Detection power of the chart  

)(zφ     Density Function of Standard Normal Distribution 

n         Sample Size 

h         Sampling Interval 

k          Control limits coefficient 

0ARL   Average Run Length to in-control condition 

1ARL   Average Run Length to out-of-control condition 

 



 A Neuro-fuzzy Multi-objective Design of Shewhart Control Charts 845 

3   The Proposed Model  

The proposed model consists of three fuzzy economic-statistical objective functions, 
two constraints and three decision variables. The first objective functions is for maximi-
zation of in-control ARL which is equivalent to minimization of the type I error or, to 
reduce false alarms of the control charts. The second objective function can minimize 
out-of-control ARL which is equivalent to minimizing type II error or speed of detecting 
assignable causes. Finally, the third objective function minimizes the expected loss per 
hour incurred by the process or equivalently maximizes the expected net income per 
hour. The constraints of the model limit probability of the type I error, and the detection 
power of the chart, according to the pre-selected upper and lower bounds. 

3.1   Crisp Representation of the Components of the Model  

The First Objective Function. The first objective function minimizes the false alarm 

rate of the chart, 0ARL , or equivalently, maximizes the in-control average run length: 

( ) .2∫
−

∞−
=

k
dzzφα                                                      (1) 

( )
.

2

11
0

∫
−
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k

dzz
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φα
                                          (2) 

The Second Objective Function. The second objective function maximizes the 
detection power of the chart against different shifts, or equivalently, minimizes the 

out-of-control average run length, 1ARL : 
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The third objective function. The third objective function which is an extension to 
Duncan’s [3] model, minimizes, expected cost per unit time )(AE : 

.
)(

)(
)(

TE

CE
AE =                                                      (5) 

where, )(CE is expected total cost incurred during a cycle, and )(TE is expected 

length of a cycle. )(TE , consists of four periods: (1) The expected in-control period, 

(2) The expected time to signal, (3) The expected time to sample and interpret the re-
sults, and (4) the expected time to find the assignable cause. The length of in-control 
period follows an exponential distribution with mean of λ/1 .The expected time to 
signal is equal to expected number of samples to recognize the shift time between 
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samples minus expected least in-control time between consecutive samples in the cy-
cle. The number of samples required producing a true out-of -control signal is a geo-
metric random variable with the mean ( )β−11 . Given the occurrence of an assign-

able cause between j th to )1( +j th samples, the expected least in-control time within 

this interval is: 
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Therefore, the expected time to signal is: ( ) τβ −−1h . The expected time to sam-

ple and interpret each unit of sample which consists of n observations is g . Hence, 

the expected time to sample and interpret the results is: ng. . Finally, the expected 

time to find the assignable cause is d . Therefore, the expected length of a cycle is: 
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1

1
)( dng

h
TE ++−

−
+= τ

βλ
                                    (7) 

)(CE , expected total cost incurred during a cycle consists of five parts: (1) The ex-

pected income during in-control state period, (2) The expected income during out-of-
control state period, (3) The expected cost of sampling, (4) The expected cost of false 
alarms, and (5) The expected cost of repairs. The profit per hour during the in-control 
period is 0V , and the expected time of in-control period is λ/1 . Hence, the expected 

income during in-control state period is: ( )λ10V . The profit per hour, during the out-

of-control period is 1V , and the expected time of out-of-control period is: 

dng
h ++−
−

+ .
1

1 τ
βλ

. Therefore, the expected income during out-of-control state 

period is: 

..
1

1
.1 ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ ++−
−

+ dng
h

V τ
βλ

                                       (8) 

The expected cost of sampling is the product of expected sampling cost per sample 
and the expected number of samples in a cycle. The expected cost per sample consists 
of fixed and variable components: naa 21 + . The expected number of sample per cy-

cle is also hTE )( . Consequently, the expected cost of sampling per cycle is: 

( ) hTEnaa )(21 + . The expected cost of false alarms is the product of the expected 

number of false alarms per cycle and the cost of a false alarm. The expected number 
of false alarms per cycle can be calculated as the product of probability of false 
alarms and the expected number of samples taken before the process goes out of-
control. The expected number of samples taken before the process goes out-of-control 

is: hh ee λλ −− −1 . Then, the expected number of false alarms per cycle is: 
hh ee λλα −− −1. . The cost of investigating a false alarm is 3a′ . Accordingly, the  

expected cost of false alarms is: hh eea λλα −− −′ 1.. 3 . Finally the expected cost of 
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finding an assignable cause is 3a . Therefore, the expected net income per cycle can 

be calculated as follows: 

( ) .
)(

1

..
.

1
.

1
)( 21

3
310 h

TE
naa

e

ea
adng

h
VVCE

h

h

+−
−

′
−−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ ++−
−

+= −

−

λ

λατ
βλ

   (9) 

The expected net income per hour is calculated by dividing the expected net in-
come per cycle by the expected cycle length, resulting in: 
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substituting 104 VVa −=  in (10), where 4a is the hourly penalty cost associated with 

production in the out-of- control state, )(AE  can be rearranged as: 
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Instead of using a constant cost of poor quality against different shift sizes, we pro-

pose Taguchi [18] cost function for 4a , which calculates cost of poor quality based on 

squared distance of quality characteristic from the target as follows: 
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Hence, )(AE can also be rewritten as:  
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AE −==                                         (13) 

In (13), 0V  has not any contribution in the optimization process, so, it can be re-

moved from the objective function. Hence, )(LE  can be rewritten as: 
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Model Constraints. The proposed model includes two statistical constraints bor-
rowed from Saniga [6]. The first constraint put an upper bound to the type I error. The 
second constraint put a lower bound to the detection power of the chart: 

l
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                                                           (15) 

3.2   Fuzzy Representation of the Components the Model  

As mentioned previously, Saniga and Shirlan [16] reported very few implementation of 
economic model for the design of control charts. One of the main bottlenecks of the 
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practical implementation of the control charts design is a lack of knowledge about the 
values of the optimization model parameters. These values are seldom known by users, 
and there exist, at least, two reasons for such a situation. First, they may randomly vary 
in time. In such a case, in the optimization procedure, we may use their average values, 
as it is frequently used in practice. The second reason is that the input parameters and 
their related values are usually defined imprecisely. In such cases, fuzzy set theory is a 
powerful tool to resolve these main problems. Here, imprecise information about the 
parameters of the model is presented by fuzzy numbers. Hence, The fuzzy equivalents 

of the input parameters 1a , 2a , 3a , 3'a , v , g , d , s  are represented by fuzzy sets 

1
~a , 2

~a , 3
~a , 3

~a ′ , v~ , g~ , d
~

, s~ . Substitutions of crisp parameters with fuzzy  

parameters change the second and third objective functions as follows:  
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The final structure of the model could be summarized as follows:  
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4   Optimization Procedure 

The solution procedure of the above problem consists of three steps: aggregating ob-
jective functions into single objective function problem, transforming the model to a 
fuzzy rule-base, and finding input values which produce optimal output value in the 
generated rule-base.  

4.1   Objective Functions Aggregation 

To simplify the solution procedure of the above problem three objective functions of 
the model can be aggregated into a single objective problem by the use of MODM3 
methods. For this purpose, objective functions should be ranked and dimension-
lessened before aggregation. Then, the weighted sum of objective functions which is 
widely used in MODM can be used to transform the above multi objectives problem 
to a single objective problem as follows: 
                                                           
3 Multiple objective decision making. 
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( ) mjxf
k

j
jj ,,2,1.min

1

L=∑
=

ω                              (19) 

where, ( )xf j  is the j th objective function and  jω is the rank of j th objective  

function. 

4.2   Transformation of the Model into Fuzzy Rule-Base 

Based on the proposed method, twelve input parameters are needed to model control 
charts execution in a process, nine of which include fuzzy uncertainty. Thus, the 
complexity of the model is very high. In this paper, ANFIS methodology has been 
implemented to come up with the complexity of the above complex multi-objective 
model and to transfer it into a fuzzy rule-base format. The inputs of the fuzzy rule-
base are the decision variables of the optimization model, and the output of the fuzzy 
rule-base is the weighted sum of objective functions. Thus, every feasible solution of 
the MODM problem is equivalent to an input vector of the fuzzy rule-base, and the 
optimal solution of the MODM problem is equivalent to a input vector which produce 
optimal output value in the generated rule-base. To develop such a system using 
ANFIS, requires a large number of input-output data and training procedure which 
would be explained in details in section 5.  

4.3   Rule-Base optimization  

In this research, genetic algorithm is used as a search tool to find rule-base inputs in 
the premises part which generate optimal outputs value in the consequent part. For 
this purpose, the algorithm generates a population of input values at each generation, 
and examines the outputs of them through the rule-base. Here, inferential mechanism 
of the rule-base is used as the fitness function of the evolutionary algorithms. Of each 
generation the input values that produce the least output values are nominated for  
participation in the next generation until the optimal solution is found. 

5   Numerical Example 

In this section, the proposed model is tested and validated by a numerical example. 
Since there is not any investigated problem under different shifts and uncertain pa-
rameters in the literature, the proposed method has been tested by using a modified 
example of Montgomery [1].  

Without loosing of generality, it is assumed that process runs under normal  
distribution with 0=μ and 1=σ . It can be also assumed that other parameters of the 

above process take values as: 05.=λ  , ( )5.1,1,5.0~
1 =a , ( )3.0,2.0,1.0~

2 =a , 

( )35,25,10~
3 =a , ( )35,50,60~

3 =′a , ( )3,2,1
~ =d  , ( )110,100,90~ =v , ( )3,2,0~ =s , 

( )15,.1.0,05.0~ =g . These values are an extent to Montgomery [1] original example. 
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To provide sufficient data for rule-base generation through ANFIS a large amount 
of input-output data is needed, which is generated by simulations as follows: 

The first part of each inputs-output generated data consists of a triple vector 
),,( khn  produced from possible values of n , k , h , and in order to limit the scope of 

the solutions to practical applications, input values are forced to get values within 
range: 202 ≤≤ n , 11.0 ≤≤ h , 5.35.2 ≤≤ k .  

The input vectors should be put into the three objective functions of the main 

model to produce three output values: 10 ,),( ARLARLLE . Then, these quantities 

have to be dimension lessened, weighted and summed in order to produce the output 
part of generated input-output data. In the investigated example, the output values 

10 ,),( ARLARLLE are weighted by the vector ( )1.3,1,0.5 after getting dimension 

less. It should be noticed that in real world problems the elements of this vectors are 
determined based on the process properties and preferences.  

Based on above procedure 10,450 input-output data have been generated for the 
investigated problem. By then, with regards to two constraints of the main model, non 
feasible data should be omitted before manipulating by the ANFIS. For this example, 
the right hand sides the constraints have been chosen as: 01.0≤α , 9.0≥p  which 

are common in Statistical Process Control. After filtering the data through above con-
straints, 5,737 of 10,450 inputs-output data have been selected for training process. 

As a result a 5,737× 4 matrix of generated Input-output data (5,737 input-output 
data consist of 3 inputs and 1 out-put) have been generated to feed into the ANFIS. To 
develop the rule-base through the ANFIS several types of membership functions and 
training methods have been investigate. Finally, Grid partition method and triangular 
fuzzy number has been used for rule generation. The elected ANFIS has been trained 
under 60 epochs with an error tolerance of 0.06778 which has been the least error in 
all of the methods which has been investigated. The application of the elected ANFIS 
led to 27, three input-one output Sugeno-type rules that have been able to simulate the 
behavior of the main multi-objective model precisely (See Figs. 1- 3 in the  
Appendix). 

The final step of the proposed approach includes finding the best input vector 
which yields the optimal output value. For this case, a genetic algorithm has been 
used. A few sets of parameters have been investigated to tune the search algorithm.At 
last, Following parameters have been chosen to optimize generated fuzzy rule-base; 
population size=20, Crossover fraction=0.8, Mutation function=Gausssian with scale 
and shrink parameters=1, Selection function=stochastic uniform, Generations=200. 
The algorithm reached to solution (10.798, 3.4996, 0.57749) with total fitness 
0.68165 (See Fig. 2. in Appendix). 

6   Conclusions 

In this paper, a fuzzy economic-statistical design methodology for X control chart 
has been presented. The design simultaneously takes into consideration the uncer-
tainty of different shift sizes and input parameters which hasn’t been practiced by any  
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of the available methods in literature. In this regard, an aggregated Adaptive neuro-
fuzzy system(ANFIS), as a data modeling tool, fuzzy set theory, as an imprecision 
modeling tool, and Genetic algorithm, as an efficient search tool for finding the best 
design parameter set has been developed. The method has also takes into account the 
statistical constraints in the design, which is absolutely essential in the control chart 
design.  Finally, the proposed approach has been tested and validated with a numeri-
cal example. The results show the applicability and robustness of the system in the 
complex control chart design. 

References 

1. Montgomery D.C..: Introduction to statistical quality control. 5th, Wiley, New York, NY. 
(2005) 

2. Girshick MA, Rubin H  A.: baysian to a quality control model. Vol. 23(1). Annals of 
Mathematical Statistics, (1952) 114-125. 

3. Duncan AJ.:  The economic design of _X charts to maintain current control of a process. 
Vol. 51. Journal of the American Statistical Association, (1956) 228–242. 

4. Lorenzen TJ, Vance LC.: The economic design of control charts: a unified approach. 
Vol.28. Technometrics  (1986) 3–10. 

5. Woodall WH.: Weaknesses of the economic designof control charts. Vol.28 Technomet-
rics. (1986) 408–409. 

6. Saniga EM: Economic Statistical Control Chart Designs with an Application to X and R 
Charts. Vol.31. Technometrics. (1989) 313–320. 

7. Montgomery DC, Torng JCC, Cochran JK, Lawrence FP.: Statistically constrained eco-
nomic design of the ewma control chart. Vol.27 Journal of Quality Technology. (1995) 
250–256. 

8. Del Castillo E: A multivariate self-tuning controller for run-to-run process control under 
shift and trend disturbances. Vol.28. IIE Transactions. (1996) 1011–1021. 

9. Del Castillo E, Mackin P, Montgomery D.C.: Multiple-criteria optimal design of x-bar 
control charts. Vol 28. IIE Transactions. (1996) 467-474. 

10. Celano G,  Fichera S.: Multiobjective economic design of an x control chart. Vol.37. 
Computers & Industrial Engineering.(1999) 129-132 

11. Chena YK, Liaob HC.: Multi-criteria design of an X-bar control chart. Vol.46. Computers 
& Industrial Engineering (2004) 877–891 

12. Pignatiello JJ Jr, Tsai.: A Optimal economic design of control charts when cost model pa-
rameters are not precisely known. Vol.20.IIE Transactions. (1988)103–10. 

13. Vommi VB, Seetala MSN.:  A new approach to robust economic design of control charts. 
Applied Soft Computing. (2006) ARITCLE IN PRESS 

14. Linderman K, Choo AS. Robust economic control chart design. Vol.34. IIE Transactions. 
(2002)1069–78. 

15. Vommi VB, Seetala MSN.: A simple approach for robust economic design of control 
charts. Computers & Operations Research. (2006) ARITCLE IN PRESS 

16. Saniga EM, Shirland LE: Quality control in practice-a survey. Vol. 10(5) Quality Progress. 
(1977) 30–33. 

17. Keats JB, Castillo ED, Collani EV, Saniga EM.: Economic modeling for statistical process 
control, Vol. 29 (2).  J. Qual. Technol. (1997)144–147. 

18. Taguchi G.: Introduction to Quality Engineering. Asian Productivity Organization, 
UNIPUB, White Plains, NY. (1986). 



852 M.H.F. Zarandi et al. 

Appendix 

 
Fig. 1. The fuzzy rule-base output of elected ANFIS with triangular input membership func-
tions an linear output membership functions containing triple inputs and single output with 27 
rules and 0.06778 error 

      
                                   (a)                                                           (b) 

Fig. 2. Genetic Algorithm Fitness values versus generation 

 
(c) 

Fig. 3. Fuzzy Rule base output surface Versus: (a) inputs 1,2 (b)inputs 2,3 (c)inputs 3,1 



Author Index

Abiyev, Rahib 327
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Güneş, Mustafa 638, 649, 660

Hagras, Hani 16
Han, Soowhan 88
Hidalgo, Denisse 5
Hong-Wei, Ge 397, 628
Huh, Sunghoi 26

Inzunza, Mirsa 799
Ishibuchi, Hisao 387

Jang, Hyoyoung 26
Jilani, Tahseen Ahmed 246
Jin, TaeSeok 759
Jouzdani, Javid 811

Kacalak, Wojciech 298
Kang, Moo Hong 416, 696
Kang, Yuan 618
Kaymak, Uzay 511
Keller, James M. 128
Khashman, Adnan 290
Kim, Dong-Sik 173
Kim, Jaemin 185
Kim, Min-Soo 445
Kim, Yoon-Jeong 558
Klir, George J. 530
Kuwajima, Isao 387

Lagos, Carolina 408
Lakov, Dimitar Vasilev 495
Lamata, Ma Teresa 519
Lee, Eunseok 686
Lee, Keeseong 306
Lee, Seunghwa 686
Lee, Tsu-Tian 769
Lee, Won-Hyung 677
Liao, Tien-Yu 769
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