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Abstract. This paper deals with the employment of Echo State Net-
works for identification of nonlinear dynamical systems in the digital
audio field. The real contribution of the work is that such networks have
been implemented and run in real-time on a specific PC based software
platform for the first time, up to the authors knowledge. The nonlin-
ear dynamical systems to be identified in the audio applications here
addressed are the mathematical model of a commercial Valve Amplifier
and the low-frequency response of a loud-speaker. Experimental results
have shown that, at a certain frequency sampling rate, the ESNs consid-
ered (after the training procedure performed off-line) are able to tackle
the real-time tasks successfully.

1 Introduction

Neural Networks [1] have been extensively employed in the literature to face dif-
ferent problems in several application fields, likely related to the Digital Signal
Processing (DSP) area. Numerous distinct architectures and learning algorithms
have been proposed on purpose, in dependence on the task under study. In par-
ticular, it often happens that the learning system is asked to have dynamical
mapping capabilities, i.e. the ability of storing and updating context informa-
tion occurring at arbitrarily distant time instants. Common static networks, as
the FeedForward Neural Networks (FFNN), are not well-suited to tackle the
problem and typically the focus is directed to the Recurrent Neural Networks
(RNN) because they have an internal state that can represent context informa-
tion. Gradient based algorithms are widely used for their simplicity and low com-
putational cost as learning algorithms: back-propagation through time (BPTT)
and real-time recurrent learning (RTRL) are well-known examples [1].

However, those types of algorithms have shown to be not sufficiently powerful
to discover contingencies spanning long temporal distances. Indeed, as a conse-
quence of the vanishing gradient effect [1], [2], either the system gets information
latching being resistant to noise or, alternatively, it is efficiently trainable by
gradient descent learning algorithm, but not both. Several solutions have been
proposed to mitigate this effect [2], as the Recurrent Multiscale Architecture
(RMN) [3], which significantly reduces the impact of the vanishing gradient

D. Liu et al. (Eds.): ISNN 2007, Part III, LNCS 4493, pp. 731–740, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



732 S. Squartini et al.

even maintaining the usage of BPTT algorithm. However, the Echo State Net-
work (ESN) [4], [5], recently appeared in the literature, seems to be the most
effective solution from this perspective. Indeed the approach followed in ESNs
consists in providing a large set of basis functions through a network of fixed
recurrent connections and in combining them through a static linear or nonlin-
ear adaptive mapper for optimal input representation. This allows dealing with
dynamical properties of the input time series avoiding training the network feed-
back synapses, and so resulting in a strongly simplified learning procedure with
immunity to the vanishing gradient effect. Such a property has been experimen-
tally verified by some of the authors in a recent paper [3], by comparing ESNs,
RMNs and common globally RNNs performances when applied to a specific
benchmark.

ESNs properties have been also tested in the literature on more complicated
and realistic tasks, as identification of NARMA systems [6], neural activity map-
ping [7], mobile robot modeling and control [8], Q-function modeling in reinforce-
ment learning [9], speech recognition [10]. However, up to author’s knowledge
this work represents the first effort to evaluate their capabilities in real-world au-
dio tasks, where we can experience nonlinear and dynamical systems to identify,
taking also real-time constraints into account. Here, the modeling of a com-
mercial Valve Amplifier and the identification of a loud-speaker low-frequency
response are the audio applications addressed and ESNs have been employed for
their fulfillment. Once performed the training procedure offline, we implemented
the adapted networks on the Nu-Tech framework, a suitable SW platform for
real-time audio processing directly on the PC hardware. As expected, the related
real-time constraints result in some restrictions on the network parametrization,
which, however, does not affect the effectiveness of the approach in the tasks
under study, as shown by the computer simulations carried out.

2 Echo State Networks

The basic working principle of ESNs is that, under certain conditions, its ac-
tivation state x (n) is a function of past input values u(n),u(n − 1), ..., so it
can be interpreted as an echo of the input history. Let us introduce an ade-
quate terminology to describe such a kind of network. It has K input lines, N
internal neurons and L output units. There are four types of synaptic weights:
input, internal, output, output-internal. They are described by the correspond-
ing weight matrices W in, W , W out, W back, whose dimensions are respectively
N ×K, N ×N , L×(K + N + L), N ×L. Connections between input and output
lines and among output units are allowed. There are no specific assumptions on
the topology of internal neural block, namely reservoir; in particular we are not
constrained to consider a layer architecture. However it is expected that the in-
ternal connections form recurrent paths in order to have a state space behavior.
The block diagram of an ESN is depicted in Fig.1. The activation state of the
reservoir is given by:

x(n + 1) = f(W inu(n + 1) + Wx(n) + W backy(n)), (1)
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where f = (f1, ..., fN ) are the activation functions of the internal units (usually
sigmoidal). T he out-put equation is:

y(n + 1) = fout(W out(u(n + 1), x(n + 1), y(n)), (2)

where fout = (fout
1 , ..., fout

L ) are the activation functions of the output units
(usually sigmoidal). In other words, it can be said that the echo functions are
the basis functions that the output static mapper has to select for an optimal
input representation. Therefore, the Echo State Property has to be satisfied.
If we want the state to depend on the past inputs W back must be neglected
first. Then, as shown in [4], [5], a sufficient condition is contractivity of W .
Nevertheless a weaker operative condition holds in practice: the spectral radius
|λmax| of W is less than unity. Sparseness and randomness of W connections
are two important requirements to have sufficiently rich dynamics, for the final
network to yield the desired mapping. Concerning the learning algorithms, it
must be underlined that the reservoir weights are fixed. This allows getting
a relevant simplification of the adaptation process, since we do not have to
worry about adapting the recurrent connections, the main reason of vanishing
gradient occurrence in gradient based algorithms. The only part of ESN subject
to learning is the static mapper, for which we can use methods developed in
the literature for static NNs. In particular, if the output lines have no feedback
weights and the related nonlinearities are invertible, linear regression algorithms
might be employed, avoiding iterative procedure based on gradient calculation.
According to these assumption, and neglecting the direct input-output synapses,
(2) becomes

ỹ(n) =
(
fout

)−1 (y(n)) = W outx(n), (3)

where x(n) is the state vector. If we consider a training observation range equal
to [1 · · ·Ttr, ], (3) becomes:

ỹ = W outX. (4)

By applying Singular Value Decomposition (SVD) we can obtain the optimal
W out in terms of the available observations.

3 Implementation Issues

A graphical tool for dealing with ESNs has been developed in C++ (Fig.2),
and it can be basically seen as composed by three different parts. The first is
related to the determination of the Echo State Network , i.e. the number of
internal units, the spectral radius, the internal matrix connectivity, the output-
internal weight presence and the type of activation function. The second part
refers to the training algorithm that could be based on the gradient based al-
gorithms (like the conjugate gradient), or, as aforementioned, on the linear re-
gression approach, performed through the Singular Value Decomposition (SVD).



734 S. Squartini et al.

Fig. 1. Echo State Network block diagram: the input line, the reservoir and the output
line (static mapper).

The last part gives out the values of the ESN parameters in different operating
conditions (initialization, training, generalization). In the learning phase, be-
ginning from the input and target signal, it is important to define the samples
number requested to improve the forgetting time of the starting state. In order
to have satisfying performances, the samples number should be greater than the
network dimensions and the spectral radius. Furthermore it is possible to add
white noise in order to avoid instability problems and generally improve the
achievable results. At the end of the training phase, the output weight matrix
and the correlation matrix of the internal states could be displayed and analyzed
to evaluate the generalization performances of the network. It must be said, that
in all computer simulations performed, the linear regression method has been
employed.

Once trained, the ESN can be suitably saved in a proper format and then
used for real time applications. This has been accomplished through the Nu-
Tech Platform [11]. This software allows to implement and test real time DSP
algorithms in multi-channel scenarios: the Nu-Tech framework is basically com-
posed by two elements, i.e. the interface to the PC sound card and the PlugIn
architecture. The former allows handling the audio streams (frame-by-frame)
from the I/O sound card channels also through an accurate management of
the latency times. The latter lets the user develop his own C/C++ algorithms
within the graphical routing scheme reproducing the sound-card MIMO
structure.

In our case study, an ESN Nu-Tech PlugIn has been realized as a standard
C++ dll file able to operate within the Nu-Tech interface (Fig.3). Such a Plu-
gIn can process the audio streaming according to the parametrization related
to the trained Echo State Network contained in the proper file coming from the
aforementioned C++ based tool.It must be remarked that the combination of
the graphical tool and the Nu-Tech framework presents significant pros from
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Fig. 2. Graphical tool for ESN generation, initialization, training and testing

Fig. 3. Nu-Tech Platform with ESN PlugIn

a pure technological point of view: indeed we can easily adapt and run suit-
able ESNs for real-time applications by just dealing with the available friendly
user-interfaces.
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Looking at the real-time processing constraints, it must be said that they
induce some restrictions on the ESN parametrization allowed. Looking at them
from the perspective of the applications described in the following, we can say
that the activation function of the internal units must be a sigmoidal function
in order to have a lower computational cost and the maximum limit of dynamic
reservoir dimension must be 200 units with a connectivity factor of 2.5% to avoid
clicks during streaming.

4 Experimental Results

In this section some experimental results related to the field of audio processing
will be presented and analyzed. The Echo State Networks have been created,
initialized, and trained by using the C++ based graphical tool. Then, for the
generalization phase mono wave files (sampled at 44100 Hz) have been used as
the inputs feeding the trained networks running in real-time on the Nu-Tech
platform. To evaluate the algorithm performances, a normalized mean square
error has been defined as follows

NRMSE =

√
ΣT

i=1 (y [i] − d [i])2

T · σ2 , (5)

where y is the output of the network, d is the desired response of the system
to identify, σ2is the target variance and T the observation time range. For each
experimental results a table will be shown with the ESN parameters and NRMSE
calculated for the training and testing phases.

4.1 Linear Dynamical Systems

As starting case study, we consider a linear system identification problem. In
this case we have considered the behavior of a signal filtered by a FIR filter of
order M. To simulate the filter behavior, the Echo State Network has to cal-
culate M+1 parameters storing M past input values. The filter lengths are 50,
80, 100 samples and the dynamical reservoir dimension strictly depends on this.
The activation function can be linear or sigmoidal taking into account its linear
zone and scaling the input values. The spectral radius is very high (0.97, 0.99) to
improve the store capacity of the network. The results are shown in the Table 1.
As we can see the best results are achieved for 200 internal units with a connec-
tivity of 5.2% and high spectral radius.

4.2 Modelling of a Commercial Valve Amplifier

Almost a century after their introduction, vacuum tube amplifiers are still ap-
preciated for their special sound qualities. It is known indeed that valve ampli-
fiers are highly rated by audiophiles and musicians, and often preferred to the
their digital counterpart [12]. So recently several works have been orientated to
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Table 1. Linear system identification experimental results. FO is the filter order, DR
is the dimension of the dynamical reservoir, CP is the connectivity percent, SR is
the spectral radius, NRMSEtr is the normalized mean square error calculate for the
training phase and NRMSE for ESN application.

FO DR CP SR NRMSEtr NRMSEtr NRMSE NRMSE
mean st.dev mean st.dev

50 120 8% 0.97 0.0240 9.78 10−4 0.048 9.65 10−4

80 200 5.2% 0.99 0.0054 1.4 10−3 0.0079 1.42 10−3

100 330 3.3% 0.99 0.0143 3.4 10−3 0.0217 3.2 10−3

the non linear digital modeling of a Tube Amplifier. There are mainly two ap-
proaches: the former refers to the application of a mathematical model derived
from the study of the equivalent circuit, the latter is based on the characteri-
zation of a real Valve Amplifier through non linear identification techniques. In
this work, as a term of comparison, we have used a free commercial VST PlugIn
[13] that implements the behavior of a real tube amplifier. First of all the train-
ing phase has been based on a target signal filtered by the VST PlugIn, then
the behavior of the ESN has been tested. The results are shown in Table 2. As
we can seen, the best results have been achieved using the sigmoidal activation
function both for the internal and the output weights. Moreover, the general-
ization performances do not improve if we increase the size of the dynamical
reservoir.

Table 2. Modelling a commercial Valve Amplifier: experimental results. AF is the type
of the activation function, DR is the dimension of the dynamical reservoir, CP is the
connectivity percent, NRMSEtr is the normalized mean square error calculate for the
training phase and NRMSE for ESN application.

AF DR CP bias NRMSEtr NRMSEtr NRMSE NRMSE
mean st.dev mean st.dev

Ell 150 5.2% Low 0.0022 5.23 10−4 0.0057 1.8 10−4

Ell 100 8% Low 0.0040 8.54 10−4 0.0069 1.6 10−3

Ell 100 8% Med 0.0037 1.40 10−3 0.0104 3.3 10−3

Ell 100 8% High 0.0041 2.20 10−3 0.0195 1.2 10−3

Atan 100 8% Low 0.0116 4.99 10−3 0.0294 2.6 10−3

Tanh 100 8% Low 0.0218 1.40 10−3 0.1392 1.09 101

4.3 Identification of a Loudspeaker Low-Frequency Response

In the last decade, several efforts have been made to model the non linear re-
sponse of loudspeaker in order to reduce the non linear distortion especially
at low frequency. The principal causes of non linearities in loudspeaker in-
clude non linear suspension and non-uniform flux density. The main results refer
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to a model derived from an equivalent circuit of a loudspeaker system. In this
work we have considered a mathematical model of a Loudspeaker to analyzed its
Low Frequency response as in [14]. The loudspeaker has the following
parameters:

x (k + 1) =

⎡

⎣
−0.1 0 −0.2

0 1 1
0.6 −0.5 −0.15

⎤

⎦x (k) +

⎡

⎣
0.4
0
0

⎤

⎦u (k)

+

⎡

⎣
−0.04x2 (k)x3 (k) − 0.05x2

2 (k)x3 (k)
0

−0.08x3
2 (k) + 0.01x1 (k)x2 (k) + 0.02x1 (k)x2

2 (k)

⎤

⎦ ,

(6)

y (k) =
(
0 1 0

)T
x (k) . (7)

This relation derived from two differential equation associated to the mechan-
ical and electrical equivalent circuit of the loudspeaker taking into account the
distortions constraints. In the training phase, noise signal low pass filtered at
1kHz has been used. The reservoir dimension vary from 120 to 200 units with
a connectivity of 2-1.5%; the activation functions are sigmoidal while the ra-
dius spectrum varies from 0.8 to 0.97. The results are shown in table 3. After
the training, the neural network has been tested with a white noise signal and
sweep signal (20Hz - 1kHz), played in the wave format within Nu-Tech. Again,
the usage of sigmoidal activation functions both for the internal and the output
weights with higher spectral radius allows to achieve the best results. Further-
more increasing the dimension of the dynamical reservoir does not yield better
results.

Table 3. Identification of a Loudspeaker Low-Frequency response: experimental re-
sults . AF is the type of the activation function, DR is the dimension of the dynamical
reservoir, CP is the connectivity percent, rs is the spectral radius, NRMSEtr is the
normalized mean square error calculate for the training phase, NRMSEt for ESN ap-
plication with noise input and NRMSEs for ESN application with sweep input.

AF DR CP rs NRMSEtr NRMSEtr NRMSEt NRMSEs
mean/std mean/std mean/std mean/std

Ell 120 2% 0.97 0.0049 0.0482 0.0181 2.521 1016

2.8 10−3 4.9 10−3 9.1 10−3 2.01 1016

Ell 120 2% 0.8 0.0027 0.0562 0.0112 7.49 1017

6.36 10−4 1.6 10−3 4.8 10−3 1.03 1016

Tanh 120 1.8% 0.8 0.00078 0.0618 0.0067 2.63 1017

1.17 10−4 9.23 10−4 9.64 10−4 3.05 1017

Ell 200 1.5% 0.92 0.0038 0.0579 0.0138 2.653 1015

3.1 10−3 1.8 10−3 2.2 10−3 3.753 1015
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5 Conclusions

In this paper we have faced the problem of implementing the Echo State Net-
works in the Nu-Tech framework for real-time audio applications. Up to the
authors’ knowledge this represent the first attempt in this direction, and the
achieved results seem to be encouraging: indeed, even though the real-time con-
straints induce some restrictions on the ESN parametrization, the performed
ESNs (once adequately trained off-line) are able to solve the tasks successfully.
Deep studies are actually ongoing on the possibility of implementing the training
phase also in real-time, paying attention to the further to the ESN parametriza-
tion limitations which inevitably arise. Moreover, future work could be done to
evaluate the applicability of other types of Neural Networks with memory (as
RNNs) and compare them to the ESNs in terms of performances in real-time
audio applications.
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