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Abstract. Heterogeneous wireless sensor network (heterogeneous WSN) con-
sists of sensor nodes with different ability, such as different computing power 
and sensing range. Compared with homogeneous WSN, deployment and topol-
ogy control are more complex in heterogeneous WSN.  In this paper, a deploy-
ment and topology control method is presented for heterogeneous sensor nodes 
with different communication and sensing range. It is based on the irregular 
sensor model used to approximate the behavior of sensor nodes. Besides, a cost 
model is proposed to evaluate the deployment cost of heterogeneous WSN. Ac-
cording to experiment results, the proposed method can achieve higher cover-
age rate and lower deployment cost for the same deployable sensor nodes. 

Keywords: Wireless sensor network, heterogeneous sensor deployment, topol-
ogy control, sensor coverage, irregular sensor model. 

1   Introduction 

Wireless sensor network (WSN) is a key element of the pervasive/ubiquitous comput-
ing. With the advancement of manufacturing and wireless technologies, many feasible 
applications are proposed such as industrial sensor networks [4], volcano-monitoring 
networks [10], and habitat monitoring [11], etc.  The heterogeneous WSN consists of 
sensor nodes with different abilities, such as various sensor types and communica-
tion/sensing range, thus provides more flexibility in deployment. For example, we can 
construct a WSN in which nodes are equipped with different kinds of sensors to pro-
vide various sensing services. Besides, if there are two types of senor nodes: the high-
end ones have higher process throughput and longer communication/sensing range; 
the low-end ones are much cheaper and with limited computation and communica-
tion/sensing abilities. A mixed deployment of these nodes can achieve a balance of 
performance and cost of WSN.  For example, some low-end sensor nodes can be used 
to replace high-end ones without degrading the network lifetime of WSN.  Many 
research works have been proposed to address the deployment problem of heteroge-
neous WSN [3] [5]. 

To achieve a satisfying performance, the deployment of heterogeneous WSN is 
more complicated than homogeneous WSN. Deployment simulation is essential be-
fore actual installation of sensor nodes, since different deployment configurations can 
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be tested without considering the cost of real node deployment. However, to reflect 
the behavior of WSN correctly is a major challenge of sensor nodes deployment simu-
lation.  In many research works, disk model is commonly used [6] [7] [8].  However, 
a fixed communication or sensing range is not practical to a realistic senor node. 
Moreover, node deployment in heterogeneous WSN has to consider the topology 
control between different types of sensor nodes.  For example, to maintain a symmet-
ric communication, the distance between high-end and low-end sensor nodes cannot 
be larger than the maximum communication range of the low-end one. Besides, if the 
sensor nodes have different detection range, the sensor coverage area of low-end node 
cannot be fully covered by the high-end node. 

In this paper, a heterogeneous sensor deployment and topology control method is 
presented. It aims to deal with the deployment problem of heterogeneous sensor nodes 
with different communication and sensing range. In addition, an irregular sensor 
model is proposed to approximate the behavior of sensor nodes. According to experi-
ment results, the proposed method can achieve higher coverage rate under the same 
deployable sensor nodes.  Besides, the deployment cost is much lower with different 
configurations of sensor nodes. 

The rest of the paper is organized as follows.  In Section 2, previous works related 
to heterogeneous sensor deployment and irregular sensor model are addressed. In 
Section 3, the irregular sensor model and some definitions of heterogeneous WSN 
used in this paper are given. In Section 4, we present the details of heterogeneous 
sensor node deployment. Section 5 evaluates the performance of the proposed method 
under various scenarios. Finally, we conclude the paper in Section 6. 

2   Related Work 

The benefit of heterogeneous wireless sensor networks has been studied in many 
research works. Lee et al. [5] analyze heterogeneous deployments both mathemati-
cally and through simulations in different deployment environments and network 
operation models considering both coverage degree and coverage area. Experiment 
results show that using an optimal mixture of many inexpensive low-capability  
devices and some expensive high-capability devices can significantly extend the dura-
tion of a network’s sensing performance. In [3], Hu et al. investigate some fundamen-
tal questions for hybrid deployment of sensor network, and propose a cost model and 
integer linear programming problem formulation for minimizing energy usage and 
maximizing lifetime in a hybrid sensor network.  Their studies show that network 
lifetime can be increased dramatically with the addition of extra micro-servers, and 
the locations of micro-servers can affect the lifetime of network significantly. In addi-
tion, the cost-effectiveness analysis shows that hybrid sensor network is financially 
cost efficient for a large case. 

In many research works [6] [7] [8], unit disk graph (UDG) is a commonly used 
sensor model to reflect the correct behavior of sensor node.  It assumes the effective 
communication and sensing region of sensor node is a circle with fixed radius.  How-
ever, a constant communication and sensing range is not practical for a realistic senor 
node.  In [2], He et al., propose a model with an upper and lower bound on signal 
propagation. If the distance between a pair of nodes is larger than the upper bound, 
they are out of communication range. If within the lower bound, they are guaranteed 
to be within communication range. The parameter DOI (degree of irregularity) is used 
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to denote the irregularity of the radio pattern. It is the maximum radio range variation 
per unit degree change in the direction of radio propagation. When the DOI is set to 
zero, there is no range variation, resulting in a UDG model. Zhou et al. [12] extended 
the previous DOI model as radio irregularity model (RIM) based on the empirical data 
obtained from the MICA2 and MICAZ platforms. 

3   Preliminaries 

3.1   Irregular Sensor Model 

In this paper, an irregular sensor model is proposed based on the radio propagation 
model inspired from Radio Irregularity Model (RIM) [12] and degree of irregularity 
(DOI) [2]. The irregular sensor model assumes that the sensor node use the same 
radio propagation model for communication and sensing. For each sensor node, a 
radio propagation range is pre-defined and denoted as Rdef, and the effective radio 
propagation range (Reffective) is decided by the normal (Gaussian) distribution with a 
mean of Rdef and a standard derivation of DOI, where DOI represents for the degree of 
irregularity of Reffective. 

Figure 1 illustrates the radio propagation range under different DOI.  According to 
the “68-95-99.7 rule”, about 99.7% of the values are within three standard derivations 
away from the mean (Rdef) [9].  Thus we define the Reffective is ranged from Rdef – 
3*DOI (Rmin) to Rdef + 3*DOI (Rmax), and the relationship between Rdef, Rmin, and Rmax 
is illustrated in Figure 2. 

After the effective radio propagation range is calculated, we can use it to derive the 
radio strength model based on the simple transmission formula for a radio circuit 
made up of an isotropic transmitting and a receiving antenna in free space [1]: 

Pr / Pt = Ar At / d
2 λ2 . (1) 

where Pt is the power fed into the transmitting antenna at its input terminals, Pr is the 
power available at the output terminals of the receiving antenna, Ar (or At) is the effec-
tive area of the receiving (or transmitting) antenna, d is the distance between anten-
nas, and λ is the wavelength.  Suppose that Pt, Ar, At, and λ are constants, then the 
received radio power (Pr) is proportional to 1/d2.  Thus, we define the radio strength 
of senor node n at point p as follows: 

R(n, p) = (Reffective / d(n, p))2 . (2) 

where d(n, p) is the Euclidean distance between node n and point p. If R(n, p) ≧ 1, 
then there exists radio connection between node n and point p. 

 

Fig. 1. The radio propagation range under different DOI 
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Fig. 2. The relationship between Rdef, Rmin, and Rmax 

According to the definition of Reffective, we have the following observations: 

1. If d(n, p) < Rmin, R(n, p) must be larger than 1. 
2. If d(n, p) > Rmax, R(n, p) must be less than 1. 
3. If d(n, p) > Reffective, the radio connection between two nodes cannot be guaranteed.  

Here we define “out of range” as R(n, p) = min_strength, where min_strength is the 
minimum threshold of radio strength that guarantees radio connection between 
node n and point p, thus the maximum connectable distance between node n and 
point p is Rmax/sqrt(min_strength). 

4. Similarly, we define “too closed” as R(n, p) = max_strength, where max_strength 
is the maximum acceptable radio strength for node n, thus the minimal distance be-
tween node n and point p is Rmin/sqrt(max_strength). 

The relationship between R(n, p) and d(n, p) is illustrated in Figure 3. In the Section 4, 
the proposed irregular sensor model will be used to select a proper sensor node loca-
tion and calculate coverage rate. 

3.2   Some Definitions of Heterogeneous Wireless Sensor Network 

In this paper, we define a heterogeneous WSN that consists of three types of nodes: 
sink node, high-end senor node (NH), and low-end senor node (NL).  Each node has 
the same communication model and two types of sensor nodes have the same sensing 
model.  The difference between NH and NL is that the pre-defined communication and 
sensing range are different.  The default communication and sensing range of NH are 
defined as RCH and RSH, respectively.  Similarly, RCL and RSL are denoted as the de-
fault communication and sensing range of NL, where RCH > RCL, and RSH > RSL. 

To evaluate the results of sensor node deployment, we define a deployment cost 
model as: 

deployment_cost = (Num(NH)* NH_cost + Num(NL)) / total_coverage_rate . (3) 
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Fig. 3. The relationship between R(n, p) and d(n, p) 

NH_cost = (RCH + RSH
2) / (RCL + RSL

2) . (4) 

where deployment_cost is calculated as the total cost of deployed sensor nodes di-
vided by the total_coverage_rate produced by these sensor nodes, and NH_cost is the 
difference of sensor node cost between NH and NL.  The sensor node cost is deter-
mined by two factors: communication distance and coverage area of sensor, repre-
sented by Rc and Rs

2 respectively.  The calculation of total_coverage_rate is based on 
the irregular senor model described in Section 3.1. At first, the deployment area is 
filled with grid points.  For a senor node N, its coverage_rate at grid point p is based 
on Equation (2) in Section 3.1: 

coverage_rate = (effective_range / d(N, p))2 . (5) 

where effective_range is a random value with normal distribution between min(RS) 
and max(RS).  After all sensor nodes are processed, each grid point will keep the high-
est coverage rate but not exceed one.  The total_coverage_rate is equal to the sum of 
coverage_rate divided by the number of grid points. 

4   Heterogeneous Sensor Deployment 

In this section, a heterogeneous sensor deployment method is proposed.  Given a 
deployment area and the upper bound of deployable high-end and low-end sensor 
nodes, the objective is to construct a communication-connected sensor network, in 
which high-end and low-end sensor nodes are deployed uniformly to achieve high 
coverage rate.  In the initialization step, a deployment area is initialized base on the 
configuration file.  In the neighbor-info collection step, starting from the sink node, 
the information of adjacent sensor nodes within the communication range is collected.  
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It can be used to decide the deployment ratio of high-end and low-end sensor nodes.  
In the candidate generation step, candidate positions are generated according to topol-
ogy control policies, and a scoring mechanism based on the irregular sensor model is 
applied to each candidate.  At least, a new sensor node with the most coverage gains 
is deployed while maintaining the communication connectivity.  The number of de-
ployable sensor nodes is limited by the pre-defined quota of sink/sensor node.  If the 
quota is reached, then a deployed sensor node with available quota will be selected.  
The deployment process will be repeated until the upper bound of deployable sensor 
nodes is reached or no suitable place available to add a sensor node.  In the following, 
we will describe each deployment step in details. 

4.1   Initialization Step 

In this step, a sensing area is generated from a given configuration file.  This file 
includes the size of deployment area, the location of pre-deployed sink node and sen-
sor nodes, the upper bound of deployable high-end and low-end sensor nodes, and 
default value of parameters defined in Section 3.  These parameters include the de-
fault communication and sensing distance of high-end/low-end sensor node (RCH, RSH, 
RCL, and RSL), the degree of irregular (DOI), and the threshold of radio strength 
(max_strength and min_strength).  Then the maximum/minimum value of the effec-
tive radio propagation range (Reffective) is calculated for each type of node according to 
the given DOI.  For example, if the default RCH = 30 and DOI = 2.0, then the maxi-
mum effective communication distance max(RCH) = RCH + 3*DOI = 36 and the mini-
mum effective communication distance min(RCH) = RCH - 3*DOI = 24.  Thus, the 
effective communication distance of high-end sensor node fits a normal distribution 
ranged from 24 to 36. 

4.2   Neighbor-Info Collection Step 

At first, a center node for deployment is selected.  The selection of eligible center 
node is starting from sink node, and then expanding to all deployed sensor nodes.  
The criterion of eligible node is based on the available quota for node deployment, 
which is limited by the degree of node defined in the configuration file.  The number 
of deployed high-end and low-end sensor nodes within minimum effective communi-
cation distance is denoted as Neighbor(NH) and Neighbor(NL).  They will be used to 
decide the deploy ratio of high-end and low-end sensor nodes.  Suppose the number 
of deployable high-end and low-end nodes is denoted as Remain(NH) and Re-
main(NL), respectively.  Then the limit numbers of deployable high-end and low-end 
senor node are represented as Equation (6) and (7): 

Deploy(NH) = limit degree of center node * Remain(NH) / (Remain(NH) 
+ Remain(NL)) . 

(6) 

Deploy(NL) = limit degree of center node – Deploy(NH) . (7) 

If Deploy(NH) ≦ Neighbor(NH), then Deploy(NH) = 0, means that the number of high-
end sensor nodes is sufficient.  At last, if Deploy(NH) + Deploy(NL) > 0, then the 
following deployment step will be processed, otherwise, the deployment process for 
current center node will be terminated and restarted on the next eligible node. 
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4.3   Candidates Generation Step 

In this step, the candidate positions for each type of the sensor node will be generated 
separately.  In heterogeneous sensor node deployment, the symmetric connection 
must be maintained.  It means that the distance between two sensor nodes cannot 
larger than the maximum communication distance of the low-end one. Besides, the 
overlap of sensor coverage area between two senor nodes has to be considered to 
prevent the sensor coverage area of low-end node to be fully covered by the high-end 
node, which means no coverage gains.  In the following, we will discuss the require-
ment to produce coverage gains while maintaining symmetric connection under dif-
ferent conditions: 

− Case I: RCH > RSH and RCL > RSL 

In this case, the communication distance is larger than sensing range.  Figure 4(a) 
illustrates the condition when a low-end node NL is added to a high-end sensor node 
NH.  For NL, if d(NH, NL) < RCL, then the symmetric connection is established, and we 
said that these two nodes are communication-connected.  If d(NH, NL) ≦ (RSH - RSL), 
then the sensor coverage area of NL is fully covered by NH, which means no coverage 
gains.  By combining these observations, if two nodes are communication-connected 
and have coverage gains, then the distance between two nodes is: 

(RSH - RSL) < d(NH, NL) < RCL . (8) 

Thus, if we want to produce coverage gains while maintaining symmetric connection 
when deploying a new sensor node, the following condition must be satisfied: 

RCL - (RSH - RSL) > 0 . (9) 

− Case II:  RCH = RSH and RCL = RSL 

From Figure 4(b), the requirement of communication-connected deployment with 
coverage gains can be derived from Equation (9) by replacing RCL with RSL: 

2 RSL > RSH or 2 RCL > RCH . (10) 

 
  

   (a) RCH > RSH and RCL > RSL        (b) RCH = RSH and RCL = RSL      (c) RCH < RSH and RCL < RSL 

Fig. 4. Sensor node connection and coverage under different conditions 
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− Case III:  RCH < RSH and RCL < RSL 

From Figure 4(c), we can find that the requirement of communication-connected 
deployment with coverage gains is identical to Case I. 

Based on above results, candidate position is generated by the following topology 
control policies: 

1. If a NH is selected for node deployment, then the candidate positions of high-
end/low-end senor nodes must be within the minimum effective communication 
distance of high-end/low-end senor node. That is, d(NH, candidate position of high-
end node) ≦  min(RCH), and d(NH, candidate position of low-end node) ≦ 
min(RCL). 

2. If a NL is selected for node deployment, then the candidate positions of two types 
of sensor nodes must be within the minimum effective communication distance of 
low-end senor node. That is, d(NH, candidate position of high-end/low-end node) 
≦ min(RCL). 

3. If d(NH, candidate position of low-end node) ≦ (RSH - RSL), then this candidate 
position is discard because the sensor coverage area will be fully covered by NH. 

4. The minimum distance between candidate position and deployed nodes is defined 
as Rmin/sqrt(max_strength), where Rmin = min(RCH) or min(RCL) is the minimum ef-
fective communication distance of sensor node.  It can prevent the deployed sensor 
nodes are too closed. 

4.4   Scoring Step 

After candidate positions are generated for different types of sensor nodes, a scoring 
mechanism to each position is defined as follows: total_score = connection_score + 
coverage_score. The connection_score is the distance between candidate position and 
center node. The coverage_score of candidate position is defined as the coverage 
gains when a sensor node is deployed at the candidate position. The calculation of 
coverage gains is described as follows: At first, a square around center node with edge 
length = 2*max(RS) is filled with grid points. Based on Equation (5) in Section 3.2, 
the total coverage rate produced by deployed sensor nodes is denoted as 
base_coverage_rate.  Next, the total coverage rate with the contribution of candidate 
position is denoted as target_coverage_rate.  Thus the coverage_score of candidate 
position = target_coverage_rate - base_coverage_rate. 

4.5   Sensor Addition Step 

After all candidate positions are scored, the candidate with the highest score is  
selected to deploy a new sensor, which has the most coverage gains while maintaining 
the communication connectivity to center node.  If the deploy quota of current center 
node is reached, the next deployed sensor node with available quota will be selected.  
The deployment process will be repeated until the upper bound of deployable sensor 
nodes is reached or no suitable place available to add a sensor node. 
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5   Experiments 

In this section, we evaluate the performance of the proposed sensor deployment 
method by comparing sensor coverage rate and deployment cost with several sensor 
node configurations.  A simulation tool written in C++ language is running on an 
IBM eServer 326 (AMD Opteron 250 * 2 and 1GB memory).  The deployment area is 
a 2-D square with 500 × 500 units.  A sink node is deployed at (200, 200).  The total 
number of deployable sensor nodes is ranged from 60 to 360.  Other parameters are 
defined as follows: DOI = 2.0, max_strength = 1.2 and min_strength = 0.8. 

  

Fig. 5. Coverage rate of Test Case I Fig. 6. Deployment cost of Test Case I 

Test Case I is the coverage rate and deployment cost under different deployment 
ratio, where Num(NL):Num(NH) = 5:1 or 1:1.  Besides, the ratio of communica-
tion/sensing range between NH and NL (RH : RL) is 1.5:1, and the ratio of communica-
tion and sensing range for NH / NL (RC : RS) is 1.5:1.  We also compare the results with 
sensor deployment without topology control (case 2* and 5*).  The deployment with-
out topology control is based on the same deployment method, but it omits the topol-
ogy control policies described in Section 4.3.  The experiment results are illustrated in 
Figure 5 and Figure 6.  In Figure 6, we compare the deployment cost of different 
cases (5, 5*, and 1*) with case 1 (denoted as 5/1, 5*/1, and 1*/1).  With the help of 
topology control, the proposed method has higher coverage rate in comparison of the 
deployment method without topology control.  It can be found lower deployment ratio 
can achieve higher coverage rate with the help of more high-end nodes. In addition, 
the reduction of deployment cost is significant for the deployment method with topol-
ogy control. When deployment ratio is 5:1, it has higher coverage rate and lower 
deployment cost than the deployment method without topology control under the 
same deployment ratio. 
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Test Case II is the coverage rate and deployment cost under different ratio of the 
communication/sensing range between NH and NL (RH : RL), where RCH : RSH = RCL : 
RSL = 1.5:1, and deployment ratio of NH and NL is fixed to 5:1.  Other configurations 
are identical to the Test Case I.  Figure 7 and Figure 8 are experiment results.  If RH 
/RL = 1, it can be regarded as homogeneous deployment since both NH and NL have 
the same communication and sensing range.  With the help of high-end sensor nodes, 
the heterogeneous deployment can get higher coverage rate, but the homogeneous 
deployment has lower deployment cost.  The deployment method without topology 
control still has higher deployment cost under the same ratio of RH and RL. 

  

Fig. 7.  Coverage rate of Test Case II Fig. 8.  Deployment cost of Test Case II 

6   Conclusions 

In this paper, we propose a heterogeneous WSN deployment method based on irregu-
lar sensor model.  It aims to deal with the deployment problem of heterogeneous sen-
sor nodes with different communication and sensing range.  In addition, an irregular 
sensor model is proposed to approximate the behavior of sensor nodes.  The deploy-
ment process is starting from sink node, and new nodes are deployed to the region 
centered with it.  In neighbor-info collection step, the information of adjacent sensor 
nodes is used to decide the deployment ratio of different types of sensor nodes.  In the 
scoring step, a scoring mechanism based on the irregular sensor model is applied to 
candidate positions.  At least, a new sensor node is placed to the position with the 
most coverage gains while maintaining the communication connectivity to center 
node.  Above process is running repeatedly until all eligible sensor nodes are  
processed. 
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According to experiment results, the proposed method can achieve higher coverage 
rate under the same deployable sensor nodes.  Besides, the deployment cost is much 
lower with different configurations of sensor nodes.  In the future work, a sensor node 
model considering environmental factors and individual behavior is needed.  Besides, 
considering the interactions between different types of sensors is important.  At least, 
the proposed method will be extended as the topology control protocol for heteroge-
neous WSN. 
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