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Preface

GPC 2007 provided a high-profile, leading-edge forum for researchers and devel-
opers from industry and academia to report on the latest scientific and technical
advances, discuss and debate the major issues, and showcase the latest systems
in merging grid computing and the pervasive computing field.

This year, a total of 217 high-quality papers were submitted by researchers
and practitioners from about 20 countries. All the submissions were rigorously
reviewed by the Program Committee members. To ensure fairness and the quality
of the papers, we put a number of measures in place. For example, each paper
was assigned at least one reviewer from Australia, one reviewer from America,
and one reviewer from Europe. Based on the originality, significance, correctness,
relevance, and clarity of presentation, 56 submissions were selected as regular
papers and 12 were selected as short papers. The acceptation rate is 32%. Also,
the authors of accepted papers were required to submit a read-me file along with
the camera-ready version of their paper explaining how the reviewers comments
were taken into account in the final version of their paper.

The publication Co-chairs, Lucian Finta (Paris XIII, France) and Jemal
H. Abawajy (Deakin University, Australia), painstakingly went through each
read-me file and reviewers’ comments to ensure that the comments were indeed
incorporated into the final version of the papers. Only those papers that included
reviewers’ comments were finally accepted for inclusion in the proceedings. Un-
doubtedly, Lucian and Jemal had to work long hours to meet the tight deadline,
which is greatly appreciated.

The overall outcome of the revision process is a selection of papers that
showcase the very best of grid and pervasive computing technology today. After
the conference, the proceedings editors selected and recommended some high-
quality papers from the GPC 2007 conference to be published in special issues
of international journals. Special thanks go to Jemal H. Abawajy for liasing with
the chief editors of the journals.

The GPC 2007 program included presentations by accepted paper authors,
keynote speeches, and a special round table on “Pervasive Grid.” The special
round table was organized by Lionel Brunie, Manish Parashar, and Jean-Marc
Pierson. We thank them for this initiative.

We allocated a slot of 30 minutes for each paper presentation so that the
participants had plenty of time for questions and answers. We were also delighted
to be able to welcome three well-known international researchers, Thierry Priol
(France) representing the European CoreGrid initiative, Minyi Guo, Professor
at the School of Computer Science and Engineering, University of Aizu (Japan),
and Laurence T. Yang representing St. Francis Xavier University (Canada), who
delivered the keynote speeches.



VI Preface

We would like to take this opportunity to thank everyone involved with the
organization of GPC 2007. First, we would like to thank all the authors for their
submissions to the conference as well as for travelling some distance to partici-
pate in the conference. Second, we would like to thank the Program Committee
members and external reviewers for their superb job in selecting a set of excel-
lent papers that reflect the current research and development states of grid and
pervasive computing.

Third, we would like to thank Franck Cappello (INRIA, France), Jean-Luc
Gaudiot (University of California at Irvine), and Hai Jin (Huazhong University
of Science and Technology, Wuhan) for their valuable comments during the year.
Our appreciation also extends to Alfred Hofmann and Anna Kramer, both from
Springer, for their helpful comments in strengthening the conferences. We will
continue to improve further, in particular with the selection of the Program
Committees and other scientific issues. We are also grateful to Christine Nora
and Cyril Drocourt from IEEE France for the secure Web payment and for
managing the finances. Jean-Christophe Dubacq (Paris XIII) was busy with the
review system, the Web server, registration, and many other important issues
regarding the technical program. Catherine Girard from the INRIA Office of the
Colloqium did a superb job once again with the organization and the INRIA
sponsorship. It is always a pleasure to work with Catherine Girard and her high
level of professionalism is highly appreciated.

GPC2007 was sponsored by Hewlett Packard through the strong support of
Franck Baetke, Philippe Devins, and Jean-Luc Assor, by INRIA and the Univer-
sity of Paris XIII through the ‘Conseil Scientifique’, and also through Laboratoire
de Recherche en Informatique de Paris Nord (LIPN - UMR CNRS 7030).

Last but not least, we express our gratitude to François and Ludivine from
Dakini Conseil for their help in organizing accommodation for conference atten-
dees, finding a venue for the conference and also for its banquet. We would also
like to thank Severine Bonnard from MGEN for allowing us to rent the beautiful
MGEN building with all the services that a speaker dreams to find on a site (e.g.,
comfortable rooms, a restaurant for the gourmets, etc.) in the center of Paris.

Remember also that on August 8, 1900, the German mathematician David
Hilbert during the International Congress of Mathematicians in Paris presented
a list of 23 unsolved problems that he saw as being the greatest challenges
for twentieth-century mathematics. One of them, the 10th problem, is about
Diophantine equations. It has been relevant for many years and the basis of the
work of many people including Church, Herbrand, Kleene, Godel, and Turing.
The 10th problem is about how to find a method (what we now call an algorithm)
for deciding whether a Diophantine equation has an (integral) solution. We hope
readers will be inspired by these proceedings. We hope that attendees will be
inspired by the spirit of Paris and by the great history of our discipline to achieve
new advance in the field of Grid and Pervasive computing.

March 2007 Christophe Cérin
Kuan-Ching Li
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Edgardo Avilés-López and J. Antonio Garćıa-Maćıas
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Abstract. This work presents a workflow-based computational resource broker 
whose main functions are matching available resources with user requests and 
considering network information statuses during matchmaking. The resource 
broker provides an interface for accessing available and appropriate resources 
via user credentials. We use the Ganglia and NWS tools to monitor resource 
status and network-related information, respectively. We also report on using 
the Globus Toolkit to construct a grid platform called the TIGER project that 
integrates the distributed resources of five universities in Taichung, Taiwan, 
where the resource broker was developed. The proposed broker provides se-
cure, updated information about available resources and serves as a link to the 
diverse systems available in the Grid. 

1   Introduction 

Grid computing can be defined as coordinated re source sharing and problem solving 
in dynamic, multi institutional collaborations [1, 2, 3, 4, 5, 6]. Grid computing in-
volves sharing heterogeneous resources, based on different platforms, hard-
ware/software, computer architecture, and computer languages, which located in 
different places belonging to different administrative domains over a network using 
open standards. The subject of this paper is the resource management for a grid  
system that is primarily intended to support computationally expensive tasks like 
simulations and optimizations on a grid [7, 8, 10, 11, 12, 13, 14, 17, 18, 19, 20].  
Applications are represented as workflows that can be decomposed into single grid 
jobs. These jobs require resources from the grid that are described as accurately as 
necessary. The main task of the resource management is resource brokering to opti-
mize a global schedule for all requesting grid jobs and all requested resources. Conse-
quently, a global optimizing resource broker with network bandwidth-aware is pro-
posed. It’s embedding in the application and resource management system, and on 
important implementation decisions. The performance of the optimization method is 
demonstrated by an example. 
                                                           
* This work was partially supported by National Science Council of Republic of China under 

the number of NSC95-2221-E-029-004 and NSC95-2218-E-007-025. 
∗∗ Corresponding Author. 



2 C.-T. Yang, S.-Y. Chen, and T.-T. Chen 

In the grid environment, applications make use of shared grid resources to improve 
performance. The target function usually depends on many parameters, e.g., the 
scheduling strategies, the configurations of machines and links, the workloads in a 
grid, the degree of data replication, etc. In this paper, we examine how those parame-
ters may affect performance. We choose an application’s overall response time as an 
object function and focus on dynamically scheduling independent tasks. We define 
the job, scheduler, and performance model of a grid site and conduct experiments on 
TIGER grid platform [9]. We use the Ganglia [15] and NWS [16] tools to monitor 
resource status and network-related information, respectively. Understanding influ-
ence of each parameter is not only crucial for an application to achieve good perform-
ance, but would also help to develop effective schedule heuristics and design high 
quality grids. 

The paper presents the design and the development of a Grid Network-Aware Re-
source Broker. It enhances the features of a Grid Resource Broker with the capabili-
ties provided by a network information service form NWS tool [15]. Here, we will 
take a deeper look at what constitutes the scheduling discipline and its components. 
Scheduling is generally not well understood because scheduling products often inte-
grate multiple functions into one package called a scheduler. So we are going to de-
construct scheduling into its constituent parts. The innovative contribution of the 
presented integration is the possibility to design and implement new map-
ping/scheduling mechanisms to take into account both network and computational 
resources. 

The main contributions of this paper are listed in the following: 

• The system design and implementation of computational grid resource broker is 
presented. 

• A workflow model is presented to solve the dependency problem of jobs. 
• A network bandwidth-award job scheduling algorithm is proposed for communica-

tion-intensive jobs. 
• A model of monitoring and information service for grid resources is provided. 
• A user friendly Grid Portal is conducted for general users to submit their jobs and 

monitor the detail status of resources. 

2   Related Work 

Among the research works focused on Grid Resource Broker (GRB) topics, in 2002 
the authors in [17] described the Grid Resource Broker (GRB) portal, an advanced 
Web gateway for computational Grids in use at the University of Lecce. The portal 
allows trusted users seamless access to computational resources and Grid services, 
providing a friendly computing environment that takes advantage of the underlying 
Globus Toolkit middleware, enhancing its basic services and capabilities. 

In [18, 20], the authors describe a resource management system which is the cen-
tral component of a distributed network computing system. There have been many 
projects focused on network computing that have designed and implemented resource 
management systems with a variety of architectures and services. In this paper, an 
abstract model and a comprehensive taxonomy for describing resource management 
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architectures is developed. The paper presents taxonomy for Grid RMSs. Require-
ments for RMSs are described and an abstract functional model has been developed. 
The requirements and model have been used to develop a taxonomy focused on types 
of Grid system, machine organization, resource model characterization, and schedul-
ing characterization. Representative Grid systems are surveyed and placed into their 
various categories. 

In [19], the authors present the design and implementation of an OGSI-compliant 
Grid resource broker compatible with both GT2 and GT3. It focuses on resource dis-
covery and management, and dynamic policy management for job scheduling and 
resource selection. The presented resource broker is designed in an extensible and 
modular way using standard protocols and schemas to become compatible with new 
middleware versions. The author also gave experimental results to demonstrate the 
resource broker behavior. 

3   Design and Implementation of Resource Broker 

In the previous work [14], we implemented a computational grid resource broker 
which is used to discover and evaluate grid resources, and make informed job submis-
sion decisions by matching requirements of a job with an appropriate grid resource to 
meet user and deadline requirements. The system architecture of resource broker and 
the relation of each component are shown in Figure 1. Each rectangular represents a 
unique component of our system. Furthermore, this paper had implemented the bold-
face parts. Users could easily make use of our resource broker through a common 
Grid portal [6, 9, 10, 11, 12, 13, 14]. 

The primary task of Resource Broker is to compare requests of users and resource 
information provided by Information Service. After the most appropriate job assign-
ment scheme is selected, machines of the Grid are assigned and the Scheduler is 
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Fig. 1. System architecture 
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responsible to submit the job and execute the applications. The results are collected 
and returned to Resource Broker. Then, Resource Broker records results of execution 
in the database of Message Center through the Agent of Information Service. The user 
can catch the results from grid portal. 

These Grids may span several domain administrations via internet. As a result of 
this, it may be difficult to monitor, control and manage those machines and resources. 
This paper aims at providing a multi-platform Grid monitoring service which can 
monitor resources such as CPU speed and utilization, memory usage, disk usage, and 
network bandwidth in a real-time manner. Monitoring data is extracted form Ganglia 
and NWS tools then stored and transmitted in XML form and then used for display-
ing. All the information is displayed using real-time graphs. 

Most general resource brokers cannot handle jobs with dependencies, which 
means, for example, that Job B may have to be executed after Job A because Job B 
needs output from Job A as input data, as shown in Figure 2. The workflow-based 
resource broker presented in this paper copes with this in two phases: Client-side 
phase and Server-side phase. 

Client-side phase is a GUI Java applet, called Workflow Maker, which is provided in 
the Grid Portal for users to create workflows in workflow description language (WDL), 
which allows job with dependency and sets the following attributes for each job: 

• Job name 
• Broker sorting algorithm 
• Job type, parallel MPI or general sequential 
• Job dependencies 
• Working directory 
• Program name 
• Argument 
• Number of processors 

The Workflow Maker converts this workflow abstract into an actual XML file; and 
then delivers it to the Resource Broker by uploading this XML file. The Resource 
Broker parses the XML file, checking all job information and dependency relation-
ships, and then adds the job to the Global Job Queue. 

The Global Job Queue is responsible for holding all pending subjobs delivered to 
the Resource Broker. When the Job Scheduler retrieves a subjob from the Global Job 
Queue, it checks all node statuses, and sets busy nodes to “occupied” to prevent over-
loading, allocates available nodes to satisfy subjob requirements, and sets these nodes 
to “occupied”. The Job Scheduler then gets the next subjob and repeats the procedure. 
If the Job Scheduler does not find sufficient nodes to meet job requirements, it pauses 
until sufficient nodes are available. When a subjob finishes, the scheduler frees the 
respective resources by changing their statuses to “available”. 

Figure 3 shows an example of Workflow System operation. When the job series 
A~F containing dependencies is submitted, the client-side Java applet applies a topo-
logical sort. Suppose Jobs A and E are independent of each other. The Workflow 
System simply adds them to the Job Queue for execution in parallel. When Job A 
finishes, it resolves its dependencies with Jobs B and C, and the Workflow System 
adds them to the Job Queue, removing Job A. When Jobs B and C finish, the Work-
flow System then adds Job D to the Job Queue for execution. 
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Fig. 3. The detail steps of workflow operations 

4   Design of Network Bandwidth-Award Job Scheduling 

4.1   Mechanism of Performance Evaluation 

Our grid environment is based on several clusters and the cluster nodes can directly 
accept the job which is submitted from the resource broker. We use TP to represent 
the total computing power of those machines in a single site which the resource bro-
ker can be allocated. The TP can be divided into three main parts (CPU, memory, and 
intra networking). User needs to input the number of CPU (X) which they want to use 
for job execution. Then, the information service of resource broker will check how 
many CPUs are available in each site (cluster) and the node’s hardware information 
(CPU speed, CPU utilization, memory size, and network speed). Afterward the re-
source broker will calculate TP of each site and choose the enough processors based 
upon the value in this grid computing platform. 

We use the statistics to analyze the execution results of HPL (High Performance 
Linpack) application. Pvalij and Mvalij mean the performance value of each machine 
based on the ith site and jth node’s CPU and memory, respectively. First, we fix the 
memory size and change the number of CPU to conduct the HPL performance test. 
Then, we fix the CPU number and changed the HPL problem size to conduct the 
performance test to find out the incidence of different memory size which was been 
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used. Finally, we give a performance value for each type of CPU and memory size in 
our environment based on those performance tests. Then, Puij is processor utility rate 
of each node over past one minute based on the jth node of the ith site. 

There are two kinds of performance effect ratio in our formula: αPE and αNE. We 
use αPE to represent performance effect ratio of processor, and 0≤αPE ≤1. The αPE 
value is based on correlation coefficient value between CPU and HPL value. The (1-
αPE) value represents the performance effect ratio of memory size and HPL value. The 
square bracket of our formula means the inner effect of the machine. So, the αPE value 

is worked out by 
( , )

( , ) ( , )

Cov CPU HPL

Cov CPU HPL Cov memory HPL+
. Then, we make the HPL performance 

test in one of the cluster and change the switch from gigabit to 10/100 to find out the 
effect of different network speed on performance test. There are two αNE ratios, one is 
for gigabit, and another is for 10/100. The αNE value of gigabit is worked out by 

( , )

( , ) (10 / 100, )

Cov gigabit HPL

Cov gigabit HPL Cov HPL+
, and so does the αNE value of 10/100. 

4.2   The Algorithm 

In this subsection, all the parameters used in our resource broker are listed and ex-
plained in the following: 

• Si: The number of sites (domains) in Grid environment, i = 1~n. 
• SRB: The site which resource broker is in. 
• P(Si): The number of available processors in site i, where Ni ≤ Pi, and total avail-

able processors for a job execution are summed as ∑ =
= n

i iSPY
1

)( . 

• X: The number of processors used for executing a job. 
• Pvalij: Processor performance value of each node based on the jth node of the ith 

site, i = 1~n, j = 1~m. 
• Mvalij: Memory performance value of each node based on the jth node of the ith 

site, i = 1~n, j = 1~m. 
• Puij: Processor utility rate of each node over past one minute based on the jth 

node of the ith site, i = 1~n, j = 1~m. 
• αPE: Performance effect ratio of processor, 0≤αPE ≤1. 
• 1-αPE: Performance effect ratio of memory. 
• αNE: Intra networking effect ratio in the site i, 0≤αNE ≤1. 
• β: Internal networking effect ratio in the grid. 
• Eij: The graph constructed between sites i and j, the edge corresponding to the 

current available bandwidth forecasted by NWS tool. 
• ATP(Si): The average total computing power of the site i, and 

NEPE
i

n

j
ij

PE
i

n

j
ijij

i SP

Mval

SP

PuPval

SATP ααα ×

⎟⎟
⎟
⎟
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⎞
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We summarize the Network Bandwidth-Aware (NB-aware) job scheduling algo-
rithm in Figure 4 and then illustrate an example below the algorithm. 

//RB_Network Bandwidth-Aware Job Scheduler 
{ 

//Calculate the number of total available processors in all sites of the grid. 

∑ =
= n

i iSPY
1

)( ; for GSi ∈∀ , G is the grid. 

if (X≥Y) then break; 
// R is a set including the sites which will be allocated. 

R = ∅; 
Count = 0; 

// ∑= )()( iSPRP  for RSi ∈∀  

// n(R) is the amount of the elements in the set R 
while (P(R) < X) 
{ 

Count = Count + 1; 
Find a set R which P(R) ≥ Y and n(R) = Count, such that 

∑∑ ×−+× )()1( iij SATPE ββ  is maximum for RSi ∈∀ ; 

} 
Allocate processors ranked in top X speed of the R. 

} 

Fig. 4. The job scheduling algorithm in resource broker 

Here is an example of this algorithm as shown in Figure 5. Suppose the Grid is 
constructed by five domains, and then resource broker is in Domain A. “A(8)” means 
there are eight working nodes (processors) in site A. The number “40” represents 
current communication bandwidth (Mbps) between sites A and B. At first, resource 
broker will query information service to get the current status of whole working 
nodes, there are three cases: 

• Case 1: If the incoming current job needs 8 processors, resource broker will 
check the possible site in this contains more than 8 processors. If the number of 
available site is more than two, the resource broker will calculate the TP of each 
site and then allocate processors into the best site. In this example, resource bro-
ker could allocate directly into site A or site C based on TP value for running 
job. 

• Case 2: If the incoming current job needs 12 processors, there does not exist in 
any single site that resource broker could immediately allocate processors. In 
this kind of situation, resource broker will sort all combination of the two sites in 
which the sum of total processors is more than 12 by the value 
of ∑∑ ×−+× )()1( iij SATPE ββ . The resource broker will select the best com-

bination to allocate processors ranking in top 12 speeds. In this example, re-
source broker will sort five kinds of combination of the two sites: (A, B), (A, C), 
(A, E), (C, B) and (C, E) then select the best one. 
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Fig. 5. An example of grid testbed 

5   Experimental Environment and Results 

A metropolitan-scale Grid computing platform named TIGER Grid (standing for 
Taichung Integrating Grid Environment and Resource) was used in this experiment. 
The TIGER grid interconnects 12 computing clusters which are scattered among seven 
educational institutes. The specifications, HPL performance value, and site ranking of 
TIGER testbed, are listed in Table 1. Their networking bandwidth information is 
listed in Table 2. The site topologies of THU and TIGER are shown in Figure 6,  
respectively. 

Table 1. The specifications, HPL performance, and site ranking of TIGER testbed 

Site Number of 
Node/CPU 

Total Speed 
(MHz) 

Total Memory 
(MB) 

HPL 
(G Flops) 

Site 
Ranking 

alpha 4/8 16,000 4,096 12.5683 10 
beta 4/8 22,400 4,096 20.1322 11 

gamma 4/4 11,200 4,096 5.8089 5 
delta 4/4 12,000 4,096 10.6146 7 
eta 2/4 12,800 2,048 11.2116 8 
mu 2/4 8,000 4,096 11.8500 9 

ncue 4/16 32,000 16,384 28.1887 12 
ntcu 4/5 3,250 1,024 1.0285 2 
hit 4/4 11,200 2,048 7.0615 6 
dali 4/4 7,200 512 2.8229 3 
lz 4/4 2,700 768 0.8562 1 
lf 1/1 3,000 1,024 3.0389 4 

In this experiment, a sequence of 100 jobs is randomly generated with “Template 
Job” and “np”, which is used to simulate 100 running jobs submission and the number 
of processors used for each job. Dispatched by Network Bandwidth-Aware Job  
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Table 2. The network information of each site 

 

Scheduler, related information is logged, including queuing time, total execution time 
and resource utilization. Figure 7 shows the distribution of “Template Job”. The  
X-axis represents the content of jobs, and the Y-axis represents the number of jobs. 
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Fig. 6. The site topology of THU and TIGER, respectively 

To show that RB_Network-Aware Job Scheduler has better performance, in this 
experiment, the same job sequence is submitted to another two scheduling schemes, 
Network-only and Speed-only, for execution and comparison.  

• Network-only: considers network information only. If single cluster is enough to 
process the workload, then the fast cluster system in the intranet is chosen. If 
two cluster systems are needed, then the top-2 fast cluster systems in the intranet 
are chosen. 
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• Speed-only: considers CPU clock information only. If single cluster is enough to 
process the workload, then the cluster system with largest CPU clock summation 
in the intranet is chosen. If two cluster systems are needed, then the two cluster 
systems with the top-2 largest CPU clock summation in the intranet are chosen. 

Experimental results are shown in Figures 8 and 9. The total execution time of one 
job is the average of queuing time and execution time. As shown in Figure 8, 
RB_Network-Aware Job Scheduler is better than the other two. Finally, Figure 9 
shows the statistics of resource usage. We can see that RB_Network-Aware Job 
Scheduler can increase the utilization of powerful clustering systems, and decrease 
total completion time. 

 

Fig. 7. The distribution of template jobs 

 

Fig. 8. The comparison of three policies for the average total time of jobs 
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Fig. 9. The comparison of three policies for resource utilization 

6   Conclusions 

This paper is presented to help the user make better use of the grid resources avail-
able. This paper will look at the use of information services in a grid and discuss the 
monitoring use of the Ganglia toolkit to enhance the information services already 
present in the Globus environment. Our grid resource brokerage system discover and 
evaluate grid resources, and make informed job submission decisions by matching a 
job’s requirements with an appropriate grid resource to meet budget and deadline 
requirements. 

The paper presents the design and the development of a Grid Network-Aware Re-
source Broker. It enhances the features of a Grid Resource Broker with the capabili-
ties that considers network bandwidth for job scheduling. Our grid resource broker 
provided a network information service by extract data form NWS tool. The innova-
tive contribution of the presented integration is the possibility to design and imple-
ment new mapping/scheduling mechanisms to take into account both network and 
computational resources. 
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Abstract. Sharing huge databases in distributed systems is inherently difficult.
As the amount of stored data increases, data localization techniques become
no longer sufficient. A more efficient approach is to rely on compact database
summaries rather than raw database records, whose access is costly in large dis-
tributed systems. In this paper, we propose PeerSum, a new service for managing
summaries over shared data in large P2P and Grid applications. Our summaries
are synthetic, multidimensional views with two main virtues. First, they can be
directly queried and used to approximately answer a query without exploring the
original data. Second, as semantic indexes, they support locating relevant nodes
based on data content. Our main contribution is to define a summary model for
P2P systems, and the algorithms for summary management. Our performance
evaluation shows that the cost of query routing is minimized, while incurring a
low cost of summary maintenance.

1 Introduction

Research on distributed systems is focusing on supporting advanced applications which
must deal with semantically rich data (e.g. XML documents, relational tables, etc.),
using a high-level SQL-like query language. As a potential example of applications,
consider the cooperation of scientists who are willing to share their private data for
the duration of a given experiment. Such cooperation may be efficiently supported by
improving the data localization and data description techniques.

Initially developed for moderate-sized scientific applications, Grid technology is now
evolving to provide database sharing services, in large virtual organizations. In [9], a
service-based architecture for database access (OGSA-DAI) has been defined over the
Grid. OGSA-DAI extends the distributed database architecture [13] to provide distri-
bution transparency using Web services. However, it relies on some centralized schema
and directory management, which is not an adequate solution for supporting highly
dynamic organizations, with a large number of autonomous members.

Peer-to-Peer (P2P) techniques that focus on scaling up, dynamicity, autonomy and
decentralized control can be very useful to Grid data management. The complemen-
tary nature of the strengths and weaknesses of the two technologies suggests that the
interests of the two communities are likely to grow closer over time [6]. For instance,
P-Grid [1] and Organic Grid [3] develop self-organizing and scalable services on top of
P2P systems.
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In unstructured P2P systems, query routing relies on flooding mechanisms which
suffer from high query execution cost and poor recall. To improve performance, several
techniques have been proposed to locate data relevant to a user query. These techniques
can be grouped in three classes: data indexing, mediation and content-based cluster-
ing. Data indexing maintains the location (e.g. [18], [15]) or the direction (e.g. [4]) to
nodes storing relevant data. However, efficient data indexes must be small, distributed
and refer to data based on their content, without compromising peer autonomy or man-
dating a specific network structure. Mediation consists in exploiting structural informa-
tion on data schemas to guide query propagation. For instance, in Piazza [19], a query
is propagated along pre-existing pairwise mappings between peer schemas. However,
many limitations prevent these techniques from scaling up. Content-based clustering
consists in organizing the network such that “similar” peers, e.g. peers answering simi-
lar queries, are grouped together ([12], [5]). Similarity between peers may be computed
using techniques of the two preceding classes (e.g. similarity between indexes [11]).

With the ever increasing amount of information stored into databases, data localiza-
tion techniques are no longer sufficient to support P2P data sharing. Today’s Decision-
Support and collaborative applications are typically exploratory. Thus, a user may prefer
a fast, approximate answer to a long, exact answer. In other words, reasoning on com-
pact data descriptions rather than raw database records, whose access is costly in large
P2P systems, may be much more efficient. For instance, a doctor asking queries like
“young and fat patients diagnosed with disease X” may prefer descriptions of result
tuples to rapidly make a decision based on similar situations, treated by other doctors.

In this paper, we propose PeerSum, a new service for managing summaries over
shared data in P2P systems. Our summaries are synthetic, multidimensional views with
two main virtues. First, they provide an intelligible representation of the underlying data
such that an approximate query can be processed entirely in their domain; that is, inputs
and outputs are summaries. Second, as indexing structures, they support locating rele-
vant nodes based on their data descriptions. PeerSum is done in the context of APPA, a
network-independent P2P data management system [2].

This paper makes the following contributions. First, we define a summary model
which deals with the distributed and autonomous nature of P2P systems. Second, we
propose efficient algorithms for summary management. We validated our algorithmic
solutions through simulation, using the BRITE topology generator and SimJava. The
performance results show that the cost of query routing is minimized, while incurring a
low cost of summary maintenance.

The rest of this paper is organized as follows. Section 2 describes PeerSum’s sum-
mary model. Section 3 describes PeerSum’s summary management with its algorithms.
Section 4 discusses query processing with PeerSum. Section 5 gives a performance
evaluation with a cost model and a simulation model. Section 6 compares our solution
with related work. Section 7 concludes.

2 PeerSum Summary Model

In this section, we first present our summary model architecture and the principle of
summary construction in P2P systems. Second, we discuss the scalability issues of
the summarization process that is integrated to a peer DataBase Management System
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(DBMS), to allow generating summaries of a relational database. Then, we formally
define the notion of data summary in a P2P network.

2.1 Model Architecture

Our ultimate goal is to build a complete summary that describes the content of all shared
data sources. However, such a summary is ideal in the context of P2P networks, because
of their autonomous and dynamic nature. It is difficult to build and to keep this sum-
mary consistent relative to the current data instances it describes. In our approach, we

Fig. 1. Summary Model Architecture

adopt an incremental mechanism for summary construction, and define the notion of
“summary coverage” as follows.

Definition 1. Summary coverage. The coverage of a summary S in a network of size
N is the fraction of the peers that own data described by the summary S.

The coverage of a summary quantifies its convergence to the complete summary which
is obviously characterized by a coverage = 1.

The architecture of our summary model is presented in Figure 1. Each peer generates
the Local Summary (LS) of its database, which is characterized by the lowest-coverage
level. Then, it cooperates with other peers through exchanging and merging summaries,
in order to build a Global Summary (GS). The last one is characterized by a continuous
evolution in term of coverage. In fact, the cooperation between two sets of peers, each
having constructed a global summary, will result in a higher-coverage one. That is, in a
large P2P system, one could see the global summary as an intermediate node in a global
hierarchy where the virtual root is the ideal complete summary.

In this work, we propose fully distributed algorithms for global summary construc-
tion and maintenance. However, we will first give a brief description of the summariza-
tion process that generates summaries of relational databases with interesting features,
making it scalable in a distributed environment.
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2.2 Summarization Process: Scalability Issues

A summarization process is integrated to each peer’s DBMS to allow constructing the
local summary level of Figure 1. Our approach is based on SAINTETIQ [14], an on-
line linguistic approach for summarizing databases. The system is organized into two
separate web services. The translation service corresponds to the pre-processing step
that prepares data for summarization while the summarization service produces a set of
summaries arranged in a hierarchy. A unique feature of the summary system is its use of
Background Knowledge (BK), a priori built on each attribute. It supports the translation
of descriptions of database tuples into a user-defined vocabulary. Descriptors used for
summary content representation are defined as linguistic variables [21] on the attribute
domain. For example, Figure 2 shows a user-defined vocabulary on the attribute age.
A detailed description of the SAINTETIQ process is available in [14] and [16]. Con-
cerning our work, we are interested in the scalability of the summarization process in a
distributed environment.

Fig. 2. Fuzzy Linguistic Partition on age

Memory consumption and time complexity are the two main factors that need to
be taken care off in order to guaranty the capacity of the summary system to handle
massive datasets. First, the process time complexity is in O(n), where n is the number
of tuples to incorporate into a hierarchy of summaries. Besides, an important feature
is that in the summary algorithm raw data have to be parsed only once and it is per-
formed with a low time cost. Second, the system requires low memory consumption
for performing the summary construction algorithm as well as for storing the produced
summaries. Moreover, a cache manager is in charge of summary caching in memory
and it can be bounded to a given memory requirement. On the other hand, the paral-
lelization of the summary system is a key feature to ensure a smooth scalability. The im-
plementation of the system is based on the Message-Oriented Programming paradigm.
Each sub-system is autonomous and collaborates with the others through disconnected
asynchronous method invocations. It is among the least demanding approaches in terms
of availability and centralization. The autonomy of summary components allows for a
distributed computing of the process.

2.3 Summary Representation

A summary z is a pair (Iz , Rz) where Iz is the intentional content of the summary
and Rz is its extent, that is the group of database tuples described by Iz . The intent Iz

provides a short description of z in terms of linguistic labels defined in the Background
Knowledge (BK) and used in the pre-processing step.
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For our purpose, we consider a summary as an indexing structure over distributed
data in a P2P system. Thus, we added a third dimension to the definition of a summary
z: a peer-extent Pz , which provides the set of peers having data described by z.

Definition 2. Peer-extent. Let z be a node in a given hierarchy of summaries S, and
P the set of all peers who participated to the construction of S. The peer-extent Pz

of the summary z is the subset of peers owning, at least, one record of its extent Rz:
Pz = {p ∈ P | Rz ∩ Rp �= ∅} , where Rp is the view over the database of node p, used
to build summaries.

Due to the above definition, we extend the notion of data-oriented summary in a given
database, to a source-oriented summary in a given P2P network. In other words, our
summary can be used as a database index (e.g. referring to relevant tuples), as well as a
semantic index in a distributed database system (e.g. referring to relevant nodes).

A summary is an edge in the tree structure finally produced by the summarization
service. The summary hierarchy S will be characterized by its Coverage in the P2P
system; that is, the fraction of nodes (data sources) covered by S (see Definition1).
Relative to the hierarchy S, we call Partner Peer a peer whose data is described by at
least a summary node of S.

Definition 3. Partner peers. The set of Partner peers PS of a summary hierarchy S is
the union of peer-extents of all the summary nodes: PS = {∪z∈SPz} .

By now and for convenient purpose only, we designate by “summary” a hierarchy of
summaries maintained in a P2P system, unless otherwise specified.

3 Summary Management in PeerSum

We present PeerSum, a summary management service for P2P systems. First, we study
the integration of PeerSum in an existing P2P architecture. Here we work in the context
of APPA (Atlas Peer to Peer Architecture) [2]. Then, we propose algorithms for Peer-
Sum’s summary management. APPA has a network-independent architecture so it can
be implemented over different types of P2P networks. APPA provides three layers of
services: P2P network, basic services and advanced services. PeerSum is integrated at
the advanced layer and defined based on the underlying services. Due to space limita-
tions, we will only mention the services required for PeerSum definition. According to
Section 2.1, PeerSum must address the following requirements:

– Peers construct individually their local summaries,
– Peers cooperate for exchanging and merging summaries into a global summary,
– Peers share a common storage in which the global summary is maintained.

The first point is addressed by integrating the summarization process, previously de-
fined, to each peer’s DBMS. Second, the peer linking and peer communication services
of the APPA’s P2P network layer allow peers to communicate and exchange messages
(through service calls), while cooperating for a global summary construction. However,
two problems arise from the heterogeneous nature of peers in a P2P system. First, peers
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may have different processing and storage capabilities. Therefore, a main function of
PeerSum is to ensure a distributed operation for summary merging. A partner peer that
requires merging two summaries, calls the service which then delegates the right peers
to perform merging calculations, using load balancing and distributed computing tech-
niques. This function can be implemented since the summarization process, at each
peer, can be distributed and parallelized, as discussed in Section 2.2.

Second, peers exchange summaries that are produced using local Background Know-
ledges (BKs). Thus, they may be represented in different vocabularies, making diffi-
cult their shared exploitation. In this work, we assume that the participants to a col-
laborative database application agree on a Common Background Knowledge (CBK)
that will be used locally by each summarization process. An example of such a CBK
is the Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) [10],
which is a comprehensive clinical terminology covering diseases, clinical findings, and
procedures.

On the other hand, several works have addressed the problem of semantic hetero-
geneity in advanced P2P applications (e.g. [19], [2]). Since our summaries are data
structures that respect the original data schemas [16], we can assume that the techniques
they proposed for a decentralized schema management can be also used to overcome
the heterogeneity of summary representations, in the context of different BKs.

Finally, the P2P data management (P2PDM) service of the basic layer and the Key-
based Storage and Retrieval (KSR) service of the P2P network layer, work together to
provide a common storage in which a global summary is maintained. This common
storage increases the probability that “P2P data” (e.g. metadata, indexes, summaries)
produced and used by advanced services are available even if peers that have produced
them are disconnected. P2PDM and KSR manage data based on keys. A key is a data
identifier which determines which peer should store the data in the system, e.g. through
hashing over all peers in DHT networks or using super-peers for storage and retrieval
in super-peer networks. All data operations on the common storage are key-based, i.e.
they require a key as parameter.

In the following, we will describe our algorithms for summary construction and
maintenance. First, we work in a static context where all the participants remain con-
nected. Then, we address the dynamicity of peers and propose appropriate solutions.

3.1 Summary Construction

Starting up with a local summary level (see Figure 1), we present the algorithm for peer
cooperation that allows constructing a global summary GS. We assume that each global
summary is associated with a Cooperation List (CL) that provides information about its
partner peers. An element of the cooperation list is composed of two fields. A partner
peer identifier PeerID, and a 2-bit freshness value v that provides information about the
freshness of the descriptions as well as the availability of the corresponding database.

– value 0 (initial value): the descriptions are fresh relative to the original data,
– value 1: the descriptions need to be refreshed,
– value 2: the original data are not available. This value will be used while addressing

peer volatility in Section 3.3.
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Both the global summary and its cooperation list are considered as “summary data” and
are maintained in the common storage, using the P2PDM and KSR services.

Cooperation Request. The algorithm starts at an initiator peer Pinit who sends a co-
operation request message to its neighbors, to participate to a global summary construc-
tion. This message contains Pinit’s identifier and a given value of TTL (Time-To-Live).
One may think that a large value of TTL allows to obtain directly a high-coverage sum-
mary. However, due to the autonomous nature of P2P systems, Pinit may keep waiting
for a very long time without having constructed that global summary. Therefore, we
choose to limit the value to TTL and adopt an incremental construction mechanism, as
discussed in Section 2.1.

Cooperation Response. A peer p who receives the message, performs the following
steps. First, if the request has already been received, it discards the message. Else, it
saves the address of the sender as its parent. Then, its decrements TTL by one. If the
value of TTL remains positive, it sends the message to its neighbors (except the parent)
with the new TTL value. After propagating the message, p must wait to receive the
responses of its neighbors. However, since some of the neighbors may leave the system
and never response, the waiting time must be limited. We compute p’s waiting time
using a cost function based on TTL, and network dependent parameters.

A cooperation response of a peer p has the following structure: Coop Resp =〈CS,
PeerIDs, GSKeys〉. CS is the current summary obtained at p, PeerIDs is the list of
identifiers of peers that have responded to p, and GSKeys is the list of keys of global
summaries. If p is a partner peer, that is, p has already participated to an existing global
summary, its Coop Resp will include the key of the global summary it knows, as
well as the peer identifiers contained in the corresponding CL, i.e. Coop Resp =〈∅,
extractPeerIDs(CL), {GSKey}〉. In that case, p locates at the boundary of two knowl-
edge scopes of two different summaries. Hence, it allows merging them into a higher-
coverage one (i.e. incremental construction). Otherwise, its response will include its
local summary and its identifier, i.e. Coop Resp =〈p.LS, {p.ID}, ∅〉.

Summary Data Storage. In the waiting phase, when a child’s Coop Resp arrives, a
parent peer p merges it with its own response by making the union of PeerIDs and
GSKeys lists, and merging the current summaries. Once the time expires, p sends the
result to its parent. But, if p is the initiator peer Pinit, it will store the new summary data,
i.e. the new global summary GS and its cooperation list CL, using the KSR service:
GSKey := KSR insert(CS, CL). CL contains each peer identifier obtained in the final
PeerIDs list, associated with a freshness value v equal to zero. At the end, Pinit sends
the new key (GSKey) to all participant peers, which become GS’s partner peers.

3.2 Summary Maintenance

A crucial issue for any indexing structure is to maintain the index, relative to the current
data instances, without incurring high costs. For a local summary, it has been demon-
strated that the summarization process guarantees an incremental maintenance, using a
push mode for exchanging data with the DBMS, while performing with a low complex-
ity. In this section, we propose a strategy for maintaining a global summary based on
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both push and pull techniques, in order to minimize the number of messages exchanged
in the system. The appropriate algorithm is divided into two phases: Data modification
and summary reconciliation.

Push: Data Modification. Let GS be a global summary and PGS the set of partner
peers. Each partner is responsible for refreshing its own element in the GS’s coopera-
tion list. A partner peer p observes the modification rate issued on its local summary LS.
When LS is considered as enough modified, p sets its freshness value v to 1, through a
push message. This value indicates that the local summary version being merged while
building GS does not correspond any more to the current instance of the database.

An important feature is that the frequency of push messages depends on modifica-
tions issued on local summaries, rather than on the underlying databases. It has been
demonstrated in [16] that, after a given process time, a summary becomes very stable.
As more tuples are processed, the need to adapt the hierarchy decreases. A summary
modification can be determined by observing the appearance/disappearance of descrip-
tors in summary intentions.

Pull: Service-Initiated Reconciliation. The summary service, in its turn, observes
the fraction of old descriptions (i.e. number of ones) in the cooperation list. Whenever
this fraction exceeds a threshold value, the global summary GS must be refreshed. In
that case, the service pulls all the partner peers to merge their current local summaries
into the new version of GS, which will be then under reconstruction. The algorithm is
described as follows.

A reconciliation message that contains a new summary NewGS (initially empty),
is propagated from a partner to another. When a partner p receives this message, it
first merges NewGS with its local summary. Then, it sends the message to another
partner (chosen from the cooperation list CL). If p is the last visited peer, it updates the
GS’s summary data, using the KSR service. All the freshness values in CL are reset to
zero. This strategy guarantees a high availability of the summary data, since only one
KSR Update operation is performed by the last partner.

3.3 Peer Dynamicity

In large P2P systems, a peer connects mainly to download some data and may leave
the system without any constraint. Therefore, the shared data can be submitted to a low
modification rate, while the rate of node arrival/departure is very important. We propose
now solutions for that peer dynamicity.

Peer Arrival. When a new peer p joins the system, it contacts some existing peers to
determine the set of its neighbors. If one of those neighbors is a partner peer, p becomes
a new partner: a new element is added to the cooperation list with a freshness value
v equal to one. Recall that the value 1 indicates the need of pulling the peer to get
new data descriptions. Furthermore, if p is a neighbor of two partners of two different
summaries, it allows merging them in a higher-coverage one (Section 3.1).

Peer Departure. When a partner peer p decides to leave the system, it first sets its
freshness value v to two in the cooperation list, through a push message. This value
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reminds the participation of the disconnected peer p to the corresponding global sum-
mary, but also indicates the unavailability of the original data. There are two alternatives
to deal with such a freshness value. First, we can keep the data descriptions and use it,
when a query is approximately answered using the global summary. A second alter-
native consists in considering the data descriptions as expired, since the original data
are not accessible. Thus, a partner departure will accelerate the summary reconcilia-
tion initiating. In the rest of this paper, we adopt the second alternative and consider
only a 1-bit freshness value v: a value 0 to indicate the freshness of data descriptions,
and a value 1 to indicate either their expiration or their unavailability. However, if p
failed, it could not notify its partners by its departure. In that case, its data descriptions
will remain in the global summary until we execute a new summary reconciliation. The
reconciliation algorithm does not require the participation of a disconnected peer. The
global summary GS is reconstructed, and descriptions of unavailable data will be then
omitted.

4 Query Processing

Now we discuss how a query Q, posed at a peer p, is processed. Our approach consists
in querying at first the available summary . This allows an efficient peer localization
since we exploit data descriptions rather than structural information on data schemas, in
order to propagate the query. Besides, when an exact answer is not required, summaries
can directly provide approximate answers without accessing original database records.
Query processing proceeds in two phases: 1) query extension and 2) query evaluation.

4.1 Query Extension

First, the query Q must be extended to a flexible query Q∗ in order to be handled by a
summary querying process. For instance, consider the following selection query Q1:

Select BMI From Patient Where age ≺ 30 And disease = “Malaria”

This phase consists in replacing the original value of each selection predicate by the
corresponding descriptors defined in the Background Knowledge (BK). According to
the fuzzy partition of Figure 2, the above query is transformed to Q∗:

Select BMI From Patient Where age In {young, adult} And disease =“Malaria”

Let QS (resp.QS∗) be the Query Scope of query Q (resp.Q∗), that is; the set of peers
that should be visited to answer the query. Obviously, the query extension phase may
induce false positives in query results. To illustrate, a patient having 35 years old will
be returned as an answer to the query Q∗, while the selection predicate on the attribute
age of the original query Q is not satisfied. However, false negatives can not occur
which is expressed by the following inclusion: QS ⊆ QS∗.

In the rest of this paper, we suppose that a user query is directly formulated using
descriptors defined in the BK (i.e. Q = Q∗). As we discussed in the introduction of this

1 Body Mass Index (BMI) is the patient’s body weight divided by the square of the height.
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work, a doctor that participates to a given medical collaboration, may ask query Q like
“the BMI of young and adult patients diagnosed with malaria”.Thus, we eliminate
eventual false positives that result from query extension.

4.2 Query Evaluation

This phase deals with matching a set of summaries organized in a hierarchy S, against
the query Q. The query is transformed into a logical proposition P used to qualify the
link between a summary node and the query. P is under a conjunctive form in which
all descriptors appears as literals. In consequence, each set of descriptors yields on cor-
responding clause. For instance, the above query Q is transformed to P = (young OU
adult) ET (malaria). A valuation function has been defined to valuate the proposition
P in the context of a summary node z. Then, a selection algorithm performs a fast ex-
ploration of the hierarchy and returns the set ZQ of most precise summaries that satisfy
the query. For more details see [20]. Once ZQ determined, the query evaluation process
is able to achieve two distinct tasks depending on the user/application requirements:
1) Peer localization to return the original result records and 2) Summary answering to
return approximate answers.

Peer Localization. Since the extended definition of a summary node z provides a peer-
extent, i.e. the set of peers Pz having data described by its intent (see Definition 2), we
can define the set PQ of relevant peers for the query Q as follows: PQ = {∪z∈ZQPz}.

The query Q is directly propagated to these relevant peers. Thus, a distinctive feature
of our approach is that the number of hops the queries makes to find the matching nodes
is “ideally” reduced to one, and consequently, excessive delays are avoided. However,
the efficiency of this query routing depends on the completeness and the freshness of
summaries, since stale answers may occur in query results. We define a False Positive
as the case in which a peer p belongs to PQ and there is actually no data in the p source
that satisfies Q (i.e. p /∈ QS). A False Negative is the reverse case in which a p does not
belong to PQ, whereas there exists at least one tuple in the p data source that satisfies
Q (i.e. p ∈ QS).

Summary Answering. Another distinctive feature is that a query can be processed
entirely in the summary domain. An approximate answer can be provided from sum-
mary descriptions, without having to access original, distributed database records. The
selected summaries ZQ are aggregated according to their interpretation of proposition
P : summaries that have the same required characteristics on all predicates (i.e. age
and disease) form a class. The aggregation in a given class is a union of descriptors:
for each attribute of the selection list (i.e. BMI), the querying process supplies a set of
descriptors which characterize summaries that respond to the query through the same
interpretation [20]. For example, for the class {young, malaria}, we can obtain an out-
put set BMI = {underweight, normal}.

5 Performance Evaluation

In this section, we devise a simple model of the summary management cost in PeerSum.
Then, we evaluate and analyze our model with a simulation.
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5.1 Cost Model

A critical issue in summary management is to trade off the summary updating cost
against the benefits obtained for queries.

Summary Update Cost. Here, our first undertaking is to optimize the update cost
while taking into account query accuracy. In the next section, we discuss query accuracy
which is measured in terms of the percentage of false positives and false negatives in
query results. The cost of updating summaries is divided into: usage of peer resources,
i.e. time cost and storage cost, and the traffic overhead generated in the network.

Time cost: A unique feature of SAINTETIQ is that the changes in the database are re-
flected through an incremental maintenance of the summary hierarchy. The time com-
plexity of the summarization process is in O(n) where n is the number of tuples to
be incorporated in that hierarchy [16]. For a global summary, we are concerned with
the complexity of merging summaries. Recently, a new MERGING method has been
proposed, based on the SAINTETIQ engine. This method consists in incorporating the
leaves of a given summary hierarchy S1 into an another S2, using the same algorithm
described by the SAINTETIQ summarization service. It has been proved that the com-
plexity CM12 of the MERGING(S1, S2) process is constant w.r.t the number of tuples.

Storage cost: We denote by k the average size of a summary node. In the average-
case assumption, there are

∑d
i=0 Bi = (Bd+1 − 1)/(B − 1) nodes in a B-arity tree

with d, the average depth of the hierarchy. Thus the average space requirement is given
by: Cm = k.(Bd+1 − 1)/(B − 1). Based on real test, k = 512 bytes gives a rough
estimation of the space required for each summary node. An important issue is that the
size of the hierarchy is quite related to its stabilization (i.e. B and d). As more tuples
are processed, the need to adapt the hierarchy decreases and incorporating a new tuple
may consist only in sorting a tree. Hence, the structure of the hierarchy remains stable
and no additional space is required.

According to the above discussion, the usage of peer resources is optimized by the
summarization process itself. Thus, we restrict now our focus to the traffic overhead
generated in the P2P network.

Network traffic: Recall that there are two types of exchanged messages: push and
reconciliation. Let local summaries have an average lifetime of L seconds in a given
global summary. Once L expired, the node sends a (push) message to update its fresh-
ness value v in the cooperation list CL. The reconciliation algorithm is then initiated
whenever the following condition is satisfied:

∑
v∈CL v/|CL| ≥ α where α is a thresh-

old that represents the ratio of old descriptions tolerated in the global summary. During
reconciliation, only one message is propagated among all partner peers until the new
global summary version is inserted in the common storage. Let Frec be the reconcilia-
tion frequency. The update cost is: Cup = 1/L+Frec messages per node per second. In
this expression, 1/L represents the number of push messages which depends either on
the modification rate issued on local summaries or the connection/disconnection rate of
peers in the system. Higher is the rate, lower is the lifetime L, and thus a large number
of push messages are entailed in the system. Frec represents the number of reconcilia-
tion messages which depends on the value of α. This threshold is our system parameter
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that provides a trade-off between the cost of summary updating and query accuracy. If
α is large, the update cost is low since a low frequency of reconciliation is required,
but query results may be less accurate due both to false positives stemming from the
descriptions of non existent data, and to false negatives due to the loss of relevant data
descriptions whereas they are available in the system. If α is small, the update cost is
high but there are few query results that refers to data no longer in the system, and
nearly all available results are returned by the query.

Query Cost. We have seen that the use of summaries as data indexes may improve
query processing. When a query Q is posed at a peer p, first it is matched against the
global summary to determine the set of peers PQ whose descriptions are considered as
answers. Then, Q is directly propagated to those peers. As a consequence, the number of
messages exchanged in the system is intended to be significantly reduced. Furthermore,
the cooperation list associated with a global summary provides information about the
relevance of each database description. Thus, it gives more flexibility in tuning the
trade-off recall ρ / precision π of the query answers. Let V be the set of peers visited
while processing a query. Then ρ = |QS ∩ V |/|QS| and π = |QS ∩ V |/|V |, where
QS is the set of all peers that really match the query (i.e. Query Scope).

The trade-off can be tuned by confronting the set PQ with the cooperation list CL.
The set of all partner peers PH in CL can be divided into two subsets: Pold = {p ∈
PH | p.v = 1}, the set of peers whose descriptions are considered old, and Pfresh =
{p ∈ PH | p.v = 0} the set of peers whose descriptions are considered fresh according
to their current data instances. Thus, if a query Q is propagated only to the set V =
PQ ∩ Pfresh, then precision is maximum since all visited peers are certainly matching
peers (no false positives), but recall depends on the fraction of false negatives in query
results that could be returned by the set of excluded peers PQ\Pfresh. On the contrary,
if the query Q is propagated to the extended set V = PQ∪Pold, recall value is maximum
since all matching peers are visited (no false negatives), but precision depends on the
fraction of false positives in query results that are returned by the set of peers Pold.

The above two situations are bounds of a range of strategies available to propagate
the query. In our experiments, we assume V = PQ, the initial peer set. Thus, the cost is
computed as CQ = 2 · |PQ| number of messages.

5.2 Discussion

We evaluated the performance of PeerSum through simulation, using the SimJava pack-
age [7] and the BRITE [8] universal topology generator. We calibrated our simulator
using real data gathered in [17].

In a first set of experiments we quantified the trade-off between query accuracy and
the cost of updating a global summary. Interesting results showed that the fraction of
stale answers in query results is limited to 3% for a network size lower than 2000
peers. For the update cost, we observed that the total number of messages increases
with the number of peers, but not surprisingly, the number of messages per node remains
almost the same. In the expression of the update cost Cup, the number of push messages
for a given peer is independent of network size. On the other hand, the number of
reconciliation messages decreases slowly with the number of peers, for a given value
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of the threshold α. More interestingly, when the threshold value decreases (from 0.8 to
0.3) we noticed a small cost increasing of 1.2 on average. However, a small value of the
threshold α allows to significantly reduce the fraction of stale answers in query results.
We concluded therefore that tuning our system parameter, i.e. the threshold α, do not
incur additional traffic overhead in the system, while improving query accuracy.

In the second set of experiments, we compare our algorithm for query processing
against non-index/flooding algorithms which are very used in real life, due to their
simplicity and the lack of complex state information at each peer. Here, we limit the
flooding by a value 3 of TTL (Time-To-Live). Our algorithm SI showed the best results
that can be expected from any query processing algorithm, when no stale answers occur
in query results (the ideal case). However, to give a real performance evaluation, we
decided to study our algorithm in the worst case where the stale answers occur in query
results. Even in that, SI showed a reduction of the number of messages, in comparison
with flooding algorithms, that becomes more important with a large size of network.
For instance, the query cost is reduced by a factor of 3 for a network of 2000 peers.

6 Conclusion

In this paper, we proposed PeerSum, a new service for managing data summaries in P2P
and Grid systems. PeerSum supports scaling up in terms of two dimensions: number of
participants and amount of data. As we discussed, our summaries are compact data
descriptions that can approximately answer a query without retrieving original records
from distributed databases. This is very interesting for Grid applications which tend to
be more data intensive. On the other hand, as indexing structures, they support locating
relevant data based on their content. Such semantic indexes are extremely efficient in
large distributed systems, where accessing data becomes difficult and costly. Besides,
we have addressed peer dynamicity which is critical in both P2P and Grid applications.

This paper made two main contributions. First, we defined a summary model for P2P
systems, based on the SAINTETIQ process. SAINTETIQ generates database summaries
with low complexity, and can be distributed and parallelized which makes it scalable
in a distributed environment. Second, we proposed efficient algorithms for summary
management in PeerSum. Our analysis and simulation results showed that the use of
summaries as data indexes reduces the cost of query routing by an important factor com-
pared to flooding approaches, without incurring high costs in terms of update messages
exchanged in the network. Furthermore, our system guarantees a good query accuracy
which is measured in terms of the fraction of stale answers in query results. Moreover,
tuning our system parameter, i.e. the freshness threshold α, improves query accuracy
while inducing a small increasing of summary update cost.
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Abstract. In Taiwan, a community of educational and research organizations 
interested in Grid computing technologies founded a Grid computing platform, 
called Taiwan UniGrid. Taiwan UniGrid consists of three primary portions: 
Computational Grid, Data Grid, and Web Portal. In this paper, we present the 
development of a virtual data storage system for Taiwan UniGrid. In addition to 
developing basic data storage functions, we identify three main requirements of 
the current development: high-performance data transfer, data sharing and sin-
gle sing-on. For these requirements, we come up with three corresponding fea-
tures in our data storage system: Self-Adaptation for high-performance data 
transfer, forming user groups and specifying admission control for data sharing, 
and adopting GSI authentication to enable single sing-on. Besides, we also de-
velop a Java-based graphic user interface of the storage system that allows Grid 
users to manage data transparently as using local file systems.  

Keywords: Data Grid, data storage system, data transfer, web service, and sin-
gle sign-on. 

1   Introduction 

With the rapid growth of computing power and storage capacity of computers, many 
researchers and scientists have been concentrated on the development of various Grid 
systems to efficiently utilize distributed computing and storage resources in recent 
years. In Taiwan, a community of educational and research organizations interested in 
Grid computing technologies founded a Grid computing platform, called Taiwan 
UniGrid [1]. These organizations contribute their resources of computer clusters for 
sharing and collaboration. The objective of Taiwan UniGrid is to provide educational 
and research organizations with a powerful computing platform where they can study 
Grid-related issues, practice parallel programming on Grid environments and execute 
computing/data-intensive applications. 

As similar to other Grid systems, Taiwan UniGrid consists of three primary por-
tions: Computational Grid, Data Grid and Web Portal. Computational Grid is respon-
sible for managing scattered and heterogeneous computing resources and scheduling 
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the jobs submitted by users. Data Grid is a virtual storage infrastructure that integrates 
distributed, independently managed data resources and allows users to save and re-
trieve their data without understanding the configuration of underlying storage re-
sources. Web Portal, developed by National Tsing Hua University, is a uniform user 
interface by which Grid users can design workflow, submit jobs, manage data, moni-
tor job and resource status, etc. In this paper, we will present the development of the 
data management system for Taiwan UniGrid. 

As the distribution of storage resources and the growth of data size, the needs for 
efficient Grid data management are continuously increasing. In these years, many 
research and scientific organizations have engaged in building data management and 
storage tools for Grids, such as SDSC SRB (Storage Resource Broker) [2], SciDAC 
Data Grid Middleware [3], GriPhyN Virtual Data System [4], etc. SRB is a general 
Data Grid middleware that integrates distributed and heterogeneous storage resources 
and provides virtualized access interface. It has been a production data management 
tool and adopted by several Grid projects. Thus, among these tools, we decide to build 
our virtual storage system for Taiwan UniGrid based on SRB, while developing addi-
tional features that are not well supported by SRB. 

Before implementing the virtual storage system, we elicited requirements from the 
user and manager needs. Herein, in additional to the basic Data Grid functions pro-
vided by SRB, we identify three main requirements of the current development listed 
as follows. 

• High-performance data transfer: Since the size of data generated by scientific 
instruments and Grid applications has grown into the range of Terabytes, large data 
transfer over the Internet usually leads to a long latency and becomes a bottleneck 
for job executions. Thus, the need for high-performance data transfer is an impor-
tant issue in Taiwan UniGrid. 

• Data sharing: Two important concepts of Grids are sharing and collaboration. 
Grid users, such as scientists and researchers, are accustomed to retrieve data col-
lected by remote scientific instruments, analyze these retrieved data via various 
analysis tools, and share the analyzed results for further processing. Therefore, how 
to facilitate Grid users to contribute or get shared data with ease is a crucial re-
quirement in the development of a data management system.  

• Single sign-on: In essence, physical resources within a Grid system are distributed 
in different organizations and managed independently. Each organization has its 
own security policy. Without single sign-on mechanisms, Grid users have to keep a 
list of accounts for each machine by themselves. This becomes an obstacle for us-
ers to use Grid systems. Hence, we have to take the problem of single sign-on into 
account when we integrate our system with Computational Grid and UniGrid  
Portal. 

Consequently, in our system, we come up with three features with respect to the 
corresponding requirements. For high-performance data transfer, we propose a multi-
source data transfer algorithm, called Self Adaptation [5], which can speed up the data 
transfer rate in data replication, downloading, moving, and copying. For data sharing, 
our system allows Grid users to share their data in a manner of forming user groups 
and specifying admission control on each data object. For the issue of single sign-on, 
we choose GSI (Grid Security Infrastructure) [6] as our user certification mechanism 
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by which Grid users only have to login once and utilize Grid resources through cer-
tificates, so that they have no need to keep all accounts for each machine. Besides 
these features, we also develop a Java-based graphic user interface of the storage 
system that allows Grid users to manipulate data transparently as using local file  
systems. 

The remainder of the paper is organized as follows. In Section 2, we explain the 
system framework and deployment. Section 3 presents main features, including multi-
source data transfer, data sharing, single sign-on, and the data management client. An 
operational scenario of Taiwan UniGrid is demonstrated in Section 4. Finally, we 
present some concluding remarks in the last section. 

 

Fig. 1. The framework of the virtual storage system for Taiwan UniGrid 

2   System Framework and Deployment 

Figure 1 shows the framework of our virtual storage system. In the server side, the left 
bottom of the framework is a set of physical storage resources, including hard disks, 
tapes and databases, contributed by the members of Taiwan UniGrid. We adopt SRB 
as a data management middleware to integrate these scattered storage resources.  SRB 
provides a list of data and storage management functions. Although SRB has fur-
nished an efficient data transfer approach by using multiple TCP connections, we 
propose an alternative, called Self Adaptation, to get a higher data transfer rate in 
comparison with the original one. We will explain the detail of Self Adaptation in 
section 3. Therefore, we add the alternative (Self Adaptation Patch) into the original 
functions of SRB. A set of extended SRB APIs are built on top of SRB and the Self 
Adaptation Patch. The extended SRB APIs consist of primary APIs provided by SRB 
and the APIs for high-performance data transfer, such as MSDTReplicate() and 
MSDTCopy(). 

The right of the server side of the framework is a number of Web services used for 
data management. Web service technologies are playing an increasingly important 
role in the new generation of Grids. Such technologies encapsulate heterogeneous 
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software components, legacy systems and resources as services and simply describe 
their interfaces in a standard description language, i.e. WSDL [7]. Service providers 
can advertise their services in a registry, i.e. the UDDI [8] server, for clients to 
browse. If clients want to use the services advertised in a registry, the SOAP [9] tech-
nology helps them access the services through standard transport protocols, such as 
HTTP and SMTP. Therefore, we adopt Web services technologies in our system to 
integrate other software developed by third parties. There are two services imple-
mented in the current system: the AutoReplication service, developed by Chung Hua 
University, and the Account Management service. The AutoReplication service help 
Grid users set various replication policies on data objects. The Account Management 
service is developed by wrapping up the functions of user authentication in UniGrid 
Portal for single sign-on.  

In the client side, the bottom is the data management library for UniGrid which in-
teracts with the corresponding server-side extended SRB APIs and data management 
services. We implemented two versions of the library. One is Java-based and another 
is C-based. The data management library provides a uniform interface of data and 
storage management by which programmers can build various Grid applications to 
access the underling storage resources. 

 

Fig. 2. The deployment of the virtual storage system for Taiwan UniGrid 

Figure 2 presents the deployment of our virtual storage system. Since there is a 
huge amount of storage resources distributed in Taiwan UniGrid, using a single in-
formation server to maintain the metadata regarding users, data and storages may 
cause the problems of server overloading and single point of failure. To avoid these 
problems, we divided all storage resources in Taiwan UniGrid into five zones, i.e. 
Taipei_UniGrid, Hsinchu_UniGrid, Taichung_UniGrid, Tainan_UniGrid and 
Hualien_UniGrid. Each zone has a MCAT (SRB Metadata Catalog) server installed 
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for maintaining the metadata of the users, data, and storage resources. To enable the 
flexibility of sharing, the administrators of a MCAT server can specify their won 
sharing policies, for instance, some resources can be shared with users registered in 
other zones, but some are utilized in private. In addition, each MCAT server periodi-
cally synchronizes its metadata with each other to keep the metadata consistency 
among zones. By synchronization, Grid users registered in one zone can access stor-
age resources located in other zones and retrieve sharing data timely.  

The members of Taiwan UniGrid contribute their storage resources by setting up 
SRB servers. Each SRB server consists of one or more physical storage resources and 
is registered to a MCAT server. Gird users can manipulate data objects in a specified 
storage resource of a SRB server, for example uploading data objects, creating repli-
cas and modifying metadata of the data objects. Then the SRB server will automati-
cally ask the MCAT server, which registers the SRB server, to update the metadata of 
the operated data object and synchronize with other MCAT servers. Thus, a Grid user 
who logins to one of close SRB servers can utilize storage resources in any zone of 
Taiwan UniGrid. 

3   Main Features 

In this section, we present the main features of our system, including multi-source 
data transfer, data sharing, single sign-on, for the requirements listed in Section 1. In 
addition, we also develop a friendly graphic user interface of the virtual storage sys-
tem that helps Grid users manage their data as using local file systems. 

 

Fig. 3. (a) The replica selection approach. (b) The multi-source data transfer approach. 

3.1   Multi-source Data Transfer 

To achieve high-performance data transfer, data replication has been a widely used 
technique that facilitates a Grid user to select a best replica site closest to the specific 
destination and transfer the selected replica to it. Instead of transferring data from the 
source site, selecting the best replica can reduce the data transfer time on the Internet. 
A number of approaches have been proposed for selecting the best replica based on 
various criteria [10, 11]. However, as shown in Figure 3(a), since such an approach 
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only allows users to specify one replica for transfer in each selection, they have two 
major shortcomings: 

• When several replicas have almost the same network performance, choosing a 
slightly better replica and discarding all others does not fully utilize network re-
sources. 

• Selecting only one replica may degrade transfer reliability because, if the connec-
tion to the selected replica fails, it has to execute the selection algorithm again and 
reconnect to other replicas. 

Some multi-source data transfer mechanisms have been presented recently to solve 
the above problems [12, 13], whereby a transferred data object can be assembled in 
parallel from multiple distributed replica sources as shown in Figure 3(b). To improve 
the data transfer rate, we propose an efficient data transfer algorithm, called Self-
Adaptation. It not only enables the data transfer from multiple replica sites as other 
multi-source data transfer algorithms, but is also more adaptive to the network band-
width fluctuations. Self-Adaptation assigns proper segments of transferred data to each 
replica site based on the overhead and bandwidth measured from the previous data 
transfer, so that it can achieve higher aggregate bandwidth. More information of Self-
Adaptation and performance comparisons with other approaches can be found in [5]. 

Multi-source data transfer is the major contribution to the development of the data 
storage system. In the client-side library of the current system, we implement three 
alternative functions of data transfer based on Self-Adaptation to enable high-
performance data transfer. 

• MSDTDownload(): Grid users or programs can download data objects to their 
local file systems and the downloaded objects are reassembled in parallel from the 
source and replica sites. 

• MSDTReplicate(): Grid users or programs, for example the AutoReplication 
service, can make new data replicas to the specified destination resources and the 
new replicas are reassembled in parallel from the source and replica sites. 

• MSDTCopy(): Grid users or programs can make copies of data objects to the 
specified directories of the virtual storage system and the copies are reassembled in 
parallel from the source and replica sites of the original data objects. 

3.2   Date Sharing 

According to the literature survey, we found that Grid users usually need a platform 
where they can work collaboratively. Although most Data Grid middleware provides 
the sharing of storage resources, data sharing for collaborative work is not well sup-
ported. Therefore, in our system, we develop a collaborative platform through the 
combinations of forming user groups and specifying access permissions on each data 
object.  

In our system, a group of users who need to work together can ask the administra-
tors to form a user group. For instance, a user group can be built according to some 
research topics in which a group of users are interested. Each Grid user can take part 
in many user groups simultaneously as long as he/she gets the grants from the admin-
istrators. Once an administrator creates a user group, the system will create a group 
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workspace, i.e. a group home directory, for sharing and collaboration. Each group 
workspace can assign one or more owners to manage the admission of the workspace. 

In general, Grid users have their own personal workspace, i.e. a user home direc-
tory, where they can manage their private data objects. Data objects can be files, di-
rectories, replicas or links. Grid users can share their private data objects with others 
via specifying access permissions on data objects. Figure 4 shows a screenshot of 
admission control for data sharing, by which Grid users can specify read or write 
permission for each data object to other users or groups. It also supports the owner 
change of a specific data object. On the other hand, Grid users can share their data by 
uploading or copying private data objects directly to the group workspaces. 

 

Fig. 4. A screenshot of the data management client and admission control for data sharing 

3.3   Single Sign-On 

Since software components and resources within a Grid system are distributed in 
different organizations and managed independently, using one account for a Grid user 
to utilize all these software components and resources becomes a crucial issue. GSI 
(Grid Security Infrastructure) [6] is a promising solution to the issue in Grids. GSI 
uses X.509 certificates to securely authenticate users across the network. Moreover, 
SRB supports two main methods of authentication, GSI and an SRB secure password 
system known as Encrypt1. GSI in SRB makes use of the same certificates and Public 
Key Infrastructure (PKI) [14] as do Globus Toolkit [15] such as GridFTP [16].  Since 
we adopt Globus Toolkit as the middleware for managing computing resources, in 
order to enable the single sign-on for utilizing Computational Grid and Data Grid, we 
choose GSI as the main user authentication mechanism in our system.   

To use Taiwan UniGrid, Grid users have to register in UniGrid Portal first. The us-
ers will receive certificates issued from UniGrid CA after approved by system admin-
istrators. Meanwhile, the users’ profiles are also registered to Computational Grid and 
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Data Grid, i.e. Globus and SRB. Once users want to use Taiwan UniGrid, they can 
login to UniGrid Portal through their certificates and the system will automatically 
generate corresponding secure proxy certificates which are good for a few hours to 
submit jobs and manage data in distributed resources. 

 

Fig. 5. The cross-zone problem 

However, the current implementation of SRB does not well support the resource 
utilization cross difference zones by GSI authentication. As shown in Figure 5, for 
example, Grid_User1 and SRB_Server1 are registered in Zone A, as well as 
SRB_Server2 is registered in Zone B. If we adopt the Java-based client-side APIs, 
named Jargon, provided by SRB, Grid_User1 connecting to SRB_Server2 by GSI 
authentication will be failed to access the resources (Resouce3 and Resource4) in 
Zone B. We call this incident as the cross-zone problem. At present, SRB only sup-
ports the access to cross-zone resources through secure password authentication, En-
crypt1. Since we deployed our system in five zones and developed Self-Adaptation 
approach to reassemble data objects in parallel from multiple replica sources, which 
may be located in different zones, it causes the cross-zone problem. We will address 
this problem from two perspectives, users and programs, in the following paragraphs. 

From the perspective of users, we intent to make Grid users login once by certifi-
cates and launch the data management client to manipulate their data without con-
cerning with the cross-zone problem. Thus, we propose an authentication process, as 
depicted in Figure 6(a), to enable single sing-on for UniGrid Portal and the data man-
agement client. 

After a Grid user logins to Web Portal successfully, the portal asks the Account 
Management service to create a session and returns necessary information, including 
a generated session key and a profile for SRB to connect. The Grid user can launch 
the data management client to access data in storage resources after login to Web 
Portal. While launching the data management client, Web Portal passes the session 
key and SRB-related information to the client and then the client uses the session key 
to obtain the user’s password through SSL from the Account Management service. 
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Finally, the client uses the password and SRB-related information to connect to a 
SRB server in Encrypt1. Once connecting successfully, the Account Management 
service removes the session. This prevents malicious users from using the cached 
session keys to retrieve passwords from the Account Management service. 

 

Fig. 6. (a) The proposed authentication process enabling single sing-on for UniGrid Portal and 
the data management client. (b) The proposed authentication process enabling single sing-on 
for computing nodes. 

From the perspective of programs, Resource Broker delegates submitted jobs to 
computing nodes with limited proxy certificates, not full proxy certificate, for authen-
tication. However, in the current implementation of SRB, the limited proxy certifi-
cates will be failed in accessing storage resources located in different zones. Only full 
proxy certificates are allowed to access the cross-zone resources in SRB. Hence, we 
propose an authentication process for computing nodes, as shown in Figure 6(b), to 
deal with this problem. After Resource Broker submits jobs to computing nodes with 
limited proxy certificates, the computing nodes use the limited proxy certificates to 
get full proxy certificates from the Account Management service. Finally, the nodes 
can connect to SRB servers located in different zones with full proxy certificates and 
access programs and data in the storage resources. 

Table 1. The supported operations for data objects in the virtual storage system 

Data object Operations 

File 
download, upload, delete, 
copy, paste, rename 

Directory 
create, download, upload, 
delete, copy, paste, rename 

Link 
create, download, delete, 
copy, paste, rename 

Replica create, delete 

3.4   The Data Management Client 

We develop two kinds of clients of the virtual storage system. One is Java-based 
standalone version not integrated with UniGrid Portal and Computational Gird. It is 
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suitable for users who just want to store their data without the need of computation 
support. Another one is Java Web Start version which is embedded in UniGrid Portal. 
Grid users can launch the client directly from UniGrid Portal after they login. 

Figure 4 shows a screenshot of the data management client. The left of the client is 
the file and directory list of local storage drives and the right is the file and directory 
list of SRB storage drives. Once Grid users login to our system, the system directs 
them to their default home directories automatically, and then they can access data or 
traverse the whole storage system. As shown in Table 1, for various data objects, we 
provide difference operations on them in the current implementation. 

Unlike other FTP systems, our system allows users to specify storage resources, for 
instance closest resources, to store uploaded data. An uploaded data object can further 
be made several copies, i.e. replicas, disturbed in different resources for reliability and 
efficiency of data transfer. In addition to creating replicas by users, we also integrate 
the AutoReplication service in the client. Users can set replica policies on data objects 
via the client. The AutoReplication service will automatically create replicas accord-
ing to the specified policies. Furthermore, through the data management client, users 
can also specify access permissions on data objects, as shown in Figure 4, for sharing 
and collaboration. 

 

Fig. 7. The major components of Taiwan UniGrid and their interactions 

4   Operation Scenario of Taiwan UniGrid 

In this section, we will demonstrate an operation scenario of using Taiwan UniGrid. 
Figure 7 shows the major components of Taiwan UniGrid and their interactions. The 
high-level operation scenario is explained as follows. 

• A Grid user logins to UniGrid Portal by entering his/her account and password and 
UniGrid Portal employs Account Management service to verify user’s identity. 

• If login successfully, UniGrid Portal directs the user to his/her working web page, 
as shown in Figure 8. 

• He/she launches the data management client (Figure 4) and uploads programs and 
data needed for the jobs, which will be submitted later, to the data storage system. 
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• The user makes an execution plan for a job or designs a workflow of jobs on the 
working web page. 

• Once the user has submitted a job, the portal asks Resource Broker to select com-
puting resources based on the requirement of the submitted job. 

• Resource Broker assigns the submitted job to the selected computing nodes.  The 
selected computing nodes then retrieve programs and data from the storage system. 

• The selected computing nodes start computing.  
• Once all computing nodes finish their work, the computed results are merged and 

stored back to the storage system.  
• For reliability, the newly stored data can be replicated to other storage resources by 

the user or the AutoReplocator service.  

 

Fig. 8. The Taiwan UniGrid Portal 

5   Conclusion 

In this paper, we present the development of a high-performance virtual storage system 
for Taiwan UniGrid.  We employ SRB (Storage Resource Broker) as a basis to imple-
ment the functions of the storage system. Besides, we identify three main requirements 
in the current implementation: high-performance data transfer, data sharing, and single 
sign-on. To meet these requirements, we propose the corresponding features: Self-
Adaptation for high-performance data transfer, forming user groups and specifying 
admission control for data sharing, and adopting GSI authentication to enable single 
sing-on. We also develop a Java-based user interface of the storage system allowing 
Grid users to manage their data transparently without concerning the low-level de-
ployment of storage resources. In the future, we will continue developing new features 
in our system to make it more useful. On the other hand, we will execute more data-
intensive applications on our system to examine its reliability and scalability. 
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Abstract. In the last years several Grid Virtual Organizations -VOs- have been 
proliferating, each one usually installing its own Certification Authority and 
thus giving birth to a large set of different and possibly untrusted security  
domains. Nevertheless, despite the fact that the adoption of Grid Certification 
Authorities (CAs) has partially solved the problem of identification and authen-
tication between the involved parties, and that Public Key Infrastructure (PKI) 
technologies are mature enough, we cannot make the same assumptions when 
untrusted domains are involved. In this paper we propose an architecture to face 
the problem of secure interoperability among untrusted Grid-domains. Our ap-
proach is based on building a dynamic federation of CAs, formed thorough the 
quantitative and automatic evaluation of their Certificate Policies. In this paper 
we describe the proposed architecture and its integration into Globus Toolkit 4. 

1   Introduction 

Grid Resource owners can control access to their resources by means of well-
established Authentication and Authorization processes for End-Entities. Nevertheless, 
despite the fact that the adoption of Certification Authorities (CAs) has partially solved 
the problem of identification and authentication between the involved parties, and that 
Public Key Infrastructure (PKI) technologies are mature enough, we cannot make the 
same assumptions when untrusted domains are involved. Let us take for example two 
different Grid-CAs which do not have a direct interoperability agreement (i.e. explicit 
cross-certifying procedure), but their researchers need to work together.  

Furthermore, in the last years a lot of Grid Virtual Organizations (VOs) have been 
proliferating, each one usually installing its own Certification Authority and thus 
giving birth to a large set of different and possibly untrusted security domains. This 
represents one of the biggest interoperability problems that could arise among all Grid 
users and therefore one of the major security challenges to be faced before building a 
wide distributed infrastructure allowing the cooperation of existing Grid installations. 
In other words, this problem is related to the definition of a distributed infrastructure 
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able to guarantee a secure degree of interoperability among all the involved Grid-
Certification Authorities. 

In practice there are two commonly accepted approaches that provide interopera-
bility between different security domains based on PKI technology: 

1. Involved CAs explicitly build a trusted domain, defining a new CA hierarchy 
through cross certification techniques. In this case each CA explicitly trusts the 
others and therefore is able to accept their certificates.  

2. Involved CAs do not build an explicit trusted domain, but interoperate through a 
“federation”: any CA belonging to the federation implicitly trusts the others thanks 
to the definition of a well-established policy-based framework.  

Even if the explicit trusted domain (first approach) is an attractive solution, it is not 
always possible to implement in Grid environments, because of the required agree-
ments between the involved organizations, administrative overheads and technical 
problems that arise with current software (this is the case of the Globus Toolkit [1]).  

For the computational Grid, the second of the aforementioned options (building a 
Federation of CAs) has been the most suitable solution for real-world projects so far. 
At this aim, the Policy Management Authorities (PMAs) have established a minimum 
set of requirements and best practices for Grid PKIs willing to join its federation. 
These minimum requirements comprise the PMA’s Authentication Profile. It is impor-
tant to note that the PMA itself does not provide identity assertions, but instead asserts 
that, within the scope of its charter, the certificates issued by their member-CAs meet 
or exceed its Authentication Profile. In summary, Grid's Policy Management Authori-
ties represent "Federations of Grid PKIs" whose CA members accomplish minimum 
levels of security.  

In the case of the existing Grid PMAs (TAGPMA [2], EUGridPMA [3], APGridPMA 
[4] and IGTF [5]) compliance with their respective authentication profile is given through 
a well-defined, but mostly manual, process involving a careful analysis of the applicant 
PKI’s Certificate Policy (CP) [6], performed just once, when a new CA wishes to be part 
of an existing PMA. This is known as the PMA’s accreditation process. 

It is also interesting to note that even though all the Grid CA members of a PMA 
must fulfill with the established authentication profile, not all of them accomplish these 
minimum requirement on the same level. Despite the importance of such information 
for building comprehensive Grid PKI’s trust relationships and for Authentica-
tion/Authorization purposes, to date there is no automatic way to quantitatively com-
pute a CA’s compliance level according to a particular PMA’s Authentication Profile. 

With independence of the interoperability mechanism chosen (explicit trust or CA-
federation), any client (commonly called End-Entity) invoking a Grid Service’s op-
eration from the server, activates an authentication process to attest his identity. This 
process requires validating the end-entity’s digital certificate according to the path 
validation procedure described in [7].  

When involved CAs interoperate thanks to explicit trust agreements, only basic 
path validation is required: cryptographic verifications and status’ checks over the 
involved certificates. State of the art Grid software, like the Globus Toolkit, provides 
static mechanisms for the basic path validation, i.e. the administrators manually de-
clares the accepted CAs, and locally update respective CRLs. 

However, if the involved CAs are part of a Grid-federation, then extended path 
validation is needed:  basic validation path enhanced with a policy mapping process 
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that compares the involved CAs’ Certificate Policies to assert that they fulfil with a 
particular Accreditation Profile and therefore can interoperate among them. 

In previous woerk towards achieving extended path validation, our research groups 
proposed a Grid-Validation Infrastructure based on the use of the Online Certificate 
Status Protocol (OCSP) [8], just as presented in [9] and [10]. On the trust-research 
topic, in previous works we have proposed a formal methodology to compare and 
evaluate Certificate Policies from different CAs as published in [11], [12] and [13]. 
This paper is the result of gathering both the experiences to propose an architecture 
for enabling extended path validation in Grid environments, using both the validation 
infrastructure and the evaluation methodology. 

The remainder of the paper is structured as follows: next section outlines the state 
of the art on Grid validation and PKI’s security evaluation. Section 3 details the  
problem of Grid security interoperability and its relationship with the need of imple-
menting a Trusted Third Party (TTP), which we managed by using the extended path 
validation concept. Section 4 outlines the basis of our approach, by showing our pro-
posal for an architectural model for Grid interoperability. Section 5 introduces 
“POIS”, a real implementation of the proposed validation architecture for the Globus 
Toolkit 4, which enables interoperability between untrusted domains. Section 6 sum-
marizes the conclusions and future work.  

2   State of the Art 

Next will be briefly reviewed two Grid security topics, milestones of the proposal 
introduced later in this paper: the Grid validation and the PKI’s security evaluation. 

2.1   Grid Validation 

In a PKI, all entities (users and resources) are identified by a globally unique name 
known as Distinguished Name (DN). In order for entities to prove their identity, they 
possess a set of Grid credentials consisting of a X.509 version 3 digital certificates [7] 
and a private key. The certificate is digitally signed by a Certification Authority that 
guarantees for the binding of the entity’s DN to its private key.  

The authentication mechanism, by means of digital certificates, involves the pres-
entation of the certificate and proving possession of the corresponding private key. 
So, with the certificate being public, the only critical point is the preservation of the 
private key; to limit the danger of an entity’s private key being stolen, two strategies 
are commonly adopted: i) the key is protected with encryption or by storing it on a 
hardware token (e.g. a smart card); ii)  the private key has limited lifetime after which 
it is no longer valid. The Globus Toolkit’s security implementation known as the Grid 
Security Infrastructure (GSI) [14] follows the second strategy using Proxy Certificates 
[15]: short-term credentials that are created by a user, which can then be used in place 
of traditional long-term credentials to authenticate him. The proxy certificate has its 
own private key and certificate, and is signed using the user’s long-term credential. A 
typical session with the GSI would involve the Grid user (End-Entity) using its 
passphrase and the GSI’s command grid-proxy-init to create a proxy certificate from 
its long-term credential. The user could then use a GSI-enabled application to invoke 
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a service’s operation from a Globus Toolkit’s Grid Services Container [16]. If Message 
Level Security is being used for authentication [17], then the user’s application would 
use the GSI library and the corresponding proxy certificate to authenticate to the  
remote host by means of a digitally signed message containing the service invocation.  

From the Grid resource point of view, to fully perform the authentication process, a 
certificate validation service interface should be defined that can be used within the 
Open Grid Services Architecture (OGSA) [18] implementation to: 

1. Parse a certificate and return desired attribute values, as the validity period, the 
Distinguish Name -to map it to a resource’s local user- and so on. 

2. Perform path validation [7] on a certificate chain according to the local policy and 
with local PKI facilities, such as certificate revocation lists (CRLs) or through an 
Online Certificate Status Protocol [8]. 

3. Return attribute information for generic KeyInfo values, thus allowing the use of 
different certificate formats or single keys, or to pull attribute information from di-
rectory services instead of certificates. 

A certificate path validation process (step 2 above) must comprise at least the fol-
lowing four phases: 

1. Cryptographic verifications over the certificate path (i.e. verifying the digital signa-
ture of each certificate). 

2. Verifying each certificate validity period. 
3. Verify that the first certificate in the chain is a Trust Anchor. 
4. Verify the certificate’s status to ensure that is has not been revoked or suspended.  

For the rest of this paper the process just described will be referenced as basic path 
validation. Modern Grid installations like the Globus Toolkit [1] provide static 
mechanisms to perform the last two phases of the basic path validation process  
described above: 

− The first certificate in the chain is considered a Trust Anchor if it has been stored 
into the Grid node’s /etc/grid-security/certificates/ directory. 

− The certificate’s status is retrieved from a locally stored Certificate Revocation List 
(CRL). 

Both processes have an inherent static nature and because of this diverse security 
problems may arise into the Grid. 

2.2   Evaluation of Grid PKIs 

Next is described important related work on PKI’s evaluation; in particular are sum-
marized three techniques quite suitable for evaluating Grid PKIs policies, the core 
functionality of the validation infrastructure proposed later.  

The first of these techniques is the Reference Evaluation Model (REM) presented 
in [11], and defined as a triplet (Formalization, Technique, ReferenceLevels) where a 
formalized certificate policy is evaluated with a novel evaluation technique. The pro-
posed technique is based on the definition of a policy metric space and a distance 
criteria to numerically evaluate the CA’s security level thus obtaining the so called 
Global Security Level. 
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In second place and closely related with REM is the work presented in [19] where 
the authors propose on-demand evaluation of Grid CA’s policies and practices to 
achieve interoperability. A prototype for a trust evaluation system is presented in that 
paper, which is able to evaluate a CA based on its published policies and observed 
practices with respect to a set of rules based on the requirements from an Authentica-
tion Profile. In particular, its evaluation methodology encodes some features from the 
CP into a CA report file (involving key-value pairs coded in a Scheme-like language) 
so afterwards they can be evaluated relative to rulesets, assurance levels allow rulesets 
to be defined for each level specified by the GGF. A customized ruleset can be de-
fined either based on a minimum requirements document from a PMA, or even on a 
set of rules created by the VO or the CA to override and extend the default ruleset. In 
this way the authors introduce the “ruleset inclusion principle” as the base for evaluat-
ing chained rulesets. 

Finally in [20] is proposed an extension to the Grid Security Infrastructure that 
provides for dynamic establishment of trust between parties. This approach, called 
Trust Negotiation, seeks to implement authorization and authentication by establish-
ing trust relationships in a bilateral and iterative way. This task is performed with the 
disclosure of certificates and by requests for certificates; those requests may be in the 
form of disclosures of access control policies that spell out exactly which certificates 
are incrementally required to gain access to a particular resource (an approach that 
differs from traditional identity-based access control systems that involves a trusted 
third party). 

3   The Problem of Grid Security Interoperability 

As Grid computing became more popular, VOs proliferated at the same rate, and this 
finally resulted in the breed of several Certification Authorities (as a common prac-
tice, each organization installing a Grid environment also defines its own Certification 
Authority). Soon this represented a big interoperability problem between the users 
and resources belonging to different institutions:  the computing resources were in 
different domains, but the need of cooperation through a Grid environment required to 
share them all. A clear need arose for methodologies, techniques and tools able to 
build interoperable systems. According to [21] the interoperability problem in Grid 
environments can be subdivided into three levels: 

• Protocol Level, i.e. the capability of Grid systems to communicate with known and 
accepted standard protocols. 

• Policy level, i.e. the capability of each party of the Grid to be able to specify its 
security policy expressed in a way mutually comprehensible. 

• Identity level, i.e. the capability of identifying users from one domain to another. 

State of the art Grid solutions focus mainly on the first level, accepting the use of 
SOAP/HTTP protocols as the common platform for system interoperability. The 
proposal presented in this paper focuses on the Identity Level, adopting a policy-
based approach to implement an extended path validation mechanism as introduced 
next. 
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The main idea behind the extended path validation mechanism is to define an ap-
proach that enables any Grid relying-party to validate in real-time a digital certificate 
issued by any other CA, even though they do not belong to the same trusted domain 
(i.e. Institution or project). To perform an extended validation path we need: 

• A methodology to automatically perform the policy mapping (i.e. comparison of 
the Certificate Policies and their evaluation), to build a dynamic virtual CA  
federation; 

• A mechanism to validate on-line and near-real time the certificate status. 

As mentioned in section 1, most Grid PKIs working together are not completely 
unknown, but they have been previously accredited by a Policy Management Author-
ity (PMA), which defines a minimum set of security requirements – in the form of an 
Authentication Profile as in [22]- that must be accomplished for interoperability rea-
sons. Even though all Grid CAs from a PMA must pass the accreditation process, not 
all of them accomplish the respective Authentication Profile on the same level. There-
fore it is very important to measure the degree of compliance of a Grid-PKI’s Certifi-
cate Policy with respect to a PMA’s Authentication Profile; with this information it is 
possible to build comprehensive trust relationships between those Grid PKIs.   

At this aim we propose in this paper an architecture for building a Grid validation 
system, which guarantees secure interoperability among untrusted domains by both 
retrieving near real-time the status of any certificate issued by a CA, and evaluating 
the security level associated with this Authority.  

4   The Architectural Model of an Interoperability System 

As pointed in the previous sections, the goal of the proposed architecture is to enable 
extended path validation in untrusted Grid domains. Our approach is to build a dy-
namic federation of CAs by evaluating their certificate policies. In order to have 
grants about the CAs minimum security requirements (and that each CA respects its 
published Certificate Policy), we refer to a Trusted Third Party: the PMA.  

At a coarse grain, the proposed Interoperability System (IS), see figure 1, acts as an 
intermediary between the certificate verifiers (relying parties) and the issuing CAs by 
managing (retrieving, elaborating and updating) the information needed to perform 
the extended path validation: the list of accredited CAs, the list of revocation sources 
and the Certificate Policies. 

The IS may be collocated with the Trusted Third Party and must perform two main 
tasks:  

1. Online validation of the certificates’ status. 
2. Evaluation of the issuing CA’s security level. 

For the first task we will use a Grid Validation System able to retrieve the status of 
a digital certificate through the OCSP protocol in a CA federation; further details of 
this system are available in [9] and [10]. About the second task, for evaluating a CA’s 
security level we have adopted the Reference Evaluation Methodology, briefly sum-
marized in 2.2 and which details are available in [11]. 
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Fig. 1. Functional blocks of the proposed Interoperability System (IS) 

REM’s approach is based on the formalization of a Grid-CA’s Certificate Policy to i) 
determine if this Authority is compliant with a PMA’s Authentication Profile and ii) 
to quantitatively evaluate the Global Security Level of this CA. In figure 2 we show 
the results of the REM application to some of the Certification Authorities members 
of the EUGridPMA [3], in order to obtain their GSL; we have compared the EUGrid-
PMA’s minimum Authentication Profile [22] against Certificate Policies from IRIS 
Grid CA [23], US Department of Energy Grids CA [24], CERN CA [25] and INFN 
CA [26].  Further details about this results and the methodology are available in [27]. 

IGTF-AP

pkIRISGridCA

DoE CA
CERN CA

INFN CA

 

Fig. 2. GSLs obtained for a set of EUGridPMA's Certification Authorities 

The GSL represents the CA security level that will be embedded as a Proxy Cer-
tificate extension using OGRO’s prevalidation mechanism (please refer to [10] for 
more details about this feature), thus providing a final decision about a certificate 
validation and the Grid-PKIs interoperability issues. 
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5   POIS: Policy and OCSP Based Interoperability System 

In this section we propose a validation system built over the basic blocks presented 
previously: POIS - Policy and OCSP based Interoperability System (figure 3). POIS is 
comprised of three basic elements: the OCSP Responder’s database (tentatively Cer-
tiVeR [28]), the Policy Evaluator and the OCSP Responder itself. At a coarse view 
POIS offers the following features: 

1. Manage (retrieve, update) the list of CAs accredited by PMA.  
2. Manage (retrieve, update) the accredited CAs’ Certificate Policies. 
3. Manage (retrieve, update) the accredited CAs’ CRLs. 
4. Communicate validation information to relying parties over OCSP. 
5. Perform Extended Path Validation:  

− Perform Basic Path Validation.  
− Evaluate and/or Compare Certificate Policies through precomputed GSLs. 

In order to manage the list of accredited CAs and their policies (features 1 and 2) 
POIS, modern techniques assume an off-line communication with both PMA and CAs 
(the administrator manually downloads the list of accredited CAs and their Certificate 
Policies). The CRLs (feature 3) from each accredited CA are managed using Cer-
tiVeR’s CRL Updater module (described in [28]), so they can be used later for the 
Extended Path Validation algorithm. POIS implements in its Policy Evaluator subsys-
tem the REM technique explained in section 2.2, which allows offline evaluation of a 
member CA’s Certificate Policy (after retrieving it) to obtain its respective Global 
Security Level. Afterwards into the OCSP Responder’s database, the GSL data is 
linked to the existing Certification Authority information (i.e. its revocation data from 
the CRL).  

 

Fig. 3. POIS’ Architecture 
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POIS is able to perform the Extended Path Validation thanks to the OGRO mid-
dleware [29], which builds over GT4’s basic path validation algorithm the following 
two enhancements: i) certificates’ statuses are extracted from the OCSP prevalidation 
data and ii) embedded GSL (from the End-Entity’s CA) is compared against the GSL 
value required by the Relying Party. 

Figure 3 shows a typical POIS’ uses case, where interoperability is achieved be-
tween a Grid Client belonging to Institution A and a Grid Services Container from 
Institution B. Sections 5.1 and 5.2 will explain in greater detail this process from the 
point of view of both entities, the Grid Client and the Grid Services Container.  

 

Fig. 4. End-Entity performing Extended Path Validation with POIS 

5.1   Extended Path Validation: POIS and the End-Entity 

When an End-Entity uses POIS to dynamically build Grid interoperability, the phases 
depicted in figure 4 take place. It is easy to note the addition of the GSL concept in 
the following steps: 

− In an offline manner the CA submits its Certificate Policy (CP) to the POIS, and 
then the Policy Evaluator subsystem feeds it to its REM implementation to obtain a 
GSL. As mentioned in the previous section, this GSL is stored into OCSP Re-
sponder’s DB along with the CA data already there. A further enhancement may 
provide a SOAP-based implementation for online CP’s submission and evaluation 
(see section 6 for a discussion about our future works). 

− The End-Entity builds an OCSP Request with a specific extension field (fully 
compliant with [7]), that our OCSP Responder will understand as a requirement to 
include its corresponding GSL, let us call it EEGSL , along with the OCSP  
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Response. Note that each CA from the End-Entity’s certificate chain may be asso-
ciated with a different GSL. 

− Finally, when the End-Entity receives the OCSP Response (with EEGSL  embedded 

also as an extension field), the prevalidation mechanism is executed to create a 
proxy certificate with this data embedded. 

Our belief is that thanks to OGRO’s prevalidation mechanism not only is the relying 
party able to improve validation process’ performance, but also the Proxy Certificate is 
self-contained in the sense that includes all the data required by relying parties to perform 
the extended validation process without further contacting any authority. Performance 
measures related to the underlying Grid-OCSP process can be found in [28]. 

5.2   Extended Path Validation: POIS and the Grid Services Container 

Once the proxy certificate has been created with prevalidation data including GSL 
value(s) according to 5.1, it is possible for the Grid Server to perform the interopera-
bility evaluation that will enable it to take a final validation decision on the End-
Entity invoking the Service’s operation.  

 

Fig. 5. Modified Server for Extended Path Validation with POIS 

Figure 5 extends the validation process with the following enhancements: 

1. If OGRO’s prevalidation mechanism was used, then the End-Entity’s EEGSL  is 

extracted from this data, Otherwise, this GSL value is requested directly from the 
OCSP Server. 
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2. The interoperability test is performed by comparing EEGSL  with the minimum 

required-GSL defined by the relying-party in OGRO’s Grid Validation Policy, let 
us call it SVRGSL . If SVREE GSLGSL ≥  then both Grid-CAs may interoperate. 

Notice that with POIS it is possible to dynamically test for an interoperability con-
dition on the server-side, but the End-Entity could be also able to request a minimum 
expected GSL from a Grid-node. This mutual-interoperability will be a future en-
hancement in POIS just as explained in the section 6. 

6   Conclusions and Future Work 

The research collaboration undertaken between the “Università di Napoli, Federico 
II”, the “Seconda Università di Napoli” and the “Universitat Politècnica de Cata-
lunya” in the field of digital certificate path validation for the computational Grid has 
resulted in POIS, a promising alternative towards a practical solution to the dilemma 
of providing an interoperable and flexible trust environment between relying parties 
belonging to different and not cross-certified Grid-Certification Authorities. The pro-
posal presented in this paper relies on a Grid-OCSP Validation System to convey the 
Global Security Level of any Certification Authority, which quantitatively represents 
the assurance level of its published Certificate Policy. Using this data any Grid-
relying party may dynamically decide to interoperate or not with any other, without 
the need to perform cumbersome administrative processes. 

For future extensions to the POIS implementation, we are working of the following 
topics: 

− GSL for hierarchical PKI: even though most Grid-PKIs are only comprised of one 
Certification Authority (the Root CA itself), the entrance of Grid technology into 
new fields (i.e. enterprise applications) is likely to employ hierarchical PKIs in 
more than one case. GSL computation and OGRO’s interoperability-checks should 
be extended to support these complex scenarios. 

− Mutual interoperability: in this paper we have set up a scenario where the relying 
party is the Grid Server itself, which in turn defines its interoperability condition. 
But is it feasible to think that an end-entity can also define its own constraints? We 
believe that it is convenient from a security point of view to implement this func-
tionality in the near future. This enhancement will allow us to differentiate among 
policies linked to institutions (i.e. Certificate Policies) and policies from individu-
als (i.e. Use Policies). 

− Extending the Certificate Policy to a Validation Policy: it is very likely that all the 
entities participating in the computational Grid will require defining their own 
Validation Policies, containing their minimum interoperability requirements in a 
per-provision basis. These Validation Policies will be an instance of the Certificate 
Policy used in our proposal, so it is feasible to expect that POIS could be scaled 
easily to provide this requirement. 

Finally with the development of the authentication and validation protocols around 
OGSA, it is possible that POIS would need to implement protocol connectors for 
specific functions: a SOAP-based protocol for CP conveying from CA to Policy 
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Evaluator, OCSP for Certificate status, etc. This may also enhance POIS performance 
and network bandwidth usage. 
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Abstract. This paper proposes an application level multicast approach called 
Tree-Control-Mesh-Media (TCMM) to distribute live media streams to a large 
number of users efficiently. In TCMM, transmissions of media data are con-
trolled by two independent relay protocols in a collaborative manner. One pro-
tocol here is used to help a peer to identify its neighbor peers using the location 
information while the other one is used to deliver of media stream among the 
peers. The two protocols organize all peers into two graphs with different to-
pologies that the communications can benefit a lot from the hybrid control to-
pology. We have studied the performance of TCMM approach using different 
simulation cases. The experimental results have shown that the broadcasting 
performance of TCMM can achieve that of a well constructed mesh network 
while it can adapt more dynamic and irregular network environment. We also 
see that the penalty of introducing two protocols is rarely low which implies the 
high scalability of TCMM. 

1   Introduction 

Recent research works reveal the brilliant future to provide media streaming services 
based on the P2P substrates. Many papers discuss the important roles that peer nodes 
have played in distributing streaming media. Till now, many P2P media streaming 
systems have been developed. They can be divided into three catalogues: tree-based 
(or hierarchical-based) system [20], DHT-based system [22] and mesh-based system 
[6]. In tree-based system, all peer nodes are organized as a spanning tree over the 
existing IP network, and the streaming data are distributed along that tree. As the 
parent nodes should provide streams to child nodes, the total bandwidth of a parent 
node having n child nodes would be bw×(n+1), where the bw is the minimum band-
width needed by a peer. One disadvantage of the distribution topology is that a parent 
node will require more in bandwidth to feed its child nodes. Also, this kind of systems 
which only have one root node will become unstable when peers join and leave  
frequently [19]. 
                                                           
* This paper is supported by National Science Foundation of China under grant 60433040, and 

CNGI projects under grant CNGI-04-12-2A and CNGI-04-12-1D. 
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The second distribution system is DHT-based. In this kind of systems, peers are 
organized as a circle. Due to the ring-alike topology, one peer node just has to bypass 
the stream to its neighbor peer. However, it also suffers for the instability and usually 
lacks methods to optimize the communication. The systems belong to the third cata-
log are mesh-based. In these structures, every peer node provides data to and gets data 
from several other nodes. Although this kind of structures have no stability problem, 
it is also very difficult to do traffic optimization [14][26]. 

In this paper, we propose a hybrid communication scheme, Tree-Control-Mesh-
Media (TCMM). We organize all peers into two graphs, one is the spanning tree and 
the other one is a pure mesh. In the spanning tree, only control messages can be 
transmitted, therefore all the peers can quickly find its neighbor peers and establish 
data links using the control messages. Then all the media data can be transmitted in a 
constructed mesh network as traditional mesh-based systems. Extensive simulations 
demonstrate that this kind of hybrid structure gives a better solution for the locality 
optimization and stability. Usually, in a non mesh-based system, it is critical to avoid 
high quantity of messages transmitted from the parent node to each child node. How-
ever, in TCMM, nodes can receive control data from different peers simultaneously, 
which can reduce the risk of suffering from a high transmission rate. 

The rest of the paper is organized as follows. Section 2 discusses related work. 
Section 3 presents TCMM scheme. Performance evaluation of the TCMM is pre-
sented in section 4. Finally, we conclude our work in section 5. 

2   Related Works 

Based on different network topology, application level multicast used in P2P media 
streaming systems can be divided into three categories: DHT-based, tree-based, and 
mesh-based. 

The systems belonging to the first kind rely on those existing DHT network to op-
timize the paths according to certain metrics such as latency and bandwidth. For ex-
ample, paper [18] is based on content addressable network (CAN) [17], and Bayeux 
[27] is based on Tapestry [4]. CoopNet [22] supports both live and on demand stream-
ing. It employs multi-description coding (MDC) to construct multiple distribution 
trees (one tree for one strip). SplitStream [15] is based on Scribe [3] which is based on 
Pastry [2]. 

In tree-based systems (Yoid [9], ALMI [16], Nearcast [25], NICE [20], ZIGZAG 
[21], Anysee [11], and Chunkyspread [23]), peers are organized into a hierarchal 
structure. They just get streams from a single parent. The advantages of these systems 
include low overhead and can get optimal nearby nodes as data provider. However 
some peers usually have not enough bandwidth to support their children and it is 
difficult to resist the churn. Hence it limits the deployment of tree-based systems. 

The mesh-based systems are named for the reason that each peer has multiple data 
senders and receivers, e.g., Narada [6], ScatterCast [5], PROMISE [13], DagStream 
[10], RandPeer [12]. They overcome the difficulties in tree but lead to redundant 
traffic of underlying physical networks. 

CoolStreaming [24] is one of the most famous mesh-based application level multi-
cast systems. By using DONet protocol, each node first exchanges data available 
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information with all the partners periodically, and then retrieves the data from one or 
more partners. Actually, the data transferring mesh in our proposed approach is simi-
lar to CoolStreaming to inherit the efficiency of data exchanging. 

BULLET [7] is the most similar structure to TCMM. It uses RanSub [8] to build an 
overlay tree, one peer, if not fed enough, can receive data from multiple ancestors in 
the tree. But the tree participating the data transferring is different from TCMM. Since 
in TCMM, the tree is to organize the peers in a locality-aware overlay. The mesh 
overlay is used to exchange media data. 

Different from these systems, TCMM is proposed for the streaming system that 
each receiver should have multiple senders. Here the tree topology is just used to 
identify nearby senders. 

3   Design of TCMM 

The main focus of this paper is the design and implementation of TCMM which is 
based on our previous work Nearcast [25]. First we will give a brief introduction of 
TCMM, and then details of the TCMM approach will be introduced. 

3.1   Overview of TCMM 

All peers in TCMM are involved to distribute media data. They are organized into 
two overlays – one is used as control tree and the other is used as media mesh. The 
control tree structure is used to make all nodes in the tree close to each other physi-
cally, it means there must be few routers between each pair node, or the Round Trip 
Time (RTT) should be small. Also, the messages transmitted over the tree should be 
lightweighted messages such as ping/pong messages. Because the out-degree of each 
node in the tree graph can be very large while the tree height (logN) is relatively low. 
Further, when no media data transmitted, the tree can be loosely maintained, that is, 
even if some peers have left, other peers still can postpone to update the tree informa-
tion without breaking transmitting media data in a long period. 

The second overlay in TCMM is a data mesh which is similar to CoolStreaming. It 
is used to transmit media data. Each peer first registers to the network to get a Global 
Unique Identity (GUID). On the other hand, at the beginning, it is at the tree root, the 
scheduling algorithm then guides it to route to a peer which has a relatively similar 
GUID. In the routing path, this peer can collect information about the visited peers to 
build its own candidate partner list. After that, it selects a group of nodes to connect to 
for more partner information. Finally, it can start the media data exchanging. Fig.1 
gives an overview of the two-layer structure of TCMM. 

3.2   Tree Management 

The tree management is based on Nearcast protocol [25]. In this protocol, leaf peers 
in the overlay multicast tree are self-organized to form the H layer hierarchical  
structures. 
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Fig. 1. Overview of TCMM, the dashed line stands for a data link, those of which construct a 
mesh, while thick line stands for control link for constructing a loosely maintained tree 

Based on the network position coordinates of leaf peers, the intra-subtree structure 
is designed to be sensitive to the locality information. This strategy leads to that 
nearby leaf peers in the physical network are nearby with each other in the overlay. 
These two techniques help the overlay multicast tree to become a good represent of 
the underlying physical network, therefore the link stress and the total (or average) 
end-to-end delay can be effectively reduced. 

The TCMM tree is constructed based on GUID, which consists of the peers’ loca-
tion information. It encodes the following information into 16-bytes of string: net-
work type (firewall or NAT or else), ISP (internet service provider), city, postcode, 
public IP, and private IP, see Fig.2. Here we introduce briefly only the basic operation 
of the tree maintenance: Join Process and Leave Process. For more details of how to 
maintain the tree, readers can refer to Nearcast [25]. 

 

Fig. 2. The elements of GUID 

Once an existing host Y receives the “Join” message from X, it uses the admission 
algorithm to compare the joiner’s GUID with its own GUID, so as its children’s 
GUIDs. Also, it tests the network bandwidth constraints to determine whether Y is the 
nearest host to X. If so, X should be admitted to be a child of Y. Otherwise, it is redi-
rected to the nearest child of Y. This process will repeat until X finds its nearest  
parent. If a child receives the “Leave” message from a leaving peer, it should immedi-
ately response by sending a “Join” message to its original grandparent. The parent 
receives “Join” message, it will treat it as a new join process. Since in TCMM, the 
control tree only helps to find close peers without transmitting media data. It is  
unnecessary to absolutely maintain the tree structure. 
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3.3   Mesh Management 

In TCMM, each peer maintains an active partners set and an inactive partners set. 
The active partners set is used to exchange media data while the inactive partners set 
is used to select active candidates. A peer also maintains a local window, which stores 
media data received from others and will be shared with others. 

In this section, we mainly focus on partner management and window management 
techniques. As we know, in real internet environment, peers usually have different 
bandwidth as well as other network resources. Also, there always exist many partners 
which receive much more media data than they contribute. Based on this observation, 
we can classify active partners into two kinds, provider partner and receiver partner. 
Suppose node A has a partner B, whose sequence number of its window’s first packet 
is bigger than that of A (usually close to the media source), Here, B is the provider 
partner of A, and A is the receiver partner of B. It is clear that each peer must maintain 
a minimum number of provider partners in order to maintain continuity. The classifi-
cation of partners is illustrated in Fig.3. Fig.4 depicts the operations and algorithms 
applied between a peer and its partners, including a) how to produce inactive partners, 
b) how to select one from an inactive partners list to be an active partner, and c) how 
to schedule when more than one active partner possess the data to a peer. 

 

Fig. 3. Classification of partner 

 

Fig. 4. Partner maintenance (origin node A), Ping/Pong with inactive partners and window map 
exchange with active partners 

3.3.1   Inactive Partner Generation 
There are three ways for a peer to get inactive partners to build up its inactive peer 
list: a) when a peer joins the overlay, it will receive a partner list as a piggyback mes-
sage of “OK Response” message from its father node; b) send requests to its active 
partners when the peer’s count of provider partner is less than a predefined minimum 
value. When a peer receives a “Partner Request” message, it responds by sending an 
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active partner list to the requester. It is because a partner’s active partners would 
proverbially to be active partners. On receiving the partners reply, if they do not exist 
in the inactive partners list, the peer will add them to the list to be candidates of active 
partners; c) a peer will periodically collect children and father information in the con-
trol tree to build local partners list. Because the tree is maintained by “Alive” mes-
sage, the peers in the tree are very probable online and can perform data transmission 
well. Thus, each peer will periodically send ping message to those inactive partners to 
check whether they are still online. Suppose the number of members in inactive list is 
Ninactive, ping interval is Iinactive, packet size of Ping/Pong is Sinactive the Ping/Pong overhead 
is Oinactive= Ninactive×Iinactive×Sinactive. 

3.3.2   Active Partner Generation 
All active partners are inactive partners before they change their state, therefore, a 
peer will prepare to select some inactive partners to become active partner candidates 
when the number of local provider partner is less than a given threshold. Several fac-
tors are considered, including: a) the difference of GUID is lower; b) the RTT be-
tween is lower; c) more data that it needs is in the window. After choosing several 
candidates, the peers send “Identity Request” message to them. On the other hand, 
once the peer receives an “Identity Request” message, it will check whether this part-
ner can be accepted. If it is ok, then “Identity Agree Response” will be sent. Otherwise 
a reject message will appear as a response. After that they begin to exchange window 
map at a given interval. At the same time, another task will compare their window 
maps independently and periodically. Also, a “Data Request” request will be sent for 
the missing data. As the window sliding and the window map changing, the data pro-
ducing and consuming process continue until the end of the live streaming program. If 
being rejected, a peer will try the second peer in the candidate list and if accepted, the 
remote peer will become its active partner and be added into the active partner set. 

3.3.3   Active Partner Schedule 
Before discussing partner selection algorithm, some concepts about windows should 
be introduced. Each peer maintains a sliding window to store data availability infor-
mation, including the sequence number of the first segment it is sliding to and the 
segment states in bytes. In these bytes, each bit stands for a segment’s state, 1 is for 
available, 0 for unavailable. Because each peer’s local window is limited, it has to 
discard the old data and fill new data. 

A peer will periodically check its window to request the missing segment by send-
ing a “Data Request” message to it. If multiple partners have the unavailable segment, 
it will schedule which partner acts as the provider. Here, we give a principal to the 
scheduler scheme, 1) MAX_REQ, which limits the maximum segment one “Data 
Request” message can convey. 2) Every segment of data will have a transmitting 
pending time Tpending, if a partner’s last transaction has not been completed and does 
not encounter a timeout error during the transaction time, it should be added to current 
task this time. 3) If two video segments are available simultaneously, the one with 
bigger sequence number should have higher priority. This means, we always request 
the video segment with higher sequence number than that with lower sequence num-
ber. The third principal can strengthen the “enlarge ability” of the system. Having the 
three principals in mind, we implement our own algorithm in Fig.5. 
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Input: 
Band[k]: bandwidth from partner k; 
wm[k]: window map of partner k; 
task[k]: assigned task of k ; 
pending[k]: not completed task of k; 
num_partners: number of partners of the node; 
local_window[i]: segment i of local window map is 
available or not; 
Scheduling: 
for segment i =size(local_window) do 
   i←i−1; 
   if local_window[i]=1 then 
     continue;//if segment i is available,schedule next 
   end if 
   for j to num_partners do 
      n←n +wm[j,i];//get potential suppliers for i; 
   end for j;  
   if  n =1 then  
      k←argr{ wm[r,i]=1};// only one potential supplier; 
     if task[k]+pending[k]>MAX_REQ then  
        continue; 
     end if 
     supplier[i]←k; task[k]←task[k]+1; 
     continue;  
   end if;  
   for j =2 to n  
     if task[k]+pending[k]> MAX_REQ or 
task[k]+pending[k]>band[k] then  
        continue;  
     end if  
     supplier[i]←j; task[k]←task[k]+1; 
   end for j;  
end for i;  
Output: supplier[i]: supplier for unavailable segment i 

Fig. 5. Scheduling algorithm at a TCMM node 

4   Performance Evaluation 

4.1   Simulation Setup 

To evaluate performance of TCMM, we first propose a GUID-based delay and band-
width simulation method instead of using traditional physical topology generation 
tools to generate physical topology, such as GT-ITM [1]. Because the communication 
between each pair of nodes is affected by delay and bandwidth, thus, if we try to 
simulate the two characteristics in internet, we need not generate the physical topol-
ogy. In our simulation platform, we just generate a peer sets. 

We suppose that the delay and bandwidth between two peers can be determined by 
their GUIDs. In the sending queue, a packet can be sent when the previous sending 
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operation has been finished. The communication delay between two logical neighbors 
is calculated according to formula 1. From formula 1, we can see that the delay will 
affect the bandwidth. Also, using GUID-based methods, we generate 5 physical peer 
sets each with 2000 nodes. The logical topologies are generated with a number of 
peers (nodes) ranging from 100 to 1,024. Suppose N is the number of the total peers, 
N/10 cities and N/5 postcodes are generated and randomly assign all the nodes to 
them. The expected number of inactive partner is 20, and the minimum number of 
each peer’s provider partners is 3, the maximum number of active partner numbers is 
15. We start the broadcaster and let 2 randomly selected peers join the system every 
second. The lifetime of each peer is set to 600 seconds. We collect the log to analyze 
the performance of our TCMM system. 

Delay(i,j)=ISPi⊕ISPj×WISP+Cityi⊕Cityj×Wcity+postcodei⊕postcodej×Wpostcode+I 
P1i⊕IP1j×WIP1+IP2i⊕IP2j×WIP2+IP3i⊕IP3j×WIP3+IP4i⊕IP4j×WIP4 

(1) 

TotalDelay(i,j)= Delay(i,j)(1+L/2048) (2) 

In formula 1, ⊕ means exclusive OR operation. If ISPi is equal to ISPj, then ISPi⊕

ISPj is 0, otherwise 1. WISP means the weight of ISP to the delay. It means that only 
nodes from different ISP can affect the delay in ISP item, so does other factors in this 
formula. Let the first byte of internet address of peer i is IP1i, IP1i⊕IP1j compares the 
first byte of two addresses. Then IP2, IP3 and IP4 compare the second, third, fourth 
byte of the two peers’ IP address, respectively. We set the weight of each factor as 
WISP=500, Wcity=200, Wpostcode=100, WIP1=100, WIP2=100, WIP3=100, WIP4=50. Because 
we send a message after its previous message has been sent, suppose we get a delay 
50ms through formula 1, and formula 2 adds the effect of messages length to the 
delay, if the sending queue consists of 3 messages with the size 50, 10240, 10240 
bytes, we get the total delay 50ms, 100ms, 100ms according to formula 2, then the 
completion sending time of the 3 messages are 50ms, 150ms and 250ms, respectively. 

There are already some metrics to evaluate a peer to peer live streaming system, 
such as link stress method [6], and data path quality method [20]. Because in TCMM, 
there is no physical topology to evaluate the link stress, on the other hand, TCMM 
does not transmit media data through a multicast tree, thus avoids evaluating the data 
path quality either, therefore, in this paper, we use other metrics, such as starting 
delay, dynamic resistance, and overhead to evaluate the performance of TCMM. Each 
experiment result is got by averaging 5 tests cases. 

4.2   Control Overhead 

This index is categorized by tree overhead and mesh overhead. Tree overhead is de-
fined as the ratio of the bytes that a peer received to maintain the tree structure over 
the total bytes a peer received. Mesh overhead is defined as the ratio of the bytes that 
a peer received to exchange window map over the total bytes the peer received. The 
tree overhead mainly includes alive messages cost happened in a peer periodically 
sends this message to its children and receives them from its parents. Fig.6 presents 
the average tree overhead of TCMM. The data are collected when sending an “Alive” 
message every 5 seconds. This figure implies that the tree overhead is nearly inde-
pendent of the community size. That is because the alive messages are only sent to 
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children by father, and children have no responsibility to answer them. So, when a 
peer can accept more children, its own overhead increases, but its children’s overhead 
will decrease. This will cause the average overhead changes a little. Fig.6 also depicts 
that the tree maintain overhead is less than 0.5% of the total traffic. 

Every peer also exchanges ping/pong messages with its inactive partners to declare 
its aliveness and exchanges their window map messages with active partners as well. 
Fig.7 shows that when the Ping/Pong interval is 9 seconds and window map exchange 
interval is 2 seconds, the total mesh overhead is less than 2% when number of mini-
mum providers less than or equal to 6. Considering the mesh overhead increases with 
more partners, we believe that minimum provider partner equal to 4 is a good practi-
cal choice. So it is adopted in the following experiments, and this result also meets the 
point got from [24]. However, an important fact here is that number 4 is just for pro-
vider partner not for the total active partner. 

  

Fig. 6. Overhead of tree maintaining Fig. 7. Overhead of mesh maintaining 

4.3   Starting Delay 

This index is defined as the time period from a peer joins the multicast system to a 
peer starts to play back the media. This index describes how fast the system can pro-
vide service to a newcomer. Fig.8 presents the comparison of starting delay between 
TCMM and mesh-based scheme, this figure is for 1024 nodes. Actually the starting 
delay is almost independent of the system size. 

We have ever thought that TCMM will have less starting delay than pure mesh-
based structure, because peers in pure mesh-based overlay need much time to opti-
mize their service providers, and this will increase the starting delay. However, data 
in Fig.8 proves it wrong. This data leads to a conclusion that although the TCMM 
provides a quick way to identify those nearby nodes, it has a little longer starting 
delay to build the control tree before starting to get media data, which causes about 
additional 4s-10s delay than pure mesh-based structure. 

4.4   Dynamic Resistance 

Because P2P environment is a dynamic environment, many peers’ frequently joining 
and leaving will cause the source of each peer to become dynamic, therefore, a peer 
should have the ability to change at least part of its service providers at any time. We 
let the overlay with 1024 peers runs stably for 5 minutes, then we let a randomly  



 TCMM: Hybrid Overlay Strategy for P2P Live Streaming Services 61 

produced 2 new peers join the overlay and another randomly selected 2 peers leave 
the overlay each second within 200 seconds. 

In Fig.9, the y axis is sampling times of the window size of peers, x axis is the win-
dow size. We observe that the TCMM’s window is fuller than the pure mesh-based 
method in most times. We set the dynamical peers ranging from 10 to 50, TCMM 
scheme produces a better average window size as shown in Fig.10. There are two 
reasons for this phenomenon. 1) Although the peers frequently join and leave, the 
peers in TCMM always fetch and transmit new segments before old segments. Defi-
nitely, this will accelerate the distribution of new segments (since most of peers are 
lacking new segments not old segments) and speeds up the data distribution dramati-
cally. Also, this strategy strengthens the collaboration among peers. 2) The peers in 
TCMM can get provider partners efficiently from the control tree and reduce the ef-
fects of dynamics of peers. 

  

Fig. 8. Comparison of startup delay Fig. 9. Comparison of continuity 

 

Fig. 10. Comparison of resistance to dynamics 

5   Conclusions 

In this paper, we have presented TCMM approach, which can support large scale live 
streaming service. TCMM just integrates two overlays, a tree based on GUID to over-
come the mismatch problem between logical overlay and underlying physical net-
works, and a mesh to resist peer dynamics, instead of excluding any of them. The 
simulation results show that this approach not only benefits the overlay efficiently, 
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decreases the time used to find close nodes, which is very important in reducing the 
redundancy of the P2P traffic, but also it strengthens the stability in a rigorous dy-
namic environment just by introducing additional slight starting delay. 
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Abstract. We present in this paper the recent developments done in
P2P-MPI, a grid middleware, concerning the fault management, which
covers fault-tolerance for applications and fault detection. P2P-MPI pro-
vides a transparent fault tolerance facility based on replication of com-
putations. Applications are monitored by a distributed set of external
modules called failure detectors. The contribution of this paper is the
analysis of the advantages and drawbacks of such detectors for a real
implementation, and its integration in P2P-MPI. We pay especially at-
tention to the reliability of the failure detection service and to the failure
detection speed. We propose a variant of the binary round-robin protocol,
which is more reliable than the application execution in any case. Exper-
iments on applications of up to 256 processes, carried out on Grid’5000
show that the real detection times closely match the predictions.

Keywords: Grid computing, middleware, Parallelism, Fault-tolerance.

1 Introduction

Many research works have been carried out these last years on the concept of grid.
Though the definition of grid is not unique, there are some common key concepts
shared by the various projects aiming at building grids. A grid is a distributed
system potentially spreading over multiple administrative domains which provide
its users with a transparent access to resources. The big picture may represent a
user requesting some complex computation involving remotely stored data from
its basic terminal. The grid middleware would then transparently query available
and appropriate computers (that the user is granted access to), fetch data and
eventually transfer results to the user.

Existing grids however, fall into different categories depending on needs and
resources managed. At one end of the spectrum are what is often called “in-
stitutional grids”, which gather well identified users and share resources that
are generally costly but not necessarily numerous. At the other end of the spec-
trum are grids with numerous, low-cost resources with few or no central system
administration. Users are often the administrators of their own resource that
they accept to share. Numerous projects have recently emerged in that category
[11, 5, 2] which have in common to target desktop computers or small clusters.
P2P-MPI is a grid middleware that falls into the last category. It has been de-
signed as a peer-to-peer system: each participant in the grid has an equal status
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and may alternatively share its CPU or requests other CPU to take part to a
computation. The proposed programming model is close to MPI. We give a brief
overview of the system in Section 2 and a longer presentation can be found in [7].
P2P-MPI is particularly suited to federate networks of workstations or unused
PCs on local networks.

In this context, a crucial point is fault management, which covers both failure
detection and fault tolerance for applications. We describe in the paper several
pitfalls arising when targeting such environments and what solutions have been
put forward in P2P-MPI. The main issues to be addressed are (i) scalability
since the fault detection system should work up to hundreds of processors, which
implies to keep the number of messages exchanged small while having the time
needed to detect a fault acceptable, and (ii) accuracy means the failure detection
should detect all failures and failures detected should be real failures (no false
positive).

This paper is organized as follows. Section 2 is a short overview of P2P-MPI
which outline the principle of robustness of an application execution, through
replication of its processes. Section 3 gives an expression of fault-tolerance as
the failure probability of the application depending on the replication degree
and on the failure events rate. To be effective, the failure detection must be far
more reliable than the application execution. We first review in Section 4 the
existing techniques to design a reliable fault detection service (FD hereafter).
Then, Section 5 examines strengths and weaknesses of candidate solutions con-
sidering P2P-MPI requirements. We underline the trade off between reliability
and detection speed and we propose a variant of an existing protocol to improve
reliability. P2P-MPI implementation integrates the two best protocols, and we
report in we report in Section 6 experimental results concerning detection speed
for 256 processes.

2 P2P-MPI Overview

P2P-MPI overall objective is to provide a grid programming environment for
parallel applications. P2P-MPI has two facets: it is a middleware and as such,
it has the duty of offering appropriate system-level services to the user, such as
finding requested resources, transferring files, launching remote jobs, etc. The
other facet is the parallel programming API it provides to programmers.

API. Most of the other comparable projects cited in introduction (apart from
P3 [11]) enable the computation of jobs made of independent tasks only, and the
proposed programming model is a client-server (or RPC) model. The advantage
of this model lies in its suitability to distributed computing environments but
lacks expressivity for parallel constructs. P2P-MPI offers a more general pro-
gramming model based on message passing, of which the client-server can be
seen as a particular case.

Contained in the P2P-MPI distribution is a communication library which ex-
poses an MPI-like API. Actually, our implementation of the MPI specification
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is in Java and we follow the MPJ recommendation [3]. Though Java is used for
the sake of portability of codes, the primitives are quite close to the original
C/C++/fortran specification [8].

Middleware. A user can simply make its computer join a P2P-MPI grid (it
becomes a peer of a peer group) by typing mpiboot which runs a local gatekeeper
process. The gatekeeper can play two roles: (i) it advertises the local computer
as available to the peer group, and decides to accept or decline job requests from
other peers as they arrive, and (ii) when the user issues a job request, it has the
charge of finding the requested number of peers and to organize the job launch.

Launching a MPI job requires to assign an identifier to each task (implemented
by a process) and then synchronize all processes at the MPI Init barrier. By
comparison, scheduling jobs made of independent tasks gives more flexibility
since no coordination is needed and a task can be assigned to a resource as soon
as the resource becomes available.

When a user (the submitter) issues a job request involving several processes,
its local gatekeeper initiates a discovery to find the requested number of re-
sources during a limited period of time. P2P-MPI uses the JXTA library [1]
to handle all usual peer-to-peer operations such as discovery. Resources can be
found because they advertised their presence together with their technical char-
acteristics when they joined the peer group. Once enough resources have been
selected, the gatekeeper first checks that advertised hosts are still available (by
pinging them) and builds a table listing the numbers assigned to each partici-
pant process (called the communicator in MPI). Then, the gatekeeper instructs
a specific service to send the program to execute along with the input data or
URL to fetch data from, to each selected host. Each selected host acknowledges
the transfer and starts running the received program. (If some hosts fail before
sending the acknowledgement, a timeout expires on the submitter side and the
job is canceled). The program starts by entering the MPI Init barrier, waiting
for the communicator. As soon as a process has received the communicator it
continues executing its application process.

Before dwelling into details of the application startup process and the way it is
monitored by the fault-detection service (described in section 5), let us motivate
the need for a failure detector by introducing the capability of P2P-MPI to
handle application execution robustly.

Robustness. Contrarily to parallel computers, MPI applications in our desktop
grid context must face frequent failures. A major feature of P2P-MPI is its ability
to manage replicated processes to increase the application robustness. In its run
request, the user can simply specify a replication degree r which means that each
MPI process will have r copies running simultaneously on different processors.
In case of failures, the application can continue as long as at least one copy
of each process survives. The communication library transparently handles all
extra-communications needed so that the source code of the application does
not need any modification.
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3 Replication and Failure Probability

In this section, we quantify the failure probability of an application and how
much replication improves an application’s robustness.

Assume failures are independent events, occurring equiprobably at each host:
we note f the probability that a host fails during a chosen time unit. Thus, the
probability that a p process MPI application without replication crashes is

Papp(p) = probability that 1, or 2, . . . , or n processes crash
= 1 − (probability that no process crashes)
= 1 − (1 − f)p

Now, when an application has its processes replicated with a replication degree
r, a crash of the application occurs if and only if at least one MPI process has
all its r copies failed. The probability that all of the r copies of an MPI process
fail is f r. Thus, like in the expression above, the probability that a p process
MPI application with replication degree r crashes is

Papp(p,r) = 1 − (1 − f r)p

Figure 1 shows the failure probability curve depending on the replication
degree chosen (r = 1 means no replication) where f has been arbitrary set to
5%. Remark that doubling the replication degree increases far more than twice
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Fig. 1. Failure probability depending on replication degree r (f=0.05)

the robustness. For example, a 128 processes MPI application with a replication
degree of only 2 reduces the failure probability from 99% to 27%.

But, for the replication to work properly, each process must reach in a definite
period, a global knowledge of other processes states to prevent incoherence. For
instance, running processes should stop sending messages to a failed process. This
problem becomes challenging when large scale systems are in the scope. When
an application starts, it registers with a local service called the fault-detection
service. In each host, this service is responsible to notify the local application
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process of failures happening on co-allocated processes. Thus, the design of the
failure detectors is of primary importance for fault-tolerance. For this discussion
we first need to review state of the art proposals concerning fault detection since
some of these concepts are the basis for our work.

4 Fault Detection: Background

Failure detection services have received much attention in the literature and
since they are considered as first class services of distributed systems [4], many
protocols for failure detection have been proposed and implemented. Two classic
approaches are the push and pull models discussed in [6], which rely on a cen-
tralized node which regularly triggers push or pull actions. Though they have
proved to be efficient on local area networks, they do not scale well and hence are
not adapted to large distributed systems such as those targeted for P2P-MPI.

A much more scalable protocol is called gossiping after the gossip-style fault
detection service presented in [10]. It is a distributed algorithm whose informative
messages are evenly dispatched amongst the links of the system. In the following,
we present this algorithm approach and its main variants.

A gossip failure detector is a set of distributed modules, with one module
residing at each host to monitor. Each module maintains a local table with one
entry per detector known to it. This entry includes a counter called heartbeat. In
a running state, each module repeatedly chooses some other modules and sends
them a gossip message consisting in its table with its heartbeat incremented.
When a module receives one or more gossip messages from other modules, it
merges its local table with all received tables and adopts for each host the max-
imum heartbeat found. If a heartbeat for a host A which is maintained by a
failure detector at host B has not increased after a certain timeout, host B sus-
pects that host A has crashed. In general, it follows a consensus phase about
host A failure in order to keep the system’s coherence.

Gossiping protocols are usually governed by three key parameters: the gos-
sip time, cleanup time, and the consensus time. Gossip time, noted Tgossip, is
the time interval between two consecutive gossip messages. Cleanup time, or
Tcleanup, is the time interval after which a host is suspected to have failed. Fi-
nally, consensus time noted Tconsensus, is the time interval after which consensus
is reached about a failed node.

Notice that a major difficulty in gossiping implementations lies in the setting
of Tcleanup: it is easy to compute a lower bound, referred to as T min

cleanup, which
is the time required for information to reach all other hosts, but this can serve
as Tcleanup only in synchronous systems. In asynchronous systems, the cleanup
time is usually set to some multiple of the gossip time, and must neither be too
long to avoid long detection times, nor too short to avoid frequent false failure
detections.

Starting from this basis, several proposals have been made to improve or
adapt this gossip-style failure detector to other contexts [9]. We briefly review
advantages and disadvantages of the original and modified gossip based protocols
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and what is to be adapted to meet P2P-MPI requirements. Notably, we pay
attention to the detection time (T min

cleanup) and reliability of each protocol.

Random. In the gossip protocol originally proposed [10], each module randomly
chooses at each step, the hosts it sends its table to. In practice, random gossip
evens the communication load amongst the network links but has the disad-
vantage of being non-deterministic. It is possible that a node receives no gossip
message for a period long enough to cause a false failure detection, i.e. a node
is considered failed whereas it is still alive. To minimize this risk, the system
implementor can increase Tcleanup at the cost of a longer detection time.

Round-Robin (RR). This method aims to make gossip messages traffic more
uniform by employing a deterministic approach. In this protocol, gossiping takes
place in definite round every Tgossip seconds. In any one round, each node will
receive and send a single gossip message. The destination node d of a message
is determined from the source node s and the current round number r.

d = (s + r) mod n, 0 ≤ s < n, 1 ≤ r < n (1)

where n is the number of nodes. After r = n − 1 rounds, all nodes have commu-
nicated with each other, which ends a cycle and r (generally implemented as a
circular counter) is reset to 1. For a 6 nodes system, the set of communications
taking place is represented in the table in Figure 2.

r s → d

1 0 → 1 , 1 → 2 , 2 → 3 , 3 → 4 , 4 → 5 , 5 → 0
2 0 → 2 , 1 → 3 , 2 → 4 , 3 → 5 , 4 → 0 , 5 → 1
3 0 → 3 , 1 → 4 , 2 → 5 , 3 → 0 , 4 → 1 , 5 → 2
4 0 → 4 , 1 → 5 , 2 → 0 , 3 → 1 , 4 → 2 , 5 → 3
5 0 → 5 , 1 → 0 , 2 → 1 , 3 → 2 , 4 → 3 , 5 → 4

Fig. 2. Communication pattern in the round-robin protocol (n = 6)

This protocol guarantees that all nodes will receive a given node’s updated
heartbeat within a bounded time. The information about a state’s node is trans-
mitted to one other node in the first round, then to two other nodes in the second
round (one node gets the information directly from the initial node, the other
from the node previously informed), etc. At a given round r, there are 1+2+· · ·+r
nodes informed. Hence, knowing n we can deduce the minimum cleanup time,
depending on an integer number of rounds r such that:

T min
cleanup = r × Tgossip where r = �ρ� ,

ρ(ρ + 1)
2

= n

For instance in Figure 2, three rounds are required to inform the six nodes of the
initial state of node 0 (boxed). We have underlined the nodes when they receive
the information.
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Binary Round-Robin (BRR). The binary round-robin protocol attempts to min-
imize bandwidth used for gossiping by eliminating all redundant gossiping mes-
sages. The inherent redundancy of the round-robin protocol is avoided by skip-
ping the unnecessary steps. The algorithm determines sources and destination
nodes from the following relation:

d = (s + 2r−1) mod n, 1 ≤ r ≤ �log2(n)� (2)

The cycle length is �log2(n)� rounds, and we have T min
cleanup = �log2(n)�×Tgossip.

2

0

13

1st Round

2nd Round

Fig. 3. Communication pattern in the binary round-robin protocol (n = 4)

From our experience (also observed in experiments of Section 6), in a asyn-
chronous system, provided that we are able to make the distributed FD start
nearly a the same time, i.e. within a time slot shorter (logical time) than a cycle,
and that the time needed to send a heartbeat is less than Tgossip, a good choice
for Tcleanup is the smallest multiple of T min

cleanup, i.e. 2 × �log2(n)� × Tgossip. This
allows not to consider a fault, the frequent situation where the last messages
sent within a cycle c on source nodes arrive at cycle c+1 on their corresponding
receiver nodes.

Note however that the elimination of redundant gossip alleviates network load
and accelerate heartbeat status dissemination at the cost of an increased risk
of false detections. Figure 3 shows a 4 nodes system. From equation 2, we have
that node 2 gets incoming messages from node 1 (in the 1st round) and from
node 0 (2nd round) only. Therefore, if node 0 and 1 fail, node 2 will not receive
any more gossip messages. After Tcleanup units of time, node 2 will suspect node
3 to have failed even if it is not true. This point is thus to be considered in the
protocol choice.

5 Fault Detection in P2P-MPI

From the previous description of state of the art proposals for failure detection,
we retain BRR for its low bandwidth usage and quick detection time despite
it relative fragility. With this protocol often comes a consensus phase, which
follows a failure detection, to keep the coherence of the system (all nodes make
the same decision about other nodes states). Consensus if often based on a voting
procedure [9]: in that case all nodes transmit, in addition to their heartbeat table,
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an extra (n × n) matrix M . The value Mi,j indicates what is the state of node
i according to node j. Thus, a FD suspecting a node to have failed can decide
the node is really failed if a majority of other nodes agree. However, the cost of
transmitting such matrices would induce an unacceptable overhead in our case.
For a 256 nodes system, each matrix represents at least a 64 Kib message (and
256 Kib for 512 nodes), transmitted every Tgossip. We replace the consensus by
a lighter procedure, called ping procedure in which a node suspecting another
node to have failed, directly ping this node to confirm the failure. If the node is
alive, it answers to the ping by returning its current heartbeat.

This is an illustration of problems we came across when studying the behavior
of P2P-MPI FD. We now describe the requirements we have set for the middle-
ware, and which algorithms have been implemented to fulfill these requirements.

5.1 Assumptions and Requirements

In our context, we call a (non-byzantine) fault the lack of response during a given
delay from a process enrolled for an application execution. A fault can have three
origins: (i) the process itself crashes (e.g. the program aborts on a DivideByZero
error), (ii) the host executing the process crashes (e.g. the computer is shut off),
or (iii) the fault-detection monitoring the process crashes and hence no more
notifications of aliveness are reported to other processes.

P2P-MPI is intended for grids and should be able to scale up to hundreds of
nodes. Hence, we demand its fault detection service to be: a) scalable, i.e. the
network traffic that it generates does not induce bottlenecks, b) efficient, i.e.
the detection time is acceptable relatively to the application execution time, c)
deterministic in the fault detection time, i.e. a fault is detected in a guaranteed
delay, d) reliable, i.e. its failure probability is several orders of magnitudes less
than the failure probability of the monitored application, since its failure would
results in false failure detections.

We make several assumptions that we consider realistic accordingly to the
above requirements and given current real systems. First, we assume an asyn-
chronous system, with no global clock but we assume the local clock drifts remain
constant. We also assume non-lossy channels: our implementation uses TCP to
transport fault detection service traffic because TCP insures message delivery.
TCP also has the advantage of being less often blocked than UDP between ad-
ministrative domains. We also require a few available ports (3 for services plus
1 for each application) for TCP communications, i.e. not blocked by firewalls
for any participating peer. Indeed, for sake of performances, we do not have
relay mechanisms. During the startup phase, if we detect that the communica-
tion could not be establish back and forth between the submitter and all other
peers, the application’s launch stops. Last, we assume that the time required to
transmit a message between any two hosts is generally less than Tgossip. Yet, we
tolerate unusually long transmission times (due to network hangup for instance)
thanks to a parameter Tmax hangup set by the user (actually Tcleanup is increased
by Tmax hangup in the implementation).
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5.2 Design Issues

Until the present work, P2P-MPI’s fault detection service was based on the
random gossip algorithm. In practice however, we were not fully satisfied with
it because of its non-deterministic detection time.

As stated above, the BRR protocol is optimal with respect to bandwidth usage
and fault detection delay. The low bandwidth usage is due to the small number
of nodes (we call them sources) in charge of informing a given node by sending
to it gossiping messages: in a system of n nodes, each node has at most log2(n)
sources. Hence, BRR is the most fragile system with respect to the simultaneous
failures of all sources for a node, and the probability that this situation happens
is not always negligible: In the example of the 4 nodes system with BRR, the
probability of failure can be counted as follows. Let f be the failure probability of
each individual node in a time unit T (T < Tcleanup), and let P (i) the probability
that i nodes simultaneously fail during T . In the case 2 nodes fail, if both of
them are source nodes then there will be a node that can not get any gossip
messages. Here, there are 4 such cases, which are the failures of {2,3},{0,3},{0,1}
or {1,2}. In the case 3 nodes fail, there is no chance FD can resist. There are

(4
3

)

ways of choosing 3 failed nodes among 4, namely {1,2,3},{0,2,3},{0,1,3},{0,1,2}.
And there is only 1 case 4 nodes fail. Finally, the FD failure has probability
Pbrr(4) = P (4) + P (3) + P (2) = f4 +

(4
3

)
f3(1 − f) + 4f2(1 − f)2.

In this case, using the numerical values of section 3 (i.e. f=0.05), the compar-
ison between the failure probability of the application (p=2, r=2) and the failure
probability of the BRR for n=4, leads to Papp(2,2) = 0.005 and Pbrr(4) = 0.0095
which means the application is more resistant than the fault detection system
itself. Even if the FD failure probability decreases quickly with the number of
nodes, the user may wish to increase FD robustness by not eliminating all re-
dundancy in the gossip protocol.

5.3 P2P-MPI Implementation

Users have various needs, depending on the number of nodes they intend to use
and on the network characteristics. In a reliable environment, BRR is a good
choice for its optimal detection speed. For more reliability, we may wish some
redundancy and we allow users to choose a variant of BRR described below.
The chosen protocol appears in the configuration file and may change for each
application (at startup, all FDs are instructed with which protocol they should
monitor a given application).

The choice of an appropriate protocol is important but not sufficient to get an
effective implementation. We also have to correctly initialize the heartbeating
system so that the delayed starts of processes are not considered failures. Also,
the application must occasionally make a decision against the FD prediction
about a failure to detect firewalls.

Double Binary Round-Robin (DBRR). We introduce the double binary
round-robin protocol which detects failures in a delay asymptotically equal to
BRR (O(log2(n)) and acceptably fast in practice, while re-inforcing robustness
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of BRR. The idea is simply to avoid to have one-way connections only between
nodes. Thus, in the first half of a cycle, we use the BRR routing in a clock-wise
direction while in the second half, we establish a connection back by apply-
ing BRR in a counterclock-wise direction. The destination node for each gossip
message is determined by the following relation:

d =
{

(s + 2r−1) mod n if 1 ≤ r ≤ �log2(n)�
(s − 2r−�log2(n)�−1) mod n if �log2(n)� < r ≤ 2�log2(n)� (3)

The cycle length is 2�log2(n)� and hence we have T min
cleanup = 2�log2(n)�×Tgossip.

With the same assumptions as for BRR, we set Tcleanup = 3�log2(n)� × Tgossip

for DBRR.
To compare BRR and DBRR reliability, we can count following the principles

of Section 5.2 but this quickly becomes difficult for a large number of nodes.
Instead, we simulate a large number of scenarios, in which each node may fail
with a probability f . Then, we verify if the graph representing the BRR or
DBRR routing is connected: simultaneous nodes failures may cut all edges from
sources nodes to a destination node, which implies a FD failure. In Figure 4, we
repeat the simulation for 5.8× 109 trials with f=0.05. Notice that in the DBRR
protocol, we could not not find any FD failure when the number of nodes is more
than 16, which means the number of our trials is not sufficient to estimate the
DBRR failure probability for such n.
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Fig. 4. Failure probabilities of the FD system using BRR and DBRR (f = 0.05)

Automatic Adjustment of Initial Heartbeat. In the startup phase of an
application execution (contained in MPI Init), the submitter process first queries
advertised resources for their availability and their will to accept the job. The
submitter construct a table numbering available resources called the communica-
tor1, which is sent in turn to participating peers. The remote peers acknowledge
this numbering by returning TCP sockets where the submitter can contact their
file transfer service. It follows the transfer of executable code and input data.
1 The submitter always has number 0.
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Once a remote node has completed the download, it starts the application which
registers with its local FD instance.

This causes the FDs to start asynchronously and because the time of trans-
ferring files may well exceed Tcleanup, the FD should (i) not declared nodes that
have not yet started their FD as failed, and (ii) should start with a heartbeat
value similar to all others at the end of the MPI Init barrier. The idea is thus
to estimate on each node, how many heartbeats have been missed since the
beginning of the startup phase, to set the local initial heartbeat accordingly.
This is achieved by making the submitter send to each node, together with the
communicator, the time spent sending information to previous nodes. Figure 5
illustrates the situation. We note tsi, 1 ≤ i < n the date when the submitter
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FD monitors process
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Fig. 5. Application startup

sends the communicator to peer i, and tri the date when peer i receives the
communicator. Each peer also stores the date Ti at which it registers with its
local FD. The submitter sends Δti = tsi − ts1 to any peer i (1 ≤ i < n) which
can then computes its initial heartbeat hi as:

hi = �(Ti − tri + Δti)/Tgossip�, 1 ≤ i < n (4)

while the submitter adjusts its initial heartbeat to h0 = �(T0 − ts1)/Tgossip�.
Note that we implement a flat tree broadcast to send the communicator in-

stead of any hierarchical broadcast scheme (e.g. binary tree, binomial tree) be-
cause we could not guarantee in that case, that intermediate nodes always stay
alive and pass the communicator information to others. If any would fail after
receiving the communicator and before it passes that information to others, then
the rest of that tree will not get any information about the communicator and
the execution could not continue.

Application-Failure Detector Interaction. At first sight, the application
could completely rely on its FD to decide whether a communication with a
given node is possible or not. For instance, in our first implementation of send
or related function calls (eg. Send, Bcast) the sender continuously tried to send
a message to the destination (ignoring socket timeouts) until it either succeeded
or received a notification that the destination node is down from its FD. This
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allows to control the detection of network communication interruptions through
the FD configuration.

However, there exist firewall configurations that authorize connections from
some addresses only, which makes possible that a host receive gossip messages
(via other nodes) about the aliveness of a particular destination while the desti-
nation is blocked for direct communication. In that case, the send function will
loop forever and the application can not terminate. Our new send implementa-
tion simply installs a timeout to tackle this problem, which we set to 2×Tcleanup.
Reaching this timeout on a send stops the local application process, and soon
the rest of the nodes will detect the process death.

6 Experiments

The objective of the experiments is to evaluate the failure detection speed with
both BRR and DBRR monitoring a P2P-MPI application running on a real grid
testbed. We use the Grid’5000 platform, a federation of dedicated computers
hosted across nine campus sites in France, and organized in a virtual private
network over Renater, the national education and research network. Each site
has currently about 100 to 700 processors arranged in one to several clusters
at each site. In our experiment, we distribute the processes of our parallel test
application across three sites (Nancy, Rennes and Nice).

The experiment consists in running a parallel application without replication
and after 20 seconds, we kill all processes on a random node. We then log at
what time each node is notified of the failure and compute the time interval
between failure and detection. Figure 6 plots the average of these intervals on
all nodes and for both protocols, with Tgossip set to 0.5 second. Also plotted
for comparison is Tcleanup as specified previously, termed “theoretical” detection
time on the graph.

The detection speed observed is very similar to the theoretical predictions
whatever the number of processes involved, up to 256. The difference with the

 2

 4

 6

 8

 10

 12

 14

 256 128 64 32 16 8 4

T
ot

al
 ti

m
e 

(s
)

Number of processes

BRR - observed
DBRR - observed
BRR - theoretical

DBRR - theoretical

Fig. 6. Time to detect a fault for BRR and DBRR



76 S. Genaud and C. Rattanapoka

predictions (about 0.5 s) comes from the ping procedure which adds an overhead,
and from the rounding to an integer number of heartbeats in Equation 4. This
difference is about the same as the Tgossip value used and hence we see that the
ping procedure does not induce a bottleneck.

It is also important to notice that no false detection has been observed
throughout our tests, hence the ping procedure has been triggered only for real
failures. There are two reasons for a false detection: either all sources of in-
formation for a node fail, or Tcleanup is too short with respect to the system
characteristics (communication delays, local clocks drifts, etc). Here, given the
briefness of execution, the former reason is out of the scope. Given the absence
of false failures we can conclude that we have chosen a correct detection time
Tcleanup, and our initial assumptions are correct, i.e. the initial hearbeat adjust-
ment is effective and message delays are less than Tgossip.

This experiment shows the scalability of the system on Grid’5000, despite
the presence of wide area network links between hosts. Further tests should
experiment smaller values of Tgossip for a quicker detection time. We also plan
to test the system at the scale of a thousand processes.

7 Conclusion

We have described in this paper the fault-detection service underlying P2P-MPI.
The first part is an overview of the principles of P2P-MPI among which is repli-
cation, used as a means to increase robustness of applications executions, and
external monitoring of application execution by a specific fault-detection mod-
ule. In the second part, we first describe the background of our work, based on
recent advances in the research field of fault detectors. We compare the main
protocols recently proposed regarding their robustness, their speed and their de-
terministic behavior, and we analyze which is best suited for our middleware.
We introduce an original protocol that increases the number of sources in the
gossip procedure, and thus improves the fault-tolerance of the failure detection
service, while the detection time remains low. Last, we present the experiments
conducted on Grid’5000. The results show that the fault detection speeds ob-
served in experiments for applications of up to 256 processes, are really close to
the theoretical figures, and demonstrate the system scalability.
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Abstract. Heterogeneous wireless sensor network (heterogeneous WSN) con-
sists of sensor nodes with different ability, such as different computing power 
and sensing range. Compared with homogeneous WSN, deployment and topol-
ogy control are more complex in heterogeneous WSN.  In this paper, a deploy-
ment and topology control method is presented for heterogeneous sensor nodes 
with different communication and sensing range. It is based on the irregular 
sensor model used to approximate the behavior of sensor nodes. Besides, a cost 
model is proposed to evaluate the deployment cost of heterogeneous WSN. Ac-
cording to experiment results, the proposed method can achieve higher cover-
age rate and lower deployment cost for the same deployable sensor nodes. 

Keywords: Wireless sensor network, heterogeneous sensor deployment, topol-
ogy control, sensor coverage, irregular sensor model. 

1   Introduction 

Wireless sensor network (WSN) is a key element of the pervasive/ubiquitous comput-
ing. With the advancement of manufacturing and wireless technologies, many feasible 
applications are proposed such as industrial sensor networks [4], volcano-monitoring 
networks [10], and habitat monitoring [11], etc.  The heterogeneous WSN consists of 
sensor nodes with different abilities, such as various sensor types and communica-
tion/sensing range, thus provides more flexibility in deployment. For example, we can 
construct a WSN in which nodes are equipped with different kinds of sensors to pro-
vide various sensing services. Besides, if there are two types of senor nodes: the high-
end ones have higher process throughput and longer communication/sensing range; 
the low-end ones are much cheaper and with limited computation and communica-
tion/sensing abilities. A mixed deployment of these nodes can achieve a balance of 
performance and cost of WSN.  For example, some low-end sensor nodes can be used 
to replace high-end ones without degrading the network lifetime of WSN.  Many 
research works have been proposed to address the deployment problem of heteroge-
neous WSN [3] [5]. 

To achieve a satisfying performance, the deployment of heterogeneous WSN is 
more complicated than homogeneous WSN. Deployment simulation is essential be-
fore actual installation of sensor nodes, since different deployment configurations can 
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be tested without considering the cost of real node deployment. However, to reflect 
the behavior of WSN correctly is a major challenge of sensor nodes deployment simu-
lation.  In many research works, disk model is commonly used [6] [7] [8].  However, 
a fixed communication or sensing range is not practical to a realistic senor node. 
Moreover, node deployment in heterogeneous WSN has to consider the topology 
control between different types of sensor nodes.  For example, to maintain a symmet-
ric communication, the distance between high-end and low-end sensor nodes cannot 
be larger than the maximum communication range of the low-end one. Besides, if the 
sensor nodes have different detection range, the sensor coverage area of low-end node 
cannot be fully covered by the high-end node. 

In this paper, a heterogeneous sensor deployment and topology control method is 
presented. It aims to deal with the deployment problem of heterogeneous sensor nodes 
with different communication and sensing range. In addition, an irregular sensor 
model is proposed to approximate the behavior of sensor nodes. According to experi-
ment results, the proposed method can achieve higher coverage rate under the same 
deployable sensor nodes.  Besides, the deployment cost is much lower with different 
configurations of sensor nodes. 

The rest of the paper is organized as follows.  In Section 2, previous works related 
to heterogeneous sensor deployment and irregular sensor model are addressed. In 
Section 3, the irregular sensor model and some definitions of heterogeneous WSN 
used in this paper are given. In Section 4, we present the details of heterogeneous 
sensor node deployment. Section 5 evaluates the performance of the proposed method 
under various scenarios. Finally, we conclude the paper in Section 6. 

2   Related Work 

The benefit of heterogeneous wireless sensor networks has been studied in many 
research works. Lee et al. [5] analyze heterogeneous deployments both mathemati-
cally and through simulations in different deployment environments and network 
operation models considering both coverage degree and coverage area. Experiment 
results show that using an optimal mixture of many inexpensive low-capability  
devices and some expensive high-capability devices can significantly extend the dura-
tion of a network’s sensing performance. In [3], Hu et al. investigate some fundamen-
tal questions for hybrid deployment of sensor network, and propose a cost model and 
integer linear programming problem formulation for minimizing energy usage and 
maximizing lifetime in a hybrid sensor network.  Their studies show that network 
lifetime can be increased dramatically with the addition of extra micro-servers, and 
the locations of micro-servers can affect the lifetime of network significantly. In addi-
tion, the cost-effectiveness analysis shows that hybrid sensor network is financially 
cost efficient for a large case. 

In many research works [6] [7] [8], unit disk graph (UDG) is a commonly used 
sensor model to reflect the correct behavior of sensor node.  It assumes the effective 
communication and sensing region of sensor node is a circle with fixed radius.  How-
ever, a constant communication and sensing range is not practical for a realistic senor 
node.  In [2], He et al., propose a model with an upper and lower bound on signal 
propagation. If the distance between a pair of nodes is larger than the upper bound, 
they are out of communication range. If within the lower bound, they are guaranteed 
to be within communication range. The parameter DOI (degree of irregularity) is used 
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to denote the irregularity of the radio pattern. It is the maximum radio range variation 
per unit degree change in the direction of radio propagation. When the DOI is set to 
zero, there is no range variation, resulting in a UDG model. Zhou et al. [12] extended 
the previous DOI model as radio irregularity model (RIM) based on the empirical data 
obtained from the MICA2 and MICAZ platforms. 

3   Preliminaries 

3.1   Irregular Sensor Model 

In this paper, an irregular sensor model is proposed based on the radio propagation 
model inspired from Radio Irregularity Model (RIM) [12] and degree of irregularity 
(DOI) [2]. The irregular sensor model assumes that the sensor node use the same 
radio propagation model for communication and sensing. For each sensor node, a 
radio propagation range is pre-defined and denoted as Rdef, and the effective radio 
propagation range (Reffective) is decided by the normal (Gaussian) distribution with a 
mean of Rdef and a standard derivation of DOI, where DOI represents for the degree of 
irregularity of Reffective. 

Figure 1 illustrates the radio propagation range under different DOI.  According to 
the “68-95-99.7 rule”, about 99.7% of the values are within three standard derivations 
away from the mean (Rdef) [9].  Thus we define the Reffective is ranged from Rdef – 
3*DOI (Rmin) to Rdef + 3*DOI (Rmax), and the relationship between Rdef, Rmin, and Rmax 
is illustrated in Figure 2. 

After the effective radio propagation range is calculated, we can use it to derive the 
radio strength model based on the simple transmission formula for a radio circuit 
made up of an isotropic transmitting and a receiving antenna in free space [1]: 

Pr / Pt = Ar At / d
2 λ2 . (1) 

where Pt is the power fed into the transmitting antenna at its input terminals, Pr is the 
power available at the output terminals of the receiving antenna, Ar (or At) is the effec-
tive area of the receiving (or transmitting) antenna, d is the distance between anten-
nas, and λ is the wavelength.  Suppose that Pt, Ar, At, and λ are constants, then the 
received radio power (Pr) is proportional to 1/d2.  Thus, we define the radio strength 
of senor node n at point p as follows: 

R(n, p) = (Reffective / d(n, p))2 . (2) 

where d(n, p) is the Euclidean distance between node n and point p. If R(n, p) ≧ 1, 
then there exists radio connection between node n and point p. 

 

Fig. 1. The radio propagation range under different DOI 
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Fig. 2. The relationship between Rdef, Rmin, and Rmax 

According to the definition of Reffective, we have the following observations: 

1. If d(n, p) < Rmin, R(n, p) must be larger than 1. 
2. If d(n, p) > Rmax, R(n, p) must be less than 1. 
3. If d(n, p) > Reffective, the radio connection between two nodes cannot be guaranteed.  

Here we define “out of range” as R(n, p) = min_strength, where min_strength is the 
minimum threshold of radio strength that guarantees radio connection between 
node n and point p, thus the maximum connectable distance between node n and 
point p is Rmax/sqrt(min_strength). 

4. Similarly, we define “too closed” as R(n, p) = max_strength, where max_strength 
is the maximum acceptable radio strength for node n, thus the minimal distance be-
tween node n and point p is Rmin/sqrt(max_strength). 

The relationship between R(n, p) and d(n, p) is illustrated in Figure 3. In the Section 4, 
the proposed irregular sensor model will be used to select a proper sensor node loca-
tion and calculate coverage rate. 

3.2   Some Definitions of Heterogeneous Wireless Sensor Network 

In this paper, we define a heterogeneous WSN that consists of three types of nodes: 
sink node, high-end senor node (NH), and low-end senor node (NL).  Each node has 
the same communication model and two types of sensor nodes have the same sensing 
model.  The difference between NH and NL is that the pre-defined communication and 
sensing range are different.  The default communication and sensing range of NH are 
defined as RCH and RSH, respectively.  Similarly, RCL and RSL are denoted as the de-
fault communication and sensing range of NL, where RCH > RCL, and RSH > RSL. 

To evaluate the results of sensor node deployment, we define a deployment cost 
model as: 

deployment_cost = (Num(NH)* NH_cost + Num(NL)) / total_coverage_rate . (3) 
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Fig. 3. The relationship between R(n, p) and d(n, p) 

NH_cost = (RCH + RSH
2) / (RCL + RSL

2) . (4) 

where deployment_cost is calculated as the total cost of deployed sensor nodes di-
vided by the total_coverage_rate produced by these sensor nodes, and NH_cost is the 
difference of sensor node cost between NH and NL.  The sensor node cost is deter-
mined by two factors: communication distance and coverage area of sensor, repre-
sented by Rc and Rs

2 respectively.  The calculation of total_coverage_rate is based on 
the irregular senor model described in Section 3.1. At first, the deployment area is 
filled with grid points.  For a senor node N, its coverage_rate at grid point p is based 
on Equation (2) in Section 3.1: 

coverage_rate = (effective_range / d(N, p))2 . (5) 

where effective_range is a random value with normal distribution between min(RS) 
and max(RS).  After all sensor nodes are processed, each grid point will keep the high-
est coverage rate but not exceed one.  The total_coverage_rate is equal to the sum of 
coverage_rate divided by the number of grid points. 

4   Heterogeneous Sensor Deployment 

In this section, a heterogeneous sensor deployment method is proposed.  Given a 
deployment area and the upper bound of deployable high-end and low-end sensor 
nodes, the objective is to construct a communication-connected sensor network, in 
which high-end and low-end sensor nodes are deployed uniformly to achieve high 
coverage rate.  In the initialization step, a deployment area is initialized base on the 
configuration file.  In the neighbor-info collection step, starting from the sink node, 
the information of adjacent sensor nodes within the communication range is collected.  
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It can be used to decide the deployment ratio of high-end and low-end sensor nodes.  
In the candidate generation step, candidate positions are generated according to topol-
ogy control policies, and a scoring mechanism based on the irregular sensor model is 
applied to each candidate.  At least, a new sensor node with the most coverage gains 
is deployed while maintaining the communication connectivity.  The number of de-
ployable sensor nodes is limited by the pre-defined quota of sink/sensor node.  If the 
quota is reached, then a deployed sensor node with available quota will be selected.  
The deployment process will be repeated until the upper bound of deployable sensor 
nodes is reached or no suitable place available to add a sensor node.  In the following, 
we will describe each deployment step in details. 

4.1   Initialization Step 

In this step, a sensing area is generated from a given configuration file.  This file 
includes the size of deployment area, the location of pre-deployed sink node and sen-
sor nodes, the upper bound of deployable high-end and low-end sensor nodes, and 
default value of parameters defined in Section 3.  These parameters include the de-
fault communication and sensing distance of high-end/low-end sensor node (RCH, RSH, 
RCL, and RSL), the degree of irregular (DOI), and the threshold of radio strength 
(max_strength and min_strength).  Then the maximum/minimum value of the effec-
tive radio propagation range (Reffective) is calculated for each type of node according to 
the given DOI.  For example, if the default RCH = 30 and DOI = 2.0, then the maxi-
mum effective communication distance max(RCH) = RCH + 3*DOI = 36 and the mini-
mum effective communication distance min(RCH) = RCH - 3*DOI = 24.  Thus, the 
effective communication distance of high-end sensor node fits a normal distribution 
ranged from 24 to 36. 

4.2   Neighbor-Info Collection Step 

At first, a center node for deployment is selected.  The selection of eligible center 
node is starting from sink node, and then expanding to all deployed sensor nodes.  
The criterion of eligible node is based on the available quota for node deployment, 
which is limited by the degree of node defined in the configuration file.  The number 
of deployed high-end and low-end sensor nodes within minimum effective communi-
cation distance is denoted as Neighbor(NH) and Neighbor(NL).  They will be used to 
decide the deploy ratio of high-end and low-end sensor nodes.  Suppose the number 
of deployable high-end and low-end nodes is denoted as Remain(NH) and Re-
main(NL), respectively.  Then the limit numbers of deployable high-end and low-end 
senor node are represented as Equation (6) and (7): 

Deploy(NH) = limit degree of center node * Remain(NH) / (Remain(NH) 
+ Remain(NL)) . 

(6) 

Deploy(NL) = limit degree of center node – Deploy(NH) . (7) 

If Deploy(NH) ≦ Neighbor(NH), then Deploy(NH) = 0, means that the number of high-
end sensor nodes is sufficient.  At last, if Deploy(NH) + Deploy(NL) > 0, then the 
following deployment step will be processed, otherwise, the deployment process for 
current center node will be terminated and restarted on the next eligible node. 



84 C.-H. Wu and Y.-C. Chung 

4.3   Candidates Generation Step 

In this step, the candidate positions for each type of the sensor node will be generated 
separately.  In heterogeneous sensor node deployment, the symmetric connection 
must be maintained.  It means that the distance between two sensor nodes cannot 
larger than the maximum communication distance of the low-end one. Besides, the 
overlap of sensor coverage area between two senor nodes has to be considered to 
prevent the sensor coverage area of low-end node to be fully covered by the high-end 
node, which means no coverage gains.  In the following, we will discuss the require-
ment to produce coverage gains while maintaining symmetric connection under dif-
ferent conditions: 

− Case I: RCH > RSH and RCL > RSL 

In this case, the communication distance is larger than sensing range.  Figure 4(a) 
illustrates the condition when a low-end node NL is added to a high-end sensor node 
NH.  For NL, if d(NH, NL) < RCL, then the symmetric connection is established, and we 
said that these two nodes are communication-connected.  If d(NH, NL) ≦ (RSH - RSL), 
then the sensor coverage area of NL is fully covered by NH, which means no coverage 
gains.  By combining these observations, if two nodes are communication-connected 
and have coverage gains, then the distance between two nodes is: 

(RSH - RSL) < d(NH, NL) < RCL . (8) 

Thus, if we want to produce coverage gains while maintaining symmetric connection 
when deploying a new sensor node, the following condition must be satisfied: 

RCL - (RSH - RSL) > 0 . (9) 

− Case II:  RCH = RSH and RCL = RSL 

From Figure 4(b), the requirement of communication-connected deployment with 
coverage gains can be derived from Equation (9) by replacing RCL with RSL: 

2 RSL > RSH or 2 RCL > RCH . (10) 

 
  

   (a) RCH > RSH and RCL > RSL        (b) RCH = RSH and RCL = RSL      (c) RCH < RSH and RCL < RSL 

Fig. 4. Sensor node connection and coverage under different conditions 
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− Case III:  RCH < RSH and RCL < RSL 

From Figure 4(c), we can find that the requirement of communication-connected 
deployment with coverage gains is identical to Case I. 

Based on above results, candidate position is generated by the following topology 
control policies: 

1. If a NH is selected for node deployment, then the candidate positions of high-
end/low-end senor nodes must be within the minimum effective communication 
distance of high-end/low-end senor node. That is, d(NH, candidate position of high-
end node) ≦  min(RCH), and d(NH, candidate position of low-end node) ≦ 
min(RCL). 

2. If a NL is selected for node deployment, then the candidate positions of two types 
of sensor nodes must be within the minimum effective communication distance of 
low-end senor node. That is, d(NH, candidate position of high-end/low-end node) 
≦ min(RCL). 

3. If d(NH, candidate position of low-end node) ≦ (RSH - RSL), then this candidate 
position is discard because the sensor coverage area will be fully covered by NH. 

4. The minimum distance between candidate position and deployed nodes is defined 
as Rmin/sqrt(max_strength), where Rmin = min(RCH) or min(RCL) is the minimum ef-
fective communication distance of sensor node.  It can prevent the deployed sensor 
nodes are too closed. 

4.4   Scoring Step 

After candidate positions are generated for different types of sensor nodes, a scoring 
mechanism to each position is defined as follows: total_score = connection_score + 
coverage_score. The connection_score is the distance between candidate position and 
center node. The coverage_score of candidate position is defined as the coverage 
gains when a sensor node is deployed at the candidate position. The calculation of 
coverage gains is described as follows: At first, a square around center node with edge 
length = 2*max(RS) is filled with grid points. Based on Equation (5) in Section 3.2, 
the total coverage rate produced by deployed sensor nodes is denoted as 
base_coverage_rate.  Next, the total coverage rate with the contribution of candidate 
position is denoted as target_coverage_rate.  Thus the coverage_score of candidate 
position = target_coverage_rate - base_coverage_rate. 

4.5   Sensor Addition Step 

After all candidate positions are scored, the candidate with the highest score is  
selected to deploy a new sensor, which has the most coverage gains while maintaining 
the communication connectivity to center node.  If the deploy quota of current center 
node is reached, the next deployed sensor node with available quota will be selected.  
The deployment process will be repeated until the upper bound of deployable sensor 
nodes is reached or no suitable place available to add a sensor node. 
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5   Experiments 

In this section, we evaluate the performance of the proposed sensor deployment 
method by comparing sensor coverage rate and deployment cost with several sensor 
node configurations.  A simulation tool written in C++ language is running on an 
IBM eServer 326 (AMD Opteron 250 * 2 and 1GB memory).  The deployment area is 
a 2-D square with 500 × 500 units.  A sink node is deployed at (200, 200).  The total 
number of deployable sensor nodes is ranged from 60 to 360.  Other parameters are 
defined as follows: DOI = 2.0, max_strength = 1.2 and min_strength = 0.8. 

  

Fig. 5. Coverage rate of Test Case I Fig. 6. Deployment cost of Test Case I 

Test Case I is the coverage rate and deployment cost under different deployment 
ratio, where Num(NL):Num(NH) = 5:1 or 1:1.  Besides, the ratio of communica-
tion/sensing range between NH and NL (RH : RL) is 1.5:1, and the ratio of communica-
tion and sensing range for NH / NL (RC : RS) is 1.5:1.  We also compare the results with 
sensor deployment without topology control (case 2* and 5*).  The deployment with-
out topology control is based on the same deployment method, but it omits the topol-
ogy control policies described in Section 4.3.  The experiment results are illustrated in 
Figure 5 and Figure 6.  In Figure 6, we compare the deployment cost of different 
cases (5, 5*, and 1*) with case 1 (denoted as 5/1, 5*/1, and 1*/1).  With the help of 
topology control, the proposed method has higher coverage rate in comparison of the 
deployment method without topology control.  It can be found lower deployment ratio 
can achieve higher coverage rate with the help of more high-end nodes. In addition, 
the reduction of deployment cost is significant for the deployment method with topol-
ogy control. When deployment ratio is 5:1, it has higher coverage rate and lower 
deployment cost than the deployment method without topology control under the 
same deployment ratio. 
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Test Case II is the coverage rate and deployment cost under different ratio of the 
communication/sensing range between NH and NL (RH : RL), where RCH : RSH = RCL : 
RSL = 1.5:1, and deployment ratio of NH and NL is fixed to 5:1.  Other configurations 
are identical to the Test Case I.  Figure 7 and Figure 8 are experiment results.  If RH 
/RL = 1, it can be regarded as homogeneous deployment since both NH and NL have 
the same communication and sensing range.  With the help of high-end sensor nodes, 
the heterogeneous deployment can get higher coverage rate, but the homogeneous 
deployment has lower deployment cost.  The deployment method without topology 
control still has higher deployment cost under the same ratio of RH and RL. 

  

Fig. 7.  Coverage rate of Test Case II Fig. 8.  Deployment cost of Test Case II 

6   Conclusions 

In this paper, we propose a heterogeneous WSN deployment method based on irregu-
lar sensor model.  It aims to deal with the deployment problem of heterogeneous sen-
sor nodes with different communication and sensing range.  In addition, an irregular 
sensor model is proposed to approximate the behavior of sensor nodes.  The deploy-
ment process is starting from sink node, and new nodes are deployed to the region 
centered with it.  In neighbor-info collection step, the information of adjacent sensor 
nodes is used to decide the deployment ratio of different types of sensor nodes.  In the 
scoring step, a scoring mechanism based on the irregular sensor model is applied to 
candidate positions.  At least, a new sensor node is placed to the position with the 
most coverage gains while maintaining the communication connectivity to center 
node.  Above process is running repeatedly until all eligible sensor nodes are  
processed. 
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According to experiment results, the proposed method can achieve higher coverage 
rate under the same deployable sensor nodes.  Besides, the deployment cost is much 
lower with different configurations of sensor nodes.  In the future work, a sensor node 
model considering environmental factors and individual behavior is needed.  Besides, 
considering the interactions between different types of sensors is important.  At least, 
the proposed method will be extended as the topology control protocol for heteroge-
neous WSN. 
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Abstract. Wireless sensor networks consist of sensor nodes that are de-
ployed in a large area and collect information from a sensor field. Since
the nodes have very limited energy resources, the energy consuming op-
erations such as data collection, transmission and reception must be kept
to a minimum. Low Energy Adaptive Clustering Hierarchy (LEACH) is
a cluster based communication protocol where cluster-heads (CH) are
used to collect data from the cluster nodes and transmit it to the remote
base station. In this paper we propose two extensions to LEACH. Firstly,
nodes are evenly distributed during the cluster formation process, this
is accomplished by merging multiple overlapping clusters. Secondly, in-
stead of each CH directly transmitting data to remote base station, it
will do so via a CH closer to the base station. This reduces transmission
energy of cluster heads. The combination of above extensions increases
the data gathering at base station to 60% for the same amount of sensor
nodes energy used in LEACH.

1 Introduction

Wireless sensor networks have become popular because of the advancement in
the area of low power electronics, radio frequency communication and due to the
desire to monitor the environment remotely with minimum human intervention.
A large number of sensors can be deployed to form a self-organising network to
sense the environment and gather information. A sensor can be data driven or
event driven in nature and a network may be static or dynamic [1].

Sensor networks can be used in various applications ranging from military
to domestic. Sensors can be deployed in an inhospitable condition for moni-
toring purposes, in a forest for monitoring the animal movement or as early
fire detection systems. Sensor networks are used to improve the learning skill
in kindergarten [2], environment and habitat monitoring and also to measure
tension in a mechanical bolt [3].
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Low Energy Adaptive Clustering Hierarchy (LEACH), which was first pre-
sented in [4], is an application specific communication protocol based on cluster-
ing of sensor nodes. The main idea behind LEACH is that sensor nodes located
close to each other will have a high correlation in their measured data so that
it is not necessary for each node to communicate with the base station. Nodes
form clusters by grouping neighbouring nodes. Each cluster has a cluster-head
whose tasks are to collect data from other cluster members, aggregate and send
aggregated data to base station.

In LEACH, cluster-head will consume more energy than its member nodes.
Therefore, the CHs are rotated after a fixed amount of time called rounds. Each
round consists of two phases: the setup phase where the clusters are formed,
and the steady-state phase where the actual sensing and communication takes
place. The cluster-head election process takes place in a setup phase to determine
K cluster-heads in a network but, it does not guarantee K cluster-heads. Fur-
thermore, cluster-heads are selected randomly based on the probability given in
Equation 1. where N is the number of sensor nodes in a network, k is the number
of CHs required and r is the number of rounds passed. The Equation 1 increases
the chance that cluster-heads are not distributed uniformly in a network. Due
to above reasons there will be uneven cluster sizes and uneven distribution of
cluster-heads in a network . All this leads to rapid energy dissipation. In this
paper, the concept of merging of cluster-heads, which are in close proximity, is
introduced. In LEACH, each cluster-head transmit the aggregated data to the
base station. The base station is generally located far away from the network.
This increases the energy dissipation in CHs. Instead of each CH directly trans-
mitting to base station, a CH closest to the base station transmits aggregated
data from all the CHs. Thus, reducing the energy dissipation of other cluster-
heads. The combination of these two extensions improves the life span of the
network. The first extension is named LEACHM (LEACH-Merging) and due
to 2-hop communication to base station, the combination of first and second
extension is called 2-Level LEACHM.

Pi(t) =

{
k

N−k·(rmod N
k ) : Ci(t) = 1

0 : Ci(t) = 0
(1)

There are few algorithms proposed and showed improvements to the LEACH pro-
tocol. PEGASIS (Power-Efficient Gathering in Sensor Information Systems) [5]
is a chain based data gathering protocol, where only one node transmits to the
base station. In this protocol the distance each node transmits is less than the
distance a node transmits in LEACH. However, this is a greedy based algorithm
with assumption that all nodes have global knowledge of the network. In [6],
the same authors proposed two new protocols: chain-based binary scheme with
CDMA (Code Division Multiple Access) nodes and a chain-based 3-level scheme
with non-CDMA nodes other than PEGASIS to reduce energy × delay to gather
data in sensor networks. Each protocol shows improvement over LEACH based
on the percentage of nodes dying for different network sizes. However, none of
the above protocols are cluster based and they may not give a consistent result



Multiple Cluster Merging and Multihop Transmission 91

for a randomly distributed varying population of the sensor network. This is
due to greedy approach used to find the nearest neighbour to form a chain. The
assumption that all the nodes have a global knowledge about the network is
difficult to realise because of node capacity and density of a network. There are
few centralised approaches to form clusters [7] based on [8]. The authors in [9]
have successfully developed a centralised protocol superior to LEACH. However,
we are not considering the centralised approach in our work. We want nodes to
decide among themselves to form clusters and identify CHs.

The rest of the paper is organised as follows. Section 2 describes the moti-
vation for the uniform cluster-head distribution and proposes a cluster merging
technique as an extension to the setup phase. In section 3, 2-level LEACHM is
proposed to transmit data by a single CH (master-cluster-head) to the base sta-
tion. In section 4, we are providing experimental results comparing the LEACH
protocol with LEACH-M and 2-level LEACHM. Finally, we conclude the paper
in section 5.

2 Uniform Cluster-Head Distribution

Efficient communication protocols for sensor networks are important to keep the
communication energy usage as low as possible to increase the system lifetime.
Therefore, it is important to consider every aspect of the total energy usage.
Since the cluster-head consumes more energy, it is reasonable to try to decrease
the energy spent in these nodes. From the energy model that is used in LEACH
[10], the energy dissipated in a cluster-head node during a single frame is:

ECH = ERECV (b, m) + EAGG(b, m) + EBS(d4
toBS), (2)

where b is the number of data bits sent by each cluster member, m is the average
number of nodes per cluster (N

k ), ERECV is the energy used for reception of data
from cluster members, EAGG is the energy used for data aggregation, EBS is
the energy used for delivering results to base station and dtoBS is the distance
to base station. The behaviour of these three components against the change of
distance to the base station is shown in Figure 1.

In cases where the base station is in the range of 75m to 160m away from the
network from (Figure 1), it can be concluded that most of the energy is dissipated
while receiving data from the cluster members. The transmission energy increases
as the base station is moved further away from the sensor field.

In order to optimise the consumption of reception energy ERECV , its depen-
dencies on the system parameters must be known. Reception energy is computed
based on Equation 3.

ERECV = bEelec
N

k
. (3)

where b, N and Eelec (radio amplifier energy) would have constant value. The k
is the only value varies frequently because the number of cluster-members varies
in each round. Thus, k has more influence on Equation 3.
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Fig. 1. Energy dissipated at cluster-head node during one LEACH round versus dis-
tance to base station

The assumption in [10] that a node can be a cluster-head at least once in its
lifetime is valid only for an exact number of k cluster-head nodes. Since it is
also possible that there are less than k cluster-head nodes in certain rounds, this
leads to many nodes may have died before completing the first round of being a
cluster-head. Thus, it is necessary to maintain balanced cluster sizes such that
all nodes become cluster-head at least once in their lifetime.

2.1 Cluster Merging

A first approach in extending the cluster-head’s lifetime was proposed in [11].
Even though these improvements guarantee the most powerful nodes to be elected
as cluster-heads, the network may suffer from a malformed cluster in the initial
stage. Since all nodes start at the same level of energy EStart, no preference can
be achieved because the term is very close to unity in the initial few rounds.

En current

En max
(4)

In order to increase the probability of the survival of the first round of a node
being a cluster-head, it is necessary to avoid large clusters.Clusters being too
large are resulted due to the following reasons:

1. Less than k nodes elected themselves to be cluster-heads thus resulting in
large clusters covering the entire network.

2. The number of elected cluster-head nodes is at least k, but the cluster-heads
are distributed in an uneven way as shown in Figure 2 (for example, the
cluster-heads 3 and 4 are too close).

To avoid reason (2) the status of being a cluster-head is not declared until
the end of the setup phase. In addition, another negotiation stage is introduced
right after the cluster-head election. The nodes that have elected themselves to
be cluster-heads in the initial election phase are now called cluster-head aspirants
(CHA) because their status may change in the negotiation phase.
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Fig. 2. Even if there are exactly k clusters
(k = 5), there is no guarantee that the clus-
ter sizes are balanced. (The framed nodes
indicate the cluster-heads).

Fig. 3. Three cluster-head aspirants and
their AOI s

In the new negotiation phase, a small I-AM-HERE message is broadcasted by
each cluster-head aspirant to the others. Since a node can only be set to receive
or transmit mode at a given time, this broadcast has to be accomplished within
a TDMA frame, which has as many slots as number of nodes in the network.
Each node is assigned a slot by means of its node ID. The TDMA frame length
scales linearly by the network size. Each node transmit little amount of data
(Table 1 ), which is not a burden. The I-AM-HERE message only contains the
information depicted in Table 1.This message does not need to broadcast at
maximum transmitting power. It is sufficient to reach all cluster-head aspirants
in a special circumference with radius r. This area is called the area of interest
(AOI) of the cluster-head aspirant and specifies its territory ideally not shared
with another CHA, even though some overlap may be tolerated.

Table 1. Layout of I-AM-HERE message

Sender ID

Sender’s energy level

As stated above it may occur that in case of cluster-head aspirants being
located too close, these areas may overlap. In this case both clusters should be
merged into one cluster. We illustrate this in Figure 3. Each cluster-head aspirant
CHAi (having Ei energy) determines the energy Emax

i of the most powerful
cluster-head aspirant in its AOI. The future state of the cluster-head aspirant
CHAi is defined by the following policy: If Emax

i > Ei then CHAi abandons
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Table 2. Energy values for CHA nodes, Example 1

CHA Energy left

A 5
B 1
C 3

the cluster-head role and becomes a non-cluster-head node. Otherwise, CHAi

remains in its role and advances to become a proper cluster-head node. In case
of a tie, a CHA chooses its cluster-head state randomly.

This decision is done independently by all potential cluster-head nodes. We
assume the nodes A, B and C from Figure 3 have the energy levels as shown in
Table 2. After the broadcast, the knowledge of each node is as follows:

– A with the energy of 5 units, knows about B in its AOI with the energy of
1 unit.

– B with the energy of 1 unit, knows about A and C having energy levels of
5 and 3 units, respectively.

– C with the energy of 3 units, knows about B in its AOI with the energy of
1 unit.

The following decisions are made:

– Node A changes its status from CHA to cluster-head, since the only other
cluster-head aspirant known (B) has less than 5 units left.

– Node B becomes a non-cluster-head node since all other cluster-head aspi-
rants known to it (A and C ) have more energy left.

– Node C changes its status from CHA to cluster-head, since the only other
cluster-head aspirant known (B) has less than 3 units left.

Thus, the number of cluster-head nodes located in AOI of each other can be
reduced. If n cluster-head aspirants know each other then exactly one node will
remain as a cluster-head, thus avoiding the overlap.

The proposed method will distribute nodes evenly among clusters. However,
there should be enough cluster-heads to cover all nodes in a sensor field. This
problem can be solved by increasing the value of ‘k’ in Equation 1. This also
reduces the disadvantage of having less CH nodes.

3 2-Level LEACHM

The steady phase happens once the set-up phase finished in the LEACH proto-
col. In steady phase, data is transmitted to the base-station. If the base-station is
located far away from the sensor field, it is more likely that the transmission dis-
tance from all the cluster-heads to base station is greater than dcrossover[10]. The
dcrossover ( d = transmission distance) is the critical distance between transmit-
ter and receiver. The critical value is 86.2 m based on the channel propagation
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Fig. 4. The number of data packets reached to the base station located at (50,175)
against the number of rounds

model used in [10]. If transmission distance is greater than dcrossover the en-
ergy dissipation is proportional to d4 else it is d2. Therefore, it is important for
transmission to be proportional to d2. However, when base station is located
remotely, which is the case for majority of applications, nodes will dissipate en-
ergy proportional to d4. To improve the lifetime of a network, number of nodes
dissipating energy proportional to d4 should be minimum.

To minimise the transmission distance of cluster-heads, only master-cluster-
head transmits data to remote base station. Here, the assumption is that each
sensor knows the distance and direction of the base-station. It is a logical as-
sumption where all sensors are static once they are deployed and the base station
is also static. Once, the sensors are deployed, the base-station will broadcast a
beacon to the sensor field thus, all sensors know the distance of the base station
from them.

3.1 Master Cluster-Head Determination

After cluster-heads are elected, each of them will broadcast a message (MSG-
MCH) using non-persistent carrier sense multiple Access (CSMA) protocol. The
message consists of node’s ID and its distance from the base-station (Table 3).
This message will be broadcasted to reach all cluster-heads. Once each cluster-
head receives all other cluster-heads information, they decide by themselves the
master-cluster-head. The cluster-head closest to the base-station is determined as
master-cluster-head. After CHs get a frame of data from its members they will
transmit an aggregated data to the master-cluster-head using carrier sense mul-
tiple access (CSMA) approach. The master-cluster-head waits for data from all

Table 3. the format of the MSG-MCH message broadcast by each cluster-head

Node ID

BS distance from node
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Fig. 5. The graph shows the energy consumption for number of data received. 2-Level
LEACHM received more data spending lesser energy than LEACH and LEACHM. The
BS is located at (50,175), outside the network.

cluster-heads before it transmits an aggregated data to the base-station. There-
fore, except master-cluster-head all other CHs transmit short distance to save
transmission energy. The main motivation is to reduce the energy dissipation of
cluster-heads to the magnitude of d2 instead of d4 barring, master-cluster-head.

4 Simulation Results and Analysis

The simulation tool is developed in C++ to evaluate the LEACH protocol and
new proposal presented in this paper. The simulation setup, electronics param-
eters and energy model used in the simulation is similar to [10]. The basic
characteristics of the network setup is given in Table 4: In LEACH-M, dur-
ing the cluster-head election process, nodes selected using Equation 1 are called
potential-cluster-heads. Potential-cluster-heads decide among themselves as dis-
cussed in section 2 to become a cluster-head or non-cluster-head. The advantage
of negotiation phase of potential-cluster-heads is that the cluster-heads will be
distributed evenly in a network, which, LEACH fails. In the simulation, the
overhead energy involved for the negotiation phase is also considered. Since the
size of data broadcast is small (4 bytes) the energy spent to transmit 4 bytes of
data with maximum power to reduce hidden terminal problem is 16.44μJ . This
energy is spent once in every round. The proposed improvement to the LEACH
protocol can be seen from the results in Figure 4. The 2-Level LEACHM gathers

Table 4. Network setup for simulation

No. of nodes 100

Area of the sensor field 100m × 100m

Base station location (50,175)

Data size 500 bytes

Initial energy of each node 2J
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Fig. 6. The percentage of times number
of clusters formed in one run of simula-
tion. LEACHM formed majority of times
clusters between 3 and 5. Thus making it
energy efficient then LEACH.

Fig. 7. Cluster-head distribution in
LEACH and LEACHM

60% more data packets than LEACH and about 40% more than LEACHM. The
improvement is mainly due to the even distribution of cluster-heads in a network
and d2 power dissipation for most CHs except master-cluster-head, which dissi-
pate d4 most of the times. Figure 5 shows the simulation results for the energy
dissipation to number of data packet received. The 2-Level LEACHM transmits
60% more data packets than LEACH and 35% more data packets than LEACHM
for the same amount of energy consumed.

Finally, we compare the cluster formation in LEACH and LEACHM in Fig-
ure 6 (the comparison is only between LEACH and LEACHM because 2-Level
LEACHM has similar cluster formation as LEACHM). The results in Figure 4.4
of [10] shows that the LEACH is most energy-efficient when clusters are between
3 and 5. In Figure 6, LEACHM form clusters 60% of times between 3 and 5 when
compare to 30% in LEACH. This proves that the clusters are more uniform and
efficient in LEACHM. This is the main reason for LEACHM to perform better
than LEACH. Figure 7 shows that LEACHM has more occurrences of clusters
between 3 and 5 than LEACH. Overall results prove that LEACHM and 2-Level
LEACHM perform better than LEACH.

4.1 Sensitivity Analysis of LEACHM

In this section we analyse the sensitivity of Area of Interest (AOI) in LEACHM.
From Equation 4.22 of [10] the expected distance between nodes to a cluster-head
is given by:

E[d2
toCH ] =

1
2π

M2

k
(5)

In the above equation the distance between the cluster-head and nodes varies
with the number of cluster-heads (k). From Figure 4.4 in [10], the energy is least
dissipated when number of clusters are between 3 and 5. Therefore, we vary
the number of clusters from 3 to 5 to find how LEACHM works. We conduct
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Fig. 8. Sensitivity of LEACHM for number of clusters

this experiments by simulating LEACHM with area of interest (AOI) of 18m
for 5 clusters, 20m for 4 clusters and 23m for 3 clusters. All the AOIs can be
calculated by substituting number of clusters to k in Equation 5. The result
given in Figure 8 shows that network with clusterheads of 20m radius transmit
more data to the base station.

5 Conclusion

The main focus of this paper was to improve the performance of LEACH. Based
on the performance criteria considered the improvement is about 60%. The im-
provement was possible due to the even distribution of clusters in the setup
phase and in the steady phase, instead of every cluster-heads transmitting data
to base station, only master-cluster-head transmits aggregated data of all CHs.
This reduces the transmission energy and further improves the performance of
the protocol.
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Abstract. Due to the high availability of the Internet, many large cross-
organization collaboration projects, such as SourceForge, grid systems etc., 
have emerged. One of the fundamental requirements of these collaboration 
efforts is a storage system to store and exchange data. This storage system must 
be highly scalable and can efficiently aggregate the storage resources 
contributed by the participating organizations to deliver good performance for 
users. In this paper, we propose a storage system, Collaborative File Repository 
(CFR), for large scale collaboration projects. CFR uses peer-to-peer techniques 
to achieve scalability, efficiency, and ease of management. In CFR, storage 
nodes contributed by the participating organizations are partitioned according to 
geographical regions. Files stored in CFR are automatically replicated to all 
regions. Furthermore, popular files are duplicated to other storage nodes of the 
same region. By doing so, data transfers between users and storage nodes are 
confined within their regions and transfer efficiency is enhanced.  Experiments 
show that our replication can achieve high efficiency with a small number of 
duplicates. 

Keywords: peer-to-peer, storage system, Coupon Collection Problem, CFR. 

1   Introduction 

The exploding growth of the Internet has enabled organizations across the globe to 
share resources and collaborate in large scale projects such as SourceForge [21], 
SEEK[20], and grid systems [1] [5] [11] [25], etc.  One of the most fundamental 
needs of these types of projects is a platform to store and exchange data.  A storage 
system is needed for keeping and distributing the large amounts of source codes, 
programs, and documentations. To construct such a storage system, machines 
contributed by volunteering organizations are used to store and mirror the generated 
data. How to build a scalable and efficient storage system to aggregate the resources 
contributed by the participating organizations has been an active research issue. 

The peer-to-peer computing has received much attention in the past few years.  
Pioneering applications such as Napster [16] and KaZaA [9] offered platforms for 
users to easily exchange files without a centralized storage. The second generation of 
                                                           
* Corresponding author. 
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peer-to-peer storage systems [2] [10] [15] [18], mostly built on top of structured 
routing schemes [19][22], further provide mechanisms to guarantee on object 
location, and adopt more sophisticated replication and caching schemes.   

The benefits of peer-to-peer techniques include scalability, fault tolerance, 
resource sharing, and load balancing among the participating machines. These 
appealing properties closely match the requirements of storage systems used in large 
scale collaboration projects mentioned above. 

In this paper, we propose a scalable, loosely coupled, and efficient storage system, 
Cooperative File Repository (CFR), for large scale collaboration projects.  The CFR 
consists of two modules, overlay management and file management modules.  The 
overlay management module maintains connectivity between the participating nodes 
using a two-layer overlay network.  The file management module provides an 
interface for users to access CFR and manages the files stored in CFR.  Replicas are 
automatically created for all files stored in CFR.  Caching is employed to further 
enhance performance.  CFR achieves scalability by incorporating peer-to-peer 
techniques to aggregate the contributed storage nodes.  Efficiency is achieved by 
exploiting the geographic locality of the storage nodes.  Using the region overlay, 
CFR can replicate files to storage nodes in all geographic areas.   

To evaluate the performance of CFR, both simulation analysis and experimental 
test are conducted.  Simulation results verify that our proposed caching scheme can 
effectively reduce the average download time compared to the one without caching 
scheme.  For the experimental test, we implement CFR on Taiwan UniGrid [25].  
Different region configurations are implemented and the top 10 download files from 
the SourceForge site are used as the test data set.  The experimental result shows that 
the downloading time of the 4-region configuration is almost 3 times faster than that 
of the 1-region configuration, that is, the region concept of CFR can enhance the 
performance of file downloading. 

The remainder of this paper is organized as follows. In Section 2, we discuss 
various systems that are related to our system.  In Section 3 we briefly describe the 
system overview of our CFR. In Sections 4 and 5, we introduce the overlay 
management and file management of CFR, respectively. The simulation results are 
presented in Section 6. In Section 7, we perform the experimental test on Taiwan 
UniGrid. 

2   Related Work 

Many peer-to-peer data storage systems have been proposed in the past, and there are 
quite a few papers on comparisons of various peer-to-peer file sharing/storage 
applications published [6] [7].  CFS [2] is a Unix-style read only file system layered 
on top of the Chord [22] [23] protocol.  A DHash layer lies between the file system 
and Chord to handle block management.  OceanStore [10] is a persistent wide-area 
transactional storage, layered on top of its own probabilistic routing protocol.  
OceanStore applies erasure coding to files, splitting them into multiple blocks, to 
achieve robustness.  PAST [18] is a large scale persistent storage system layered on 
the Pastry [19] protocol.  PAST can be layered on other routing protocols with some 
loss of locality and fault resilience properties.  All of the storage systems mentioned 
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above create replicas to the files or blocks stored in the system and employ caching.  
IVY [15] is a log-based file system that supports concurrent write operations.  IVY, 
like CFS, uses Dhash to store the logs.  Kelips [4] is a file system layered on its own 
routing scheme with O(1) lookup time.  The fast lookup, however, comes at the cost 
of larger memory usage and background communication overhead.   

CFR shares many similarities with PAST.  Like PAST, CFR stores and replicates 
whole files, and is not bounded to a specific routing scheme.  Unlike PAST, we do not 
rely on the underlying routing protocol to take locality into consideration.  Our system 
partitions the participating nodes into groups, like Kelips, but uses different partition 
scheme.  Kelips uses hashing to determine the group of a node while ours is based on 
geographic locality. 

Many past works have proposed different ideas of using hierarchical multiple ring 
topologies in overlay networks.  HIERAS [26] and [14] are both routing schemes that 
adopt this topology.  In [14], the participating peers are organized into multiple layers 
of rings with separate identifier spaces to reflect administrative domains and 
connectivity constraints.  Boundary Chord [8] is a replica location mechanism used in 
grid environments.  Boundary Chord adopts a two-layer multiple ring topology to 
group nodes according to logical domains.  In comparison with these systems, CFR 
adopts a two-layer hierarchy of multiple rings.   

3   System Overview 

Figure 1 shows the system architecture of CFR and the functions offered by the 
system components.  The CFR system consists of two modules: Overlay Management 
Module (OMM) and File Management Module (FMM).   

 

Fig. 1. The system architecture of CFR 

OMM is responsible for maintaining connectivity between the participating storage 
nodes using a two-layer overlay network.  The two-layer overlay network consists of 
two overlays, the base overlay and the region overlay.  These two overlays are 
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maintained by the Base Overlay Management Component (BOMC) and Region 
Overlay Management Component (ROMC), respectively.  ROMC maintains the 
required routing information in a data structure called the region table.   

FMM is used for providing functions that are related to files in CFR. FMM 
consists of two components: the User Interface Component (UIC) and the File 
Duplication Component (FDC). UIC provides an interface for users to access the files 
which are stored in CFR.  Duplications of files in CFR are automatically created in 
order to enhance performance and increase availability. The File Duplication 
Component (FDC) is responsible for creating the duplications.  

4   The Overlay Management of CFR 

In this section, we will describe the overlay management of CFR. It can be divided 
into the base overlay and the region overlay.  

4.1   The Base Overlay 

The purpose of the base overlay is to route messages between any two storage nodes 
in the system. The base overlay is constructed and maintained by BOMC. In the base 
overlay, each participating storage node has a node ID that is obtained by hashing the 
IP address of the node using a consistent hash function, such as SHA-1 [3] or MD5 
[17]. Using this method, participating storage nodes are organized as a ring, the base 
ring, according to their IDs.  

4.2   The Region Overlay 

4.2.1   Regions 
The basic concept of region is inspired by mirroring scheme on the internet such as 
SourceForge.  User usually can choose a server to download file according to their 
own geographic locality to achieve efficient downloading. Therefore, the geographic 
locality can be interpreted as network locality in two end hosts connected to the 
Internet.  In [24], it is shown that topology of the Internet today obeys the Power Law 
and consists of several dense autonomous system clusters.   

We adopt a model to capture the scenario that we mentioned above.  We assume 
that the connection between two participants (storage nodes or users) of CFR is 
efficient if they are in the same geographic area.  In our model, all storage nodes and 
users, both end hosts in the Internet, are partitioned into disjoint sets called regions.  
We assume that the partition reflects geographic locality.     

4.2.2   Construct and Maintain the Region Overlay 
Constructing the region overlay can allow the participating storage nodes to contact 
other storage nodes that are in different regions quickly. This ability aids the file 
duplication procedures to select target storage nodes to replicate desired files.  Details 
of the file duplication procedures are described in Section 5.  
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(a)                                                                 (b) 

Fig. 2. (a). An example of region overlay with 3 regions. (b). An example of the join process. 

We now describe the construction and maintenance procedures of ROMC. First we 
will introduce some terms and variables that will be used. R denotes the total number 
of regions in the system. Nodes that belong to the same region are called locals of 
each other.  Nodes that belong to different regions are called contacts of each other. A 
link is an ID-to-address mapping, used to convert node ID to actual network address. 
Links that point to locals are called local links. Links that point to contacts are called 
contact links. Links that are required to form the region overlay which are stored in 
the region table of the participating nodes. 

To form the region overlay, each node stores and maintains R links in their region 
tables. The local links in the region table of each node connect nodes from the same 
region into a ring, called the region ring. The region overlay is essentially made up of 
R interconnected region rings. Figure 2(a) shows a system with 3 regions. Storage 
node 9 stores and maintains 3 links in its region table. A local link points to the 
clockwise neighbor in its region ring, node 13. Two contact links point to the closest 
contacts from the remaining two regions in the base ring, nodes 11 and 22, 
respectively. 

A node constructs its region table when it first joins the system, and maintains its 
region table throughout its lifetime in the system.  

Figure 2(b) shows an example of the join process. In Figure 2(b), storage node 10 
joins the system. As shown on top of Figure 2(b) all storage nodes between storage 
node 9 and storage node 67 have a link to storage node 22 before storage node 10 
joins.  The region table of storage node 9 contains links to storage nodes 11, 13, and 
22.  After storage node 10 joins, all nodes between storage node 9 and storage 67 are 
affected.  As shown on the bottom of Figure 2(b), the region table of storage node 10 
contains links to storage nodes 11, 13, and 22.  These links are obtained from storage 
node 9.  All the links that point to storage node 22 are modified to point to storage 
node 9. 
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5   The File Management of CFR 

In this section, we give detailed descriptions of file management procedures in CFR. 
Files that are stored in CFR can be classified into two types: permanent file, and 
transient file. Permanent file will stay in the system until a remove operation is 
performed on it. Each transient file has a lifetime to determine how long it can stay in 
the system, and will be removed from the system when the system time exceeds its 
lifetime. A permanent file is associated with a data structure called permanent table, 
which contains all the necessary file management information about a permanent file. 
Likewise, a transient file is associated with a transient table which contains the 
necessary information about a transient file. The storage space of each storage node is 
divided into to two areas: local and cache areas. Permanent files are stored in the 
local areas of storage nodes, and transient files are stored in the cache areas. 

Table 1. An example of a permanent table 

filename App.tgz 
 fileID 8 

permNodes 8 11 22 
caches 24 50 

hort 359 
long 50 
path /opt/cfr/local  

Table 2. An example of a transient table 

filename App.tgz 
fileID 8 

lifetime 50000 
path /opt/cfr/cache  

Table 1 shows a permanent table. The filename and the fileID field record the 
name of the file and the hash value of the filename. Each file will be replicated, and 
the permNodes field records the storage nodes in different regions that store the 
replicas when the caches field records the storage nodes in the same region that store 
the replicas. The long and short fields record the long term and short term access rates 
of that file, respectively. The path field stores the physical location of the file. Table 2 
shows a transient table. The filename, fileID, and path fields are the same as the fields 
in the permanent table. The lifetime field stores the lifetime of that transient file. 

5.1   Insert Files and Create Duplicates in CFR 

The put function provides by UIC allows users to insert files into CFR.  In CFR, a file 
will first be put to the node, ni, whose id is closest to fileID.  After the first stage of 
insertion is completed, node ni will replicate files to nodes in other regions according 
to its contact link information. 

Transient files are created for reducing the load of the storage nodes hosting 
popular files as proposed in [12].  In order to cope with this phenomenon, we record 
the long term download rate, in the scale of days, of each file in the long field of its 
permanent tables. The transient file will be created when one of the download rates of 
that file exceeds its threshold.   
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Figure 3(a) shows an example of file insertion and duplication process. The file 
App.tgz, which is the same file in Table 1, is inserted into a system with 3 regions. 
Since the fileID of App.tz is 8, its home is storage node 9. Storage node 9 uses its 
region table to create two replicas on storage nodes 11 and 22 according to the 
described creation procedure. 

  

(a)                                                            (b) 

Fig. 3. (a). An example of file insertion and duplication. (b). An example of file retrieval. 

5.2   Retrieve and Remove Files in CFR 

The get function provided by UIC allows users to retrieve files from CFR. To retrieve 
a file fj from CFR, a user ui first finds the home of fj, nh. After nh is found, ui invokes 
the getPerms function on nh to find the list of storage nodes that stores fj as a 
permanent file, and selects the storage node that belongs to the same region as herself.  
Let this storage node be nr. ui invokes the getTrans function on nr to obtain the list of 
caches of fj. ui then chooses a storage node from all the caches and nr with equal 
probability.  This will evenly distribute the requests among all the storage nodes that 
stores fj or transient file of fj in the same region. 

The remove operation is similar to the get operation. A user first invokes the del 
function on the home of a file, nh. nh then finds all the storage nodes that store replicas 
and transient file of that file from the permanent tables, and issues requests to remove 
the files from their storage space. Figure 3(b) shows an example of the file retrieval 
process.   

5.3   Dealing with Storage Node Dynamics 

To ensure users can always locate their desired files, dynamic storage nodes must be 
considered. The addition of new storage nodes and the departure of existing storage 
nodes will cause files to migrate to different homes. If no corresponding actions are 
taken, future requests will be routed to their new homes and dropped because the new 
homes are unaware of their existence. However, migration of all files from one 
storage node to another will be very costly especially when the total size of files is 
large. We use redirection to deal with these problems. A storage node can store only 
the permanent table of a file and records a link to the storage node that store the actual 
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file.  This link is called a reference.  References are created by storing links instead of 
local paths in the path field of permanent tables. 

A joining or leaving storage node will affect its clockwise neighbor in the base 
ring.  It will also affect the nodes between itself and the closest counter-clockwise 
storage node in its region. In the case of join and voluntary departure, the affected 
nodes will be notified. The affected nodes will first create references to deal with the 
change of topology, and schedule physical file migration to be done in the future. 

6   Simulation Results 

To evaluate CFR, we implemented a simulator and performed several experiments to 
further understand its behavior. All simulations were run on an IBM eServer, 
equipped with two Intel(R) Xeon(TM) 2.40GHz CPUs and 1GB of memory. The OS 
running on the eServer is Debian. The kernel version is 2.6. 

6.1   Expected Number of Hops to Collect All Links 

The objective of this experiment is to compare the average number of hops[13] to 
obtain a complete set of R links to the derived expected number of hops. We would 
also like to verify that the minimal average value appears when the population of 
storage nodes in all regions is equal. We only show the results with two and three 
regions. When the number of regions is larger than three, it is difficult to present the 
results using graphs. However, all results show similar characteristics.  
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Fig. 4. Average number of hops and the expected number of hops to obtain all links in a system 
consisting of two regions and different number of storage nodes 

Figure 4 shows the average number of hops in a system with two regions, with 
different node proportions and storage node populations. The x-axis is the proportion 
of the first region. We can see that all results are close to the expected value[13]. Note 
that the larger storage node population, the closer the average is to the derived value. 
This is because the distribution of nodes over the identifier space is more uniform as 
the number of nodes increase. Also note that the lowest expected value and average 
values occur at the point where the proportions of the nodes are equal (0.5), which 
concurs with our derived result. 



108 M.-R. Lin et al. 

6.2   Evaluation of File Management of CFR 

The objective of next experiments is to evaluate the proposed replication strategy and 
to compare the proposed strategy to PAST. The reason PAST is chosen is because it 
shares most similarity with CFR. We use the download statistics from the “top 100 
downloaded projects in 7 days” web page available from the SourceForge website.  

Using this data, we simulated our replication strategy and compare it with the 
replication strategy of PAST. The system consists of five hundred nodes. The average 
download time of around 45000 downloads with varying number of replicas created 
for each file inserted in both CFR and PAST, are shown in Figure 5(a). As shown in 
the figure, download time decreases as the number of replicas created for both 
systems. We can see that CFR achieves lower average download time than PAST 
using the same number of replicas. 
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(a)                                                                 (b) 

Fig. 5. (a) The average download time of CFR versus PAST with different number of replicas. 
(b). Comparisons the transfer time between with transient files and without transient files. 

Next we evaluate the effect of creating transients on performance. In this 
experiment, the setup is identical to the previous experiment. The result of the 
experiment shows that the average download time is reduced to about one half when 
transients are created. Figure 5(b) shows the comparisons the transfer time between 
with transient files and without transient files. 

As shown in Figure 5(b), the use of transient files effectively reduces transfer time. 
With transient files, it has greatly reduced download time.  

7   Experimental Results 

To evaluate the real performance of CFR, we have implemented the CFR system on 
Taiwan UniGrid [25].  The Taiwan UniGrid is a Grid platform for researchers in 
Taiwan to do Grid related research.  Currently, the platform contains about 30 sites. 
We execute the CFR program on 12 sites in 4 cities of Taiwan as shown in Figure 
6(a).  Each site has 3 storage nodes. We select the top 10 download files, as shown in 
Table 3, from the sourceforge.net [21] as our test data. To measure the performance of 
CFR, we have 4 region configurations, 1, 2, 3, and 4, for these 12 sites.  For the  
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1-region configuration, all sites form a region.  For the 2-region configuration, sites in 
{Taipei, Hsinchu} and {Tainan, Kaoshiung} form a region, respectively.  For the 3-
region configuration, sites in {Taipei}, {Hsinchu}, and {Tainan, Kaoshiung} form a 
region, respectively.  For the 4-region configuration, sites in each city form a region. 
For each region configuration, a download program is executed in each site to 
randomly decide whether a client needs to download a particular program or not.   

Table 3. Top 10 downloads from sourcesforge.net 

Filename Size (bytes) 
7-Zip_Portable_4.42_R2.paf.exe 1193218 
7z443.exe 862846 
aresregular195_installer.exe 1253674 
audacity-win-1.2.6.exe 2228534 
Azureus_2.5.0.0_Win32.setup.exe 8799656 
DCPlusPlus-0.698.exe 3836577 
eMule0.47c-Installer.exe 3534076 
eMulePlus-1.2a.Binary.zip 3047952 
gimp-2.3.12-i586-setup.zip 14267302 
Shareaza_2.2.3.0.exe 4366779 

 

Fig. 6. (a) Testbed map of CFR in TANET of Taiwan. (b) The average downloading time 
against region number. 

Figure 6(b) shows the average downloading time against the region number. From 
Figure 6(b), we observe that the overall downloading time goes down while the 
number of regions increases. Since the region partitioning exploits the geographical 
relationships of sites, the experimental result also shows that the downloading time of 
the 4-region configuration is almost 3 times faster than that of the 1-region 
configuration. 
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8   Conclusions and Future Work 

In this paper, we have proposed a scalable, loosely coupled, and efficient storage 
system, Cooperative File Repository (CFR), for large scale collaboration projects. The 
main concept of CFR is to use peer-to-peer techniques to achieve scalability, use a 
two-layer hierarchy managing participating organizations to eliminate centralized 
administration authority, and use the geographic locality of the storage nodes and 
caching mechanism to achieve the efficiency. The simulation and experimental results 
confirm that CFR can achieve those goals mentioned above.  

From the simulation results, we observe that the CFR can produce the best 
performance when all regions have the same number of storage nodes. In real 
situation, the number of storage nodes of regions may not be equal.  How to 
dynamically combine small regions to one larger region or split one larger region to 
small regions such that each region has approximate the same number of storages 
node to keep CFR remain efficient is an important issue for the future study. 
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Abstract. Sensor network deployment and its maintenance are very challenging 
due to hostile and unpredictable nature of environments. The field coverage of a 
wireless sensor network (WSN) can be enhanced and consequently network 
lifetime can be prolonged by optimizing the sensor deployment with a finite 
number of sensors. In this paper, we propose an energy-efficient fuzzy optimi-
zation algorithm (EFOA) for movement assisted self-deployment of sensor 
networks based on three descriptors – energy, concentration and distance to 
neighbors. The movement of each sensor node is assumed relatively limited to 
further reduce energy consumption. The existing next-step move direction for-
mulas are improved to be more realistic. We also propose a network mainte-
nance strategy in the post-deployment phase based on the sensor node impor-
tance level ranking. Simulation results show that our approach not only 
achieves fast and stable deployment but also greatly improves the network cov-
erage and energy efficiency as well as prolongs the lifetime. 

Keywords: Sensor networks, fuzzy logic, deployment, mobility, coverage. 

1   Introduction 

Sensor networks which are composed of tiny and resource constrained computing 
devices, have been widely deployed for monitoring and controlling applications in 
physical environments [1]. Due to the unfamiliar nature of such environments, de-
ployment and maintenance of sensor networks has become a challenging problem and 
has received considerable attention recently.  

Some of the work [2], [3], [4] assume that the environment is sufficiently known 
and under control. However, when the environment is unknown or inhospitable such 
as remote inaccessible areas, disaster fields and toxic urban regions, sensor deploy-
ment cannot be performed manually. To scatter sensors by aircraft is one of the possi-
ble solutions. However, using this scheme, the actual landing position cannot be  
predicted due to the existence of wind and obstacles such as trees and buildings. Con-
sequently, the coverage may not be able to satisfy the application requirements. Some 
researchers suggest simply deploying large amount of static sensors to increase cover-
age; however it often ends up harming the performance of the network [5].Moreover, 
in many cases, such as during in-building toxic-leaks detection [6], chemical sensors 
                                                           
∗ Corresponding author. 
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must be placed inside a building from the entrance of the building. In such cases, it is 
necessary to take advantage of mobile sensors, which can move to the appropriate 
places to provide the required coverage. 

To address this issue, a class of work has recently appeared where mobility of sen-
sors is utilized to achieve desired deployment [7], [8], [9], [10], [11], [12]. Typically 
in such works, the sensors detect lack of desired deployment objectives such as cov-
erage holes, estimate new locations, and move to the resulting locations. For example, 
in [9], the authors present the virtual force algorithm (VFA) as a new approach for 
sensor deployment to improve the sensor field coverage after an initial random 
placement of sensor nodes. The cluster head (CH) executes the VFA algorithm to find 
new locations for sensors to enhance the overall coverage. However none of the 
above work can well handle the random movement and unpredictable oscillation in 
deployment. In [13], fuzzy logic theory is applied to handle the uncertainty in sensor 
network deployment problem. Their approach achieve fast and relatively stable de-
ployment and increase the field coverage as well as communication quality. However, 
their fuzzy inference system has only two antecedents, number of neighbors of each 
sensor and average Euclidean distance between sensor node and its neighbors, with-
out energy consumption considered at all, which is one of the most critical issues in 
sensor networks. 

In this paper, our contribution relies on the two propose strategies. The first is an 
energy-efficient fuzzy optimization algorithm (EFOA) for movement assisted self- 
deployment of sensor networks. It outperforms [13] in three aspects. The first is that 
we take the energy level of sensor node as one of the antecedents in fuzzy rules; the 
second is that the mobility of sensor nodes is set to be relatively limited, i.e., the 
movement distance is bounded by communication range, so that energy consumption 
can be further reduced; the last is represented by the more realistic next-step moving 
direction equations we derived. The second strategy we propose for network mainte-
nance in the post-deployment phase is based on the derived sensor node importance 
level ranking. 

The rest of the paper is organized as follows. Section 2 briefly introduces the 
overview of fuzzy logic system and preliminaries. In section 3 the Energy-efficient 
Fuzzy Optimization Algorithm (EFOA) is explained in detail for mobile nodes de-
ployment design. In section 4 network maintenance strategy is proposed based on 
sensor node importance ranking. Simulation and performance evaluations of this 
work are presented in Section 5. We conclude with a summary and discuss future 
work in Section 6. 

2   Technical Preliminaries 

2.1   Fuzzy Logic Systems  

The model of fuzzy logic system consists of a fuzzifier, fuzzy rules, fuzzy inference 
engine, and a defuzzifier. We have used the most commonly used fuzzy inference 
technique called Mamdani Method [14] due to its simplicity. 
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The process is performed in four steps: 

1) Fuzzification of the input variables energy, concentration and average distance to 
neighbors - taking the crisp inputs from each of these and determining the degree 
to which these inputs belong to each of the appropriate fuzzy sets.  

2) Rule evaluation - taking and applying the fuzzified inputs to the antecedents of the 
fuzzy rules. It is then applied to the consequent membership function. 

3) Aggregation of the rule outputs - the process of unification of the outputs of all 
rules. 

4) Defuzzification - the input for the defuzzification process is the aggregate output 
fuzzy set moving distance and the output is a single crisp number. 

Information flows through the fuzzy inference diagram as shown in Figure 1. 

1. If and

and

then

then2. If

 

Fig. 1. Fuzzy inference diagram 

2.2   Coverage 

Generally, coverage can be considered as the measure of quality of service of a sensor 
network. In this paper, coverage [10] is defined as the ratio of the union of areas cov-
ered by each node and the area of the entire Region of Interest (ROI), as shown in Eq. 
(1), and binary sensing model [10] is adopted. Here, the covered area of each node is 
defined as the circular area within its sensing radius. Perfect detection of all interest-
ing events in the covered area is assumed.  

A

A
C iNi ,...,1==

∪
 (1) 

where 

Ai       is the area covered by the ith node;  
N     is the total number of nodes; 
A     stands for the area of the ROI. 

In order to prevent recalculating the overlapped area, the coverage here is calcu-
lated using Monte Carlo method by creating a uniform grid in the ROI [11]. All the 
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grid points being located in the sensing area are labeled 1 otherwise 0, depending on 
whether the Euclidean distance between each grid point and the sensor node is longer 
or shorter than sensing radius. Then the coverage can be approximated by the ratio of 
the summation of ones to the total number of the grid points. 

If a node is located well inside the ROI, its complete coverage area will lie within 
the ROI. In this case, the full area of that circle is included in the covered region. If a 
node is located near the boundary of the ROI, then only the part of the ROI covered 
by that node is included in the computation. 

3   Proposed Deployment Approach: EFOA 

3.1   Assumptions and Model 

Let G(V, E) be the graph defined on V with edges uv ∈E iff uv ≤ R. Here uv is the 
Euclidean distance between nodes u and v, R is the communication range. A sensor 
can detect any event within its sensing range r. Two sensors within R can communi-
cate with each other. Neighbors of a sensor are nodes within its communication range. 
Detection and communication is modeled as a circle on the 2-D sensor field. 

According to the radio energy dissipation model, in order to achieve an acceptable 
Signal-to-Noise Ratio (SNR) in transmitting an l bit message over a distance d, the 
energy expended by the radio is given by [15]: 
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where Eelec is the energy dissipated per bit to run the transmitter or the receiver circuit, 

fsε and mpε are amplifier constants, and d is the distance between the sender and the 

receiver. By equating the two expressions at d=d0, we have 
mpfsd εε /0 = . Here we 

set electronics energy as Eelec=50nJ/bit, whereas the amplifier constant, is taken as 

fsε =10pJ/bit/m2, mpε = 0.0013pJ/bit/m2, the same as in [15]. 

To receive l bit message, the radio expends: 

elecR lElE =)(  (3) 

For simplicity, assume an area over which n nodes are uniformly distributed and 
the sink is located in the center of the field, so the distance of any node to the sink or 

its cluster head is 0d≤ . 

3.2   Energy-Efficient Fuzzy Optimization Algorithm 

Expert knowledge is represented based on the following three descriptors: 

• Node Energy - energy level available in each node, denoted by the fuzzy variable 
energy, 
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• Node Concentration - number of neighbors in the vicinity, denoted by the fuzzy 
variable concentration, 

• Average distance to neighbors - average Euclidean distance between sensor node 
and its neighbors, denoted by the fuzzy variable dn. 

The linguistic variables used to represent the node energy and node concentration, 
are divided into three levels: low, medium and high, respectively, and there are three 
levels to represent the average distance to neighbors: close, moderate and far, respec-
tively. The outcome to represent the moving distance dm was divided into 5 levels: 
very close, close, moderate, far and very far. The fuzzy rule base includes rules like 
the following: IF the energy is high and the concentration is high and the distance to 
neighbor is close THEN the moving distance of sensor node i is very far. 

Thus we used 33 = 27 rules for the fuzzy rule base. We used triangle membership 
functions to represent the fuzzy sets medium and moderate and trapezoid member-
ship functions to represent low, high, close and far fuzzy sets. The developed mem-
bership functions and their corresponding linguistic states are represented in Table 
1 and Figures 2 through 5 respectively. 

Table 1. Fuzzy rule base (dn=average distance to neighbors, dm=moving distance) 

No. energy concentration dn dm 
1 low low close close 
2 low low moderate vclose 
3 low low far vclose 
4 low med close moderate 
5 low med moderate close 
6 low med far vclose 
7 low high close moderate 
8 low high moderate close 
9 low high far close 
10 med low close moderate 
11 med low moderate close 
12 med low far close 
13 med med close far 
14 med med moderate moderate 
15 med med far close 
16 med high close far 
17 med high moderate moderate 
18 med high far moderate 
19 high low close far 
20 high low moderate moderate 
21 high low far moderate 
22 high med close vfar 
23 high med moderate far 
24 high med far moderate 
25 high high close vfar 
26 high high moderate far 
27 high high far far 

Legend: vclose=very close, vfar=very far, med=medium. 



 Optimal Deployment of Mobile Sensor Networks and Its Maintenance Strategy 117 

0 20 40 60 80 100

0

0.2

0.4

0.6

0.8

1

energy

D
eg

re
e 

of
 m

em
be

rs
hi

p

low med high

 

Fig. 2. Fuzzy set for fuzzy variable energy 
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Fig. 3. Fuzzy set for fuzzy variable concentration 
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Fig. 4. Fuzzy set for fuzzy variable dn 
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Fig. 5. Fuzzy set for fuzzy variable dm 

For the defuzzification, the Centroid is calculated and estimated over a sample of 
points on the aggregate output membership function, using the following formula: 

( ) ∑∑ ∗= )(/)( xxxCen AA μμ  (4) 

where, μA (x) is the membership function of x in A. The membership function maps 
each element of X to a membership value between 0 and 1. 

The control surface is central in fuzzy logic systems and describes the dynamics of 
the controller and is generally a time-varying nonlinear surface. From Fig. 6 and Fig. 7 
obtained by computation in Matlab Fuzzy Logic Toolbox, we can see that although the 
concentration for a certain sensor is high, the moving distance can be smaller than some 
sensor with higher energy or sensor with fewer neighbors but more crowded. With the 
assistance of control surface, the next-step moving distance can be determined. 

The next-step move direction is decided by virtual force. Assume sensor i has k 
neighbors, k=k1+k2, in which k1 neighbors are within threshold distance dth to sensor 
i, while k2 neighbors are farther than dth distance to sensor i. The coordinate of sensor 
i is denoted as Ci = (Xi, Yi), and that of neighbor sensor j is Cj = (Xj, Yj). The next-step 
move direction of sensor i is represented as Eq. (5) and (6), which are the improved 
version of moving direction equation in [13]. It is improved in the sense that threshold 
distance is set here so that attraction and repulsion forces can be represented in the 
equations. Thus after getting moving distance dm and direction (angle α), sensor i 
clearly knows its next-step moving position. 
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The threshold distance dth here is set to a proper value r3  which is proved as fol-
lows: We attempt to make distance between 2 sensor nodes moderate, i.e., not very 
close and not very far. This kind of stable structure is illustrated in Figure 8. Non-
overlapped sensor coverage style is shown in Figure 8(a), however, an obvious draw-
back here is that a coverage hole exists which is not covered by any sensor. Note that 
an alternative way is to allow overlap, as shown in Figure 8(b) and it ensures that all 
grid points are covered. Therefore, we adopt the second strategy. 
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Fig. 6. Control surface (concentration, energy 
vs dm) 
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Fig. 8. Non-overlapped and overlapped sensor coverage cases 
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In Fig. 8(b), it is obvious that △S1S2S3 is equilateral triangle. Because the sensing 
radius is r, through some steps of simple geometry calculations, we can easily derive 
the distance between two sensor nodes in the latter case S1S2 =S2S3= 

S1S3=2× r3 /2= r3 . 

4   Proposed Network Maintenance Strategy 

After the first stage deployment, the network maintenance is also necessary to be 
considered due to the uncertain environment. Thus, it is actually the post-deployment 
stage after the fuzzy optimization deployment stage and a certain period of network 
operation. The characteristic of the network in this situation is heterogeneous. The 
proposed network maintenance strategy is based on the sensor node importance level 
ranking. First, we take the importance level calculation of the node n as an example. 
Assume the total number of nodes in the network is N. Let the probability that node i 
can sense grid point j be denoted by Si(Pj), and then the probability C(Pj) that grid 
point j is sensed by the whole network is derived as: 

∏
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If delete node n, then the probability C(Pj) becomes 

∏
≠

−−=
N

ni
jij PSPC ))(1(1)(  (8) 

For point j, the detection probability loss due to the deletion of node n becomes 

∏
≠

−×=Δ
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ni
jijnjn PSPSPC ))(1()()(  (9) 

Considering the importance difference of each node in the network, the detection 
ability loss of the whole network after deleting node n is: 

∑ ∇×Δ=Δ
j

jjnn PPCC )()(  (10) 

in which )( jP∇  is the temporal gradient of sensing value at grid point j. The higher 

the gradient value the more often the interesting events occurrence. We assume that 
sensor measurement physically has a range (0~xmax); if the sensing vale v>xmax, then 
let v=xmax. 
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According to importance level indicator nCΔ , the importance level ranking of 

each node in the network can be sorted. Consequently we can either deploy several 
new sensor nodes close to the most important nodes or remove redundant nodes from 
“quiet” spot to the vicinity of those “busy” nodes as a backup. 

5   Performance Evaluations 

The proposed EFOA algorithm is evaluated first. For the convenience of comparison, 
we set the initial parameters the same as in [13]: various number of sensors deployed 
in a field of 10×10 square kilometers area are investigated; the r and R used in the 
experiment are 1km and 2km (2km and 4km) respectively. So dn should be ranged as 
0~2 (0~4), not 0~10 as set by [13]. We assume each sensor is equipped with an omni-
antenna to carry out the task of detection and communication. Evaluation of our 
EFOA algorithm follows three criteria: field coverage, energy consumption and con-
vergence. Results are averaged over 100 Monte Carlo simulations.  

Figure 9 shows that the coverage of the initial random deployment, fuzzy optimiza-
tion algorithm (FOA) proposed in [13] and our proposed algorithm EFOA when 
r=1km and R=2km. The FOA and EFOA algorithm have similar results that both of 
them can improve the network coverage by 20% ~ 30% in average. 

Figure 10 gives the results when r=2km and R=4km, the coverage comparison be-
tween random deployment, FOA and EFOA. In the case when 20 sensors are de-
ployed, initially the coverage after random deployment is around 86%. After FOA 
and EFOA algorithm are executed, the coverage reaches 97%. The coverage is dra-
matically improved in the low density network. The above two figures indicate that 
instead of deploying large amount of sensors, the desired field coverage could also be 
achieved with fewer sensors. 
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Fig. 9. Coverage vs. # of Nodes (R=2, r=1) 
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Fig. 10. Coverage vs. # of Nodes (R=4, r=2) 

Figure 11 shows the total number of nodes that remain alive over time where each 
node begins with 2J of energy and when R=4km and r=2km. The number of nodes in 
EFOA remains the same for a long time and they die out quickly almost at the same 
time while the first node dies early in FOA. The reason is that after some operation 
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time, the network display heterogeneous characteristics, however, FOA doesn’t con-
sider the residual energy of nodes, so the energy difference among sensors becomes 
significant as time goes on. Network lifetime is the time span from the deployment to 
the instant when the network is considered nonfunctional. When a network should be 
considered nonfunctional, it is generally the instant when the first sensor dies or a 
percentage of sensors die and the loss of coverage occurs. Thus the lifetime is pro-
longed in EFOA compared with FOA. 
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Fig. 11.  # of nodes alive over time where 
each node begins with 2J energy. (R=4, r=2) 
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Fig. 12. Standard deviation of distance trav-
eled verses number of nodes 

Figure 12 shows EFOA has lower standard deviation of distance compared with 
FOA in both cases when R=4km, r=2km and R=2km, r=1km with various number of 
nodes. When the standard deviation of distance traveled is small, the variation in 
energy remaining at each node is not significant and thus a longer system lifetime 
with desired coverage can be achieved. 

The network maintenance strategy is simulated thereafter as Figure 13 shows. The pa-
rameter xmax is set to be 50, sampling period is 5s.Total number of nodes in the network is 
30, and two of the most importance nodes are the nodes labeled as 18 and 19 which have  
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Fig. 13. Importance level verses node serial number 
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the highest importance level. After adding four new nodes close to node 18 and 19, the 
importance level distribution become nearly uniform compared with the case before 
executing network maintenance strategy. Thus the working load of the “busy” nodes can 
be shared by the backup nodes and the lifetime can be further prolonged. 

6   Conclusions and Future Work 

In this paper, an energy-efficient fuzzy optimization algorithm (EFOA) for self- de-
ployment of mobile sensor networks was proposed. It was based on three descriptors 
– energy level of nodes, concentration and average distance to neighbors. The move-
ment of each sensor node was assumed to be relatively limited for further reducing 
energy consumption. The existing next-step move direction formulas were also im-
proved to be more realistic. Our approach has a great advantage to deal with the ran-
domness in sensor deployment as well as minimize energy consumption. We also 
proposed a network maintenance strategy in the post-deployment phase based on the 
sensor node importance level ranking. Simulation results showed that our approach 
not only achieved fast and stable deployment but also greatly improved the network 
coverage and energy efficiency as well as extended the lifetime.  

In the future work, the integration of environmental factors and realistic sensing 
model will be investigated. 
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Abstract. This paper addresses the optimization problems of placing
servers in the presence of competition. We place a set of extra servers
on a graph to compete with the set of original servers. Our objective
is to find the placement that maximizes the benefit, which is defined
as the profits from the requests made to the extra servers despite the
competition, minus the cost of constructing those extra servers.

We propose an O(|V |3k) time dynamic programming algorithm to find
the optimal placement of k extra servers that maximizes the benefit in a
tree with |V | nodes. We also propose an O(|V |3) time dynamic program-
ming algorithm for finding the optimal placement of extra servers that
maximizes the benefit, without any constraint on the number of extra
servers. For general connected graphs, we prove that the optimization
problems are NP-complete. As a result, we present a greedy heuristic
for the problems. Experiment results indicate that the greedy heuristic
achieves good results, even when compared with the upper bounds found
by a linear programming algorithm. The greedy heuristic yields perfor-
mances within 15% of the upper bound in the worst case, and within 2%
of the same theoretical upper bound on average.

1 Introduction

This paper considers a strategy for setting up servers to compete with existing
ones. For example, we assume that there are originally a number of McDonald’s
restaurants in a city, but no Kentucky Fried Chicken (KFC) restaurants. Now,
if we decide to set up a number of KFC restaurants in the same city, where
should we place them? We need to determine the locations for KFC so that
they can compete with McDonald’s and maximize their profits. Due to heavy
competition among business of similar nature, it is important to choose locations
of new servers in the area where the competitors have deployed their servers.

We define the servers we would like to set up as extra servers, and the existing
(competitor) servers as original servers. Thus, in the above example, KFC restau-
rants are the extra servers and McDonald’s restaurants are the original servers.

We use a graph to model the locations of the servers and users. A node in the
graph represents a geographic location, and an edge represents a path between
two locations. Building servers in these locations enables users at a node to

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 124–135, 2007.
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request services from the servers. Each edge has a communication cost. The
distance between two nodes is the length of the shortest path that connects them.

For efficiency, We assume that requests from users always go to the nearest
server. However, when the shortest distances from a user to the original and ex-
tra servers are the same, the user will go to the original server. That is, a user will
NORMALLY go to the nearest restaurant, either McDonald’s or KFC; however, if
the distances to the two restaurants are the same, the user will go to McDonald’s.

After extra servers have been established, users who previously went to Mc-
Donald’s may now go to KFC. We define the benefit of an extra server placement
to be the profit derived from user requests made to the server, minus the cost of
constructing the server. The cost may vary, depending on the location of the ex-
tra server. This paper considers two placement problems related to extra servers,
in the presence of competition from original servers.

1. Given the city configuration and a number k, locate k extra servers such
that they will earn the most profit;

2. Given the city configuration, locate extra servers such that they earn the
most profit, without any constraint on the number of extra servers.

We solve these two problems for a tree graph in O(|V |3k) and O(|V |3) time,
respectively. For a general graph, we show that the two problems are intractable
(NP-complete) and propose a heuristic to solve them. We also run experiments
and compare our results for the heuristic with theoretical upper bounds.

Similar server placement problems, such as replica placement problems
[4,3,6,10], p-Medians [5], and facility location problems [8], have been studied
in the literature. For example, Kariv and Hakimi [5] formulate the p-median
problem as locating p points such that the sum of each node’s weight multiplied
by its shortest distance to the p points is minimized. However, the p-median
problem they considered does not take the building costs into account, and it
minimizes the costs, instead of maximizing the profits. The facility location prob-
lem is similar to the p-median problem, with the additional consideration of the
facility’s costs.

Our extra server model differs from the model in [5] because it introduces
the concept of competition. Extra servers must compete with original servers for
user requests, in order to maximize their profits. The number of extra servers
established is controlled by the building costs, which differ from location to
location. Our dynamic programming model uses a similar technique to that
in [4]. The presence of competition demands innovative proof techniques.

Tamir [9] described a dynamic programming model that solves p-median prob-
lems on a tree topology with building and access costs. The algorithm assumes
that the cost for a client to request services is an increasing function of the dis-
tance between the client and the server. If the benefit function in our model is a
decreasing function of the distance between the client and the server, our place-
ment problem can be solved by transforming it into a p-median problem, and
solving it by the dynamic programming described in [9]. However, the method
proposed in this paper can deal with any arbitrary benefit functions, and still
obtain the optimal solution for a tree topology.



126 P. Liu et al.

The remainder of this paper is organized as follows. Section 2 formally de-
scribes our server placement models. In Section 3, we introduce the dynamic
programming for finding the optimal extra server placement in a tree. Section 4
contains the proof that the problems are NP-complete for general graphs and
presents a heuristic algorithm to solve them. Section 5 reports the experiment
results, and Section 6 contains our conclusions.

2 Problem Formulation

We consider a connected graph G = (V, E), where V is the set of nodes and E
is the set of edges. Each edge (u, v) ∈ E has a positive integer distance denoted
by d(u, v). For any two nodes u, v ∈ V , d(u, v) also denotes the distance of the
shortest path between them. For ease of representation, we also let d(v, S) =
minu∈S d(v, u) be the length of the shortest path from v to any node in X ,
where X ⊆ V .

We consider servers that provide service to nodes in the graph. Every node v
must go to the nearest server u for service. If a server is located at node v, then
v will be serviced by that server. To simplify the concept of “the nearest server”,
we assuem that for every node v, its distances to all other nodes are different,
i.e., d(v, u) �= d(v, w) for u �= w. As a result the nearest server for every node is
uniquely defined.

By serving a client v, a server node u earns a benefit of b(v, u). Note that the
function b can be arbitrary. For example, unlike [9], we do not assume that, for
the same client node v, the function value must be monotonic with respect to
the distance between v and the server node u.

We assume that there are a number of original servers O ⊆ V in G. In addition
to the original server set O, and we would like to add a number of extra servers
to G to obtain the maximum benefit. Let c(v) be the cost of building a server
at node v ∈ V , and X be the set of new servers we would like to add into the
system. A node v ∈ V goes to either O or X for service - v goes to X for service
when d(v, X ) < d(v, O); otherwise (d(v, X ) > d(v, O)), v goes to O for service.
Let VX denote the set of nodes that go to X for service, and VO = V − VX be
the set of nodes that go to O for service.

We define the nearest servers NS(v) of v as the server v uses. Consequently
NS(v) ∈ O if v ∈ VO, and NS(v) ∈ X if v ∈ VX . We can now define the benefit
function of adding the servers X as follows.

B(X ) =
∑

v∈VX

b(v, NS(v)) −
∑

v∈X
c(v). (1)

We now define the problem as follows.

k-Extra-Server Problem. Given an integer k, 1 ≤ k ≤ |V − X |, we want to
find the optimal placement of k extra servers such that the benefit function is
maximized (Equation (2)).

max
X⊆(V −X),|X |=k

B(X ) (2)
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Extra-Server Problem. We want to place extra servers to maximize the benefit
function, without any constraint on the number of the extra servers. We call this
optimization problem the extra-server problem.

3 Finding Extra Server Locations

We present algorithms that utilize global information to solve server placement
problems. The use of global information facilitates the optimality of the algo-
rithm and the assumption of global information is reasonable since we are dealing
with a city or grid configuration and the location of servers are static and can
be known completely in advance.

We focus on the case where the graph G = (V, E) is a tree. Let T be the tree
and r be the root of T . For each node v ∈ V , let Tv be the subtree of T rooted
at v. If v is an internal node, then we use child(v) = {v1, v2, . . . , v|child(v)|} to
denote the children of v. Following the notations in [4], let T

(i)
v be the subtree

of T that consists of v and the subtrees rooted at the first i children of v, i.e.,
T

(i)
v = {v} ∪ ∪i

j=1Tvj .

Definition 1 (Benefit function, B). For nodes v, u ∈ V , an integer k, and
an integer i between 0 and |child(v)|, we define Bv,u

k,i to be the maximum benefit

derived by placing k extra servers in T
(i)
v , under the condition that u = NS(v).

Consequently u is either an original server or an extra server.

We now consider the benefit function Bv,u
k,i by placing X in T

(i)
v . We define X to

be the set of k extra servers that maximize the following benefit function. Recall
that O is the set of original servers.

Bv,u
k,i = max

X
{

∑

w∈T
(i)
v ,NS(w)∈X∪u

b(w, NS(w)) −
∑

s∈X
c(s)}, u /∈ O,

Bv,u
k,i = max

X
{

∑

w∈T
(i)
v ,NS(w)∈X

b(w, NS(w)) −
∑

s∈X
c(s)}, u ∈ O.

The definition indicates that the benefit includes those nodes that will either
go to the extra servers X or u (when u /∈ O) for service, minus the construction
cost of the extra server set X .

For the case where u is not in O, by definition u is v’s nearest server, so u

has an extra server. However, u can be a node outside of T
(i)
v , – in which case it

will not be in X because X is a subset of T
(i)
v . We still need to add the benefit

from T
(i)
v to u, since we assume that an extra server is placed in u.

Lemma 1. For every node v ∈ V and every child vi of v, if u ∈ Tvi is the
nearest server to v, then u is also the nearest server to vi.

Proof. We prove this lemma by contradictions and assume that the nearest server
for vi is u′, not u. Since u′ is the nearest server to vi, the distance d(vi, u

′) must
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be strictly smaller than d(vi, u). The length of the shortest path between v and
u′ is d(v, u′) ≤ d(v, vi) + d(vi, u

′) < d(v, vi) + d(vi, u) = d(v, u), which suggests
that u′ is closer to v than u; however, this contradicts the assumption that u is
the nearest server of v.

For ease of discussion of the following lemma, we define a node set Vv,u,i. This
set contains those nodes in Tvi that could be the nearest server for vi, under the
condition that u is the nearest server for v, but not for vi, i.e., NS(v) = u and
NS(vi) �= u. Intuitively, the set Vv,u,i stands for those nodes in Tvi that are far
enough from v so that it will not be the nearest server for v (when compared
with u), but close enough to vi so that it is the nearest server of vi.

Definition 2 (Vv,u,i). Let u be the nearest server of v and i be an integer
between 1 and |child(v)|. Vv,u,i is the subset of those u′ in Tvi such that u′ is
the nearest server to vi, but it is not the nearest server to v. That is, Vv,u,i =
{u′|u′ ∈ Tvi , d(vi, u

′) < d(vi, u), d(v, u)d(v, u′)}

Lemma 2. For every node v ∈ V and every child vi of v, if u /∈ Tvi is the
nearest server of v, then either u is the nearest server of vi or there exists a
node u′ ∈ Vv,u,i that is the nearest server of vi.

Proof. If u is the nearest server of vi, the lemma follows. Otherwise, we conclude
that the nearest server of vi must be within Tvi , since the path from vi to nodes
not in Tvi must pass through v, which already has u as its nearest server. The
lemma then follows by the definition of Vv,u,i.

Theorem 1. For every node v ∈ V and an integer i between 0 and |child(v)|, if
u is the nearest server of v, then for every node w in Tvi , we can find the nearest
server for w in Tvi ∪ {u}.

Proof. The only way a shortest path from a node w in Tvi to any node outside
Tvi is to go through the edge (vi, v). However, any such shortest path must end
at node u since u is the nearest server for v; otherwise we will be able to find a
closer server for v other than u – a contradiction to the fact that NS(v) = u.

Terminal Conditions. We first derive two terminal conditions for the recursion
of B, the benefit function.

k = 0. When k is 0, we do not place any extra servers in T
(i)
v . If u is an original

server in O, every node in T
(i)
v will go to O for service, so the benefit is 0. If

u is not in O, we consider two cases. First if u is not in T
(i)
v , every node in

T
(i)
v will either go to an original server or to u for service; thus, the benefit

can be determined by Equation (3).

B′ =
∑

w∈T
(i)
v ,d(w,u)<d(w,O)

b(w, u) (3)
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In the second case, u is not an original server but u is in T
(i)
v , which means

that there is at least one extra server in T
(i)
v . This contradicts the assumption

that k is 0. For the purpose of dynamic programming, we define the benefit
to be −∞.

k = 1,u /∈ O,u ∈ T(i)
v . When k is 1, u is in T

(i)
v , so it is not an original server,

but it is definitely the only extra server in T
(i)
v . Every node in T

(i)
v will either

go to O or u for service; thus, the benefit can be calculated in the same way
as B′ − c(u). Note that, since u is now in the X that maximizes the benefit
of T

(i)
v , c(u) should be deducted from the benefit.

Recursion. Next, we derive the recursion function for Bv,u
k,i .

Bv,u
k,i =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, if k = 0 and u ∈ O
B′, if k = 0, u /∈ O, and u /∈ T

(i)
v

B′ − c(u), if k = 1, u /∈ O, and u ∈ T
(i)
v

B′′, if u ∈ Tvi

max {B′′, B′′′}, if u /∈ Tvi

−∞, otherwise,

(4)

where
B′′ = max

0≤j≤k

{
Bv,u

k−j,i−1 + Bvi,u
j,|child(vi)|

}
, (5)

and
B′′′ = max

0≤j≤k

{
Bv,u

k−j,i−1 + Ev,u
j,i

}
. (6)

The first three cases were discussed as the terminal conditions in Section 3,
so we only need to consider the rest.

u ∈ Tvi

If u ∈ Tvi , u will also be the nearest server to vi by Lemma 1, since u is the
nearest server of v. Then, by Theorem 1, every node in Tvi goes to either
Tvi or u for service. In addition, u is the nearest server to v. By Theorem 1,
all nodes in T

(i−1)
v obtain service from u or T

(i−1)
v .

Assume that there are j extra servers in Tvi , then there will be k−j extra
servers in T

(i−1)
v , where 0 ≤ j ≤ k. To obtain the best X that maximizes

the benefit, we need to consider all possible values of j, as formulated in
Equation (5). The recursion follows.

u /∈ Tvi

If u is not in Tvi , we need to consider two sub-cases.
Case 1: If u is the nearest server of vi, the value of Bv,u

k,i is defined as
in Equation (5), because we can isolate two subtrees, as we did in the
previous case where u ∈ Tvi .

Case 2: If the nearest server of vi is not u, by Lemma 2, we can find the
nearest server u′ for vi in Tvi . We formulate the benefit as B′′′ in Equa-
tion (6).

Consider these two sub-cases, if u /∈ Tvi , Bv,u
k,i is formulated as max {B′′, B′′′}.
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Now, in order to finish the recursion the only missing element is the new cost
function Ev,u

k,i .

Definition 3 (Ev,u
k,i ). For nodes v, u ∈ V , an integer k, and the i-th child of

node v (denoted by vi), we define Ev,u
k,i to be the maximum benefit derived by

placing k extra servers in the subtree Tvi , where u /∈ Tvi is the nearest server of
v, but u is not the nearest server of vi. Instead, the nearest server of vi is a u′

in Tvi . The benefit is similarly defined in Equation (7):

Ev,u
k,i = max

X
{

∑

w∈Tvi
,NS(w)∈X

b(w, NS(w)) −
∑

s∈X
c(s)}. (7)

From the above discussion, the maximum benefit Ev,u
k,i is derived by Equation (8).

That is, we need to enumerate all the possible u′ and use the one that maximizes
Bvi,u

′

k,|child(vi)|. The set Vv,u,i is exactly the possible set to select u′ from, since vi

will go to u′ for service, but not to u. This is exactly the definition of Vv,u,i.

Ev,u
k,i = max

u′∈Vv,u,i

{
Bvi,u

′

k,|child(vi)|
}

. (8)

The Final Solution. Finally, the maximum benefit of locating k extra servers in
the tree T can be calculated by Equation (9):

max
u∈T

{
Br,u

k,|child(r)|
}

. (9)

The possible candidates for u are subject to the following constraints: If u is
an original server d(r, u) must be d(r, O), i.e., u is the nearest original server to
the root. If u is not an original server, the distance d(r, u) must be smaller than
d(r, O) to ensure that u is the nearest extra server to the root.

Theorem 2. Given a tree T = (V, E) and a set O ⊆ V as the original servers,
the k-extra-server problem for T can be solved in O(|V |3k) time, where 0 ≤ k ≤
|V − O| is an integer.

Proof. The problem can be solved by Equations (3) to (9). The time of the
dynamic programming is derived by calculating all the entries of Bv,u

k,i and Ev,u
k,i .

Consider each pair of v and i, so that there are totally
∑

v∈V |child(v)| = |V |−1
pairs. Thus, the number of entries of Bv,u

k,i is (k+1)·|V |·(|V |−1) = O(|V |2k), and
it takes O(|V |) time to calculate each entry; hence, the time required to calculate
all the entries of Bv,u

k,i is bounded by O(|V |3k). Similarly, there are O(|V |2k)
entries of Ev,u

k,i , and it takes O(|V |) time to calculate each entry; therefore, the
time required to calculate all the entries of Ev,u

k,i is O(|V |3k). The total time
required is therefore O(|V |3k).

Using similar techniques we derive the following theorem. The proof is removed
due to space limitation.
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Theorem 3. Given a tree graph T = (V, E) and O ⊆ V are the original servers
of T , the extra-server problem for T can be solved in O(|V |3) time.

Proof. The proof is similar to that of Theorem 2. There are O(|V |2) entries
of Bv,u

i and O(|V |2) entries of Ev,u
i , and the calculation of each entry requires

at most O(|V |) computing time. Hence, the problem can be solved in O(|V |3)
time.

4 NP-Completeness

The NP-complete proof is derived from the dominating set problem [2], and is
removed due to space limitation. A subset V ′ ⊆ V is a dominating set if for all
u ∈ V − V ′, there is a v ∈ V ′ such that the edge (u, v) is in E. The decision
problem of the dominating set can be formulated as follows: Given a graph G =
(V, E) and a positive integer K ≤ |V |, is there a dominating set of size K or less?

k-EXTRA-SERVER. We now consider the k-extra-server problem and define the
corresponding decision problem as follows: In a k-extra-server problem instance,
is there a placement of k extra servers such that the benefit is at least B?

EXTRA-SERVER. Similarly, we define the decision problem of EXTRA-
SERVER as follows: In a extra-server problem instance, is there a placement
of extra servers such that the benefit is at least B?

Theorem 4. The k-EXTRA-SERVER problem is NP-complete.

Theorem 5. The EXTRA-SERVER problem is NP-complete.

Since the k-extra-server problem and the extra-server problem are both NP-
complete, we propose a greedy heuristic (denoted as Greedy) for these prob-
lems. Here, we only describe Greedy for the k-extra server problem because the
method for the extra-server problem is very similar.

The greedy method works in rounds. In each round, we locate an extra server
that maximizes its benefit. We add the benefit produced by the selected extra
server to the total benefit, which was set to 0 initially, and then mark the se-
lected server as an original server. We repeat the process until k extra servers
are selected.

5 Experiment Results

We conduct simulations to compare performance of Greedy with the linear pro-
gramming optimal solutions acquired using GLPK (GNU Linear Programming
Kit) [7] for the k-extra-server problem. GLPK is a set of routines designed to
solve large-scale linear programming (LP), mixed integer programming (MIP),
and other related problems. It is written in ANSI C and organized in the form
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of a library [7]. Let the 0-1 variable Xu and u ∈ V denote whether there is an
extra server on u, and let the 0-1 variable Zuv, u ∈ V , v ∈ V denote whether
v is a client of u. The integer programming for the k-extra-server problem is
formulated as follows:

maximize
∑

u∈(V −X)

∑

v∈V

Zuvb(v, u) −
∑

u∈V

Xuc(u), (10)

subject to

Xu ∈ {0, 1}, for each u ∈ V , (11a)
Zuv ∈ {0, 1}, for each u ∈ V , v ∈ V , (11b)

Xu = 0, for each u ∈ O, (11c)
∑

u∈V

Xu = k, (11d)

∑

u∈V

Zuv = 1, for each v ∈ V , (11e)

Xu − Zuv ≥ 0, for each u ∈ (V − O), each v ∈ V , (11f)
Zuv = 0, for each u ∈ V , each v ∈ V , and d(v, u) > d(v, O). (11g)

Consider the 0-1 variables Xu and Zuv in constraints (11a) and (11b) respec-
tively. We replace them with constraints (12a) and (12b) respectively, so that
we have a linear programming formulation.

0 ≤ Xu ≤ 1, for each u ∈ V , (12a)
0 ≤ Zuv ≤ 1, for each u ∈ V , v ∈ V . (12b)

The optimal benefit gained from linear programming only serves as a upper
bound, since it allows a fraction number of an extra server to be placed on a node.
However, in our experiments, we find that, in most cases, linear programming
produces integer solutions, i.e., Xu and Zuv are in the range {0, 1}.

5.1 Experiment Setting

In our experiments, we use GT-ITM [1] to generate random graphs according
to Waxman model [11]. Each of the graphs is connected, and nodes are added
randomly in a s×s square. The probability of an edge between u and v is given by

p(u, v) = αe−d/βL,

where 0 < α, β ≤ 1, d is the Euclidean distance between u and v, and L =
√

2s
is the largest possible distance between any two nodes. In our experiments, we
set s to 20, α to 0.2 and β to 1.

For each v, we set a value r(v) to be a random integer between 20 and 40,
and set the building cost c(v) to be r(v) plus a random integer between 1 and
10. The benefit function b(v, u) is defined as r(v) divided by the distance from
v to u. Finally, we place original servers randomly in the graph. We simulate up
to 150 nodes since this is a reasonable size for city or grid configuration.
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5.2 Effect of α

We evaluate the performance of Greedy compared with the upper bounds found
by linear programming under different values of α. In these experiments, for each
α we set |V | from 50 to 150, and for each |V | we set |O| from 0 to 0.1|V |. As a
result, we have 1066 graphs to simulate, and for each graph we set k from 1 to
0.1|V |. Figure 1 shows that when α increases the average degree of each node
also increases. Figure 1 shows that Greedy performs very well; on average, its
performance differs from the theoretical upper bounds by only 1% and in the
worst case the difference is no more than 15% of the upper bound.

Figure 1 also shows that as α increases, the average difference between Greedy
and the upper bound derived by linear programming also increases. Since the aver-
age degree of each node increases as α increases, there is a higher probability that
the extra servers will affect each other. However, to maximize the benefit, Greedy
only considers the current configuration when it selects the next location to place
an extra server; thus, it can not predict the “long range” effects and the interac-
tion among the extra servers. Hence, as α increases, the average difference (as a
percentage) between Greedy and the upper bound also increases.

|V | α = 0.2 α = 0.3 α = 0.4 α = 0.5

50 3.56 5.37 7.11 8.78
150 10.45 15.59 20.87 26.12

Average 8.11 12.01 16.03 20.03

α Avg. difference Max. difference

0.2 0.43% 9.54%
0.3 0.49% 14.35%
0.4 0.52% 13.20%
0.5 0.58% 11.95%

Fig. 1. The average degree of a node under different values of α and the average
difference (as a percentage) between Greedy and the upper bound under different
values of α

5.3 Effect of the Number of Original Servers

We now consider the effect of the number of original servers on the average dif-
ference as a percentage of the upper bounds. In these experiments we set |V | to
100, |O| from 1 to 50, and k to 10.

Figure 2 (a) shows the error-bar between Greedy and the upper bounds
derived by the linear programming. The upper markers are the average upper
bounds and the lower markers are the average benefits of Greedy. In the figure,
the average benefits produced by Greedy are so close to the upper bounds that
they coincide. Furthermore, the figure suggests that as |O| increases the benefit
will decrease. This is reasonable since a large number of competitors only have
a negative impacts on the extra servers.

5.4 Effect of k

Next, we consider the effects of k on the average difference as a percentage be-
tween Greedy and the theoretical upper bound. In these experiments we set
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(c) The average percentage difference for Greedy under
different values of k.

Fig. 2. Average benefits under different number of original and extra servers ((a) and
(b)), and derivation percentage from the theoretical bounds (c)

|V | to 100 and |O| to 10, so we generate 100 graphs in total. For each graph we
set k from 1 to 50, which gives us 5000 simulation results.

Figure 2 (b) shows the error-bars in our simulations. We observe that the ben-
efit of Greedy is extremely close to the theoretical upper bounds. The figure
also shows that, initially, as k increases, the benefit increases because we can
make more profit. As the number of extra servers increases substantially, the
benefit decreases due to the cost of constructing the extra servers.

Figure 2(c) shows that as k increases the average difference between Greedy
and the theoretical upper bound also increases. This is because Greedy places
an extra server to maximize the benefit at each step because it can not consider
the overall situation; thus, the difference accumulates at each step – more servers
means a larger difference between Greedy and the upper bound.

In summary, we conclude that the Greedy algorithm performs extremely well.
Considering all the simulation parameter setting, the greedy algorithm yields av-
erage benefits that are within 2% of the average theoretical upper bounds. It is
also extremely efficient and easy to implement.

6 Conclusion

We have formulated two optimization problems, the k-extra-server problem and
the extra-server problem. We consider the profit and construction costs at each
location, and place extra servers to maximize the benefit in the presence of
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competition from original servers. For trees, we formulate dynamic programming
algorithms to solve the k-extra-server problem and the extra-server problem in
O(|V |3k) time and O(|V |3) time, respectively. For general graphs, we prove that
the problems are NP-complete and propose a greedy heuristic to solve them. The
experiment results demonstrate that the greedy heuristic yields performances
within 15% of the theoretical upper bound in the worst case, and within 2% of
the same theoretical upper bound on average.

In the future we will investigate the possibility of designing efficient and effec-
tive algorithms for graphs other than trees. For example, our greedy algorithms
perform well on general graphs, so we should be able to show that the greedy
algorithm performance is guaranteed to be within a constant factor of the opti-
mum. We would also like to generalize dynamic programming to other graphs,
such as planar graphs.

References

1. K. Calvert and E. Zegura. Gt-itm: Georgia tech internetwork topology models.
http://www-static.cc.gatech.edu/projects/gtitm/.

2. M. R. Garey and D. S. Johnson. Computers and Intractability: A Guide to the
Theory of NP-Completeness. W. H. Freeman & Co., New York, NY, USA, 1979.

3. X. Jia, D. Li, X. Hu, W. Wu, and D. Du. Placement of web-server proxies with
consideration of read and update operations on the internet. The Computer
Journal, 46(4):378–390, 2003.

4. K. Kalpakis, K. Dasgupta, and O. Wolfson. Optimal placement of replicas in
trees with read, write, and storage costs. IEEE Transactions on Parallel and
Distributed Systems, 12(6):628–637, June 2001.

5. O. Kariv and S. L. Hakimi. An algorithmic approach to network location
problems. ii: The p-medians. SIAM J. Appl. Math., 37(3):539–560, 1979.

6. B.-J. Ko and D. Rubenstein. A greedy approach to replicated content placement
using graph coloring. In SPIE ITCom Conference on Scalability and Traffic
Control in IP Networks II, Boston, MA, July 2002.

7. A. Makhorin. http://www.gnu.org/software/glpk/glpk.html.
8. D. B. Shmoys, E. Tardos, and K. Aardal. Approximation algorithms for facility

location problems (extended abstract). In Proc. 29th ACM STOC., pages 265–274,
1997.

9. A. Tamir. An o(pn2) algorithm for the p-median and related problems on tree
graphs. Operations Research Letters, 19(2):59–64, 1996.

10. O. Unger and I. Cidon. Optimal content location in multicast based overlay
networks with content updates. World Wide Web, 7(3):315–336, 2004.

11. B. M. Waxman. Routing of multipoint connections. pages 347–352, 1991.



C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 136 – 145, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A Scalable Mechanism for Semantic Service Discovery in 
Multi-ontology Environment 

Zhizhong Liu, Huaimin Wang, and Bin Zhou  

College of Computer Science, National University of Defense Technology, Changsha China 
liuzane@gmail.com, whm_w@163.net, Bin.Zhou.cn@gmail.com 

Abstract. Semantic service discovery improves the performance of service 
matching, due to using ontology and logical reasoning. However, in open distributed 
computing environment available mechanisms for semantic service discovery face 
new challenges: increasing scale of systems, multiple coexistent ontologies and so 
on. Aiming to these problems, a semantic service discovery mechanism based on 
ontology community, SSD_OC, is proposed in this paper. Multiple coexistent 
ontologies are supported by SSD_OC and bridging axioms between different 
ontologies enable users to match services across ontologies. Experiment results 
show that SSD_OC is scalable and outperform other systems in term of F-Measure. 

1   Introduction 

Semantic service discovery (SSD), the infrastructure of semantic web service, matches 
services on the basis of their capability by using ontology and logical reasoning[1]. 
Semantics is both a blessing and a curse. It can improve the precision and recall of 
service matching. On the negative side, logic reasoning results in greater responding 
time of service discovery and worse scalability. In addition, most available SSDs 
assume that all services refer to identical ontology. In practice, there are mostly 
multiple coexistent ontologies, especially in open distributed computing environment 
where providers provide services with similar functions, but refer to different 
ontologies. For example, Google, Amazon.Com etc. provided some services with 
similar functions according to their own class hierarchy. Ideal SSD should support 
multiple coexistent ontologies and enable service discovery across ontologies. But 
most available service discovery mechanisms can’t cover those requirements. 

The aim of this paper is to study a novel SSD mechanism which supports multiple 
coexistent ontologies and SSD across ontologies. In addition, it must be scalable. For these 
aims, a SSD mechanism based on ontology community, SSD_OC, is proposed. SSD_OC 
partitions advertised services into different ontology communities according to their 
referred ontologies. It also establishes relations among communities as bridging axioms, 
and implements service discovery across ontologies through ontology translation based on 
these axioms. Within community, SSD builds upon previous works done by Paolucci on 
semantic matching of web service capabilities [2] and importing semantics into UDDI [3].  

This paper is organized as follows. Section 2 reviews related works. Then in section 
3, the architecture of SSD_OC is described. The corresponding algorithms of service 
matching are presented in section 4. To evaluate our approach, a set of experiments are 
conducted in section 5. Finally, we conclude this article. 
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2   Related Works 

Ontology interoperability is the essential precondition for SSD across ontologies. 
Ontology mapping is one of mature approaches[4] to achieve that interoperability. It 
establishes relations between ontology entities by calculating semantic similarity 
between them. There are many methods for ontology mapping, such as GLUE, 
FCA-Merge, IF-MAP, QOM, Anchor-PROMPT/PROMPT, OLA and so on. Dejiang 
Dou[5] claimed ontology translation can be thought of in terms of inference. Therefore 
they represented mapping rules as first order axioms, and implemented OntoEngine, an 
ontology translation engine basing on first order reasoning.  

LARKS[6] is the first system implementing semantic service matching. LARKS 
identified a set of filters that progressively restrict the number of candidate services. 
LARKS identified four degrees of match: Exact, Plug-in, Subsumes, Fail. To enable 
UDDI support semantic discovery, Paolucci added a DAML-S/UDDI engine on 
UDDI[3]. Further, they proposed a matching algorithm on the basis of DAML 
ontology[2]. Klusch[7] complemented logic based reasoning with approximate matching 
based on syntactic IR, and proposed OWLS-MX, which applies this approach to match 
services and requests specified in OWL-S. Furthermore, they provided a collection of 
OWL-S service, OWLS-TC1 to test matching algorithms. 

Meteor-S provided a federate of registry to enable service partition[8]. It supported 
multiple ontologies and described the data partitioning criteria as Extended Registries 
Ontology (XTRO) in MWSDI. And, they developed a Web service discovery algorithm for 
a multi-ontology environment[9]. The matching process is based on a service template 
related to WSDL-S. Based on Paolucci’s works, Akkiraju[10] added ontology selection 
process during service discovery. But how to implement that is not mentioned. WSMO 
matched service across ontologies by OO-Mediator[11]. It provided a conceptual model for 
the semantic-based location of services. Jyotishman Pathak[12] described a framework for 
ontology-based flexible discovery of Semantic Web services. The proposed approach relied 
on user-supplied, context-specific mappings from user ontology to relevant domain 
ontologies. YIN Nan[13] proposed a general framework of ontology-based service discovery 
sub-system, where context-based domain matching algorithms located service domains; 
ontology-based service matching algorithms matched services in specific domain. Most 
approaches mentioned above supported multiple ontologies. But they considered domains 
separately, that’s to say, they didn’t not support service discovery across ontologies. 

3   Architecture of SSD_OC 

To support multiple coexistent ontologies, we design the architecture of SSD_OC as 
figure 1. The architecture consists of three components: Ontology Community, 
Ontology Bridging and Translation, Request Parser and Community Selection. 

Ontology community (OC) includes services referring to the identical consistent 
ontology set. OC takes charge of service registration and management, and service 
matchmaking within OC. OC adapts Paolucci’s UDDI + DAML-S  framework[3] for 

                                                           
1 http://projects.semwebcentral.org/projects/owls-tc/ 
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OWL-S. It is composed of UDDI Register, UDDI/OWL-S Translator, OWL-S Matching 
Engine, OWL Ontology and Communication Module. UDDI/OWL-S Translator maps 
OWL-S description into UDDI specification (e.g. tModel). The OWL-S Matching 
Engine performs the capability matching on basis of OWL-Lite ontology. The process of 
service advertisement and discovery is similar to that in Paolucci’s study.  

 

Fig. 1. Architecture for SSD_OC 

Ontology Bridging and Translate module consists of an Ontology Mapping Generator, 
a set of Bridging Axioms and an Ontology Translation Engine. The Generator establishes 
the relations, namely Bridging Axioms, between entities. In this paper, how to establish 
these mappings is not the focus. And we assume that bridging axioms are available. 
Translator Engine translates the request for one community to another using Bridge 
Axioms, which enables service discovery across communities. Our work is inspired by 
the Bridge Axiom proposed by Dejiang Dou[5]. The aim of his work was to translate 
dataset or queries for one ontology to another. And they implemented it in OntoEngine.  

Request Parser and Community Selection parses user requests, and forwards the 
request to corresponding communities after community selection. SSD_OC provides a 
central register which manages the metadata of ontology community to support 
community selection. The metadata includes the URL of community register; the 
ontologies which some ontology community refers to. Therefore this register can 
answer following questions: 1) where is the register of some community? 2) which 
community refers to some ontologies? 3) which ontology is referred by a community? 

4   Semantic Service Matching in SSD_OC 

4.1   Related Definitions 

From different viewpoints, ontology can be defined in different ways. In this paper, 
ontology is defined formally as follows: 
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Definition 1 Ontology. Ontology can be described as a 4-tuple : ( , , , )CO C R H A= , 

where C represents the set of concepts in ontology; CR C C⊆ ×  is the set of relations 

over concepts; C CH R⊆  is a subset of CR , represents hierarchical relation set between 

concepts; and axioms A characterize the relations.  
In this paper, we focus on two special relations, i.e. equal semantically and 

subsume semantically. Given two concepts ,α β in an ontology, if they are equivalent 

concept, α is equal semantically to β , denoted as “α β “; if they have relation CH , 

β  subsume semanticallyα , denoted as “α β∼≺ “. Within an ontology, the relations 

between them are following:  

(1) If ,α β β γ∼≺ ,α γ∼≺ ; 

(2) If ,α β β γ∼≺ ,α γ∼≺ ; 

(3) If ,α β β γ∼≺ ∼≺ , α γ∼≺ ; 

(4) If ,α β β γ , α γ . 

An ontology snapshot about book is shown as figure 2. In Sell_Book (shown as 
Fig.2 (a)), the ontology defines concepts: “Book” “Price”, “Amount” as well as “Date”, 
“Title”, “Author”; and the relations between them: “hasPrice”, “hasTitle”, “by” and so 
on. However, Lib_Book defines  concepts “Item” ,”RetDate” as well as “Date”, “Title”, 
“Author”, and the relations between them: “Return”, “hasName”, “hasAuthor”, 
“Available” etc. (shown as Fig.2 (b)).  

 

Fig. 2. An Example of Ontology 

As shown in the above figure, there are multiple ontologies for the same concepts. 
Ontology mapping establishes relations between different ontology entities by 
calculating the semantic similarity between them. It can be defined formally as follows: 

Definition 2 Ontology Mapping. Given source ontology sO  and target ontology tO , 
the mappings between them are described as: 

: s tMapping O O→  

( ) ( , )s t s tMapping e e if Sim e e t= >  

where ,s te e are entities of source and target ontologies respectively; ( , )Sim x y is the 

function calculating semantic similarity between ,x y ; t is the threshold. In this paper, 
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we assume mappings were stored as Bridging Axioms in first logic knowledge base. 
Fig.2 describes some mappings, including type equation and relation equation. 

Definition 3 Ontology Translation. Ontology translation applies above bridging 
axioms to translate user requests from one ontology to another. Given source ontology 

sO , target ontology tO , and bridging axioms KB , ontology translation can be 

represented by “ →∼ ”: 

( ; )s tKB α β→∼  

where sα is a expression referring to sO  and tβ  referring to tO . 

Definition 4 Service Template. Service Template (ST) depicts service advertisement 
or service request. It specifies IOPEs of service using a specific domain ontology. 
Formally, Service Template is describes as: 

: ( , , , , , , )ST ST ST ST ST ST STST N D I O P E Ont=  

where STN is the name of service; STD is the textual description of service; STI denotes 

the Inputs set of service; STO denotes the Outputs set of service; STP is the Preconditions 

set of service; STE is the Effects set of service; in addition, STOnt  describes the referred 

ontologies.  
Many semantic service description languages, for instance OWL-S, WSDL-S, can 

be mapped to ST easily. Therefore, our work doesn’t limit to specific language. 

Definition 5 Ontology Community. Section 3 gave the definition of ontology 
community informally. Here the formal definition of ontology community is presented 
as : ( , )OCOC S Ont= , where S is the set of Service Templates, OCOnt is the set of 

referred ontologies, and , . .ST OCST S ST Ont OC Ont∀ ∈ = . 

The matching algorithm within OC builds upon which proposed by Paolucci[2], 
which matches all outputs of request against those of advertisements; and all inputs of 
request against those of advertisements. Given candidate service Template 

( , , , , , , )CS CS CS CS CS CS CSCS N D I O P E Ont=  and request service template 

( , , , , , , )SR SR SR SR SR SR SRSR N D I O P E Ont= , the match degree between CS and SR is 

computed as following Table 1. 

Table 1. Match Degree between CS and SR  

 
CS SRI I= (Exact) SR CSI I≺ (Subsume) Others(Fail) 

SR CSO O≺ (Plug-in) Subsume  Subsume 

CS SRO O= (Exact) Exact Subsume 

CS SRO O≺ (Subsume) Plug_in Plug_in  

Fail 

Others(fail) Fail  
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Where “≺ “ is a partial order relation between two sets; “ = “is the equal relation 
between two sets. Given two sets ,A B , A B≺  if and only if, for every elements Ae  in 

A ,  there exists one elements Be  in B  such that B Ae e∼≺ ; and A B=  if and only if, 

for every elements Ae  in A ,  there exists one elements Be  in B  such that B Ae e=∼  . 

In this paper, only candidate services with match degree “Exact” or “Subsume” are 
considered as matched services. Racer[14] is adapted the semantic equality and 
subsumption.  

Definition 6 Service Request Translation. While ,SR CS  refer to different 
ontologies, SSD_OC implements ontology translation for SR . Based on ontology 
bridging axioms, service request translation translates request ST from one ontology to 
another by first logic reasoning. Given service template 

( , , , , , , )SR SR SR SR SR SR SRSR N D I O P E Ont=  and bridging axioms KB  between 
',SR SROnt Ont , service request translation can be denoted as:  

'( ; )KB SR SR→∼ ,  

Where: '
' ' ' ' ' ' '( , , , , , , )SR SR SR SR SR SR SRSR N D I O P E Ont=  and 

'
' '

' '

( ; ) ( ; ) ( ; )

( ; ) ( ; )
ST SR SR SR

SR SR SR SR

KB SR SR KB I I KB O O

KB P P KB E E

→ ⇔ → ∧ → ∧
→ ∧ →

∼ ∼ ∼
∼ ∼

 

4.2   Semantic Service Matching in SSD_OC 

Semantic service matching in SSD_OC consists of three steps (shown as algorithm 1): 
SelectCommunity, MatchinOC and Ontology Translation. MatchinOC which based 
on Paolocci’s study matches Service Template ST in OC.  

Algorithm 1. Match(ServiceTemplate SR) : MatchedServiceList mL  

1: OC ← SelectCommunity(SR) 
2:Foreach Strict Match Community S_Com do 
3:     ( , )m mL L MatchinOC OC SR← +  

4:Endfor 
3: For Relaxed Match Community R_Com do  
4:     T_ST ← OntoTranslate(SR) 

5:     ( , _ )m mL L MatchinOC ROC T SR← +  

6:end for 
7:return mL  

SelectCommunity returns communities supporting ontologies referred by SR. 
According to the relations between ,SR OCOnt Ont , those communities are classified into 

two classes: S_Com whose ontologies subsume SR’s ontologies, and R_Com whose 
ontologies overlap with SR’s ontologies. The details are shown as algorithm 2.  
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Algorithm 2. SelectCommunity(ServiceTemplate SR): Communities LCom 
1: Foreach Community C in Meta-Data Register do 
2:   If . .

RR S CS Ont C Ont⊆  then 

3:       LCom.S_Match.Append(C) 
4:   else if . .

RR S CS Ont C Ont φ∩ ≠  then 

5:       LCom.R_Match.Append(C) 
6:   endif 
7:endfor 
8:Return LCom 

OntoTranslate translates service template of request from an ontology to 
another by using the bridging axioms between them. It implements ontology 
translation for each factor of service template. OntEngine[4] developed by Dou 
Dejiang fufills the reasoning based on first order logical. Figure 4 demonstrates the 
OntoTranslate and the OutputTrans. First logical reasoning is based on 
Modus-Ponens. 

Algorithm 3. OntologyTranslate(ServiceTemplate SR, OntologyCommunit S_OC, 
    OntologyCommity T_OC): ServiceTempalte T_SR 

1: if OutputTrans(ST.Outputs, S_OC, T_OC) is NULL then return NULL 
2: T_ST.Outputs ← OutputTrans(ST.Outputs, S_OC, T_OC) 
3: if OutputTrans(ST.Inputs, S_OC, T_OC) is NULL then return NULL 
4:T_ST.Inputs ← OutputTrans(ST.Inputs, S_OC, T_OC) 
5: Return T_ST 

Algorithm 4. OutputTrans(Ouputs ST_Outputs, OntologyCommunit S_OC, 
                  OntologyCommity T_OC): Outputs T_ST_Outputs 
1: KB is the bridging Axioms between S_OC and T_OC 
2: for each elements Output in ST_Outputs 
3:       T_Output ←  Modus-Ponens(Output,KB) 
4 :       if T_Output is NULL then return NULL 
5 :       T_ST_Outputs.Append(T_Output) 
6 :end for 
7 :return T_ST_OutPuts 

4.3   Put Them Together-A Service Discovery Example 

Table 2 shows a whole example of service discovery in SSD_OC. In this example, the 
service discovery request described by Service Template requires services that have 
capability of finding books with specific author and topic. And advertised services are 
published in three ontology communities: Sell_Book, Lib_Book and Sell_Good.  With 
respect to referred ontologies, Sell_Book and Lib_Book are related. And 
Trans_Request is the translated request. 
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Table 2. The Requests and Advertised Services 

 OC Name Inputs Outputs 
Degree 

of Match 

Request Sell_Book  
#_Author 
#_Topic 

#_Book 

Trans_Requ
est 

Lib_Book  
#_Author 
#_Topic 

#_Item 

QueryBook 
Service 

#_Author 
#_Topic 

#_Book Exact 
Sell_Book 

BrowseBook 
Service 

#_Name #_Book Fail 

Lib_Book QueryItem 
Service 

#_Person #_Item Subsume 

Advertised 
Service 

Sell_Good 
SellGood 
Service 

#_ID #_Good  

In this example, SellGoodService is in a community irrelative to service request, 
therefore the matching algorithm does not take it as candidate services. 
QueryBookService is discovered firstly in Sell_Book for it has same inputs and outputs 
as request, and QueryItemService semantically matched with the translated request 
Trans_Request, for its inputs subsume that of request and its outputs equal to that of 
request. And BrowseBookService’s inputs are not matched, so it is not matched 
service.  

5   Experiments 

The performance of service discovery is usually evaluated by Responding Time of 
service discovery, scalability of system, recall and precision of service matching or 
their harmonic mean F-measure (F-Measure=2*Recall*Precision/(Recall+ 
Precision)). To evaluate our mechanism, we conduct experiments in Java 1.4.2, using 
OWL-S 1.0, and the tableaux OWL-DL reasoner Racer developed at Concordia 
University. The service sample is a subset of OWLS-TC v2.1 provided by DFKI, 
includes 3 communities (Education, Communication and Economy) and 220 services 
in these community. And 20 requests are proposed to those services. Further, we 
compare the results with that of JAXR Register2 and augment UDDI Register with 
DAML-S[6]. 

Fig.3 shows the preliminary statistical results of those requests. Analysis of these 
results provide, in particular, evidence in favor of the following conclusions: 

1) SSD_OC and augment UDDI is outperformed by JAXR in term of responding time 
for they match service using logical reasoning (cf. Fig. 3 (a)). For SSD_OC spare 
time in ontology translation, it is outperformed by augment UDDI, when the system 
scale is small. However, with the increasing of system scale, SSD_OC should 
outperform augment UDDI.  

                                                           
2 http://www.sun.com/xml/jaxr 
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2) Both augment UDDI and SSD_OC increase responding time with the increasing 
scale of system, while JAXR holds the line. Further, because SSD_OC limits the 
communities where semantic matching occurs, the increasing rate of SSD_OC is 
lower than that of augment UDDI, that’s to say, the scalability of SSD_OC is better 
than that of augment UDDI. And the scalability of system will be improved by the 
number increasing of community (cf. Fig. 3 (a)). 
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Fig. 3. The Responding time, Precision, Recall and F-Measure of Different Mechanisms 

3) With logical reasoning, SSD_OC and augment UDDI have higher recall, precision 
and F-measure than JAXR. SSD_OC has higher Recall and F-measure for its 
capability of service discovery across communities. However, due to loss of 
information during ontology translation, SSD_OC is outperformed by augment 
UDDI in term of precision (cf. Fig. 3 (b)).  

6   Conclusions and Future Works 

Aiming to support semantic service discovery in multi-ontology environment and 
improve the scalability of SSD system, we proposed a mechanism based on ontology 
community, SSD_OC. It uses the divide-and-conquer approach with respect to the 
ontology used by services, to provide scalable data integration. Within community, 
traditional semantic matchmaking is employed. And to enable service matching across 
ontologies, the mechanism implements ontology translation by using bridging axioms. 
The mechanism improves scalability of system and efficiency of service discovery due 
to limiting service matchmaking in a relative small scope. Further service matching 
across communities improves the recall of service matching. In addition, the coexistent 
ontologies enable users describe their requirements with respect to their context, that’s 
to say, users have more flexibility.  

In the next step, we will improve the algorithms for service matchmaking, and mend 
the service template with some personal information (e.g. across ontology or not, the 
accepted degree of service match, etc.). Then service matching will be taken according 
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to those preferences. Furthermore, we will take the QoS of service into account to 
ranking and selecting services with similar functionality. And the loss of information 
during ontology translation will be considered in our future work.  
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Abstract. In this paper, we present a new extension and reinterpretation of one 
of the most successful models of awareness in Computer Supported 
Cooperative Work (CSCW), called the Spatial Model of Interaction (SMI), 
which manages awareness of interaction through a set of key concepts, to 
provide task delivery in collaborative distributed systems. This model also 
applies some theoretical principles and theories of multi-agents systems to 
create a collaborative and cooperative environment that can be able to provide 
an autonomous, efficient and independent management of the amount of 
resources available in a cluster. This model has been implemented in a cluster 
based on a multi-agent architecture. Some results are presented with the aim of 
emphasizing the performance speedup of the system using the Collaborative 
Awareness Model for Task-Balancing-Delivery (CAMT). 

1   Introduction 

Clusters of workstations provide a good price/performance ratio, which makes these 
systems appropriate alternatives to supercomputers and dedicated mainframes. With 
the aim of providing better capabilities on clusters, it is essential to use a resource 
manager, which will take the suitable, and complex, decision about the allocation of 
processes to the resources in the system.  

Even though load balancing has received a considerable amount of interest, it is 
still not definitely solved [11]. Nevertheless, this problem is central for minimizing 
the applications' response time and optimizing the exploitation of resources. Clusters 
require from load distributions that take into consideration each node's computational 
features [5]. The resources utilization can be improved by assigning each processor a 
workload proportional to its processing capabilities.  

Multi-agent systems offer promising features to resource managers. The reactivity, 
proactivity and autonomy, as essential properties of agents, can help in the complex 
task of managing resources in dynamic and changing environments. Additionally, the 
cooperation among agents, which interchange information and resources status, 
allows load balancing mechanisms to be performed and efficiently deployed on 
clusters. In this sense, these mechanisms have common goals with current 
collaborative systems, and several synergies between both disciplines can be arisen. 
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In this paper, we present a new extension and reinterpretation of the Spatial Model 
of Interaction (SMI), an abstract awareness model designed to manage awareness of 
interaction, in cooperative applications. Thus, this paper presents a new 
reinterpretation of this model, and its key concepts, called CAMT (Collaborative 
Awareness Model for Task-Balancing-Delivery), in the context of an asynchronous 
collaboration in clusters. This reinterpretation has been designed, form the beginning 
to be a parametrical, generic, open, scalable, free of bottleneck and extensible be 
adapted easily to new ideas and purposes. CAMT takes advantage of the aggregated 
power of all the cluster nodes. 

The CAMT model manages not just resources and information but also interaction 
and awareness. It allows: i) controlling the user interaction (through the aura concept); 
ii) guiding the awareness towards specific users and resources; iii) scaling interaction 
through the awareness concept. This model has also been designed to apply successful 
agent-based theories, techniques and principles to deal with resources sharing as well 
as resources assignment inside the cluster environment. 

This paper is organized as follows: section 2 discusses the related work in the area; 
section 3 provides an overview of the Spatial Model of Interaction (SMI) and presents 
CAMT as an extension of the SMI; section 4 describes the load balancing algorithm 
in CAMT; section 5 provides readers with more specific details about the architecture 
of the model; section 6 describes the empirical evaluation and then section 7 
concludes this paper with a summary of the research carried out and points out some 
future research lines. 

2   Related Work 

A taxonomy of load balancing methods has been defined in [3], taking into account 
different aspects. Three important criteria for this classification are: time in which 
workload distribution is performed (static [5] or dynamic [11]); Control, which can be 
centralized or distributed [6]; and finally the system state view that is can be   global 
[6] or local [4]. Other solution is presented in[15], which defines a generic and 
scalable architecture for the efficient use of resources in a cluster based on CORBA. 
However, CORBA has as main disadvantage its complexity, which has made difficult 
to extend its use. DASH (Dynamic Agent System for Heterogeneous) [14] is an 
agent-based architecture for load balancing in heterogeneous clusters. The most 
noticeable characteristic of this proposal is the definition of a collaborative awareness 
model, used for providing global information that helps establish a suitable load 
balance. Unlike this work, our proposal (CAMT) extends and reinterprets one of the 
most successful models of awareness, the Spatial Model of Interaction (SMI), which 
manages awareness of interaction through a set of key concepts. Most of the agent-
based load balancing systems use mobile agents, which makes easier the migration of 
tasks [7]. Nevertheless, the study published in [13] concludes that the task migration 
only obtains moderate benefits for long duration tasks.  

3   CAMT: Reinterpreting the Key Awareness Concepts 

The Spatial Model of Interaction was defined for application to any Computer 
Supported Cooperative Work (CSCW) system where a spatial metric can be identified 
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[2]. The model itself defines some key concepts: Aura is the sub-space which 
effectively bounds the presence of an object within a given medium and which acts as 
an enabler of potential interaction [8]. Focus, which delimits the observing object's 
interest; Nimbus, that represents the observed object's projection; and Awareness, 
which quantifies the degree, nature or quality of interaction between two objects. For 
a simple discrete model of focus and nimbus, there are three possible classifications 
of awareness values when two objects are negotiating [9]. 

Let’s consider a system containing a set of nodes {ni} and a task T that requires a 
set of processes to be solved in the system. Each of these processes need some 
specifics requirements, being ri the set of requirements associated to the process pi, 
and therefore each of the processes will be identified by the tuple (pi, ri). The CAMT 
model intends to increase the collaboration capabilities of the system to start by a 
simple, abstract and preliminary interpretation of the SMI key concepts in the context 
of an asynchronous collaboration. Thus the CAMT model proposes an awareness 
infrastructure based on these concepts capable of managing the load management of 
clusters. This model reinterprets the SMI key concepts as follow: 

Focus: It is interpreted as the subset of the space on which the user has focused his 
attention with the aim of interacting with. The focus will be delimited by the Aura of 
the node in the system. 

Nimbus: It is defined as a tuple (Nimbus=( NimbusState, NimbusSpace)) containing 
information about: (a) the load of the system in a given time (NimbusState); (b) the 
subset of the space in which a given node projects its presence (NimbusSpace). As for 
the NimbusState, this concept will depend on the processor characteristics as well as 
on the load of the system in a given time. In this way, the NimbusState could have 
three possible values: Null, Medium or Maximum, as we will see in section 4.  The 
NimbusSpace will determine those machines that could be taking into account in the 
tasks assignment process and it is delimited by the Aura of the node in the system. 

Awareness of Interaction (AwareInt): This concept will quantify the degree, nature or 
quality of asynchronous interaction between distributed resources. Following the 
awareness classification introduced by Greenhalgh in [9], this awareness could be 
Full, Peripheral or Null.  

FulljninAwareInt =),(  if )(})in({ jnNimbusinFocusjn ∈∧∈  

Peripheral aware of interaction if 

PeripheralnnAwareInt ji =),(  if 
)(})in({

)(})in({

jnNimbusinFocusjn

or

jnNimbusinFocusjn

∈∧∉

∉∧∈
 

The CAMT model is more than a reinterpretation of the SMI, it extends the SMI to 
introduce some new concepts such us: 

Interactive Pool: This function returns the set of nodes {nj} interacting with the ni 
node in a given moment. Given a System and a task T to be executed in the node ni: 

if FullnnAwareInt ji =),(  then )( ij nePoolInteractivn ∈  
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Task Resolution: This function determines if there is a service in the node ni, being 
NimbusState(ni)/=Null, such that could be useful to execute the task T (or at least one 
of its processes). 

)},{(

Re}{

spTn

TaskTaskNodesolution:Tasksn

ii

i
ii

→×

→×= ∑  

Where “s” is the “score” to execute pi in ni node, being its value within the range [0, 
∞): 0 if the node ni fulfils the all the minimum requirements to execute the process pi; 
the higher is the surplus over these requirements.  

This concept would also complement the Nimbus concept, because the 
NimbusSpace will determine those machines that could be taking into account in the 
tasks assignment process because they are not overload yet. This only means that they 
could receive more working load, but the task T or at least one of its processes pi will 
be executed in ni if, an only if, there is a service si in the node ni that could be useful 
to execute any of these pi processes 

Collaborative Organization: This function will take into account the set of nodes 
determined by the InteractivePool function and will return those nodes of the System 
in which it is more suitable to execute the task T (or at least one of its processes pi). 
This selection will be made by means of the TaskResolution function. 

4   Load Balancing Algorithm in CAMT 

In this section we will introduce the load balancing algorithm as it has been 
introduced in the CAMT awareness model. The main characteristics of this algorithm 
are that it is dynamic, distributed and global, and it takes into account the system 
heterogeneity.  The load balancing process can be performed by means of different 
stages or phases [12], which are explained in this section.  

4.1   State Measurement Rule 

This rule will be in charge of getting information about the computational capabilities 
of the node in the system. This information, quantified by a load index, provides 
aware of the NimbusState of the node. Several authors have proposed different load 
index and they have studied their effects on the system performance [10]. In this 
paper the concept of CPU assignment is used to determine the load index. The CPU 
assignment is defined as the CPU percentage that can be assigned to a new task to be 
executed in a node. The calculation of this assignment is based on two dynamic 
parameters: the number of tasks N, in the CPU queue and the percentage of 
occupation of the CPU, U, and it would be calculated as: 
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As the system is heterogeneous, a normalization with the computational power of the 
more powerful node of the cluster, Pmax, is needed in order to compare load index of 
different nodes:  

MAX

CPUi

P

AP
I

⋅
=  

The NimbusState of the node will be determined by the load index and it will depend 
on the node capacity at a given time. This state determines if the node could execute 
more (local or remotes) tasks. Its possible values would be: 

• Maximum: The load index is low and therefore this infrautilized node will 
execute all the local tasks, accepting all new remote execution requests.  

• Medium: The node will execute all the local tasks, but they will not accept 
requests to execute tasks from other nodes in the system. 

• Null: The load index has a high value and therefore the node is overload. In 
this situation, it will reject any request of new remote execution. 

4.2   Information Exchange Rule 

The knowledge of the global state of the system will be determined by a policy on the 
information exchange. This policy should keep the information coherence without 
overloading the network with an excessive number of unnecessary messages. An 
optimum information exchange rule for the CAMT model should be based on events 
[1]. This rule only collects information when a change in the Nimbus of the nodes is 
made. If later, the node that has modified its nimbus will be in charge of notifying this 
modification to all of the nodes in the system (global algorithm), avoiding thus 
synchronization points. Each of the nodes has information about the rest of the nodes 
of the cluster. This information is stored in a list containing the node’s NimbusState 
and its NimbusSpace.  

4.3   Initiation Rule  

As the model implements a non user interruption algorithm, the selection of the node 
must be made just before sending the task execution. Once the execution of the 
process starts in a specific node it would have to finish in the same node. The decision 
of starting a new load balancing operation is completely local. If an overloaded node 
receives a new task T to be executed, and it can not execute it (NimbusState =Null), 
the load balancing operation will be automatically thrown. Then the initialization rule 
which the node has to evaluate is the following: 

• If (NimbusState = Maximum) or (NimbusState = Medium), the task is accepted 
to be executed locally. 

• If (NimbusState = Null), a new load balancing operation is started. 

4.4   Load Balancing Operation 

Now the node has made the decision of starting a load balancing operation, which will 
be divided in another three different rules: localization, distribution and selection. 
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Localization Rule: Given a task T to be executed in the node ni, the localization rule 
has to determine which nodes are involved in the CollaborativeOrganization of the 
node ni. In order to make it possible, firstly, the CAMT model will need to determine 
the awareness of interaction of this node with those nodes inside its focus. To 
optimize the implementation, the previous awareness values are dynamically updated 
based on the information exchange rule. Those nodes whose awareness of interaction 
with ni was Full will be part of the Interactive Pool of ni to solve the task T, and from 
that pre-selection the TaskResolution method will determine those nodes that are 
suitable to solve efficiently the task in the environment. 

Selection and Distribution Rule: This algorithm joins selection and distribution 
rules because the proposed algorithm takes into account the NimbusState of each of 
the nodes as well as the TaskResolution to solve any of the T’s processes. The goal of 
this algorithm is to find the more equilibrate assignment of processes to 
computational nodes based on a set of heuristics. This spread is made in an iterative 
way. The sequence of steps that implements the assignment heuristic is: 

1. The nodes belonging to the CollaborativeOrganization will be arranged by the 
number of processes (associated to the T task) that could execute. 

2. The first node of the arranged list is selected. 
3. The process having the maximum score is assigned to the selected node and 

both process assigned and node are removed from the list. 
4. The following process of the ordered list is selected and the steps 2 and 3 of 

this algorithm are repeated again. 
5. This loop continues until the process had finalized with all the nodes of the 

CollaborativeOrganization.  
6. This algorithm doesn’t guarantee that all the processes could be assigned in a 

first round. So, if any of the processes is out of the assignment, a new task 
with all the pending processes is created, and the whole process starts again. 

5   The CAMT Architecture 

The load balancing multi-agent architecture, is composed of four agents replicated for 
each of the nodes of the cluster (see figure 1): a) the Load Agent (LA), which in 
charge of the state measurement rule; b) the Global State Agent (GSA), in charge of 
the information rule; c) the Initiation Agent (IA), which decide if the task is executed 
locally or if a new load balancing operation needs to be carried out; d) the Load 
Balancer Agent (LBA) which implements the load balancing operation, strictly 
speaking, including the localization, selection and distribution rules.  

5.1   The Load Agent 

The Load Agent calculates, periodically, the load index of the local node and 
evaluates the changes on its NimbusState. When it detects a change on the state, this 
modification is notified to the local GSA and IA. The load index is evaluated, 
following the expressions introduced in section 4.1. The first step of the LA is to 
obtain the node computational power, Pi.  Then this information is communicated to  
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Fig. 1. CAMT Architecture 

the rest of the nodes through the MPI_Reduce function, which is in charge of 
calculating the maximum of the computational power of all the nodes, PMAX.  Next, 
the agent starts an infinite loop until the application is ended. In this loop the first step 
is, to get dynamic node load information:  the number of running task and the CPU 
usage. Then the new state of the node is calculated and the agent determines if a node 
state change has occurred. If the later, the agent communicates it to the local GSA and 
IA. Finally, the agent sleep a time span, defined as a parameter by the user.  

5.2   The Global State Agent 

The main functionality of this agent is to manage the flux information exchanged 
among the nodes of the system and provide LBA with this information as soon as it 
requires it. Firstly, the agent gets information about its focus, its NimbusSpace and its 
NimbusState. Once this information is communicated to the rest of the nodes, it 
determines the current InteractivePool. Next, the agent enters in an infinite loop in 
which it is waiting for receiving messages from other agents, which could be: 

• LOCAL_STATE_CHANGE: This message comes from the Load Agent local 
and it has to be notified to all the GSAs of all of the cluster nodes.   

• REMOTE_STATE_CHANGE: In this case, only the local state list should be 
modified to update the new state of the remote node. 

• INTERACTIVE_POOL_REQUEST: The local LBA requests the 
InteractivePool to the GSA.  

• STATE_LIST_REQUEST: the local LBA requests the state list that the GSA 
agent keeps updated with the state of all the nodes composing the cluster.  

5.3   The Initiation Agent 

When a user intends to execute a task in a node of the cluster, this request is sent to 
the IA of that node. Then, this agent evaluates the initialisation rule to determine if it 
can be executed locally or if a new load balancing operation has be carried out. Its 
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main structure contains an infinite loop and, for each of these iterations, the pending 
tasks in the execution queue are checked. There are two types of messages: 

• LOCAL_STATE_CHANGE: It receives a message from the local LA to 
notify a change on the local state.  

• EXECUTE_TASK_REQUEST: It requests execution of a new task. For each 
process of the task, the NimbusState is checked to corroborate if its value is 
equal to Full or Medium. If later, the process is executed locally. This loop 
will finish when all the processes had been executed or when NimbusState of 
the local node changed its value. In that moment a message would be sent to 
the local LBA to start a new load balancing operation. 

5.4   The Load Balancer Agent 

This agent contains an infinite loop that is waiting to receive messages from other 
agents. Its functionality depends on the messages received: 

• BALANCER_EXECUTION: This message comes from the local IA and it 
indicates that a new load balancing operation needs to start. For the 
localization rule, the LBA will follow the following sequence of steps: 

1. Request the InteractivePool and the states list to the local GSA  
2. Determine the TaskResolution, analyzing which nodes of the 

InteractivePool have their NimbusState different to Null. 
3. Request the scores, to the nodes included in the TaskResolution 
4. Determine the CollaborativeOrganization by analyzing those nodes that, 

belonging to the TaskResolution, can execute at least one of the processes 
of the task. 

As for the selection and distribution rule, the algorithm presented in section 
4.4 has been implemented. Once all the processes had been assigned, they 
would be sent to the designated nodes. If the process is accepted by the node, 
the assignment of the process would have finalized otherwise the process 
would be pending of assignment and it would add to the new task. 

• REMOTE_EXECUTION: This message comes from the remote LBA, asking 
for the remote execution of a process. Once the LBA has checked its own 
state, it replies to the remote LBA with an acceptance or rejection message. If 
the process is accepted, the LBA would execute the process locally. The 
rejection could be due to a change on its NimbusState (to Null).  

• SCORE_REQUEST: This message is a request to the LBA to send the scores 
of a specific task. The LBA evaluates the scores for each of the processes 
belonging to that task.  

6   Experimental Results 

These tests were performed over a 32 node PC cluster connected through a Myrinet 
Network. The CAMT model has been developed using GNU tools and LAM/MPI 
7.1.1 Library. In order to generate a set of CPU-bound task the NAS Parallel 
Benchmark NPB 2.3 has been used. Besides the multi-agent architecture presented in 
previous sections of this paper, an additional agent, named Task_Executor_Agent, has 
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been implemented to simulate the throwing of tasks to any node of the cluster. In all 
the experiments presented the focus and the nimbus of each of the nodes include the 
rest of the nodes, and therefore the algorithm has been processed as global. All the 
tasks have been launched with a 3 seconds interval.  

First Experiment: This experiment intends to get a measure of the overhead 
introduced by the CAMT model in the execution of a set of tasks while the size of the 
cluster increases. With this purpose, the algorithm has been executed in different 
clusters configurations: 4, 8, 16 and 32 nodes. In all these cases, 50 tasks with 10 
processes per task were run. The experimental results obtained from the execution of 
this experiment are presented in the table 1 and in the figure 2. 

Table 1. Speedup, maximal overhead, average overhead, number of load balancing operations 
and number of attempts to assign a process with respect to the cluster size 

Cluster 
Size 

Speedup  Max. Overhead 
per Process 

Average Overhead 
/process 

Balancing 
Operations 

N. 
attempts 

4 2.85 59.4 17.12 41 30816 
8 7,24 2.33 0.41 48 1338 

16 15,87 1.59 0.28 44 0 
32 31,65 1.92 0.29 48 1 

These results show that cluster size has a benefit impact on the algorithm 
performance when the number of tasks remains constant. From figure 2 we can point 
out that when there are many more processes in the system that the cluster can 
manage, all the nodes are overloaded and the overhead as well as the number of 
attempts to assign a new process increases dramatically. On the other hand when the 
cluster size is increased up to 32 nodes, the overhead remains almost constant. 
Therefore this algorithm has very good scalability features.  
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Fig. 2. Overhead per process with 4 and 32 nodes in the cluster 

Second Experiment: This second test has only been achieved for the biggest cluster, 
32 nodes. In all these cases, 50 tasks have been thrown. The objective was to get a 
measure of how the number of processes of the T task affects the algorithm 
performance. The experimental results obtained from the execution of this experiment 
are presented in the table 2 and in the figure 3. 
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Table 2. Speedup, maximal overhead, average overhead, number of load balancing operations 
and number of attempts to assign a process with respect to the number of processes per task 

Processes/task N processes Speedup Max 
overhead 

Average 
Overhead 

Balancing 
operations 

N. 
attempts 

10 259 31.76 1.73 0.24 45 0 
20 458 31.69 2,89 0.30 47 3 
30 854 30.98 12.47 2.81 45 1401 
40 1028 28.48 41.93 5.62 43 10299 
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Overhead per process with 40 processes/task
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Fig. 3. Overhead per process with 10 and 40 processes per task 

It can be to highlight that increasing the number of processes of the task, even over 
the number of the nodes, we get the situation in which all the processes can not be 
assigned in the first round of the selection rule. Additionally, increasing the total 
number of processes that the system has to manage causes an increment in the global 
load of the system that could lead to a TaskResolution empty. These two factors 
provoke an increase on the overhead introduced by the algorithm. Moreover, the 
number of tries to assign each of the processes needs to be taken into account. This 
can be seen in figure 3 when the number of processes is around 600 and the overhead 
value is dramatically increased. On the other hand when the number of processes is 
not so high the overhead remains almost constant for all of the processes and tasks. In 
table 2 we can see that in these cases the number of attempts to assign the processes is 
drastically increased too.  

 
Third Experiment: The last test has been carried out on a cluster of 32 nodes. The 
size of the task is between 1 and 16 processes. The aim of this experiment is to 
measure the impact that the number of consecutive tasks executed over the overhead 
of the system. In order to make this evaluation, this experiment has been 
accomplished with a number of tasks between 25 and 100. The experimental results 
obtained from the execution of his first experiment are presented in the table 3 and in 
the figure 4. 
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Table 3. Speedup, maximal overhead, average overhead, number of load balancing operations 
and number of attempts to assign a process with respect to the number of consecutive tasks.  

N 
Tasks 

N. 
Processes 

Speedup  Max. 
overhead/ 
Process 

Average 
overhead/ 
process 

Balancing 
Operations 

N. 
attempts 

25 227 29.11 2.42 0.38 23 0 
50 443 30,24 2.54 0.35 47 0 
75 708 31.85 2.63 0.28 72 2 

100 919 32.03 3.1 0.32 96 7 

The conditions given in the third experiment implies a higher global load of the 
system, and it could drive to a situation in which all the nodes of the system would be 
overload and the TaskResolution was empty. In this case the number of tries to make 
the tasks assignment should increase and therefore the overhead of the system. 
However in this experiment the overhead remains almost constant with the number of 
tasks. Therefore we can conclude that the number of processes per task has a more 
strong impact on the algorithm performance that the number of task. This is a 
consequence of that this algorithm assigns only one process per round to each of the 
nodes. Then if the number of processes in a task is much larger than the number of 
cluster nodes the algorithm needs several rounds, increasing the overhead per process.  
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Fig. 4. Overhead per process with 100 consecutive tasks 

7   Conclusions 

This paper presents an awareness model for balancing the load in collaborative cluster 
environments, CAMT (Collaborative Awareness Model for Task-Balancing-
Delivery), in a collaborative multi-agent system. CAMT is a new reinterpretation of 
the SMI model in the context of an asynchronous collaboration in clusters. The 
CAMT model allows managing not just resources and information but also interaction 
and awareness; guiding the awareness towards specific users and resources; and 
scaling interaction through the awareness concept. This model has also been designed 
to apply successful agent-based theories, techniques and principles to deal with 
resources sharing as well as resources assignment inside the cluster environment. 
CAMT manages the interaction in the environment allowing the autonomous, 
efficient and independent task allocation in the environment.  
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This model has been evaluated in a real cluster infrastructure. Different scenarios 
were designed for this purpose. The most important conclusions that could be 
extracted from the experimental results presented in this paper are: Firstly, the 
introduction of the load balancing algorithm based on the CAMT model on a cluster 
achieves very important improvements with respect to the response time and speedup. 
These results are reflected on the speedup figures and therefore on the scalability 
degree of the algorithm. Secondly, we have to point out that the overhead incurred by 
the algorithm to assign a process to a node is mainly determined by the number of 
processes per tasks. Finally, the algorithm performs a number of load balancing 
operations close to the maximum achievable value.  
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An Improved Model for Predicting HPL Performance 
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Abstract. In this paper, we propose an improved model for predicting HPL 
(High performance Linpack) performance. In order to accurately predict the 
maximal LINPACK performance we first divide the performance model into two 
parts: computational cost and message passing overhead. In the message passing 
overhead, we adopt Xu and Hwang’s broadcast model instead of the 
point-to-point message passing model. HPL performance prediction is a 
multi-variables problem. In this proposed model we improved the existing model 
by introducing a weighting function to account for many effects such that the 
proposed model could more accurately predict the maximal LINPACK 
performance Rmax . This improvement in prediction accuracy has been verified on 
a variety of architectures, including IA64 and IA32 CPUs in a Myrinet-based 
environment, as well as in Quadrics, Gigabits Ethernet and other network 
environments. Our improved model can help cluster users in estimating the 
maximal HPL performance of their systems. 

1   Introduction 

The continuous improvement in commodity hardware and software has made cluster 
systems the most popular alternative [1-5] for high performance computing for both 
academic institutions and industries. 

In 1998, Pfister [5] estimated over 100,000 cluster systems were in use worldwide. 
In November 2006, more than 70% of machines on the 26th Top500 List were labeled as 
clusters [6]. Most of these clusters used HPL (High performance Linpack) to 
benchmark their system performance, in accordance with the requirement of the 
Top500 List. 

HPL utilizes LU factorization with row partial pivoting to solve a dense linear 
system while using a two-dimensional block-cyclic data distribution for load balance 
and scalability. A number of analysis models [7, 8] have been developed for HPL 
performance prediction for different architectures. However, these models did not 
consider the effect of hardware overhead, such as cache misses, pipeline startups, 
memory load or store and floating point arithmetic. Most models adhere to 
Hockney’s message passing model [9] in dealing with the message interchange 
overhead. 
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In this paper we propose an improved HPL performance prediction model where 
we use a weighting function to account for the hardware overhead on the 
computation side. On the communication side we adopt Xu and Hwang’s broad- 
cast model [10]. This improved model comes up with a closer prediction of the 
actual performance than the other models in the literature, after a series of 
experiments on the Myrinet-based, Gigabits Ethernet based, IA64- and IA32-based 
architectures. 

2   HPL Algorithm and Performance Score Model 

We first introduce the HPL algorithm in Section 2.1 and then the existing HPL 
performance prediction model from [7] in Sections 2.2.1-2.2.5. The improved model is 
discussed in Section 2.2.6. Here we list the definitions of the pertinent variables in 
Table 1. 

Table 1. Definition of the variables 

Variable Definition  
B Block size 

N×N Dimension of linear system 
P×Q Two dimensional map of computational processors 
α Latency of Hockney’s mode (point to point), constant 
β The reciprocal of throughput of Hockney’s model (point to point), constant 
α’ Latency of Xu and Hwang’s model (MPI broadcast), function of (PQ) 

β’ 
The reciprocal of throughput of Xu and Hwang’s model (MPI broadcast), 

function of (PQ) 
g3 Floating-point operation rate of matrix-matrix operations 
g2 Floating-point operation rate of matrix-vector operations 

γ
3
 the approximate floating-point operations per second when the processor is 

performing matrix-matrix operations 
γ= 

w×γ
3
 

The real computational performance of HPL, not including message passing 
overhead. w is the weighting function in our proposed performance model 

2.1   HPL Algorithm 

The HPL algorithm is designed to solve a linear system by LU factorization with row 
partial pivoting. The data are first logically partitioned into B×B blocks, and then  
distributed onto a two-dimensional P×Q grid, according to the block-cyclic scheme to 
ensure load balance as well as scalability. The block size B is for the data distribution as 
well as for the computational granularity. The best B value is a function of the 
computation-to-communication performance ratio in a system. A smaller B performs  
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better load balance from a data distribution point of view; but when it becomes too 
small, it may limit the computational performance because no data reuse occurs at the 
higher level of the memory hierarchy from a computational point of view. The 
recommended B value is between 32 and 256. 

At a given iteration of the main loop, each panel factorization occurs in one column 
of processes because of the Cartesian property of the distribution scheme. Once the 
panel factorization has been computed, this panel of columns is broadcast to the other 
process columns. The update of the trailing sub-matrix by the last panel in the 
look-ahead pipe is made in two phases. First, the pivots must be applied to form the 
current row panel U. U should then be solved by the upper triangle of the column panel. 
Finally U needs to be broadcast to each process row so that the local rank-B update can 
take place. 

2.2   Performance Score Model 

2.2.1   Assumption and Definition 
Let the communication time to transfer L length of double precision messages be Tc  = 
α+βL, whereαandβare latency and the reciprocal of maximum bandwidth, respectively. 
Both αandβare constants. Also, g1, g2 and g3 are defined as the times needed for 
performing one floating point of the vector-vector, matrix-vector and matrix-matrix 
operations, respectively. With the definitions behind us, we may proceed to solve an 
N×N linear system. 

2.2.2   Panel Factorization and Broadcast 
Let us consider an I×J panel distributed over a P-process column. The execution time 
for panel factorization and broadcast can be approximated by: 

Tpfact(I, J) = (I/P - J/3) J2
 g3 + J ln(P)(α+ 2βJ) +α+ βI J / P                  (1) 

2.2.3   Trailing Sub-matrix Update 
Let’s consider the update phase of an I×I trailing sub-matrix distributed on a P×Q 
process grid. From a computational point of view, one has to (triangular) solve I 
right-hand sides and to perform a local rank-J update of this trailing sub-matrix. Thus, 
the execution time for the update operation can be approximated by: 

Tupdate(I, J) = g3 (I J
2/Q + 2 I2 J /P/Q) +α(ln(P)+P-1)+ 3βI J /Q.           (2) 

2.2.4   Backward Substitution 
The number of floating point operations performed during the backward substitution is 
given by N2/P/Q. Then, the execution time of the backward substitution can be 
approximated by: 

Tbacks(N, B)= g2 N
2 /(PQ) + N (α/ B + 2β).                                (3) 
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2.2.5   The Original HPL Performance Model 
The total execution time T is given by: 

( ) ( )[ ] ( )BN,TB B,kNTB k,NTT backs
N

,2B  B,  0,k
updatepfact +−−+−= ∑

=
 

( ) ( ) ( ) ( )

( ) ( )
⎭
⎬
⎫

⎩
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +−++⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ++

⎭
⎬
⎫

⎩
⎨
⎧ +++⎥⎦

⎤
⎢⎣
⎡ ++++

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+
⎭
⎬
⎫

⎩
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−++=

22

2

2
323

3

3
22

2

3
2

2

1

2

3

11

3

1121

2

1

2

1

3

2

B
Q

PlnBN
Q

Pln
P

N
PQ

QP

PPlogPlnB
B

PPlnB
N

PQ

N
gB

QPQ
BN

PQQP
N

PQ
g

β

α   (4) 

The algorithm totally perform 2N
3 /3 + 3 N

2
/2 of floating point operations, Then, the 

performance score, hereinafter called Rest_original, becomes: 

T

/N/N
R original_est

2232 23 +=   

( ) ( ) ( ) ( )

( ) ( )
⎭
⎬
⎫

⎩
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+−++⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ ++

⎭
⎬
⎫

⎩
⎨
⎧

+++⎥⎦
⎤

⎢⎣
⎡ ++++

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+
⎭
⎬
⎫

⎩
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−++

+=

22

2

2
323

3

23

3
22

2

3
2

2

1

2

3

11

3

1121

2

1

2

1

3

2

2

3

3

2

B
Q

PlnBN
Q

Pln
P

N
PQ

QP

PPlnPlnB
B

PPlogB
N

PQ

N
gB

QPQ
BN

PQQP
N

PQ
g

/
NN

β

α

  (5) 

For a very large N, we need only to consider the dominant term in g3, α, and β. Then, 
Eq.(5) becomes: 
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2.2.6   Our HPL Performance Model 
Wang and co-workers [8] defined a new variationγ3 as the approximate floating point 
operations per second when the processor is performing matrix-matrix operations. 

Then, 
3

3
1

g
=γ . 

Now, we propose a weighting function w to include overheads such as cache misses, 
pipeline startups, and memory load or store. This weighting function w will be taken as 
the ratio of the time for matrix multiplication to the total HPL execution time on a 
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single processor; and 10 ≤≤ w . Next, we define a new variable γ =  w ×γ3  to represent 
the approximate floating point operations per second for the total HPL solution. 

The parameters representing the communication overhead, α and β in Eq.(5) and 
Eq.(6), are based on Hockey’s model; that is, they are constants. However, in our 
proposed model, we will adopt Xu and Hwang’s model to account for the 
communication overhead. The communication time to transfer L length of double 
precision messages is then Tc= α ′ + β ′ L, where α′ and β ′  are latency and the 

reciprocal of maximum bandwidth, respectively. Now, both α′  and β ′  are functions 

of the total number of processors (PQ). Therefore, the performance score of our 
modified HPL performance model, hereinafter call Rest_modified , becomes: 
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The denominator of Eq. (8) consists of three terms. The first term dominates the 
performance of the system if communication overhead is not considered, with the best 
score being PQγ. The second and the third terms account for the communication 
overhead resulting from discrete computing, while α ′ and β ′  depend on the latency 

and bandwidth of the network for MPI collective message, respectively. In general, 
when the size of a cluster system increases, so do the influences of α′  and β ′ . 

3   Comparative Analysis of Different Models on Various Clusters 

We now proceed to analyze the HPL performance on three different cluster systems, 
i.e., the Formosa Cluster [11], the Triton Cluster [12], and Dawning 4000A [13]. The 
Formosa cluster is equipped with IA32 CPUs and in a Gigabit Ethernet environment. 
The Triton Cluster uses the IA64 CPUs with Quadrics interconnection network [14]. 
The Dawning 4000A is a cluster of IA64 CPUs with Myrinet [15] network 
environment. Details of the systems are described in Sections 3.1, 3.2, and 3.3. 
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3.1   NCHC Formosa PC Cluster 

This PC Cluster was built by the National Center for High-Performance Computing 
(NCHC) in September 2003. Our team had diligently optimized the system, specifically 
the network drive, the MTU, two network interface cards with two different private 
subnets, and with unused services turned off. It was the 135th on the 22th Top500 List in 
November 2003, and it was then the fastest computer system in Taiwan [11]. 

The system utilizes IBM X335 servers with Intel Xeon 2.8GHz dual processors. 
There are 300 CPUs connected together by a Gigabit Ethernet network. We adopted 
Debain 3.0 (kernel 2.6.0) operating system (OS), Intel compile 8.0 compiler, 
LAM/MPI 7.0.6 [16], and GOTO BLAS [17]. 

To compare Eq.(7) with Eq.(5), we need to first decide the parameters in these two 
equations. We apply the DGEMM function in HPL; that is, matrix multiplication of 
double precision random numbers of HPL, to compute the floating-point operations per 
second of matrix multiplication, shown in figure 1. From figure 1, we obtainγ3  = 4.6 
GFLOPS. Similarly, 1/g2 = 633 MFLOPS. 

Next, we determine the value of the weighting function, w, by adding a timing merit 
of matrix multiplication in HPL software and enabling the option: 
-DHPL_DETAILED_TIMING. The output is shown as figure 2, and then w = 516.42 / 
586.77 = 0.88. 

In our previous research [18], we obtain α= 51.8μs, β= 0.011μs, 
8163315481 .)PQln(. −=′α , and 0085001930 .)PQln(. −=′β . Both α ′  

and β ′  are inμs. 
Table 2 lists the performance scores in GFLOPS of the measured Rmax value and the 

Rest-original using Eq. (5), and Rest-modified using Eq. (7) on 4, 6, and 8 processors. It 
demonstrates that Rest-modified is indeed closer to  Rmax  than Rest-original. 
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Fig. 1. MFLOPS vs. Matrix size on the Formosa Cluster 
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T/V N NB P Q Time Gflops
W00L2L88 15840 88 1 1 586.77 4.516e+00
--VVV--VVV--VVV--VVV--VVV--VVV--VVV--VVV--VVV-
Max aggregated wall time HPL_DGEMM. . : 516.42
Max aggregated wall time rfact. . . : 17.06 
+ Max aggregated wall time pfact . . : 17.06 
+ Max aggregated wall time mxswp . . : 0.27 
Max aggregated wall time update . . : 569.30 
+ Max aggregated wall time laswp . . : 9.71 
Max aggregated wall time up tr sv . : 0.41 

 

Fig. 2. The output of HPL 

Table 2. Comparison of two Performance Scores in GFLOPS on 4-, 6-, and 8- CPUs on the 
Formosa Cluster 

No. of Procs  Rmax Rest-original Rest-modified 
Score 16.06 17.00 15.79 

4 
error -- 6 % 2 % 
Score 23.47 26.98 23.47 

6 
error -- 15% 0% 
Score 31.51 35.96 31.02 

8 
error -- 14% 2% 

Note: Rmax is the maximal LINPACK performance achieved. 

We reported a measured Rmax = 0.9975 TFLOPS to the Top500 List in October 2003. 
Rmax, as defined in the Top500 List, represents the maximal LINPACK performance 
achieved where B = 88, N = 188000, P = 12, and Q = 25. 

Table 3 lists the performance scores in TFLOPS of the measured Rmax value and the 
Rest-original using Eq. (6), and Rest-modified using Eq. (8). It demonstrates that Rest-modified of 
1.05 is indeed closer to  Rmax  of 0.9975. 

Table 3. Comparison of two Performance Scores in TFLOPS on 300 CPUs on the Formosa 
Cluster 

 Rmax Rest-original Rest-modified 
Score 0.9975 1.35 1.05 
error -- 35 % 5 % 

Note: Rmax is the maximal LINPACK performance achieved. 

3.2   NCHC Triton Cluster 

This Cluster was built by NCHC in March 2005 and is currently the fastest computer 
system in Taiwan [12]. The system contains 384 Intel Itanium 2 1.5GHz processors 
(192 HP Integrity rx2600 servers) connected together by a Quadrics interconnection 
network, with a RedHat AS3.0 operating system and Intel compile 8.1, HP MLIB 
v.19B, and HP MPI v2.01 software. 
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As in Section 3.1, we must first determine the parameters in Eqs. (6) and (8). With a 
sequential static analysis and curve fitting, we obtainα= 2.48μs, α ′ = 20.55μs, β= 
0.0040μs and β ′ = 0.010665μs. 

Rmax = 2.03 was measured and reported to the Top500 List with the following 
parameters B = 72, N = 25500, P = 12, and Q = 32. 

By the DGEMM function in HPL, we plot figure 3 and obtainγ3 of 5.88 GFLOPS. 
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Fig. 3. MFLOPS vs. Matrix size multiplication on the Triton Cluster 

Following the similar procedure in Section 3.1 gives the weighting factor w of 0.93. 
Table 4 lists the performance scores of the measured Rmax value and the scores using 

Eq. (6) and Eq. (8) for the Triton Cluster. It is clear that Rest-modified yields a score of 2.07, 
a much better prediction than Rest-original of 2.25 using the original model. 

Table 4. Comparison of two Performance Scores in TFLOPS on Triton Cluster 

 Rmax Rest-original Rest-modified 
Score 2.03 2.25 2.07 
error - 11 % 2 % 

3.3   Dawning 4000A 

This cluster system was ranked 10th in the 23rd Top500 List in November 2003. It 
contains 2560 AMD Opterons running at 2.2 GHz connected together by a Myrinet 
network. Parameters used on Eqs. (6) and (8) are: Rmax = 8.061 TFLOPS and N = 
728400 from the Top500 List. P = 40 and Q = 64 are assumed. 

We choose an B of 240 from reference [19], assuming identical behavior to the AMD 
Opterons running at 1.6 GHz found in the literature (AMD 2.2 GHz Opteron were used 
in the Dawning 4000A) andγ3 = 4.4 × 0.918 = 4.0392 GFLOPS [17]. 
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The message passing overhead is assumed to be similar to the Gunawan and Cai’s 
results [20] with a Linux platform with 64bit 66 MHz PCI; then α = 14.08μs, α ′  = 
259.79μs, β= 0.009μs and β ′ = 0.11μs. 

Assuming that the behavior of HPL on the Dawning 4000 was similar to that of 
reference [19], we then calculate the weighting function w to be 0.9. The prediction 
results Rest-original and Rest-modified are listed in Table 6. Again, our improved model gives 
an error of 4 % versus 27 % if we use the original model. 

Table 6. Comparison of two Performance Scores in TFLOPS on the Dawning 4000A 

 Rmax Rest-original Rest-modified 
Score 8.061 10.28 8.417 
error - 27 % 4 % 

4   Prediction of Rmax on SIRAYA 

The maximal LINPACK performance achieved Rmax in the Top500 List depends on 
network communication overhead, BLAS, motherboard, PCI system, size and 
bandwidth of main memory, compiler, MPI-middleware. In Sections 3.1-3.3, our 
improved model of Eq. (8) has resulted in a better correlation with Rmax in all three 
clusters: the Formosa, the Triton, and the Dawning 4000A clusters. It should be noted 
on the first two clusters we use the actually measured parameters, and in the cases of the 
last, only “estimated” parameters are used. We believe once the parameters for the last 
become available, the prediction results should be even more accurate. 

The authors of HPL suggest that the problem size N should be about 80% of the total 
amount of memory in reference[7]; that is N = 0.8 × Nmax, where Nmax = SQRT(TM/8) is 
the allowable maximum problem size, TM is total memory size, reserving 20% of the 
total memory for system kernel overhead. In our experience, the problem sizes of the 
IA32-based cluster, Formosa, is quite near Nmax, and may be larger than the suggested 
values. On the other hand, the problem sizes for the two IA64-based platforms--both 
Triton and Dawning--are smaller than the suggested, where N = 0.58 × Nmax for the 
Triton and N = 0.46 × Nmax for the Dawning 4000A, because the IA64 based clusters 
need to save large memory for system kernel overhead [6]. 

SIRAYA is a high-performance Beowulf cluster located within the Southern 
Business Unit of NCHC. The cluster was designed and constructed by the 'HPC Cluster 
Group' at NCHC for computational science applications. 

The computing nodes in SIRAYA are 80 IBM eSeries e326 in 1U cases mounted in 
three racks. Each IBM eSeries e326 has two AMD Opteron 275 DualCore processors 
running at 2.2 GHz with 1 MB of L2 cache, 4 GB of DDR400 registered ECC SDRAM. 
This means SIRAYA has 320 cores. All computers are connected together in a star 
topology to six stackable Nortel BayStack 5510-48T 10/100/1000 Mbps switches. 

Based on above elaboration, we use the following parameters to predict the maximal 
performance score on SIRAYA. N = 0.5 × Nmax = 105, B = 240, w = 0.9, γ3 = 4.0392  
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GFLOPS from section 3.4, α ′ = 405.24μs, and β ′  =  0.10283μs from section 3.1. 

Then, Rest-modified of 835.6 GFLOPS using Eq. (8) is very close to Rmax of 848.2 
GFLOPS. 

Next phase, we will upgrade the system to 8 GB RAM for each node and fat-tree 
high performance network. Moreover, the system will be increased sixteen nodes. 
Then, the parameters become N = 1.5 × 105. Therefore, we predict the maximal 
performance score on SIRAYA will be 1.37 TFLOPS after upgrade at the second 
phase. 

5   Conclusion 

Building on Wang’s HPL performance model, we propose an improved HPL 
performance prediction models. Four existing clusters are used for comparing the 
prediction results. One of them is IA32 system and the other three are IA64 systems. 
The intercommunication media used in these four clusters are Myrinet, Quadrics, and 
Gigabit Ethernet network. In all cases, our improved model shows consistently better 
predictions than those using the existing model. 

Our improved HPL performance prediction model would be a great help for those 
who wish to better understand their systems. It helps reduce the time for trial-and-error 
runs; it provides a user in scientific computing with useful information in predicting the 
performance and scalability of his own program as well. 
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Abstract. Limited computing resources may often cause poor perfor-
mance and quality. To overcome these limitations, we introduce the idea
of ad hoc systems, which may break the resource limitation and give mo-
bile devices more potential usage. That is, several resource-limited de-
vices may be combined as an ad hoc system to complete a complex com-
puting task. We illustrate how the adaptive software framework, FRAME,
may realize ad hoc systems by automatically distribute software to ap-
propriate devices via the assembly process. We discuss the problem that
ad hoc systems may be unstable under mobile computing environments
since the participating devices may leave the ad hoc systems at their
will. We also propose the reassembly process for this instability problem;
i.e., assembly process will be re-invoked upon environmental changes. To
further reduce the performance impact of reassembly, two approaches,
partial reassembly and caching, are described. Our experimental results
show that the caching improves performance by a factor of 7 ∼ 40.

1 Introduction

As technology improves, small devices and task-specific hardware begin to emerge.
These devices usually have limited resources or specialized interfaces to address
the desired goal of mobility and friendly usage. Thus, it will be a challenge to
execute complex applications on these devices with reasonable performance and
quality. However, the ubiquitous existence of computers may bring many possi-
ble solutions for this challenge. For instance, it is possible for computers to move
and interact with their environment to seek the available resources to accomplish
resource-intensive tasks more efficiently.

That is, instead of running software on a single device, one may look for avail-
able devices nearby and connect them together to form a temporarily organized
system for short-term usage. Once the software is launched, the appropriate
part of the code will be automatically distributed to each participating device.
After that, these devices will execute the assigned code to accomplish the task
collaboratively. Such a system without prior planning is called ad hoc [5].

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 169–180, 2007.
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Image the scenario that a person may watch a movie with his mobile phone.
Because of limited computing capability, the video and audio quality may be
unacceptable, and the viewing experience may not be pleasant. On the other
hand, he may look for available intelligent devices nearby. For example, he may
find an ATM machine for its larger screen and a MP3 player for its stereo
sound quality. Thus, he may connect them together to form an ad hoc system as
shown in Fig. 1. After the video playback software is launched, the appropriate
part of the code will be distributed to each device, such as the code for audio
processing to the MP3 player and the code for video processing to the ATM.
As a consequence, instead of watching the movie on the mobile phone, he may
enjoy the movie on the ad hoc system with larger image on the screen of the
ATM and better sound on the MP3 player.

Fig. 1. A video playback application running on an ad hoc system

Such ad hoc systems may be realized by an adaptive Java software frame-
work, FRAME [6, 7]. FRAME may automatically distribute software components to
each participating devices and provide the functionalities of a middleware to
allow these components to execute cooperatively. However, mobile computing
environments are not likely static and, hence, ad hoc systems may be unstable.
For example, some participating devices may leave the ad hoc system during the
execution of the application. Therefore, the code on these leaving devices have
to migrate to other devices in the system for proper execution of the application.
In this paper, we shall illustrate the approach to improve FRAME for this chal-
lenge. We also discuss the issue of the performance impact on the application
execution, and introduce two possible performance improvement.

We shall briefly describe the architecture of FRAME in the next section. Section 3
illustrates an approach for solving instability problem of ad hoc systems, discusses
the performance issue, and describes how we improve it. We applied the improved
FRAME to a robot application and measured the performance impact. The results
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are illustrated in Sect. 4. Finally, the last two sections will give a summary, survey
of related work, and then discuss potential future investigations.

2 Adaptive Software Framework: FRAME

The central themes of FRAME are component, constraint, and assembly. The ar-
chitecture of FRAME [6, 7] may be summarized as follows.

Component: An application is composed of components. Each component pro-
vides services to cooperate with other components. The services define the
dependency of the components and form a software hierarchy tree, i.e., a par-
ent component requires services from its child components and vice versa.

Implementation: A component may have more than one implementation.
Each implementation provides the same functionality of the component but
with different performance, quality, and resource requirements. Only one
implementation of each component is needed to execute a program. For ex-
ample, the audio component of the video playback application may have two
implementations. Each is able to process the audio of the movie but with
different sound quality and computation resources. The implementation with
better sound quality may require more computation resources than the mo-
bile phone has. Of course, such an implementation should not be executed
on the mobile phone. The question for which implementation is feasible on
the given device will be answered with help from constraints. Finally, the
software hierarchy information, such as what components the application
has and what implementations of the component has, will be registered to a
database server called the component registry.

Constraint: Each implementation may have a set of constraints embedded. A
constraint is a predicate and used to specify whether the given computing
environment has resources that the implementation requires. It may also
specify the execution performance and quality of the implementation. The
constraints of the implementation are used by the assembly process to de-
termine whether the implementation is feasible on the given device.

Assembly: A process called assembly will resolve, on the fly by querying the
component registry, what components and their implementations an appli-
cation has. For each component, the assembly process will load each imple-
mentation and check its constraints on a given device. If all constraints are
satisfied, the implementation is feasible on the device. Hence, the compo-
nent with the feasible implementation will be distributed to the device. As
shown in Fig. 2, there may be an implementation for audio component with
better sound quality and all its constraints are satisfied on the MP3 player
but not the mobile phone and the ATM. Thus the audio component will be
distributed to the MP3 player.

Execution: After all the components are distributed, the application begin to
execute.
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Fig. 2. Components will be distributed to appropriate devices based on their constraints

Table 1. if-else statement structure

if (constraints of component 1 with implementation 1)
{ // select component 1 with implementation 1

if (constraints of component 2 with implementation 1)
{ // select component 2 with implementation 1

// check each implementation of component 3, 4,...
}
else if (constraints of component 2 with implementation 2)
{ // select component 2 with implementation 2

// check each implementation of component 3, 4,...
}
... // more else if blocks for other implementations of component 2

}
else if (constraints of component 1 with implementation 2)
{ // select component 1 with implementation 2

// similar as the code in the if block of
// component 1 with implementation 1

}
... // more else if blocks for other implementations of component 1

The traditional approach to distribute components to appropriate devices
based on constraints is to use condition statements such as if-else statements. For
example, suppose there is an application that may have components 1, 2, . . . , N ,
where component i has Mi implementations. Thus, there may be nested if-else
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statements similar to Table 1. First, it checks if the constraints of component
1 with implementation 1 are true. If yes, it will has code in its if block to
check appropriate implementation of component 2, then 3, and so on. If not, it
will jump to else if block to check the component 1 with implementation 2.
The code in its else if block of implementation 2 are same as implementation
1. Thus, if constraints of implementation 2 are true, it will check appropriate
implementation of component 2, then 3, and so on. The process will find an
appropriate implementation for component 1 first, then 2, 3, and so on.

The condition statements approach is primitive from the software engineering
perspective. As the number of components and their implementations increase,
the code tends toward so called “spaghetti code” that has a complex and tangled
control structure and the software will become more difficult to maintain or
modify.

The most important limitation of the condition statements approach is that
condition statements are hard-coded. Thus, the availability of all implementa-
tions need to be known during the development stage. It is not flexible enough to
integrate newly developed implementations without rewriting and recompiling
the code, and, of course, the down-time.

To avoid the above limitations, the assembly process uses the following two-
step approach:

1. Components distribution: In this step, the assembly process will dis-
tribute components to participating devices. Note that there will be nc differ-
ent component distributions with n participating devices and c components.
By using the information stored in the component registry, the assembly
process may be able to identify all the component implementation of an
application. Since the assembly process queries this information during run-
time, the above limitations of the condition statements approach are avoided
as long as newly developed implementations register their information to the
component registry. When all components of a distribution are distributed,
all the constraints will be collected and the assembly process will proceed to
next step for solving these constraints.

2. Constraints solving: For each component, the assembly process will find
out if all the constraints are satisfied. If all the constraints of the distribution
are satisfied, the distribution is feasible and the application may execute on
this distribution. FRAME uses a backtracking algorithm [8] for solving con-
straint satisfaction problems. If one of the constraints within this distribu-
tion is not satisfied, the assembly process will return to the first step for next
distribution.

3 Reassembly

A straightforward idea for solving the instability problem of ad hoc systems
is to monitor the computing environment changes. If some of constraints fail
due to environmental changes, the application execution will be temporarily
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suspended, the component assembly process will be re-invoked, and then the ap-
plication execution will resume with appropriate implementations of the compo-
nents. However, one challenge for this reassembly approach is performance, since
the assembly process involves I/O activities, such as communication between de-
vices, and intense computation, such as constraints solving to find the feasible
distribution. In our experiments, the assembly process of the robot application is
about 650 times slower than the similar application hard coded by if-else condi-
tion statements. It will be not feasible to simply re-invoke the assembly process
for the reassembly, especially on a small temporal scale of environment change.
Therefore, we propose two schemes, partial reassembly and caching, to improve
the performance.

First, we observe that not all components need to be changed for the reassem-
bly process and it is unnecessary to examine the constraints of these components.
Thus, developers may only specify the subset of the components to be examined
to reduce the run-time monitoring performance impact and the constraints solv-
ing time. For the video playback application example, the person may always
carry the mobile phone and MP3 player, but not the ATM. As the person walks
around, the connections between the ATM and other devices may drop, and
then the ATM will leave the ad hoc system. Therefore, as shown in Fig. 3, it is
only necessary to monitor the ATM and perform the video component migration
when the ATM leaves.

Fig. 3. Example of partial reassembly

The other performance improvement is to use cache, which may be done in two
different levels. The first level is to cache the component distribution results, i.e.,
the first step of the assembly process. The purpose of the first step is to find possi-
ble distributions and collect all the constraints of each distribution for constraints
solving. If no component implementation is added or removed, the constraints
of each distribution will remain the same and the first step may be avoided.

The second level is to cache the computing environment, a more aggressive
scheme based on the assumption that the computing environments will repeat.



An Ad Hoc Approach to Achieve Collaborative Computing 175

A computing environment will be used as a key, and its assembly results are
cached in a hash table with the key as shown in Fig. 4. That is, a computing
environment may contain information that an application requires for execution,
such as number of participating devices, network bandwidth, hardware, etc. Thus
the information may be converted to a key for caching via a hash function. If
the computing environment repeats, its assembly results may be obtained from
the cache with the key.

Fig. 4. Flow of reassembly cache

4 Performance Evaluation

We use a robot, XR4000 [12], to evaluate the performance of the component
reassembly process. We compare the performance of different implementation
selection schemes, including component reassembly with and without caching,
and also evaluate the performance of the similar application using hard coded if-
else condition statements. The performance is measured versus different number
of the component implementations registered in the component registry.

To highlight the relationship between the performance and these different im-
plementation selection schemes, we simplify the software hierarchy so the mea-
sured application has only one component with multiple implementations to be
assembled. As a consequence, what the reassembly process actually does is to
select an appropriate implementation of the component. Note that performance
is application dependent, and, therefore, the performance comparison may not
be same for different applications.

Figure 5 shows that the time required for the constraints solving step, which
is about 50% ∼ 60% of the total time for assembly or non-cached reassembly. If
the application hierarchy does not change and no new implementation is added,
the first level caching may be used. The non-cached reassembly may be approxi-
mately reduced to the constraint solving step, which is a 40% ∼ 50% time saving.

Figure 6 compares the time required to search for the appropriate implemen-
tation of the component by the different schemes, i.e., non-cached reassembly,
cached reassembly, and hard coded if-else statement. The if-else scheme requires
about 0.003 ∼ 0.018 ms that depends on the number of implementations. The
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non-cached reassembly requires about 2.1 ∼ 12.1 ms that also depends on the
number of implementations, and it is about 650 times slower than the if-else
scheme.

The result also shows that the cached reassembly requires about 0.29 ms and
improves the reassembly speed by a factor of 7 ∼ 40, and may be only about 15
times slower than if-else scheme. Unlike if-else and non-cached schemes, the cache
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access time is constant and independent on the number of implementations.
Thus, the performance improvement becomes more significant while the number
of implementations increases. Also, the constant assembly time of cache makes
the execution time of the application more predictable, which is an important
issue for real-time applications.

Reassembly will load and unload the implementations of component whenever
necessary, which will free some unnecessary memory, a scarce resource in embed-
ded systems. Depending on how the application is developed, reassembly may
save the memory usage. For example, the robot application using hard coded
if-else statements has all implementations preloaded for better performance.
However, this is a trade-off with memory usage. Fig. 7 shows that preloaded
components require about 50% more memory than the reassembly scheme.
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Fig. 7. Memory usage comparison for ASAP and component-preloaded

5 Related Work

The original idea of ad hoc systems is introduced in [5]. Lai, et al. [9] use infrared
communication, which allows users to easily connect several devices as an ad hoc
system via infrared communication. They also propose an approach to improve
the performance of the assembly process by grouping the participating devices
into “virtual subsystems” based on the hardware characteristics of the devices.
With properly specifying the constraints, a component will only be distributed
to the devices of the specified virtual subsystem and the time for the assembly
process will be reduced.

There are several other related projects that may deliver applications on
resource-limited devices and perform adaptation when necessary. The Spectra
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project [2] monitors both application resource usage and the availability of re-
sources in the environment, and dynamically determines how and where to exe-
cute application components. In making this determination, Spectra can gener-
ate a distributed execution plan to balance the competing goals of performance,
energy conservation, and application quality.

Puppeteer [1] is a system for adapting component-based applications in mo-
bile environments, which takes advantage of the exported interfaces of these
applications and the structured nature of the documents they manipulate to per-
form adaptation without modifying the applications. The system is structured
in a modular fashion, allowing easy addition of new applications and adaptation
policies.

Gu, et al. [3] propose an adaptive offloading system that includes two key
parts, a distributed offloading platform [11] and an offloading inference [4]. The
system will dynamically partition the application and offload part of the ap-
plication execution data to a powerful nearby surrogate. This allows delivery of
the application in a pervasive computing environment without significant fidelity
degradation.

Compositional adaptation exchanges algorithmic or structural system com-
ponents with others that improve a program’s fit to its current environment.
With this approach, an application can add new behaviors after deployment.
Compositional adaptation also enables dynamic recomposition of the software
during execution. McKinley, et al. [10] gives a review of current technologies
about compositional adaptation.

6 Conclusion and Future Work

Limited computing resources may often cause poor performance and quality.
To overcome these limitations, we introduce the idea of ad hoc systems, which
may break the resource limitation and give mobile devices more potential usage.
That is, several resource-limited devices may be combined as an ad hoc system to
complete a complex computing task. We also illustrate how the adaptive software
framework, FRAME, may realize ad hoc systems. FRAME provides the functionalities
of a middleware to allow software components to execute cooperatively. Most
importantly, with constraints embedded in the component implementations, the
assembly process of FRAME is able to automatically distribute these components
to appropriate devices.

However, mobile computing environments are dynamic and ad hoc systems
may be unstable since the participating devices may leave the ad hoc systems at
their will. Thus, the code on some devices may need to migrate to another de-
vices. We propose the reassembly process for this instability problem; i.e., if some
constraints fail due to environmental changes, the application execution will be
temporarily suspended, the component assembly process will be re-invoked, and
then the application execution will resume with appropriate implementations
of the components. Furthermore, the reassembly performance is an important
issue for seemlessly execution of applications. To further reduce the performance
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impact of the reassembly process, two approaches, partial reassembly and caching,
are proposed. Our experimental results show that the caching improves the re-
assembly speed by a factor of 7 ∼ 40 and the time for reassembly is constant
and hence predictable.

There is room for performance improvement. For instance, the constraints
solving performance depends on the number of distributions and the number
of constraints in each distribution. To improve the backtracking algorithm, if
more information may be extracted from the relationship between constraints,
some redundancy may be found between the constraints. Thus, truth checking
for some constraints may be avoided. Moreover, more performance evaluation
and measurement will be conducted in the future, including power consumption
of large-scale ad hoc systems.

One important aspect of ubiquitous computing is the existence of disappear-
ing hardware [13] that are mobile, have small form factor and usually limited
computation resources. Since the constraints solving may require a lot of com-
putation, these disappearing hardware may not have enough resources. One so-
lution is to use a dedicated server for the off-site assembly process. Therefore,
the participating devices may send the environment information to the server
for assembly, and retrieve assembly results and the appropriate implementations
of the components.
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Abstract. This paper focuses on two problems related to QoS-aware
I/O server placement in hierarchical Grid environments. Given a hi-
erarchical network with requests from clients, the network latencies of
links, constraints on servers’ capabilities and the service quality require-
ment, the solution to the minimum server placement problem attempts
to place the minimum number of servers that meet both the constrains
on servers’ capabilities and the service quality requirement. As our model
considers both the different capabilities of servers and the network la-
tencies, it is more general than similar works in the literatures. Instead
of using a heuristic approach, we propose an optimal algorithm based
on dynamic programming to solve the problem. We also consider the
optimal service quality problem, which tries to place a given number of
servers appropriately so that the maximum expected response time is
minimized. We prove that an optimal server placement can be achieved
by combining the dynamic programming algorithm with a binary search
on the service quality requirement. The simulation results clearly show
the improvement in the number of servers and the maximum expected
response time.

1 Introduction

Grid technologies enable scientific applications to utilize a wide variety of dis-
tributed computing and data resources [1]. A Data Grid is a distributed storage
infrastructure that integrates distributed, independently managed data resources.
It addresses the problems of storage and data management, data transfers and
data access optimization, while maintaining high reliability and availability of
the data. In recent years, a number of Data Grid projects [2,3] have emerged in
various disciplines.

One of the research issues in Data Grid is the efficiency of data access. One
way of efficient data access is to distribute multiple copies of a file across different
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server sites in the grid system. Researches [4,5,6,7,8,9] have shown that file repli-
cation can improve the performance of the applications.

The existing works focus on how to distribute the file replicas in Data Grid in
order to optimize different criteria such as I/O operation costs [5], mean access
latencies [8] and bandwidth consumption [9]. However, few works use the quality
of services as an performance metric of Data Grid. We believe the service quality
is also an important performance metric in Data Grid due to the dynamic nature
in the grid environment. In [10,11], quality of service is considered. Those works,
however, fail to take the heterogeneity of servers’ capabilities into consideration.
That is, in those works, servers are assumed to be able to serve all I/O requests
it received. This assumption omits one of the characteristics in grid computing
infrastructure: the heterogeneity of its nature. In an early work by Wang [12],
they considered the servers’ capabilities when minimizing the number of servers.

In this paper, we focus on two QoS-aware I/O server placement problems in
hierarchical Grid environments which consider the service quality requirement,
the capabilities of servers and the network latencies. As our model consider both
the different capabilities of servers and the network latencies, it is more general
than similar works in the literatures. The minimum server placement problem
asks how to place the minimum number of servers to meet both the constrains on
servers’ capabilities and the service quality requirement. We propose an optimal
algorithm based on dynamic programming to solve this problem. We also con-
sider the optimal service quality problem, which tries to place a given number of
servers appropriately so that the maximum expected response time is minimized.
We prove that such a server placement can be achieved by combining the dy-
namic programming algorithm with a binary search on the maximum expected
response time of servers. The experimental results clearly show the improvement
in the number of servers and the maximum expected response time.

2 The System Model

In this paper we use a hierarchical Grid model, one of the most common archi-
tectures in current use [7,9,10,11,12,13]. Consider Fig. 1 as an example. Given a
tree T = (V, E), V is the set of sites and E ∈ V × V represents network links
between sites. A distance duv associated with each edge (u, v) ∈ E represents
the latency of the network link between sites u and v. We may further extend
the definition of duv as the latency of a shortest path between any two sites u
and v.

Leaf nodes represent client sites that send out I/O requests. The root node is
assumed to be the I/O server that stores the master copies of all files. Without
loss of generality, we assume that the root node is the site 0. Intermediate nodes
can be either routers for network communications or I/O servers that store file
replicas. We assume that, initially, only one copy (i.e., the master copy) of a file
exists at the root site, as in [9,10,11,12,13]. Let Ti be the sub-tree rooted at node i.

Associated with each client site i, there is a parameter ri that represents the
arrival rate of read requests for client site i. A data request travels upward from
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Fig. 1. The hierarchical Grid model

a client site and passes through routers until it reaches an I/O server on the
path. Upon receiving the request, the I/O server sends the requested file back to
the client site if it owns a copy of the requested file. Otherwise, it forwards the
request to its parent server. This process continues up the hierarchy recursively
until a node that has the requested file is encountered or the root node is reached.
The network latency of a I/O request from a client site to a server site can be
computed as the sum of the network latencies of all intermediate links between
both sites. The root server might update the contents of a file. For each update,
corresponding update requests are sent to the other I/O servers to maintain file
consistency. Let u be the arrival rate of update requests from the root server.

For each server site j, μ′
j and λ′

j are represented as the service rate and the
arrival rate of I/O requests of server site j respectively. λ′

j can be computed as:
λ′

j =
∑

i∈Cj
ri + u, where Cj is the set of clients served by server site j. We

assume each server in the grid system is a M/M/1 queueing system. Thus, the
expected waiting time at server j will be 1/(μ′

j − λ′
j) = 1/(μ′

j − u −
∑

i∈Cj
ri).

To simplify the notations, we will use μj = μ′
j − u and λj =

∑
i∈Cj

ri as the
service rate and the arrival rate of server site j throughout this paper.

μj and λj will be used to decide the expected response times of requests it
served. Suppose the I/O requests from site i are served by server j. The expected
response time of a request from site i can be defined as the sum of the network
latencies in the path and the server j’s expected waiting time, i.e., dij + 1

μj−λj
.

Given the service quality requirement t, a server site j must satisfy the follow-
ing conditions: (1) the arrival rate of all requests it served is less than its service
rate, i.e., λj < μj and (2) the expected response times of all requests it served
are less than or equal to t, i.e., maxi∈Cj {dij + 1

μj−λj
} ≤ t, where Cj is the set

of clients served by server site j. Let the expected response time of serverj be
the maximum expected response time of requests it served.

3 The Minimum Server Placement Problem

In this section, we formally define the minimum server placement problem and
introduce our optimal algorithm to this problem. Our first problem is to place
the minimum number of I/O servers that will satisfy capability constrains of
servers as well as the service quality requirement from clients.
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Definition 1. Given the network topology, network latencies, request arrival
rates, I/O service rates and the service quality requirement, the minimum server
placement problem tries to place the minimum number of servers such that the
expected response time of any request is less than or equal to the service quality
requirement.

Before introducing the optimal algorithm, we first give definitions on three basic
functions as follows:

Definition 2. Let λ(i, m, d, t) be the minimum arrival rate of requests that reach
node i among all the server placements that meet the following three conditions.

1. At most m servers are placed in Ti − {i}
2. The expected response time of any request served by these servers must be

less than or equal to t.
3. If requests that reach node i exist, the maximum latency of these requests to

node i must be less than or equal to d.

Definition 3. Let ω(i, m, d, t) be the minimum arrival rate of leakage requests
that pass through node i among all the server placements that meet the following
three conditions.

1. At most m servers are placed in Ti.
2. The expected response time of any request served by these servers must be

less than or equal to t.
3. If leakage requests that pass through node i exist, the maximum latency of

these leakage requests to node i must be less than or equal to d.

Definition 4. Ω(i, m, d, t) is an optimal server placement that meets all the
requirements for ω(i, m, d, t).

Leakage requests that pass through node i are those requests generated by leaf
nodes in the sub-tree rooted at node i, but not served by servers in that sub-tree.
Such requests must be served by a server above node i in the hierarchy. Hence, it is
desirable to minimize the arrival rate of these leakage requests. Depending on the
server placement, the arrival rate of leakage requests may changes. ω(i, m, d, t)
represents the minimum arrival rate of leakage requests among all possible server
placements that satisfy the above three conditions while Ω(i, m, d, t) represents
an optimal server placement. If no server placement satisfy the above three con-
ditions, ω(i, m, d, t) simply returns null. Let n be the number of nodes in the grid
system. By definition, we can derive the following lemmas.

Lemma 1. ω(i, m1, d, t) ≤ ω(i, m2, d, t) for any node i, m1 ≥ m2 ≥ 0, d ≥ 0
and t ≥ 0.

Lemma 2. ω(i, m, d, t1) ≤ ω(i, m, d, t2) for any node i, m ≥ 0, d ≥ 0 and
t1 ≥ t2 ≥ 0.

Lemma 3. ω(i, m, d1, t) ≤ ω(i, m, d2, t) for any node i, m ≥ 0, d1 ≥ d2 ≥ 0 and
t ≥ 0.
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Lemma 4. If ω(i, m, d1, t) = 0 for some d1, then ω(i, m, d, t) = 0 for any d ≥ 0.

Based on the above lemmas, theorems for computing the minimum arrival rate of
leakage requests can be derived. We show that it can be computed in a recursive
manner.

Theorem 1. If node i is a leaf node, then ω(i, m, d, t) = λi and Ω(i, m, d, t) is
an empty set for 0 ≤ m ≤ n, d ≥ 0 and t ≥ 0.

Proof. Since a leaf node cannot be a server, all requests generated by a client
site will travel up the tree toward the leaf node’s parent. In addition, the latency
to node i must be 0. By definition, ω(i, m, d, t) = λi and Ω(i, m, d, t) is an empty
set for 0 ≤ m ≤ n, d ≥ 0 and t ≥ 0.

Theorem 2. For an intermediate node i with two child nodes, j and k, we can
derive:

λ(i, m, d, t) = min0≤r≤m{ω(j, r, d − dji, t) + ω(k, m − r, d − dki, t)}
ω(i, m, d, t) = 0 if there exists 0 ≤ d′ ≤ t such that

λ(i, m − 1, d′, t) + 1/(t − d′) ≤ μi.
ω(i, m, d, t) = λ(i, m, d, t), otherwise.

Proof. For node i, there are two possibilities for an optimal placement of at
most m servers:

Case 1: A server is placed on node i. At most m − 1 servers can be placed on Tj

and Tk. Suppose that, in an optimal server placement, there are p servers on Tj

and q servers on Tk, as shown in Fig. 2(a). Obviously, we have 0 ≤ p, q ≤ m − 1
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Fig. 2. (a), (b) and (c) illustrate the concept of Theorem 2. (d) and (e) illustrate the
basic concept of Theorem 3.
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and p + q ≤ m − 1. Without loss of generality, we may assume the arrival rates
of leakage requests from node j and node k are ω1 and ω2 and the maximum
latencies of their leakage requests are d1 and d2, respectively. The maximum
latency of requests that reach node i is assumed to be d′.

Next, we show that another optimal server placement can be generated by
substituting the placement of p servers on Tj with Ω(j, p, d′ − dji, t) as shown in
Fig. 2(b). If ω1 �= 0, then d′ ≥ d1 + dji. We can derive

ω1 ≥ ω(j, p, d1, t) ≥ ω(j, p, d′ − dji, t)

After the substitution, the arrival rate of requests that reach node i can be
reduced while the maximum latency of requests remains unchanged. Thus, it is
also an optimal server placement. On the other hand, if ω1 = 0, we can derive

0 = ω1 = ω(j, p, d1, t) = ω(j, p, d′ − dji, t)

In this case, it is also an optimal server placement. Therefore, another optimal
server placement can be generated by substituting the placement of p servers on
Tj with Ω(j, p, d′ − dji, t). Similarly, we can show that another optimal server
placement can be generated by replacing the placement of q servers on Tk with
Ω(k, m − 1 − p, d′ − dki, t) as shown in Fig. 2(c).

ω2 ≥ ω(k, q, d2, t) ≥ ω(k, q, d′ − dki, t) ≥ ω(k, m − 1 − p, d′ − dki, t) if ω2 �= 0

0 = ω2 = ω(k, q, d2, t) = ω(k, q, d′ − dki, t) = ω(k, m − 1 − p, d′ − dki, t) if ω2 = 0

By assumption, the maximum expected response time of leakage requests that
reach node i is less than or equal to t. In other words, d′ + 1/(μi − ω1 − ω2) ≤ t.
Accordingly, we an derive

μi ≥ ω1 + ω2 + 1/(t − d′)
≥ ω(j, p, d′ − dji, t) + ω(k, m − 1 − p, d′ − dki, t) + 1/(t − d′)
≥ λ(i, m − 1, d′, t) + 1/(t − d′)

Therefore, there exists 0 ≤ d′ ≤ t such that λ(i, m − 1, d′, t) + 1/(t − d′) ≤ μi.
In this case, Fig. 2(c) is an optimal server placement and ω(i, m, d, t) = 0. This
completes the proof of Case 1.

Case 2: No server is placed on node i. Consequently, at most m servers are placed
on Tj and Tk. Obviously, we have 0 ≤ p, q ≤ m and p + q ≤ m. Suppose that,
in an optimal server placement, there are p servers on Tj and q servers on Tk.
Without loss of generality, we may assume the arrival rates of leakage requests
from node j and node k are ω1 and ω2 and their maximum latencies are d1 and
d2, respectively. The maximum latency of requests that reach node i is assumed
to be d. Similar to the proof of Case 1, the optimal arrival rate of leakage requests
can be computed as

ω(i, m, d, t) = ω1 +ω2
≥ ω(j, p, d1, t) +ω(k, q, d2, t)
≥ ω(j, p, d − dji, t) +ω(k, q, d − dki, t)
≥ ω(j, p, d − dji, t) +ω(k, m − 1 − p, d − dki, t)
≥ λ(i, m, d, t)
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Since it is an optimal server placement, all the equalities must hold. Therefore,
this theorem holds for Case 2. Since an optimal server placement must be one
of the two cases, this completes the proof of this theorem.

Theorem 3. For an intermediate node i with k child nodes j0, . . . , jk−1, the
minimum arrival rate of leakage requests that pass through node i can be com-
puted iteratively as follows:

λ0(i, m, d, t) = ω(j0, m, d − dj0i, t)
λq(i, m, d, t) = min0≤r≤m{λq−1(i, r, d, t) + ω(jq, m − r, d − djqi, t)},

1 ≤ q ≤ k − 1,
ω(i, m, d, t) = 0 if there exists 0 ≤ d′ ≤ t such that

λk−1(i, m − 1, d′, t) + 1/(t − d′) ≤ μi

ω(i, m, d, t) = λk−1(i, m, d, t), otherwise

Proof. Fig. 2(d) and 2(e) illustrate the basic concept of this theorem. To find an
optimal server placement, we can view an intermediate node with k child nodes
in Fig. 2(d) as the sub-tree in Fig. 2(e). Then, the minimum arrival rate of
leakage requests can be computed recursively along the sub-tree. As the detailed
proof of this theorem is similar to that of Theorem 3, it is omitted here.

Theorem 4. The minimum number of I/O servers that meet their constraints
can be obtained by finding the minimum m such that ω(0, m, 0, t) = 0.

Corollary 1. Let m′ be the minimum number of servers found by the dynamic
programming algorithm. m′ grows nondecreasingly when the service quality re-
quirement t decreases.

Based on Theorems 1 to 3, we can compute the minimum arrival rates of leakage
requests that start from leaf nodes and work toward the root node. After the
minimum arrival rate of leakage requests that reach the root node has been
computed, the minimum number of I/O servers that meet their constraints can
be computed according to Theorem 4. The proposed algorithm is presented in
Fig. 3.

In the first line of the algorithm, we sort all nodes according to their distances
to the root node in decreasing order. This ensures that child nodes will be com-
puted before their parents so that Theorems 1 to 3 can be correctly applied. The
execution time of this step is O(n log n). The loop in line 2 iterates over every
node in the system. Note that there are at most n values on the maximum latency
to some node i. Thus, for each leaf node, it takes O(n2) execution time in line 4.
For an intermediate node that has k child nodes, it takes O(n3) execution time
in line 9, and iterates k−1 times in line 8. This results in O(kn3) execution time
for lines 8 to 10. Lines 11 to 16 also take O(n2) execution time. Consequently, the
complexity of lines 3 to 16 is O(kn3) and the complexity of the whole algorithm
is O(n4), where n is the number of nodes in the Grid system. The complexity
can be further reduced to O(p2n2), where p is the minimum number of servers,
by computing ω(i, m, d, t) incrementally from m = 0 to m = p.
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Algorithm Minimum Leakage

Input: 1. the arrival rate λi for all leaf nodes.

2. the service rate μi for all intermediate nodes.

3. the network latency dji

4. the service quality requirement t.

Output: the minimum arrival rate ω(i, m, d, t) for 0 ≤ i, m ≤ n.

Procedure:
1. sort all nodes according to their distance to the root node in decreasing order.
2. for each node i do
3. if node i is a leaf node then
4. compute ω(i, m, d, t) = λi for 0 ≤ m ≤ n
5. else
6. let the child nodes of node i be nodes j0, . . . , jk−1
7. compute λ0(i, m, d, t) = ω(j0, m, d − dj0i, t), 0 ≤ m ≤ n
8. for q from 1 to k − 1 do
9. λq(i, m, d, t) = min0≤r≤m{λq−1(i, r, d, t) + ω(jq, m − r, d − djqi, t)}, 0 ≤ m ≤ n
10. endfor
11. for m from 0 to n do
12. if exists d′, 0 ≤ d′ ≤ t, such that λk−1(i, m − 1, d′, t) + 1/(t − d′) ≤ μi

13. ω(i, m, d, t) = 0
14. else
15. ω(i, m, d, t) = λk−1(i, m, d, t)
16. endfor
17. endif
18. endfor

Fig. 3. An optimal algorithm for the minimum server placement problem.

4 The Optimal Service Quality Problem

In this section, we try to place a given number of servers appropriately so that
the maximum expected response time of servers is minimized. We call this the
optimal service quality problem.

Definition 5. Given the network topology, request arrival rates, service rates
and network latencies of links, the optimal service quality problem aims at placing
a given number of I/O servers so that the maximum expected response time of
the Grid system is minimized.

Let m be the number of servers to be placed. We aim to place m servers such
that the maximum expected response time is minimized. To achieve this goal, we
can perform a binary search on the service quality requirement t. Given a service
quality requirement t, we can use the dynamic programming algorithm described
in Section 3 to find an optimal server placement such that the maximum expected
response time of servers is less or eqaul to t. Let the minimum number of servers
be m′. If m′ > m, according to Corollary 1, we cannot find a placement of
m servers whose maximum expected response time is less than or equal to t.
Therefore, when m′ > m, we need to increase t to find a server placement with
m servers and, when m′ < m, we may decrease t to find if a better server
placement exists.

Before applying a binary search, we have to determine an upper bound and
a lower bound. It is rather easy to get an upper bound and a lower bound on
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the maximum expected response time. We can use 1/(μmax − λmin) as a proper
lower bound, where μmax is the maximum server capability of servers and λmin

is the minimum requests of clients. A upper bound can be computed by the
following steps. First, we set t to a sufficient large value and find a server place-
ment. According to Corollary 1, the number of used servers must be smaller
than or equal to m. Then we can use the maximum expected response time of
servers as a proper upper bound. Next, we can combine a binary search of the
maximum expected response time and the dynamic programming algorithm for
the minimum server placement problem to find the optimal value of the maxi-
mum expected response time. Because the lower bound and the upper bound of
the binary search are both functions of the input parameters, the algorithm is
strongly polynomial.

5 Experimental Results

In this section we conduct several experiments to evaluate the proposed algo-
rithms. Test cases are generated based on the proposed Grid model. The height
of each case is at most 8. Each node has at most 4 children. The number of
nodes in each test case is between 1250 and 1500. The request arrival rates for
the leaf nodes and the service rates for intermediate nodes are generated from a
uniform distribution. There are four testing groups. Each group has a different
range of network latencies: 0.00005∼0.00015, 0.0005∼0.0015, 0.005∼0.015, and
0.05∼0.15. We will refer them as group 1, 2, 3 and 4, respectively. There are
1000 test cases in each group. Table 1 shows the summary of these parameters.

Table 1. Parameters of experiments

Parameter Description
Height of tree ≤ 8

Number of child nodes ≤ 4
Number of nodes in each case ≈ 1300

Range of arrival rates 1∼4
Range of service rates 50∼350

Range of network latencies 0.00005∼0.00015, 0.0005∼0.0015,
0.005∼0.015 and 0.05∼0.15

First, the experiments for the minimum server placement problem are con-
ducted. We use a greedy heuristic algorithm as a performance comparison with
our dynamic programming algorithm since, to the best of our knowledge, there
are no similar studies on QoS server placement problems that both consider
the server’s capacity and the network latency. The Greedy algorithm works as
follows: in each iteration, it first selects all candidate servers that can satisfy
the service quality requirement t, i.e., the expected response time of requests it
served will less than t. Then it selects a site who has the maximum arrival rate
of I/O requests. The process is repeated until all requests are served.

As the experiments with the four testing groups show similar results , we will
present only the result with group 4. The performance metric is the difference in
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the number of servers used by Greedy and DP, i.e., the extra number of servers
used by Greedy. The experimental results for the minimum server placement
problem is shown in Fig. 4. The vertical axis shows the number of test cases,
while the horizontal axis shows the difference in the number of servers used by
these two algorithms.
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Fig. 4. Performance comparison for the minimum server problem. (a), (b), (c) and (d)
are experimental results when t is set to 1, 0.75, 0.6 and 0.45 respectively.

In Fig. 4, it is clear that the difference in the number of servers used becomes
significant as t decreases, i.e., as the service quality requirement becomes crucial.
In Fig. 4(a), Greedy generates optimal solutions in 23.9% of the test cases and,
in 84.4% of the test cases, the differences are between 0 and 2. However, in
Fig. 4(d), Greedy generates no optimal solution and over 80% of test cases, the
differences are between 10 and 28 when t is set to 0.45. Although Greedy is rather
fast and easy to implement, the results show that it cannot generate acceptable
solutions when the service quality requirement becomes crucial.
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Fig. 5. Performance comparison for the optimal service quality problem. (a), (b), (c)
and (d) are experimental results for group 1, 2, 3, and 4 respectively.

We next conduct the following experiments for the optimal service quality
problem. We compare three algorithms: (1) the DP algorithm combined a binary
search as described in Section 4, (2) the Greedy algorithm combined a binary



Optimizing Server Placement for QoS Requirements 191

search and (3) a waiting-time based(WTB) server placement algorithm described
in [12]. Note that there is no guarantee of performance for the Greedy algorithm
combined a binary search since the Greedy algorithm does not have the property
of Corollary 1. A binary search is only used to adjust t such that Greedy can
generate a placement with m servers. The WTB algotithm is similar to the
algorithm described in Section 4 except it only tries to minimize the maximum
waiting time of servers.

In the experiments, for each group of test cases, we use 4 different values of
server numbers m: 60, 80, 100 and 120. The performance metric is the average of
maximum expected response times of test cases. For each test case, there will be
a maximum expected response time among those m servers. We use the average
of maximum expected response times in 1000 test cases as our performance
metric. The experimental results are shown in Fig. 5. The vertical axis shows
the average expected response time, while the horizontal axis shows the number
of servers m.

In Fig. 5, it is clear that the difference in performance between DP and WTB
becomes larger as the network latency increases. When the network latency is
small with respect to the server’s waiting time, the difference of the average
expected response time is less significant. However, as the network latency in-
creases, the difference becomes larger because the expected response time is
dominated by the network latency and WTB does not take network latencies
into consideration. This result explains the advantage of DP algorithm: it takes
both the server’s waiting time and the network latency into consideration. Thus,
DP can always get the best performance no matter the expected response time
is dominated by either server’s waiting time as the result shown in Fig. 5(a) or
the network latency as the result shown in Fig. 5(d).

In Fig. 5(c) and 5(d), Greedy has a good performance when the number of
I/O servers increases and the network latency dominates the expected response
time. This is mainly due to the power of the binary search. However, as the
expected waiting time dominates the expected response time, Greedy performs
worse than WTB as shown in Fig. 5(a). Therefore, Greedy does not perform well
in all kind of situations like DP does.

6 Conclusions

In this paper, we focus on two QoS I/O server placement problems in Data
Grid environments. We consider the minimum server placement problem which
asks how to place the minimum number of servers that meet both the con-
strains on servers’ capabilities and the service quality requirement. Instead of
using a heuristic approach, we propose an optimal algorithm based on dynamic
programming as a solution to this problem.

The optimal service quality problem is also considered, which tries to place a
given number of servers appropriately so that the maximum expected response
time of servers can be minimized. By combining the dynamic programming al-
gorithm with a binary search on the service quality requirement, we can find
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an optimal server placement. Several experiments are also conducted, whose re-
sults clearly show the improvement on the number of servers and the maximum
expected response time compared with other algorithms.
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Abstract. In this paper, we present a novel self-healing engine for autonomic 
network management. A light weight Self Management Frame (SMF) performs 
monitoring and optimization functions autonomously and the other self 
management functions, driven by context, are invoked on demand from the 
server. The policies are maintained to calculate the trust factor for network 
entities and those trust factors will be used at the later stages of our project to 
enforce resource utilization policies. The plug-ins, residing at the server, are 
used to perform the on-demand management functions not performed by SMF 
at client side. A Simple Network Management Protocol (SNMP) based 
monitoring agent is applied that also triggers the local management entities and 
passes the exceptions to the server which determines the appropriate plug-in. 
Considering the amount of resources being put into current day management 
functions and contemporary autonomic management architectures our findings 
show improvement in certain areas that can go a long way to improve the 
network performance and resilience. 

1   Introduction 

As the complexity and size of networks increase so does the costs of network 
management [1]. The preemptive measures have done little to cut down on network 
management cost. Hybrid networks cater with high levels of QoS, scalability, and 
dynamic service delivery requirements. The amplified utilization of hybrid networks 
i.e. ubiquitous-Zone based (u-Zone) networks has raised the importance of human 
resources, down-time, and user training costs. The u-Zone networks [3] are the fusion 
of the cluster of hybrid Mobile Ad-hoc NETworks (MANETs) and high speed mesh 
network backbones. They provide robust wireless connectivity to heterogeneous 
wireless devices and take less setup time. The clusters of hybrid networks feature 
heterogeneity, mobility, dynamic topologies, limited physical security, and limited 
survivability [2] and the mesh networks provide the high speed feedback to the 
connected clusters. The applications of MANETs vary in a great range from disaster 
and emergency response, to entertainment and internet connectivity to mobile users. 
Ubiquitous networks are metropolitan area networks which cover great distances and 
provide service to heterogeneous users. In this situation, the network availability is 
critical for applications running on these networks. This distributed utilization and 
network coverage requires some effective management framework that could bring 
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robustness and resilience to the functionality of these networks. A sample u-Zone 
network scenario is shown in figure 1. There are various clusters of devices that are 
attached with their gateways and are physically parted but connected with a high 
speed backbone. The devices can have variable mobility levels and hence can roam 
among various clusters.  

 

Fig. 1. A Ubiquitous-Zone Based Network 

Several network management solutions have been proposed in [3], [4], [5], [6], [7] 
for wireless sensor networks. The schemes proposed in [4], [5], [6] are confined 
strictly to their domains i.e. either mesh network or MANETs. The self management 
architecture proposed in [8] might not be appropriate for thin clients. The following 
questions rise while considering the self management architecture proposed in [8] for 
MANETs.  

1. If self healing is one of the FCAPS functions1 (Fault, Configuration, Accounting, 
Performance, Security) then what is the physical location of self healing 
functions? 

2. How does the control, information etc flow from one function to another? 
3. If self healing is a fault removing function, then what does the Fault Management 

function do? 
4. Are these sub-functions functionally independent? If so, then there is evidence of 

significant redundancy and if not then how can self healing be thought of, as an 
independent entity? In other words, what is the true functionality definition of self 
healing? 

There has not been a considerable amount of work published on self management 
of u-Zone networks. In [3] the authors present unique management architecture for u-
Zone networks. The questions posted above motivates us to propose a flexible self 
healing architecture [9] that can not only define the individual functionality of the 
participating management functions but can also be lightweight for different nodes. In 

                                                           
1 FCAPS is the ISO Telecommunications Management Network model and framework for 

network management. 
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this paper, we propose flexible autonomic self management architecture for u-Zone 
networks. We propose that the Context Awareness and Self Optimization should be 
‘always-on’ management functions and the rest should be ‘on-demand’ functions e.g. 
Self Configuration, Fault Management etc. This way we split the information flow 
between nodes and servers into two categories 1) service flow: containing service 
information and its contents 2) Management plug-in flow: the plug-in(s) delivered to 
remote user on request. We implement our scheme and compare it with the 
contemporary architectures.   

The proposed scheme follows in section 2. The implementation details are 
furnished in section 3. In section 4 we compare our scheme with some of the 
contemporary solutions proposed. This paper ends with a conclusion and discussion 
of future work. 

2   Related Work 

A considerable amount of research has been done in the area of network management 
and thus it is a mature research area. With the advent of Autonomic Computing (AC), 
network management has acquired a new dimension. Since then there has not been a 
lot of work done for ubiquitous autonomic network management. Although network 
management has existed for some time, not much literature has been published on the 
subject of autonomic self management in hybrid networks especially on ubiquitous 
zone based networks. In this section we compare our research with the related work. 
The Robust Self-configuring Embedded Systems (RoSES) project [13] aims to target 
the management faults using self configuration. It uses graceful degradation as means 
to achieve dependable systems.  

In [14] the authors propose that there are certain faults that can not be removed 
through configuration of the system, which means that RoSES does not fulfill the 
definition of self management proposed in [18]. The AMUN is an autonomic middleware 
that deals with intra-cluster communication issues better than RoSES with higher support 
for multi-application environments. Both architectures rely mainly on regressive 
configuration and do not address the issues such as higher traffic load leading to 
management framework failure, link level management, and framework synchronization. 

The AMUSE [15] is an autonomic management architecture proposed in the 
domain of e-health. The peer-to-peer communication starts once the node enters into a 
self-managed cluster. But publish-subscribe services can create serious issues like 
service consistency, synchronization and coordination as discussed in [16].  An 
Agent-based Middleware for Context-aware Ubiquitous Services proposed in [16] 
gives a more distinct hierarchy for the management framework to define the 
boundaries and performance optics but the payload attached with agents may not 
work for weaker nodes this can be a big drawback in a heterogeneous environment.   

The HYWINMARC [3] is novel autonomic network management architecture that 
targets ubiquitous zone based networks. It aims at managing the hybrid clusters 
supported by a high speed mesh backbone. The HYWINMARC uses cluster heads to 
manage the clusters at local level but does not explain the criteria of their selection. 
Moreover the Mobile Code Execution Environment (MCEE) and use of intelligent 
agents can give similar results as discussed above in the case of [16] and [17]. To 
enforce management at local level, the participating nodes should have some 
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management liberty. However HYWINMARC fails to answer the questions raised in 
the previous section. We compare the architectures discussed in this section in a table 
to observe their efficacy.  

In table 1 we compare AHSEN with other architectures. The comparison reveals 
that the entity profiling, functional classification of self management entities at 
implementation level, and assurance of the functional compliance is not provided in 
the schemes proposed. In very dynamic hybrid networks these functionalities go a 
long way in improving the effectiveness of the self management system implemented. 

Table 1. The comparison table 

 

3   Proposed Architecture 

3.1   Software Architecture  

In hybrid wireless networks, there are many different kinds of devices attached with 
the network. They vary from each other in the bases of their power, performance etc. 
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One of the characteristics not present in the related literature is the separate 
classification of the client and the gateway architectures. Figure 2 shows the client 
and gateway self-management software architectures.  

 
            (a)     (b)  

Fig. 2. The AHSEN architectures for client (a) and gateway (b) 

The Normal Functionality Model (NFM) is a device dependent ontology that is 
downloaded on the device at network configuration level. It provides a mobile user 
with an initial default profile at gateway level and device level functionality control at 
user level. It contains the normal range of functional parameters of the device, 
services environment and network which allows the prompt anomaly detection. 

There are two kinds of Self Management Frameworks (SMFs) one for clients and 
one for gateways. The SMF at client end constantly traps the user activities and sends 
them to the SMF at the gateway. The SMF at the gateway directs the trap requests to 
the context manager who updates the related profile of the user. The changes in 
service pool, Trust Manager (TM), and Policy Manger (PM) are reported to the 
context manager. The context manager consists of the Lightweight Directory Access 
Protocol (LDAP) directory that saves sessions after regular intervals in the gateway 
directory. LDAP directory servers store their information hierarchically. The 
hierarchy provides a method for logically grouping (and sub grouping) certain items 
together. It provides scalability, security and resolves many data integrity issues.  

The Policy Manager (PM) and Service Manager (SM) follow the same registry 
based approach to enlist their resources. The presence of NFM provides the decision 
based reporting unlike ever-present SNMP. The Trust Manager uses the reputation-
based trust management scheme in public key certificates [10]. The trust is typically 
decided on trustee’s reputation. The trust based access relies on “dynamic values”, 
assigned to each client, to mitigate risks involved in interacting and collaborating with 
unknown and potentially malicious users.  

3.2   Operational Details 

In this section we describe the operational details of the architecture proposed in this 
paper through simple scenarios. 
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Scenario 1: Initial Mobile Node Configuration  
When a mobile user enters into the area under the influence of a gateway, it sends a 
join request to the gateway. The join message contains node specification, connection 
type, previous session reference etc. After the join request is processed by the 
gateway, the SMF and NFM is downloaded to the client and the node starts its normal 
functionality. The NFM is an optional item for u-person because we can not restrict 
the human user to a static policy file. The returning node presents its previous session 
ID which helps the gateway to offer the appropriate services to the user and updated 
NFM. 

Scenario 2: Anomaly Detection and Reporting 
We use the role based functionality model by enforcing the NFM at the joining node. 
The processes registered with the local operating system are automatically trusted. 
The network operations seek permission from NFM. The NFM contains the security 
certificate generating algorithms, network connection monitoring entities (in/out 
bound), trust based peer level access policies and some device related anomaly 
solutions i.e. related plug-ins.  

Scenario 3: Normal State Restoration 
The SMF at gateway predicts the relevant plug-in needed at the requesting node and 
notifies the plug-in manager along with the certificates to communicate with the 
faulty node. The plug-in manager talks with node and provides the plug-ins 
mentioned by the SMF. Once a plug-in finishes its operation, the node context is 
provided to the SMF at the gateway which analyzes the context and specifies another 
plug-in (if needed). This feed back loop continues until the normal status of the node 
is restored.  

3.3   Self Management Framework 

Although there is not much published work on self management in hybrid networks, 
Shafique et. al. [3] proposes an autonomic self management framework for hybrid 
networks. Our approach is different from their work in basic understanding of the 
functionality of self management functions. We argue that the self management 
functions do not stem from one main set rather they are categorized in such a way that 
they form on-demand functions and some functions are always-on/pervasive functions 
[11]. Figure 3 gives a clearer description. 

As shown in figure 3, we place self awareness and self optimization in the always-
on category and the others as on-demand functions. This approach is very useful in 
hybrid environments where there are clients of various battery and computing powers. 
The NFM regulates the usage of self management functions according to computing 
ability of the client. This gives the client local self management. The management 
services come in the form of plug-ins registered in the plug-in manager present on the 
gateway. A SOAP request carries Simple Object Access Protocol-Remote Procedure 
Call (SOAP-RPC) and the latest node context to the SMF located on the gateway 
which decides the anomaly type and suggests the appropriate plug-in. The SOAP-
RPC requests are considered when the SMF at gateways polls for the nodes. The 
frequency of the poll depends upon the network availability and traffic flux.  
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Fig. 3. The proposed Classification of Self Management Functions 

The Self Management Framework (SMF) consists of a Traffic Manager that redirects 
the traffic to all parts of SMF. As proposed in [18] the faults can be single root-cause 
based or multiple root-causes based. We consider this scenario and classify a Root 
Cause Analyzer (RCA) that checks the root cause of failure through the algorithms 
proposed in [19]. After identifying the root causes, the Root Cause Fragmentation 
Manager (RCF manager) looks up for the candidate plug-ins as solution. The RCF 
manager also delegates the candidate plug-ins as possible replacement of the most 
appropriate. The scheduler schedules the service delivery mechanism as proposed in 
[20]. The processed fault signatures are stored in signature repository for future 
utilization. The plug-in manager is a directory service for maintaining the latest plug-in 
context. This directory service is not present at the client level.   

In [3] the authors classify self management into individual functions and react to 
the anomaly detected through SNMP messages. The clear demarcation of self-* 
functions is absent in modern day systems as there is no taxonomy done for various 
fault types. This is one of the main reasons why we prefer component integration over 
conventional high granularity modules for self management [12]. A detailed 
architecture of the Self Management Framework (SMF) is shown in figure 4. 

The Root Cause Analyzer plays the central part in problem detection phase of self 
healing. The State Transition Analysis based approaches [21] might not be 
appropriate as Hidden Markov Models (HMMs) take long training time along with 
their ‘exhaustive’ system resources utilization. The profile based Root Cause 
Detection might not be appropriate mainly because the domain of errors expected is 
very wide [22], [23], [24]. We use the meta-data obtained from NFM to trigger Finite 
State Automata (FSA) series present at root cause analyzer. In future we plan to  
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Fig. 4. Architecture of Self Management Framework (SMF) 

modify State Transition Analysis Tool [21] according to on fault analysis domains 
[25]. After analyzing the root cause results from the RCA, the RCF manager, 
Signature Repository and Scheduler searches for the already developed solutions, for 
a particular fault if not, it arranges a time slot based scheduler as proposed in [26] for 
plug-ins. The traffic manager directs the traffic towards different parts of AHSEN.   

4   Implementation Details 

In order to verify our scheme, we have implemented the design using Java Enterprise 
Edition (Java EE) technologies. We used the template mechanism, nested classes and 
parameter based system call and inheritance in our software prototype. We define the 
properties of types of entities involved into various classes i.e. the mobile nodes differ 
from each other on many bases power, mobility rates, speed, energy levels, and 
hierarchical position in the cluster. We categorize the cluster headers into a separate 
class derived from the base class mobnd. Due to their unique functionality, the 
backbone servers are defined into a different class. The devices can be connected to 
the wireless gateway through Wireless LAN interface and sensor nodes are connected 
through miscellaneous interfaces i.e. blue tooth, 802.1.5 etc. The link type is also 
defined into a separate class names lnktyp. The SMF is defined as a separate base 
class with various entities i.e. RCF Manager, root cause analyzer, etc as independent 
classes. A log service is used to keep track of instances and fault flow. The Java 
Naming and Directory Interface (JNDI) provides unified interface to multiple naming 
and directory services. We use JNDI as a directory service in our architecture.  

The scenario mentioned above was developed for a past project but we consider 
that it can provide good evaluation apparatus for testing the healing engine proposed 
in this paper. The current prototype can handle very limited number of clusters and 
mobile nodes. We plan to improve the system in future work. We defined two clusters 
with 8 mobile nodes. Each cluster contains two cluster headers and 6 child nodes. At 
first, we run our system without faulty nodes. After that in order to test the 
performance of our system, we introduce a malicious node in each cluster. The 
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activities of that malicious node result into identifiable fault signatures that are 
detected and removed by the SMF present at the gateway. As shown in figure 5 and 
figure 6, the Transactions Per Second (TPS) decreases with increase in time as the 
malicious node is introduced. We observe that a considerable decrease in transactions 
is because every time a request times out, the SMF reacts and provides the healing 
policies to cover the interruption in service delivery. 

 

Fig. 5. Simulation Results of the scenario before the error node was introduced 

 

Fig. 6. Simulation Results of the scenario after the error node was introduced 

5   Concluding Remarks 

In this paper we present a trust based autonomic network management framework 
using self healing techniques. We re-categorize the self management functions and 
dissolve the mapping created between errors and self management functions in [3]. 
We offer the healing solutions in the form of atomic plug-ins that can either work 
independently and atomically or they can be meshed into a composed file. The 
individual self management at the node level is done by NFM which sends the 
exceptions to the SMF at gateway. The SMF at gateway is the entity that decides the 
plug-in selection for an anomaly detected at the client level. The entity profiling 
enables the trust calculation against every node which allows a user to use certain 
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privileged services. Some scenarios are described for better understanding. We share 
our implementation experience and compare our work with cotemporary work.  

In the scheme proposed in this research article we have put an effort to contour the 
trust in device profiles but we have not studied effect on the trust of a migrating node. 
Although, in our previous research, we studied the context migration from one cluster 
to another we will try to study the relationship between the two research approaches. 
Moreover we plan to study the signature independent anomaly identification at NFM 
level. We also plan to implement the post-healing test strategy. 
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Abstract. The discovery and selection of needed resources, taking into account 
optimization criteria, local policies, computing and storage availability, 
resource reservations, and grid dynamics, is a technological challenge in the 
emerging technology of grid computing. 

The Condor Project’s ClassAd language is commonly adopted as a “lingua 
franca” for describing grid resources, but Condor itself does not make extensive 
use of Web Services. In contrast, the strongly service-oriented Globus Toolkit is 
implemented using the web services resource framework, and offers basic 
services for job submission, data replica and location, reliable file transfers and 
resource indexing, but does not provide a resource broker and matchmaking 
service. 

In this paper we describe the development of a Resource Broker Service 
based on the Web Services technology offered by the Globus Toolkit version 4 
(GT4). We implement a fully configurable and customizable matchmaking 
algorithm within a framework that allows users to direct complex queries to the 
GT4 index service and thus discover any published resource. The matchmaking 
algorithm supports both the native simple query form and the Condor ClassAd 
notation. We achieve this flexibility via a matchmaking API java class 
framework implemented on the extensible GT4 index service, which maps 
queries over ClassAds in a customizable fashion.  

We show an example of the proposed grid application, namely an on demand 
weather and marine forecasting system. This system implements a Job Flow 
Scheduler and a Job Flow Description Language in order to access and exploit 
shared and distributed observations, model software, and 2D/3D graphical 
rendering resources. The system combines GT4 components and our Job Flow 
Scheduler and Resource Broker services to provide a fully grid-aware system. 

1   Introduction 

Our proposed grid infrastructure is based on the Globus Toolkit [1] version 4.x (GT4) 
middleware, developed within the Globus Alliance, a consortium of institutions from 
academia, government, and industry. We choose GT4 because it exposes its features, 
including service persistence, state and stateless behavior, event notification, data 
element management and index services, via the web services resource framework 
(WSRF). 

The brokering service that we have developed is responsible for interpreting 
requests and enforcing virtual organization policies on resource access, hiding many 
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details involved in locating suitable resources. Resources register themselves to the 
resource broker, by performing an availability advertisement inside the virtual 
organization index [4]. These entities are classified as resource producers using many 
advertisement techniques, languages and interfaces. Resource are often discovered 
and collected by means of a performance monitor system and are mapped in a 
standard and well known description language [5] such as the Condor [8] ClassAd 
[9]. Ideally, the entire resource broking process can be divided into two parts. First, a 
matchmaking algorithm finds a set of matching resources using specific criteria such 
as “all submission services available on computing elements with at least 16 nodes 
using the PBS local scheduler and where the MM5 [3] weather forecast model is 
installed.” Then, an optimization algorithm is used to select the best available 
resource among the elements [6]. Usually, the broker returns a match by pointing the 
consumer directly to the selected resource, after which the consumer contacts the 
resource producer. Alternatively, the client may still use the resource broker as an 
intermediary. When the resource broker selects a resource, the resource is tagged as 
claimed in order to prevent the selection of the same resource by another query with 
the same request. The resource will be unclaimed automatically when the resource 
broker catalogue is refreshed reflecting the resource state change [10]. 

In this scenario, the resource broker service is a key element of grid-aware 
applications development. Thus, users can totally ignore where their data are 
processed and stored, because the application workflow reacts to the dynamic nature 
of the grid, adapting automatically to the resource request and allocation according to 
grid health and status. 

The allocation and scheduling of applications on a set of heterogeneous, 
dynamically changing resources is a complex problem without an efficient solution 
for every grid computing system. Actually, the application scenario and the involved 
resources influence the implemented scheduler and resource broker system while both 
the implicit complexity and the dynamic nature of the grid do not permit an efficient 
and effective static resource allocation. 

Our demo applications are based on the use of software for the numerical 
simulation in environmental science, and are built and developed using a grid 
computing based virtual laboratory [11]. Weather and marine forecasts models need 
high performance parallel computing platforms, to ensure an effective solution and 
grid computing is a key technology, allowing the use of inhomogeneous and 
geographically-spread computational resources, shared across virtual organization. 
The resource broker service is the critical component to transform the grid computing 
environment in a naturally used operational reality. The buildup of grid-aware 
environmental science applications is a “grand challenge” for both computer and 
environmental scientists, hence on-demand weather forecast is used by domain 
experts, common people, amateur and enthusiasts sailing racers. 

In this paper we describe the implementation of a GT4-based Resource Broker 
Service and the application of this component to a grid-aware dynamic application, 
developed using our grid based virtual laboratory tools. The resource broker 
architecture and design is described in the section 2, while in sections 3 and 4 we give 
a short description of the native matchmaking algorithm and of the interface to the 
Condor ClassAd querying features. In section 5, we show how all these components 
work together in an on-demand weather and marine forecasting application. The final 
section contains concluding remarks and information about plans for future work. 



206 R. Montella 

2   The Resource Broker Architecture and Design 

Our resource brokering system, leveraging on a 2-phase commit approach, enables 
users to query a specified virtual organization index service for a specific resource, 
and then mediates between the resource consumer and the resource producer(s) that 
manage the resources of interest. Resources are represented by web services that 
provide access to grid features such as job submission, implemented by the Grid 
Resource Allocation Manager (GRAM) service and the file transfer feature, 
implemented by the Reliable File Transfer (RFT) service [2]. 

The sequence begins when the Resource Broker service is loaded into the GT4 
Web Services container to create an instance of a Resource Home component. The 
Resource Home invokes the Resource initialization, triggering the creation of the 
matchmaking environment and collecting the grid-distributed published resources 
using the index service. The collector is a software component living inside the 
matchmaker environment managing the lifetime of the local resource index. The 
collector processes query results in order to evaluate and aggregate properties, map 
one or more properties to new ones, and store the result(s) in a local data structure 
ready to be interrogated by the requesting resource consumer. 

The collector is a key component of the resource broker. Thus, we provide a fully 
documented API to extend and customize its behavior. In the implementation, a 
generic collector performs a query to the GT4 Monitor Discovery Service (MDS) [7] 
to identify all returned elements where the local name is “Entry.” Element properties 
are parsed and stored in a format suitable for the resource brokering algorithm. The 
end point reference of each entry is retrieved to obtain the host name from which the 
resource is available. This step is needed because the collected properties are stored in 
a hostname-oriented form, more convenient for the matchmaking instead of the 
resource-oriented form published by the index service. In this way, each grid element 
is characterized by a collection of typed name/value properties. 

Each entry has an aggregator content used to access the aggregator data. In the case 
of the ManagedJobFactorySystem, the aggregator data contains a reference to a 
GLUECE Useful Resource Property data type, where information about the grid 
element is stored by the MDS data provider interfaced to a monitor system such as 
Ganglia [13]. The collector navigates through the hierarchically organized properties 
performing aggregation in the case of clusters where master/nodes relationships are 
solved. A property builder helper component is used to perform this task, analyzing 
the stored data and producing numeric properties concerning hosts, clusters and 
nodes. In the collecting process new properties may be added to provide a better 
representation of resources available on grid elements. 

A configurable property mapping component is used by the collector to perform 
some properties processing such as lookup: the value of a resource is extracted from a 
lookup table using another resource value as key; ranging: the resource value is 
evaluated using a step function defined using intervals; addition: a resource value is 
retrieved using and external component and added to the resource set; averaging: the 
value of a resource is calculated using the mean value of other resources. 

The use of the property mapping component is needed in order to aggregate or better 
define resources from the semantic point of view: in the resource broker native 
representation, the available memory on a host is “MainMemory.RAMAvailable.Host,” 



 Development of a GT4-Based Resource Broker Service 207 

while usually the ClassAd uses the simple “Memory” notation, hence a copy operation 
between two properties is needed. A less trivial use of the property mapping tool is done 
by evaluating the Status property: there is no Status property definition in the GLUECE 
Useful Resource Property, while ProcessorLoad information are available. The property 
mapping algorithm averages the ProcessorLoad values storing this value in the 
LoadAvg property, then the LoadAvg property is range evaluated to assign the value to 
the Status property (Idle, Working) [14]. 

A principal resource broker service activity is to wait for index service values 
changing notification in order to perform an index service entity query and to collect 
data about the grid health represented by the availability of each VO resource. The 
resource brokering initialization phase ends when the collector’s data structure is 
filled by the local resource index and the Resource component registers itself to the 
virtual organization main Index Services as a notification sink, and waits for index 
resource property data renewal events. In our resource broker, many users have to 
interact with the same stateful service querying resources that are tracked in order to 
be in coherence with the grid health status. Due to these requirements, we create the 
service using the singleton design pattern with the stateless web service side is 
interfaced with the stateful one via resource properties [12]. Due to the dynamic 
nature of grid resources, the resource property is not persistent and it is automatically 
renewed each time the index service notifies to the resource broker service that its 
entity status is changed. In this way the resource lifetime is automatically controlled 
by the effective update availability and not scheduled in a time dependent fashion 
[15]. Registered entity status changes are transferred upstream to the Index Service 
and then propagated to the Resource notification sink. Due to our application 
behavior, this approach could be inefficient because many events may be triggered 
with high frequency, degrading performance. We choose a threshold time interval 
value to trigger the data structure update. 

From the resource consumer point of the view, the sequence starts when the user 
runs the resource broker client using one of the query notations that our system 
accepts. 

Native notation: each selection criteria expression is separated by a space with the 
meaning of the logical and. Properties reflects the GLUECE Useful Resource 
Properties nomenclature with the dot symbol as property and sub property separator. 
The criteria are the same of the majority of query languages, plus special ones such as 
“max” and “min” to maximize or minimize a property and “dontcare” to ignore a pre-
set condition. 

Globus.Services.GRAM!=”” Processor.InstructionSet.Host==”x86” 
Cluster.WorkingNodes>=16 MainMemory.RAMAvailable.Average>=512 
ComputingElement.PBS.WaitingJobs=min 

This query looks for a PC cluster with at least 16 working nodes and 512 
megabytes of available RAM using the PBS as local queue manager and where the 
GRAM Globus web service is up and running. Computing elements with the 
minimum number of waiting jobs are preferred. 

ClassAd notation: the selection constraints are expressed as requirements using the 
well-known Condor classified advertisement notation for non structured data 
definition queries. In this notation, the query is enclosed in a brackets envelope and 
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each couple of property name/value is separated by a semicolon. Special mandatory 
fields are Rank and Requirements. The Requirements field contains the constraints 
criteria expressed using the standard C language notation. 

[ Type=”Job”; ImageSize=512; Rank=1/other.ComputingElement_PBS_WaitingJobs; 
Requirements= other.Type==”Machine” && other.NumNodes>=16 && other.Arch==”x86” && 
other.Globus_Services_GRAM!=”” ] 

The shown classad performs the same query previously shown with the native 
notation. The NumNodes property is equivalent to the Cluster.WorkingNodes. The 
underscore substitutes the dot for the property/sub property access notation to avoid 
ambiguity with the dot meaning in ClassAd language. The ranking is mathematically 
computed using a simple expression involving the number of PBS waiting jobs [16]. 

The implementation of the matchmaking algorithm differs in relation to the chosen 
strategy, but can be formerly divided in two phases: the search and the selection. 

In the search phase, some constraints are strictly satisfied, such as the number of 
nodes equal to or greater than a particular value, and the available memory being not 
less than a specified amount. If none suitable resource is available, the fail result is 
notified to the client applying the right strategy in order to prevent deadlock and 
starvation issues. After this step, resources satisfying the specified constraints are 
passed to the second phase, where the best matching resource is found using an 
optimization algorithm based on a ranking schema.  The selected resource is tagged as 
claimed to prevent another resource broker query selecting the same resource causing 
a potential overload. At the end of the query process the resource broker client 
receives the End Point Reference (EPR) of the best matching resource and is ready to 
use it. The resource remains claimed until a new threshold filtered update is 
performed and the resource status reflects their actual behavior. 

3   The Native Latent Semantic Indexing Based Matchmaking 
Algorithm 

We implemented a matchmaking algorithm from scratch; it is based on an effective 
and efficient application of Latent Semantic Indexing (LSI) [17]. 

In the case of search engines, a singular-value decomposition (SVD) of the terms by 
document association matrix is computed producing a reduced dimensionality matrix 
to approximate the original as the model of “semantic” space for the collection. This 
simplification reflects the most important associative patterns in the data, while 
ignoring some smaller variations that may be due to idiosyncrasies in the word usage 
of individual documents [18]. The underlying “latent” semantic structure of the 
information is carried out by the LSI algorithm. In common LSI document search 
engine applications, this approach overcomes some of the problems of keyword 
matching based on the higher level semantic structure rather than just the surface level 
word choice [19]. 

In order to apply LSI to resource matchmaking, we have to map some concepts 
from the document classification and indexing to the grid resource discovery and 
selection field. As documents, in the web identified by URLs, are characterized by 
some keywords, resources, identified by EPRs in the grid, have name properties typed 
as string, integer, double and boolean values. A document may or may not contain a 
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particular word, so the matrix of occurrence document/words is large and sparse; in 
the same way each grid resource is not characterized by a value for each defined 
property, because not all properties are relevant to a specific grid resource description. 
Documents and grid resources share the same unstructured characterization, but while 
words and aggregated relations between words could have a special meaning because 
of the intrinsic semantic of the aggregation itself, grid resource properties are self 
descriptive, self contained and loosely coupled in the aggregation pattern. Under this 
condition, we have no need to apply the dimension reduction in grid resource 
properties indexing, while the application of the SVD is mandatory if dealing with 
documents. The grid resource description property values can be numeric, 
alphanumeric and boolean, but alphanumeric values have not hidden semantic mean 
build by aggregation, while a query can be performed specifying the exact value of 
one or more properties. Due to the deterministic behavior needed by the resource 
matchmaking process, a criteria based selection process is done before grid resources 
are threaded by our LSI based matchmaker algorithm. This kind of selection is 
performed in order to extract from all available resources the set of close matching 
requirements. 

 

Fig. 1. The A ... F grid elements properties and the X query property. On the left in the 
dimensional space, on the right in the adimensional space. 

Our LSI approach to matchmaking is based on the assumption that all boolean and 
alphanumeric query criteria are strictly satisfied in the selection phase, so the set of 
available grid resources comprises all suitable resources, from which we must extract 
the best one characterized by only numerical property values. After selection, the grid 
resources have a specific position in a hyperspace with a number of dimensions equal 
to those of the query: for example, after the ComputingElement.PBS.FreeCPUs>=25 
Processor.ClockSpeed.Min==1500  Globus.Service.GRAM!=”” query, the hyperspace 
is reduced to a Cartesian plane with the ComputingElement.PBS.FreeCPUs on the x 
axis and the Processor.ClockSpeed.Min on the y axis (Figure 2, left side). We assume, 
if the user asks for 25 CPUs or more, the best resource is the machine with 25 CPUs, 
while more CPUs are acceptable but something of better as in the case of 
ComputingElement.PBS.FreeCPUs=max. The best fitting resource could be 
considered to be the one that minimize the distance between the position of the 
requested resource and the offered one. This kind of ranking approach could be correct 
if all property values are in the same unit. If Processor.ClockSpeed.Min is expressed as 
GHz or MHz, and ComputingElement.PBS.FreeCPUs as an integer pure number the 
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computed distance is biased, because of the anisotropic space. An adimensionalization 
process is needed in order to map all offered and asked grid resources in an isotropic 
unitless n-dimensional space, with the goal of making distances comparable. 

The goal of our adimensionalization process is to re-normalize property values so 
that they have a mean of zero and standard deviation equal to one. In order to achieve 
this result, we calculate the mean and standard deviation for each involved property. 
Then, using a lookup data structure, both the asked and offered grid resource, 
identified by their characteristics, are adimensionalized and projected in a isotropic 
space in which distance units on each axis are the same. Finally, a ranking table, 
ordered in ascending order of distance, is computed using the Euclidean distance; then 
the resource in the first position represents the best one fitting the querying criteria 
(Figure 2, right side). 

4   The Condor ClassAd Based Matchmaking Algorithm 

The world wide Condor open source ClassAds framework [20] is robust, scalable, 
flexible and evolvable as demonstrated by the production-quality distributed high 
throughput computing system developed at the University of Wisconsin-Madison. 
Classified Advertisements are stated as the “lingua franca” of Condor and are used 
for describing jobs, workstations, and other resources. In order to implement a GT4 
resource oriented matchmaker algorithm using ClassAds framework, a mapping 
between Index Service entries and ClassAds component is needed. The component 
have to be flexible, full configurable, customizable and extensible in order to manage 
any kind of entries. In the GT4 Index Service each entry represents a resource of a 
specified type characterized by property values for which the ClassAd mapping 
process is trivial or straightforward. Resource properties, such as the GLUECE, are 
complex and data rich and the mapping process could be more tricky because some 
aggregation, synthesis and evaluation work is needed (as in the case of clusters 
computing elements). 

Once the ClassAd representation of unclaimed GT4 grid element resources is 
available thanks to the developed mapping component, our matchmaker algorithm 
compares each ClassAd with the ClassAd form of the submitted query. The grid 
element vector is filled and each element each is characterized by the self and other 
Rank property (formerly the ClassAd Rank attribute computed from the query point 
of view, self, and the resource one, other). The Rank ClassAd parameter is used to 
perform a sort criteria in order to choose the best fitting resource represented by the 
one that maximize both self.Rank and other.Rank properties. Thanks to the native 
matchmaker algorithm, we have all tools needed to perform the best fitting resource 
selection, using a native query in the form “self.Rank=max other.Rank=max”, that 
selects the grid element that maximize both properties. 

5   An Application to on Demand Weather and Marine Forecasting 

In our grid computing based virtual laboratory we grid enabled several atmospheric, 
marine and air/water quality models such as MM5 (Mesoscale Model 5) [3], POM 
(Princeton Ocean Model) [21], the STdEM (Spatio-temporal distribution Emission 
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Model) [22], the PNAM (Parallel Naples Airsheld Model) [23], WRF (Weather and 
Research Forecasting model), sea-wave propagation models WW3 (WaveWatch III) 
and the CAMx (Comprehensive Air quality Model with eXtension) air quality model 
[26]. We made this models grid enabled using the black-box approach implementing a 
modular coupling system with the goal to perform several experiments and 
environmental science simulations without the need of a deep knowledge about grid 
computing. We are still working about the grid enabling of other environmental 
models developing other virtual laboratory components in order to deliver a 
comfortable environment for earth observation grid aware application deployment. 

 

Fig. 3. The application workflow as represented by the JFDL file 

We developed an on-demand weather and marine forecast, which is a full grid-
aware application running in an effective ad efficient fashion on our department grid 
as test-bed for our resource broking service. The application environment in which the 
application runs is based on our virtual laboratory runtime grid software integrating 
our Job Flow Scheduler and the ResourceBroker Service. Using this tool, we develop 
the application using the Job Flow Description Language (JFDL), based on XML, 
with the needed extension for resource broking interfacing and late binding reference 
management [24]. 

The user need only specify the starting date and the number of hours for the 
simulation or the forecast. Then, all needed resources are requested from the resource 
broker and allocated at runtime. In the job elements of the JFDL application file, 
queries are coded to select resources using both the native and the ClassAd notation, 
while some design optimizations are made using the dynamic reference management 
syntax of the JFDL to run application components minimizing the data transfer time. 

From the data point of view, the grid-aware application computes weather forecast 
and wind driven sea wave propagation on four nested domains ranging from the 
Mediterranean Europe (81 Km cell size) to the Bay of Naples (3 Km cell size), 
produces both thematic maps and GRIB data files ready for other processes and uses 
via standard, commercial or free software. This application is a smart and simplified 
version of the one we run operationally for regional weather and marine forecasts 
used by different local institutions. 
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The application workflow (Figure 3) begins with the starting event produced by the 
on-demand request coming, for example, from a multi access, mobile device enabled 
web portal. Then, the weather forecast model is initialized and the output data is 
rendered by a presentation software and concurrently consumed by the sea wave 
propagation model. Then each application branch proceeds on a separate thread. 

The workflow could be represented as an acyclic direct graph into a JFDL file 
where each job to be submitted is described by an inner coded RSL [25] file while the 
launching scripts are stored in a separate repository (Figure 4). Our JFS component 
permits the grid application implementation using a single XML self describing file, 
while the RB service makes the application grid-aware. 

jfs

rsls

rsl1 ... rsl

globalProperties jobs

job1 ... jobn

nodes

resourceBroker properties

node1
... noden

next prev

n

JFDL XML Schema

 

Fig. 4. The JFDL developed schema 

In the element jfdl:globalProperties the developer can specify the values read in 
each job definition and substituted at runtime. The jfdl:rsls element contains a 
collection of jfdl:rsl named elements used to describe jobs with the Globus GRAM 
RSL file. In this files the use of environment variables place holding for scratch 
directory path and provided utility macros. 

The file describing the grid aware application can be divided into two parts: inside 
the element <jfdl:jobs> each job belonging to the application is described specifying 
its symbolic name, the computing node where it will be submitted, and the name of 
the RSL file specifying all needed resources. 

The statically assigned grid element unique identifying name, specified in the job 
element host attribute, could be omitted, in which case a resource broker 
jfdl:resourceBroker element would have to be used. In this element could be specified 
the classAlgorithm attribute to select the matchmaker implementation class 
identifying the matchmaking algorithm using the native one if this parameter is 
omitted as shown in the following example: 

<jfdl:resourceBroker 
  classAlgorithm=”it.uniparthenope.dsa.grid.ClassAdMatchmakingAlgorithm”> 
  [Type=”Job”; ImageSize=512; 
  Rank=1/other.ComputingElement.PBS.WaitingJobs; 
  Requirements= other.Type==”Machine” && 
  other.Software_MM5_Regrid==true && 
  other.Disk>=64 && other.NumNodes==0 ] 
</jfdl:resourceBroker> 
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Where the application is looking for a non cluster machine, such as a workstation 
or a dedicated server, on which the Regrid component is installed. Moreover, the job 
needs at least 64 MB of available space on disk, and the best fitting resource is the 
one that minimizes the number of waiting jobs in the PBS queue manager (implicitly 
the PBS local queue manager is needed as requirement). 

In each job definition the user can specify local properties using the jfdl:propeties 
element. Properties are runtime accessible using the conventional name 
$propertyname; global properties referred to a particular job are referred by 
$jobname.propertyname. This is really useful if a sort of optimization is needed using 
an integrated grid-enabled/aware approach. In our application we want to assign grid 
elements dynamically but some components have data strictly related as the case of 
Regrid/Interpf pairs or mm52grads/makeWindMaps pairs, so it is better to execute 
Regrid and Interpf, as well mm52grads and makeWindMaps, on the same computing 
element to achieve best performances avoiding heavy data transfers.  
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Fig. 5. Simulated Time versus Computing Time under several configurations. On the left 
absolute times, on the right relative times. 

In order to evaluate the grid-aware application performance, we repeated the 
experiment 10 times and then averaged total computing time for 24, 48, 72, 96, 120, 
and 144 simulated hours. 

We evaluated three different grid behavior configuration scenarios: 

No grid technology use: The application runs as a common Bash shell script on the 
master node (Pentium IV at 2.8 GHz Hyper Threading equipped with 4 GByte of 
RAM and 2 160 GB hard disk and running Fedora Core 3 Linux) of the computing 
element named dgbeodi.uniparthenope.it formed by a cluster of 25 workstation 
powered by a hyper heading PentiumIV at 2.8 GHz, each with 1GByte of RAM and 
80 GB hard disk, running Fedora Core 3 Linux. The local network is a copper gigabit 
using a high performance switch. This workstations are used also for student learning 
activities running concurrently Windows XP Professional operating system hosted by 
virtual environment. In this case no kind of explicit parallelism is performed and there 
is no need to use an external network for data transfer. 

Grid-enabled mode: Globus+JFS, the application is developed using JFDL and runs 
under our virtual laboratory tools. Computational loads are distributed statically over 
available grid elements, with a design optimization performed regarding computing 
power and data file transfer needs. In this approach the Job Flow Scheduler 
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component is used, but the Resource Broker Service is switched off. The application 
takes advantage of the explicit parallelism carried out by parallel execution of 
regrid/intepf and mm52grads/makeWindMaps software modules pairs. As in the 
previous case of not us of grid technology, MM5 and WW3 models run on the same 
25 CPUs computing element dgbeodi.uniparthenope.it. 

Grid-aware mode: Globus+JFS/RB, the application is developed using JFDL and 
runs under our tools as in the previous case, but resources are assigned dynamically 
using our resource broker service performing queries each time it is needed. To 
achieve better performance and to avoid unnecessary data file transfers, Regrid and 
Interpf jobs and mm52grads/makeWindMaps are submitted to the same computing 
element using the Job Flow Scheduler late binding capabilities: the resource broker is 
invoked to choose the computing element for the Regrid job and then the same CE is 
used for the Interpf job. The query for parallel computing intensive load characterized 
jobs MM5 and WW3 is performed, but dgbeodi.uniparthenope.it is always used 
because the constraints. 

From the performance analysis line graph (Figure 5, left side), we see that as 
simulated time increases from 24 to 144 hours, the grid-enabled application (filled line) 
performs well when compared to the no-grid (dotted line) technology use. This is 
because of the parallel execution of loosely coupled jobs and the optimized data high 
performance transfer. When resource broking capabilities are activated (outlined 
graph), the grid-aware system still performs better than the no-grid application version, 
but is slower than the grid-enabled version without resource brokering because of the 
latency introduced by the Web Services interactions, the adopted matchmaking 
technique related issues and the deadlock/starvation avoiding subsystem interactions. 
In the other graph (Figure 5, right side) are drown computing time differences between 
the no grid setup and the grid-enabled (filled line) and the grid-aware one (outlined 
graph). The dotted line represents the difference in computing time between the two 
approaches. The time consumed by the resource broker in all tests is quite constant 
because our grid was used in a exclusive manner (without other users). On the other 
hand, in production conditions (not exclusive grid use), the overall computing load of 
the department grid is better distributed using the grid-aware behavior, allowing for 
efficient and effective resource allocation optimization.  

 

Fig. 6. Demo grid aware application results 
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6   Conclusions and Future Works 

We have described some results in the field of grid computing research, with 
particular regard to the challenging issue of resource discovery and selection with 
matchmaking algorithms. 

We developed a resource broker service, fully integrated with Globus Toolkit 
version 4, that is both modular and easy to expand. The plug-in architecture for both 
collector and matchmaking algorithm implementations we developed makes this tool 
an excellent environment for resource handling algorithms experiments and 
productions in the Globus Toolkit grid approach world. Our next goal develop an 
accurate testing suite, based on both real and simulated grid environment, in order to 
evaluate and compare native and ClassAd algorithm performances and effectiveness. 
In this scenario is our interest in developing a matchmaking algorithm based on the 
minimization of cost functions evaluated using resource characterization benchmarks 
in order to implement dynamic performance contracts. A better self registering 
approach to grid available application have to be followed to make the real use of our 
tools in a straightforward fashion. 

In order to achieve a better, and more standard, application workflow environment, 
a Job Flow Scheduler refactoring is planned with the aim to be BPEL [27] compliant 
leveraging on open source workflow engines [28]. 

Our virtual laboratory for earth observation and computational environmental 
sciences based on the grid computing technology is enriched by the features provided 
by the Resource Broker Service, making possible the design and the implementation 
of truly grid-aware applications. The integration between the Job Flow Scheduler 
service and the Resource Broker service is a powerful tool that can be used both for 
research and application-oriented uses for running any kind of complex grid 
application (Figure 6). 
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Abstract. The trustworthiness between anonymous web service client and 
provider influences service stability and collaboration. Trustworthiness includes 
some aspects such as service’s security, controllability and survivability. So, a 
definition of trustworthiness for web service is given in the paper, and then a 
web service trustworthiness evaluation and management model is brought forth 
inspired by human small-world network. The model consists of three web 
service federations: WSRRC, APAEAS and AWSORT. WSRRC is a Web 
Service Resource Register Center, which is established by UDDI protocol. 
APAEAS is an Area Proxy Authentication Evaluating Autonomy 
System, which collects some authentication information of web service clients, 
accepts clients’ special requirement and feedbacks service’s trustworthiness 
values to AWSORT. AWSORT is an Area WS Resource Organizing Tree, 
which organizes and manages web service resources; records web service 
trustworthiness values, keeps web service state, assigning web service. The 
model establishes a trustworthy environment for anonymous web service clients 
and providers. Furthermore, some detailed evaluating parameters about service 
trustworthiness and quality is discussed and some service management 
algorithms are proposed in the paper. The simulation results show that model is 
feasible for semantic grid integration and establishment for virtual organization. 

Keywords: web service federation, trustworthy web service, small-world 
network, loading-balance, quality of service. 

1   Introduction 

Web service (WS) are quickly maturing as a technology that allows for the integration 
of applications belonging to different administrative domains, enabling much faster 
and more efficient business-to-business arrangements [1]. For the integration to be 
effective, the provider and the consumer of a service must negotiate some parameters, 
such as quality of service, security auditing and communication speed [2-4]. However, 
security auditing can be very challenging when the parties do not blindly trust each 
other, which is expected to be the common case for large WS deployments [5, 6].  

By now some WS-security specifications and trust auditing framework are 
available [7, 8]. Microsoft and IBM propose a set of WS security specifications 
includes a message security layer, a policy security layer, a federated security layer 
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[9-11]. However, the specifications demand all of the provider and customer be 
authenticated by a trustworthy verification center [11]. Especially for anonymous WS 
providers, the WS customer needs to pre-evaluate their trustworthiness, and then it 
will choose a provider which trustworthiness is the highest. 

Thus, we propose a trustworthiness evaluation and management model inspired by 
human small-world network. The model establishes an integrated loosed-trustworthy 
WS environment for the anonymous users and resources. Whether web clients and 
services are authenticated or not, the model will ensure some initial effective 
trustworthiness. Furthermore, it can optimize WS and manage effectively service traffic. 

This paper is organized as follows: Section 2 introduces characters of 
trustworthiness in human small word and gives the definition of trustworthiness. 
Section 3 puts forward WS trustworthiness evaluating and managing model. Section 4 
presents web service federation organization protocols, data structures and 
instructions. Section 5 presents WS trustworthiness evaluating & managing algorithm. 
Section 6 discusses the simulation of WS loading-balance in the web service 
federation. Section 7 concludes the paper by discussing the research trends of the 
trustworthiness model. 

2   Small-World Network and WS Trustworthiness 

2.1   Trustworthiness in the Human Small-World Network 

M. Stanley proposed the assumption of ‘six degrees’ in human society as early as 
1967. Watts and Strogatz built the small-world networks theory according to the 
assumption in 1998. The small world model widely exists in the human society and 
bio-network. It describes ubiquitous resource searching characteristics such as self-
like, self-organizing and self-adjusting. WS network presents some characteristics like 
small world, and users would like to obtain service in the nearer ‘small world’ from 
internet. So, we expect to establish a service evaluation framework to organize and 
manage WS based on small world model.  

Small world is a relation network centralized on a person in the human society, in 
which he decides how to choose friends and what resource to select for use. From 
another point of view, the small world is a trustworthiness evaluating and dynamically 
selecting network, which structure and nodes’ trustworthiness values will change with 
the environment and time. People add or delete the partial node to the small world 
according to their needs. They constantly do some trustworthiness-evaluating work about 
surrounding ‘node’, and at the same time they change their trustworthiness value and 
adjust their behaviors. Thus, it is clear that the small world network is a trustworthiness 
and benefit driven network. People choose these required resources or services and give 
up those disabled nodes in order to get the largest benefits in minimum costs. 

2.2   WS Trustworthiness 

Along with SOA (service-oriented-architecture) is more and more popular, it is 
necessary that the SOA applications should provide trustworthy services. Trustworthy 
network should have three essential properties: security, controllability and 
survivability [8]. From the view of trustworthiness, we attempt to give the definition 
of the trustworthiness of WS. WS trustworthiness also should include three 
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properties: security, controllable and survivable. The following is the detailed 
definition. Namely 

)Sur,Ctrl,Seu(WS Γ=Τ  

Define 1: Security 
WS security includes a series of attributes: service entity being security, service 
context being security, WS structure being security. That is service entity must be 
legal and authenticated; WS content must be effective and security, no error and no 
virus. As WS is stateless, WS structure security is that WS can keep its service state 
and its state is stable in a certain period. Namely 

)Stru,Con,En()Seu( seΨ=Γ  

Define 2: Controllability 
WS controllability is that WS role can be managed, its behavior can be controlled, 
and its services quality can be ensured. WS client or provider should have right role in 
the SOA system, and these roles should be managed in the security policy. WS 
behavior being controlled means that WS’ access policy should have been integrated 
managed. WS quality being controlled means that WS should satisfy different 
business needs. Therefore, WS can provide different quality and security grade 
service for different requirement. Namely  

)QuaAct,,Role()Ctrl( Ω=Γ  

Define 3: Survivability 
WS survivability is that WS have the ability of withstanding intrusions or attacks. 
That is that WS can still provide service in case of being damaged. WS survivability 
includes fault-toleration, intrusion-toleration, and self-recovery. 

)Rcov,tol_Intru,tol_Fault()Sur( Φ=Γ  

WS Trustworthiness should include all of the three factors. So, the trustworthiness 
value should be expressed as following: 

)Rcov,tol_Intru,tol_Fault(*)QuaAct,,Role(*)Stru,Con,En(*

)Sur(*)Ctrl(*)Seu(*)Sur,Ctrl,Seu(

se

WS

Φ+Ω+Ψ=

Γ+Γ+Γ=Γ=Τ

γβα
γβα  

Here, γβα ,, are the weights of the three factors. No matter what the detailed 

parameters are changed, its value should be in a scope. Namely 

]1,0[TWS ∈  

3   WS Trustworthiness Evaluating and Managing Model   

3.1   WS Trustworthy Management Model 

Fig 1(a) describes normal WS structure. WS provider publishes its services into 
WSRRC (WS Resources Register Center). Web client submits service querying to  
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Fig. 1. WS Trustworthiness Evaluation & Management model 

WSRRC, and after getting resource identification, then bind each other to deal with 
corresponding transaction. 

Inspired by human small-world network, we put forward a WS trustworthiness 
evaluation and management model (fig.1 (a)). We add two modules: APAEAS (area 
proxy authentication evaluating autonomy system) and AWSORT (area WS resource 
organizing tree). APAEAS consists of a great many of authenticated or anonymous 
WS-clients, and it will supervise and evaluate their trustworthiness. AWSORT is in 
charge of recording WS quality, keeping its service state, and implementing loading-
balance. Thus, the two web service federations establish a trustworthy environment 
for WS-clients and WS-providers, a normal WS-Provider become a trusted WS entity 
(Trusted-WSE), shown in fig.1 (b). 

APAEAS and AWSORT don’t change working patterns of WS-clients and WS-
providers. Furthermore they make simple and stateless service to become Trusted-WS. 
Thus, APAEAS AWSORT and Trusted–WSE form a trusted WS federation (T-WSF). 

3.2   APAEAS and AWSORT 

3.2.1   APAEAS 
APAEAS is a small-world web service federation for evaluating WS-client’s 
trustworthiness and submitting service requirement instead of WS-client. Its functions 
include: 

① It collects security information of users, such as authentication information, 
security grade and their personnel service demands. According to the information, 
APAEAS will communicate with AWSORT to satisfy users’ needs. 

② As to high-security grade WS, APAEES must authenticate users, and verify 
whether the user is able to require a high-security grade services. Since only 
authenticated user have the qualification to apply security transaction. If the 
requirement is permitted, APAEES will record these events, and make logs about 
users’ working states and results. 

③ On the other hand, APAEES can automatically distribute these requirements 
to different area AWSORT to prevent DOS (deny of service). 
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3.2.2   AWSROT 
AWSROT is a self-organizing federation of WS resources. It organizes many WS 
providers as a large service pool. Its functions include: 

① AWSROT keeps WS service states, registers relevant parameters, and 
records service trustworthiness values from APAEAS.  

② AWSROT can be established according to trustworthiness values, service 
quality of WS and maximum service capacity. When WS trustworthiness values and 
service quality change, the position of the corresponding node should be adjusted in 
order to provide the most effective service in minimum costs. 

③ AWSROT can automatically design a the best WS-provider to a WS-client 
with a set of service optimization policy. 

④ AWSROT can implement WS loading-balance. When a WS-client roams in 
different APAEAS, AWSROT will design a local optimized WS-provider instead of 
previous WS-provider.  

After the WS normal structure is changed by adding the two models, WSRRC 
not only takes charge of registering and querying services, but also assign different 
tasks to corresponding AWSROT. Therefore, WSRRC, APAEAS and AWSROT 
together provide a trustworthy WS environment. 

4   Web Service Federation Organization Protocols, Data 
Structures and Instructions  

4.1   AWSROT Protocol 

Fig. 2. is the structure of AWSROT. AWSROT is the core of trustworthy web service 
environment. Its functions include states keeping, service recommending, loading 
balance, trustworthiness evaluating. Its organization structures are a hybrid structure. 
It consists of a four-rank B-tree and some circulating double-linked-list.  

The four-rank B-tree is used to locate and organizes different category service, and 
the double circulating linked-list is used to organize the same category service. 
Because for users, querying services is hoped to get a quick answer, B-tree can high-
effectively search for a resource; get a service is hoped the service provider is the best, 
the circulating linked-list always place the best service in the header point. 
Furthermore, the double circulating linked-list can dynamically adjust the location of 
service provider by its trustworthiness value, QOS, capacity and responding speed. So, 
the hybrid structure can high-effectively and quickly provide an optimized service. 

4.2   APAEAS Protocol 

APAEAS has a layered structure, shown in fig.3. It is a small world for WS-Clients. It 
will register in WSRRC; some little APAEAS will form a large APAEAS. So, the 
whole ARAEAS has a tree structure in logic. Each APAEAS is a management unit to 
anonymous or authenticated users. Its main functions are collecting users’ 
information, accepting users’ service request, feed-backing trustworthiness value to 
AWSROT and satisfying users’ special demand. 



 Small-World Network Inspired Trustworthy WS Evaluation and Management Model 223 

……

……

……

TTLTransmitting
         Bit

Security  
grade 

Living
State 

Area IDService Service Service Service 11

Service Service Service Service 0011 Service 1100 Service 1101 Service 1110 Service 1111 

Service 110000 Service 110001 Service 110010 Service 110011

Services CapacityLink List
ServicesHead Online Transmitting 

         Bit

IP Service
Tail Service Service

Quality
Head
Pointe

Service
URL

Online
amount

TTLTrust
Value

Transmitting
         Bit

Living
State 

……

 

Fig. 2. The Structure AWSROT 

Service history 
Personal
information
Special demanding 
Trust values  
……

… …
Service history 
Personal
information
Special demanding  
Trust values 
……

Service history 
Personal
information
Special demanding 
Trust values 
 …… 

 

Fig. 3. The Structure of APAEAS 

APAEAS keeps a great number of users’ information. The information has been 
stored in database, and each user has a recorder in the database. The recorder includes 
some information of WS-Clients, such as service access history, security grade, 
personal information, particular service demands etc. So, actually an APAEAS is a 
user authenticating server.  

Table 1 is the record format of customer; in which APAEAS record recent used 
resources. Service histories keep such items as service’s using frequency, service ID, 
trust values and service’s quality etc. According to the information, APAEAS can 
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Table 1. User Recorder’s Format in the APAEAS 
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learn about WS-Client’s needs and provide appropriate services to satisfy its demand. 
APAEAS also collect user’s authentication parameters in order to monitor web 
service process.    

4.3   Instruction System  

The WSRRC, APAEAS and AWSROT together cooperate to make up a loosed 
trustworthiness evaluating and managing framework. The model divide a whole large 
work into some small procedures, and each finish a part work. So, all of WSRRC, 
APAEAS and AWSROT is an integrated loosed security system for web service. 
Although WSRRC, APAEAS and AWSROT have own attributes and instructions, 
most of them are the same. So, we give a summary to the all attributes and instructions. 

All attributes of these protocols include: *.state, *.TTL(), *.living(), *.warning, 
*.security_grade, *.IP_address, *.fellow, *.SID, *.URL, *.service_type, *.federation_ID, 
*.QOS, *.header, *.tail, *.trustworthiness_value, *.service_capacity, 
*.online_connectting_amount, *.Connecting _online etc. Here, * denotes a certain object, 
such as APAEAS, AWSROT, a node in the B-tree, a WS-Client, a service resource etc. 
The attributes describe some characters of the object in the framework. The information 
are collected and recorded to determine the object how to respond a special event.  

The instructions of the model include: *.invite(), *.register(), *.authenticate(), 
*.TTL(), *.roaming(), *.request(), *.respond(), *.Query(), *.cost(), *.connect(), 
*.close(), *.trustworthiness_evaluating(), *.QOS_evaluating(), *.sort(), 
*.adjust_position(), *.provide_service(), *.assign(); *.relay_assign() etc. As the same 
way, * denotes a certain object, such as APAEAS, AWSROT, a node in the B-tree, a 
WS-Client, a service resource etc. The whole function of these instructions cooperate 
each other to drive the model to provide the best service in the lowest cost. Here, the 
interpretation of how to use the each instruction is omitted.   

5   WS Evaluating and Managing Algorithm 

5.1   WS Assigning Algorithm  

In order to provide high-quality and low-cost WS, we design two-layer assigning 
structure. Firstly, by querying APAEAS or WSRRC, user can get the nearest 
AWSROT; secondly, AWSROT will recommend proper WS-Provider according to 
trustworthiness, QOS, responding speed and Maximum connecting capacity. 
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WSRRC divides the whole service area into some parts, each part has an 
AWSROT, and all WS-Providers in a part will register itself into the local AWSROT. 
So, in WSRRC, all the registered resources are organized according to geography 
feature. Every AWSROT is a small word of resource. When a WS-Client queries a 
WS-Provider, it will be relocated to the local AWSROT. Thus, communication 
between the client and the provider is confined to a small word. Therefore, it will 
reduce the main traffic of bone network. 

In the AWSROT, all resources will be organized by services category and sorted 
by trustworthiness, QOS, maximum connecting capacity and responding speed etc. 
So, according to these parameters, AWSROT will recommend the most popular WS-
Provider to WS-Client. In order to fairly evaluate a service, we introduce an 
evaluating concept: believed zone. 

Believed zone is an evaluating range, when two or more values of an item are in a 
range of ]m,m[ ε+ , we consider that they have the same value. So, believed zone is 
a range of probability. We evaluate trustworthiness and QOS using the method of 
believed zone. But for maximum connecting capacity and online connecting amount, 
we use precise values to evaluate them.  

WS assigning algorithm is shown as the following: 

While (Double_cir_link.live and Double_cir_link.state) { 
if (Double_cir_link.ttl()) 
{Double_cir_link.live=false; Double_cir_link.closed;} // if no TTL returns, then close closed 
link-list.  
link.sort (Trust_eva()); // Firstly , nodes will be sorted by trust value. 
If Trust_eva() ],'[ ΘΘ∈  

    link.sort (Qua_eva ()); //Secondly, nodes will be sorted by service quality. 
If Qua_eva() ],'[ ΘΘ∈  

link.sort (connect_max); //Finally, nodes will be sorted by maximum connecting amount.  
When WS_Client.request (); 
AWSROT.Query (); 
Double_cir_link.head_pointer.provide_service(); //Firstly, head-node provides WS 
Double_cir_link.head_pointer.connect_onle ++; //adding one to head nodes’ online 
connecting amount 
link.connect_onle ++； // adding one to link-list’s online connecting amount 
If head_pointer.connect_only ≥0.8* head_pointer.connect_max 
P↑.Head_pointer=Head_pointer.next; 
P↑.Tail_pointer=Head_pointer; //if head nodes’ online connecting amount is 80 percents of the 
whole service capacity, then insert it into the tail node. 
If link.connect_onle ≥0.8* link.connect_max 
Double_cir_link.state=false; // if link-list’ online connecting amount is 80 percents of the whole 
service capacity of the link-list, then its state bit become false. 
Link_content_warning (federation_ID) or warning.sending to WSRRC; // sending a warning of 
full-loading to its sedation fellow or WSRRC. }} 

5.2   WS Loading-Balance Algorithm 

All of the WS-Providers, AWSORT, APAEAS and WSRRC compose a large virtual 
organization. The whole virtual organization will deal with loading-balance from 
three steps in the whole process. 
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(1) Firstly, WSRRC will distribute the network traffics in the whole virtual 
organization. For web service request from the local APAEAS, WSRRC will transmit 
the requests to the local AWSROT. Thus WSRRC confine local service traffic in 
certain range, so decrease chances of traffic blocks.  

(2) Secondly, when AWSROT receive the service request, according to the 
trustworthiness value, QOS, service capacity and responding speed, it will select the 
best WS-Provider to WS-Client from its resource tree. Thus, AWSROT always 
remain the lowest communicating cost for the web service. 

 (3) Finally, if the user is roaming out of its local APAEAS, it will send a message 
to WSRRC, and then WSRRC will give the several nearer AWSROT. The user will 
calculate the communicating cost according the roaming relaying algorithm. The step 
aims at connecting the best WS-Providers in the lowest cost. So in different 
conditions, coefficients in the roaming relaying algorithm will be adjusted according 
to the actual circumstance. For example, if the network is busy, the coefficient of TTL 
() should be added, namely its rate in the cost should be the more than others. If the 
network is very free, the rates of trustworthy and QOS should be added.  

Here, the detailed loading-balance algorithm is shown as the following.  
 

While (WS. Request ()) 
{If (WS-client. Roaming !==0)) then   WS.connect=min(cost1.connect| cost2.connect|……| 
costn.connect) //If the user is in the roaming state, it will calculate the lowest cost to connect the 
nearest AWSORT according to roaming relaying algorithm. 
Else  
WS.connect=WSRRC.assign (); // Normal user connects the local AWSROT 
If (AWSROT.state==0) then 
WS.connect= AWSROT.provide_service () //If the capacity of local AWSROT is enough; it will 
accept the service request. 
Else 
WS.connect=WSRRC.relay_assign ();//if the local AWSROT already has be up to the maximum 
connecting amount, it will transmit the request to the fellow AWSROT or send a warning 
message to the WSRRC.  
AWSROT.assign (); //the best resource is normally assigned in the AWSROT. } 

6   Simulations of Trustworthy WS Assigning  

In order to verify the WS trustworthiness management middleware, we simulate in a 
local area network environment. We design four APAEAS and AWSROT, one 
WSRRC, 200 WS-Clients and 50 WS-Providers. They consist of a trusted WS 
environment; all the four AWSROT are an AWSROT-federation. 

The loading-balance algorithm is simulated only on invariable loading. In the 
beginning all the WS-Clients are in roaming state, so received requires amounts of 
different AWSROT are different. Along with the rule of lowest connect-cost, WS 
assigning algorithm begin to work, finally the four AWSROT get the average and 
stable connecting amount, shown in the Fig.4. The Simulation results imply that the 
structure of APAEAS and AWSROT is available in implementing loading-balance 
and connecting the nearest AWSROT in the lowest cost. 
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Fig. 4. WS assigning process in the case of keeping invariable loading 

7   Conclusions 

The paper establishes a trustworthiness appreciable and manageable model for WS. 
The model provides a trustworthy WS environment for anonymous WS-Clients and 
WS-Providers. It can record service’ state, optimize service quality, carry out loading-
balance.    

The model has three web service federations: WSRRC, APAEAS and AWSROT. 
They are small-worlds of user or resource. These federations provide a trustworthy, 
controllable and reliable WS environment. The model has the ability of automatically 
assigning services and trustworthiness evaluating.  

By increasing AWSROT and APAEAS, some disadvantages of WS are also 
eliminated. Stateless WS becomes trustable and stable service, and the process of WS 
be supervised, managed. But the model still remains WS original working pattern, 
only adding some management procedure, such as registering, trustworthiness feed-
backing and evaluating, resource optimizing. At the other hand, all of WS-Clients and 
WS-Providers still remain independent and free. The model also provides a scaleable 
and trustworthy service resolution for anonymous service applications of SOA, Grid, 
and P2P. 
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Abstract. A grid has to provide strong incentive for participating sites to join 
and stay in it. Participating sites are concerned with the performance 
improvement brought by the gird for the jobs of their own local user 
communities. Feasible and effective load sharing is key to fulfilling such a 
concern. This paper explores the load-sharing policies concerning feasibility 
and heterogeneity on computational grids. Several job scheduling and processor 
allocation policies are proposed and evaluated through a series of simulations 
using workloads derived from publicly available trace data. The simulation 
results indicate that the proposed job scheduling and processor allocation 
policies are feasible and effective in achieving performance improvement on a 
heterogeneous computational grid.  

Keywords: feasibility, load sharing, simulation, heterogeneous grid. 

1   Introduction 

This paper deals with scheduling and allocating independent parallel jobs in a 
heterogeneous computational grid. Without grid computing local users can only run 
jobs on the local site. The owners or administrators of different sites are interested in 
the consequences of participating in a computational grid, whether such participation 
will result in better service for their local users by improving the job response time. 
Therefore, we say a computational grid is feasible if it can bring performance 
improvement and the improvement is achieved in the sense that all participating sites 
benefit from the collaboration. In this paper that means no participating sites’ average 
response time for their jobs get worse after joining the computational grid.  

In addition to feasibility, heterogeneity is another important issue in a 
computational grid. Many previous works have shown significant performance 
improvement for multi-site homogeneous grid environment. However, in the real 
world a grid usually consists of heterogeneous sites which differ at least in the 
computing speed. Heterogeneity puts a challenge on designing effective load sharing 
methods. Methods developed for homogeneous grids have to be improved or even 
redesigned to make them effective in a heterogeneous environment. This paper 
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addresses the potential benefit of sharing jobs between independent sites in a 
heterogeneous computational grid environment. To construct a feasible and effective 
computational grid, appropriate load sharing policies are important. The load sharing 
policies have to take into account several job scheduling and processor allocation 
issues. These issues are discussed in this paper, including job scheduling for feasible 
load sharing benefiting all sites, site selection for processor allocation, multi-site 
parallel execution. Several job scheduling and processor allocation policies are 
proposed and evaluated through a series of simulations using workloads derived from 
publicly available trace data. The simulation results indicate that a significant 
performance improvement in terms of shorter job response time is achievable. 

2   Related Work 

Job scheduling for parallel computers has been subject to research for a long time. As 
for grid computing, previous works discussed several strategies for a grid scheduler. 
One approach is the modification of traditional list scheduling strategies for usage on 
grid [1, 2, 3, 4]. Some economic based methods are also being discussed [5, 6, 7, 8]. 
In this paper we explore non economic scheduling and allocation policies with 
support for a heterogeneous grid environment.  

England and Weissman in [9] analyzed the costs and benefits of load sharing of 
parallel jobs in the computational grid. Experiments were performed for both 
homogeneous and heterogeneous grids. However, in their works simulations of a 
heterogeneous grid only captured the differences in capacities and workload 
characteristics. The computing speeds of nodes on different sites are assumed to be 
identical. In this paper we deal with load sharing issues regarding heterogeneous grids 
in which nodes on different sites may have different computing speeds.  

For load sharing there are several methods possible for selecting which site to 
allocate a job. Earlier simulation studies in our previous work [10] and in the 
literature [1] showed the best results for a selection policy called best-fit. In this 
policy a particular site is chosen on which a job will leave the least number of free 
processors if it is allocated to that site. However, these simulation studies are 
performed based on a computational grid model in which nodes on different sites all 
run at the same speed. In this paper we explore possible site selection policies for a 
heterogeneous computational grid. In such a heterogeneous environment nodes on 
different sites may run at different speeds.  

In [11] the authors addressed the scheduling of parallel jobs in a heterogeneous 
multi-site environment. They also evaluated a scheduling strategy that uses multiple 
simultaneous requests. However, although dealing with a multi-site environment, the 
parallel jobs in their studies were not allowed for multi-site parallel execution. Each 
job was allocated to run within a single site.  

The support of multi-site parallel execution [12, 13, 14, 15, 16] on a computational 
grid has been examined in previous works, concerning the execution of a job in 
parallel at different sites. Under the condition of a limited communication overhead, 
the results from our previous work [10] and from [1, 3, 4] all showed that multi-site 
parallel execution can improve the overall average response time. The overhead for 
multi-site parallel execution mainly results from the slower communication between 
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different sites compared to the intra-site communication. This overhead has been 
modeled by extending the execution time of a job by a certain percentage [2, 3, 10].  

In [2] the authors further examined the multi-site scheduling behavior by applying 
constraints for the job fragmentation during the multi-site scheduling. Two parameters 
were introduced for the scheduling process. The first parameter lower bound 
restricted the jobs that can be fragmented during the multi-site scheduling by a 
minimal number of necessary requested processors. The second parameter was 
implemented as a vector describing the maximal number of job fragments for certain 
intervals of processor numbers.  

However, the simulation studies in the previous works are performed based on a 
homogeneous computational grid model in which nodes on different sites all run at 
the same speed. In this paper we explore possible multi-site selection policies for a 
heterogeneous computational grid. In [17] the authors proposed job scheduling 
algorithms which allow multi-site parallel execution, and are adaptive and scalable in 
a heterogeneous computational grid. However, the introduced algorithms require 
predicted execution time for the submitted jobs. In this paper, we deal with the site 
selection problem for multi-site parallel execution, requiring no knowledge of 
predicted job execution time.   

3   Computational Grid Model and Experimental Setting 

In this section, the computational grid model is introduced on which the evaluations 
of the proposed policies in this paper are based. In the model, there are several 
independent computing sites with their own local workload and management system. 
This paper examines the impact on performance results if the computing sites 
participate in a computational grid with appropriate job scheduling and processor 
allocation policies. The computational grid integrates the sites and shares their 
incoming jobs. Each participating site is a homogeneous parallel computer system. 
The nodes on each site run at the same speed and are linked with a fast 
interconnection network that does not favor any specific communication pattern [18]. 
This means a parallel job can be allocated on any subset of nodes in a site. The 
parallel computer system uses space-sharing and run the jobs in an exclusive fashion.  

The system deals with an on-line scheduling problem without any knowledge of 
future job submissions. The jobs under consideration are restricted to batch jobs 
because this job type is dominant on most parallel computer systems running 
scientific and engineering applications. For the sake of simplicity, in this paper we 
assume a global grid scheduler which handles all job scheduling and resource 
allocation activities. The local schedulers are only responsible for starting the jobs 
after their allocation by the global scheduler. Theoretically a single central scheduler 
could be a critical limitation concerning efficiency and reliability. However, practical 
distributed implementations are possible, in which site-autonomy is still maintained 
but the resulting schedule would be the same as created by a central scheduler [19].  

For simplification and efficient load sharing all computing nodes in the 
computational grid are assumed to be binary compatible. The grid is heterogeneous in 
the sense that nodes on different sites may differ in computing speed and different 
sites may have different numbers of nodes. When load sharing activities occur a job 
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may have to migrate to a remote site for execution. In this case the input data for that 
job have to be transferred to the target site before the job execution while the output 
data of the job is transferred back afterwards. This network communication is 
neglected in our simulation studies as this latency can usually be hidden in pre- and 
post-fetching phases without regards to the actual job execution phase [19].  

In this paper we focus on the area of high throughput computing, improving 
system’s overall throughput with appropriate load sharing policies. Therefore, in our 
studies the requested number of processors for each job is bound by the total number 
of processors on the local site from which the job is submitted. The local site which a 
job is submitted from will be called the home site of the job henceforward in this 
paper. We assume the ability of jobs to run in multi-site mode. That means a job can 
run in parallel on a node set distributed over different sites when no single site can 
provide enough free processors for it due to a portion of resources are occupied by 
some running jobs.  

Our simulation studies were based on publicly downloadable workload traces [20]. 
We used the SDSC’s SP2 workload logs 1  on [20] as the input workload in the 
simulations. The workload log on SDSC’s SP2 contains 73496 records collected on a 
128-node IBM SP2 machine at San Diego Supercomputer Center (SDSC) from May 
1998 to April 2000. After excluding some problematic records based on the 
completed field [20] in the log, the simulations in this paper use 56490 job records as 
the input workload. The detailed workload characteristics are shown in Table 1.  

Table 1. Characteristics of the workload log on SDSC’s SP2 

 Number of 
jobs 

Maximum 
execution 
time (sec.) 

Average 
execution 
time (sec.) 

Maximum 
number of 
processors 

per job 

Average 
number of 
processors 

per job 
Queue 1 4053 21922 267.13 8 3 
Queue 2 6795 64411 6746.27 128 16 
Queue 3 26067 118561 5657.81 128 12 
Queue 4 19398 64817 5935.92 128 6 
Queue 5 177 42262 462.46 50 4 

Total 56490     

In the SDSC’s SP2 system the jobs in this log are put into five different queues and 
all these queues share the same 128 processors on the system. In the following 
simulations this workload log will be used to model the workload on a computational 
grid consisting of five different sites whose workloads correspond to the jobs 
submitted to the five queues respectively. Table 2 shows the configuration of the 
computational grid under study. The number of processors on each site is determined 
according to the maximum number of required processors of the jobs belonged to the 
corresponding queue for that site.  

                                                           
1 The JOBLOG data is Copyright 2000 The Regents of the University of California All Rights 

Reserved. 
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Table 2. Configuration of the computational grid 

 total site 1 site 2 site 3 site 4 site 5 

Number of processors 442 8 128 128 128 50 

To simulate the speed difference among participating sites we define a speed 
vector, speed=(sp1,sp2,sp3,sp4,sp5), to describe the relative computing speeds of all 
the five sites in the grid, in which the value 1 represents the computing speed 
resulting in the job execution time in the original workload log. We also define a load 
vector, load=(ld1,ld2,ld3,ld4,ld5), which is used to derive different loading levels 
from the original workload data by multiplying the load value ldi to the execution 
times of all jobs at site i.  

4   Site Selection Policies for Load Sharing in a Heterogeneous Grid 

This section explores the potential of a computational grid in improving the 
performance of user jobs. The following describes the scheduling structures of two 
system architectures with/without grid computing respectively.  

• Independent clusters. This architecture corresponds to the situation where no grid 
computing technologies are involved. The computing resources at different sites 
are independent and have their own job queues without any load sharing activities 
among them. Each site’s users can only submit jobs to their local site and those 
jobs would be executed only on that site. This architecture is used as a comparison 
basis to see what performance gain grid computing can bring.  

• Load-sharing computational grid. Different sites connected with an 
interconnection network form a computational grid. In the computational grid, 
there is a global job scheduler as well as a globally shared job queue. Jobs 
submitted by users at different sites are automatically redirected to the global 
queue and the jobs retain the identities of their home sites. In this section, different 
sites in the computational grid are viewed as different processor pools and each job 
must be allocated to exactly one site. No jobs can simultaneously use processors on 
different sites. Support for multi-site parallel execution will be discussed in later 
sections.  

Two kinds of policies are important regarding load sharing in a computational 
grid: job scheduling and site selection. Job scheduling determines the sequence of 
starting execution for the jobs waiting in the queue. It is required in both the 
independent clusters and computational grid architectures. On the other hand, site 
selection policies are necessary in a computational grid, which choose an 
appropriate site among a set of candidate sites for allocating a job according to 
some specified criteria.  

The best-fit site selection policy has been demonstrated to be the best choice on a 
homogeneous grid in previous works [1, 10]. In the best-fit policy a particular site is 
chosen for a job on which the job will leave the least number of free processors if it is 
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allocated to that site. As for job scheduling policy, we compared both the FCFS 
(First-Come-First-Serve) policy and the NJF (Narrowest-Job-First) policy. The NJF 
policy was shown to outperform other non-FCFS policies, including conservative 
backfilling, first-available, widest-first, in our previous work [10]. Here, the word 
“narrowest” means requiring the least number of processors. In this paper we use the 
average response time of all jobs as the comparison criterion in all simulations, which 
is defined as:  

rofJobsTotalNumbe

submitTimeendTime

TimesponseAverage JobsAllj
jj∑

∈
−

=
)(

Re  

However, in the real world a computational grid is usually heterogeneous, at least, 
in the aspect of computing speeds at different sites. The best-fit site selection policy 
without considering the speed difference among participating sites may not achieve 
good performance in a heterogeneous grid, sometimes resulting in even worse 
performance than the original independent-site architecture.  

To deal with the site selection issue in a heterogeneous grid, we first propose a 
two-phase procedure. At the first phase the grid scheduler determines a set of 
candidate sites among all the sites with enough free processors for a specific job 
under consideration by filtering out some sites according to a predefined threshold 
ratio of computing speed. In the filtering process, a lower bound for computing speed 
is first determined through multiplying the predefined threshold ratio by the 
computing speed of a single processor on the job’s home site, and then any sites with 
single-processor speed slower than the lower bound are filtered out. Therefore, 
adjusting the threshold ratio is an effective way in controlling the outcomes of site 
selection. When setting the threshold ratio to 1 the grid scheduler will only allocate 
jobs to sites with single-processor speed equal to or faster than their home sites. On 
the other hand, with the threshold ratio set to zero, all sites with enough free 
processors are qualified candidates for a job’s allocation. Raising the threshold ratio 
would prevent allocating a job to a site that is much slower than its home site. This 
could ensure a job’s execution time would not be increased too much due to being 
allocated to a slow site. However, for the same reason a job may consequently need to 
wait in the queue for a longer time period. On the other hand, lowering the threshold 
ratio would make it more probable for a job to get allocation quickly at the cost of 
extended execution time. The combined effects of shortened waiting time and 
extended execution time are complicated for analysis. At the second phase the grid 
scheduler adopts a site selection policy to choose an appropriate site from the 
candidate sites for allocating the job.  

Figure 1 compares the performances of two different values, 0 and 1, for the 
threshold ratio. The results indicate that when the speed difference among sites is 
large, speed=(0.6, 0.7, 2.4, 9.5, 4.3), setting the threshold ratio to 1 can enable the 
best-fit policy to make performance improvement in a heterogeneous computational 
grid compared to the independent-site architecture.  
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Fig. 1. Performance of best-fit policy with large speed difference among participating sites 

Another possible policy for the second phase of the site selection process is called the 
fastest one. The fastest-one policy chooses the site with the fastest computing speed 
among all the sites with enough free processors for a job without consideration of the 
difference between the number of required processors and a site’s free capacity. To deal 
with the difficulty in determination of an appropriate site selection policy, in this section 
we propose an adaptive policy, which dynamically changes between the best-fit and the 
fastest-one policies, trying to make a better choice at each site selection activity. The 
decision is made based on a calculation of which policy can further accommodate more 
jobs for immediate execution. Figure 2 shows that the adaptive policy has potential for 
outperforming the best-fit and the fastest-one policies in some cases.  

 

Fig. 2. Performance of the adaptive policy 

We also performed a series of 120 simulations representing all kinds of relative 
speed sequences for the 5 sites, permutations of speed=(1, 3, 5, 7, 9), in the 
computational grids. In the 120 simulations, among the three policies the adaptive 
policy is the most stable one. It is never the last one and always quite close to the best 
one in performance for all the 120 cases, while the other two policies would lead to 
poor performance in some cases, being distant from the best and the second policies. 
Therefore, while it is not clear whether the best-fit or the fastest-one policy could 
achieve better performance under current grid configuration and workload, it may be 
a way for playing safe adopting the proposed adaptive policy.  
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5   Feasible Load Sharing in a Computational Grid 

In most current grid systems, participating sites provide their resources for free with 
the expectation that they can benefit from the load sharing. Therefore, it is important 
to ensure that the load sharing is feasible in the sense that all sites benefit from it. 
Feasible load sharing is a good incentive for attracting computing sites to join a 
computational grid. In this paper, we define the feasibility of load sharing to be such a 
property which ensures the average job response time of each participating site is 
improved without exception. In this section we propose a feasible load sharing policy 
which works as follows. When the grid scheduler chooses the next job from the 
waiting queue and finds that there exists no single site with enough free processors for 
this job’s immediate execution, instead of simply keeping the job waiting in the queue 
the grid scheduler inspects the status of the job’s home site to see if it is possible to 
make enough free processors by reclaiming a necessary amount of occupied 
processors from some of the running remote jobs. If so, it stops the necessary amount 
of these running remote jobs to produce enough free processors and put the stopped 
remote jobs back to the front of the waiting queue for being re-scheduled to other sites 
for execution. This feasible load sharing policy tries to benefit all sites by giving local 
jobs a higher priority than remote jobs.  

For performing the feasible load sharing policy, the grid scheduler maintains a 
separate waiting queue for each site. Each time it tries to schedule the jobs in one 
queue as more as it can until no more jobs can be allocated. At this time the grid 
scheduler moves on to the next queue for another site. Multi-queue is an effective 
mechanism to ensure that local jobs have higher priority than remote jobs during the 
processor reclaiming process. 

Table 3 evaluates the effects of the feasible load sharing policy in a heterogeneous 
computational grid with speed=(1, 3, 4, 4, 8) and load=(5, 4, 5, 4, 1). The NJF 
scheduling policy and the fastest-one site selection policy are used in the simulations 
with the computing speed threshold ratio set to one, ensuring jobs won’t be allocated 
to the sites slower than their home sites. Table 3 shows that with the ordinary load 
sharing policy site 5 got degraded performance after joining the grid, which may 
contradict its original expectation. On the other hand, our proposed policy is shown to 
be able to achieve a somewhat more feasible and acceptable load sharing result in the 
sense that no sites’ performances were sacrificed.  

Table 3. Average job response times (sec.) for different load sharing policies 

 Entire 
grid 

Site 1 Site 2 Site 3 Site 4 Site 5 

Independent 
sites 

9260 14216 10964 10199 6448 57 

Ordinary load 
sharing policy 

4135 191 4758 4799 3881 559 

Feasible load 
sharing policy 

4152 193 4750 4798 3939 57 
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6   Multi-site Parallel Execution in a Heterogeneous Grid 

In the load sharing policies described in the previous sections, different sites in the 
computational grid are viewed as independent processor pools. Each job can only be 
allocated to exactly one of these sites. However, one drawback of this multi-pool 
processor allocation is the very likely internal fragmentation [4] where no pools 
individually can provide enough resources for a certain job but the job could get 
enough resources to run if it can simultaneously use more than one pool’s resources. 

Multi-site parallel execution is traditionally regarded as a mechanism to enable the 
execution of such jobs requiring large parallelisms that exceed the capacity of any 
single site. This is a major application area in grid computing called distributed 
supercomputing [21]. However, multi-site parallel execution could be also beneficial 
for another application area in grid computing: high throughput computing [21]. In 
our high throughput computing model in this paper, each job’s parallelism is bound 
by the total capacity of its home site. That means multi-site parallel execution is not 
inherently necessary for these jobs. However, for high throughput computing a 
computational grid is used in the space-sharing manner. It is therefore not unusual 
that upon a job’s submission its requested number of processors is not available from 
any single site due to the occupation of a portion of system resources by some 
concurrently running jobs. In such a situation, splitting the job up into multi-site 
parallel execution is promising in shortening the response time of the job through 
reducing its waiting time. However, in multi-site parallel execution the impact of 
bandwidth and latency has to be considered as wide area networks are involved. In 
this paper we summarize the overhead caused by communication and data migration 
as an increase of the job’s runtime [2, 10]. The magnitude of this overhead greatly 
influences the achievable response time reduction for a job which is allowed to 
perform multi-site parallel execution.  

If a job is performing multi-site parallel execution, the runtime of the job is 
extended by the overhead which is specified by a parameter p [2]. Therefore the new 
runtime r* is: 

( ) rp1r ×+=*  

where r is the runtime for the job running on a single site. As for the site selection 
issue in multi-site parallel execution, previous works in [1, 10] suggested the larger-
first policy for a homogeneous grid environment, which repeatedly picks up a site 
with the largest number of free processors until all the selected sites together can 
fulfill the requirement of the job to be allocated. As a heterogeneous grid being 
considered, the speed difference among participating sites should be taken into 
account. An intuitive heuristic is called the faster-first policy, which each time picks 
up the site with the fastest computing speed instead of the site having the most 
amount of free processors. This section develops an adaptive site selection policy 
which dynamically changes between the larger-first and the faster-first policies based 
on a calculation of which policy can further accommodate more jobs for immediate 
single-site execution.  

Figure 3 shows that supporting multi-site parallel execution can further improve 
the performance of a heterogeneous load sharing computational grid when the multi-
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site overhead p=2. Moreover, our proposed adaptive site selection policy outperforms 
the larger-first and the faster-first policies significantly. Actually in all the 120 
simulations we performed for different speed configurations the adaptive policy 
performs better than the other two policies for each case.  

 

Fig. 3. Performance evaluation of adaptive site selection in multi-site parallel execution 

7   Conclusion 

Most current grid environments are established through the collaboration among a 
group of participating sites which volunteer to provide free computing resources. 
Each participating site usually has its own local user community and computing jobs 
to take care of. Therefore, feasible load sharing policies that benefit all sites are an 
important incentive for attracting computing sites to join and stay in a grid 
environment. Moreover, a grid environment is usually heterogeneous in nature in the 
real world at least for the different computing speeds at different participating sites. 
The heterogeneity presents a challenge for effectively arranging load sharing 
activities in a computational grid. This paper explores the feasibility and effectiveness 
of load sharing activities in a heterogeneous computational grid. Several issues are 
discussed including site selection policies for single-site and multi-site parallel 
execution as well as feasible load sharing mechanisms. For each issue a promising 
policy is proposed and evaluated in a series of simulations. The quality of scheduling 
and allocation policies largely depends on the actual grid configuration and workload. 
The improvements presented in this paper were achieved using example 
configurations and workloads derived from real traces. The outcome may vary in 
other configurations and workloads. However, the results show that the proposed 
policies are capable of significantly improving the overall system performance in 
terms of average response time for user jobs.  
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Abstract. As the resources in a wireless network are limited and freely shared 
by all network users, Call Admission Control (CAC) plays a significant role in 
providing the Quality of Service (QoS) in wireless networks. However, when 
the network is congested with too many users, traditional CAC that mainly 
focuses on the tradeoff between new call blocking probability and handoff call 
dropping probability cannot guarantee QoS requirements to users. To address 
this issue, this paper proposes a dual level congestion control scheme which 
considers not only the call level admission control but also the user’s decision 
to enter the network or not during the network traffic burst interval (we call it as 
user-level burst control). We adopt the economical terms of externality and 
introduce a total user utility function to formally model the user’s perceived 
QoS metric. Our simulation shows that the weighted blocking probability (Pb) 
of our scheme can decreases 70~80% than traditional CAC systems and 
increase the total user utility to 2~3 times.  

Keywords: Call admission control, congestion control, utility function, quality 
of service, wireless network. 

1   Introduction 

As 802.11 wireless LANs becomes more and more popular, the demand for mobile 
communication services, such as Internet phone, is increasing. Since such 
communication services require high quality of transmission, how to provide desired 
Quality of Service (QoS) to users becomes an important research issue. Generally, call 
admission control (CAC) plays a significant role in providing desired QoS in wireless 
networks [1]. Traditional CAC usually limits the number of call connections into the 
networks to reduce the network congestion and call blocking. In mobile networks, 
there are two classes of call connections: new calls and handoff calls. Both of them 
may be blocked or dropped due to the limited resources in a wireless cell. Therefore, 
call blocking probability (CBP) and call dropping probability (CDP) are two 
important connection level QoS parameters [2]. Many CAC schemes, such as guard 
channel scheme and queueing priority scheme, have been proposed to balance the 
tradeoffs between new call blocking and handoff call droppings [3][4].  

However, above schemes only concentrate on the tradeoff between CBP and CDP, 
that is, decreasing the CDP at the cost of increasing the CBP. It’s noticeably that 
when the traffic load is heavy, for example in peak hours, no matter how CAC adjusts 
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to allocate the resources, CBP and CDP are still high [5]. The reason for QoS 
degradation in such case can be explained by an economical term- externality, which 
means that some wireless users bear the costs of QoS degradation stemmed from 
other users being admitted freely into the network (we assume wireless resources are 
public good and can be freely shared by all network users). As the causes of QoS 
degradation is from too many users entering into the networks in a burst mode, a 
rational solution is to regulate the users. A problem arises naturally: how to do the 
user regulation? 

To address the user regulation problem mentioned above, in this paper, we first 
define a total user utility to model the total users’ perceived QoS metric, then define a 
congestion threshold which represents the balance point where the number of satisfied 
users is maximized and channel resources are most efficiently used. With these two 
definitions, we propose a scheme, named UBC-CAC, to integrate User-level Burst 
Control (UBC) with CAC. UBC-CAC comprises three components: congestion 
detection, user traffic shapes and user notification. We have developed a method to 
decide whether the network enters the congestion state or not, a leaky-bucket 
algorithm to perform user traffic shaping, and a SIP-based protocol to implement the 
user notification. Our simulation shows that the weighted blocking probability (Pb) of 
our scheme can decreases 70~80% than traditional CAC only systems and increase 
the total user utility to 2~3 times. 

The remaining of this paper is organized as follows: Section 2 introduces some 
congestion control schemes. Section 3 introduces our system model. Section 4 
describes the three components of our system. In Section 5, we describe the 
simulation which compares the performance between UBC-CAC system and 
conventional CAC system under various user behavior modes. Finally, we give short 
conclusion and explore future research direction in Section 6. 

2   Research Background 

In general, there are three types of congestion control schemes: call-level control, 
packet-level control, and user-level control. 

Packet-level control is also called input rate control, which aims controlling the 
input rate of traffic sources to prevent, reduce, or control the level of congestion. 
Some well-known packet-level control schemes, such as traffic shaping [6], develops 
the algorithms of leaky (token) bucket and random early detection (RED)[7]. 

Call-level control is defined as a set of actions, performed at call set-up phase, to 
determine whether or not the call requesting the resources can be accepted. CAC is 
one representation. The major design concern of CAC is to prioritize handoff calls, 
because mobile users tend to be much more sensitive to call dropping than to call 
blocking. Various handoff priority-based CAC schemes have been proposed [4], 
which can be classified into two broad categories of guard channel scheme [8][9] and 
queueing priority scheme[10][11].  

User-level control aims to control user traffic to prevent, reduce, or control the 
congestion caused by the burst of user traffic. A well-known scheme is Pricing-based 
scheme[5], which integrates CAC and pricing where the price is adjusted dynamically 
based on the current network conditions.  
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3   UBC-CAC System Model 

3.1   Utility Function 

In terms of economics, utility describes how users satisfy with their consumptions.  
Here, we use utility to describe network users’ satisfaction with the perceived QoS 
and utility function to measure how sensitive users are due to the changes of 
congestion state in a network. In this paper, we assume the utility function is a 
function of CBP and CDP[5]. 

First of all, we let the average number of admitted users (N) as a function of the 
new call arrival rate λn, i.e., N = f(λn) and define the function of the QoS metric Pb as a 
weighted sum of new call blocking probability (Pnb) and handoff call dropping 
probability (Phb). In other words, Pb = α×Pnb + β×Phb, where α and β are constants that 
denote the penalty associated with rejecting new calls and handoff calls, respectively.  
The case of β > α means that dropping a handoff call has higher cost than blocking a 
new call.  

It is noted that both Pnb and Phb are monotonically increasing function of λn, 
therefore Pb = g(λn) holds. In addition, the increase of function Pb implies the users 
will face higher call blocking probability and lower level of user satisfaction. 
Therefore, we can reasonably make the assumption that the utility function of a single 
user (Us) is a function of the QoS metric Pb, i.e., Us = h (Pb). Note that Us achieves 
maximum value at Pb = 0. It means that if the blocking probability is zero percent, i.e., 
every user could acquire the wireless resource, the user has the highest level of 
satisfaction with the QoS.  

Definition [total user utility] 
Given the average number of admitted users (N) and the utility function of a single 
user (Us), a total user utility U can be defined as follows: 

U = N × Us = f(λn) × h (Pb) = f(λn) × h [ g(λn) ]                             (1) 

The above equation shows that the total user utility in wireless networks depends on 
the new call arrival rate (λn). Based on the proof in [5], we learn that there exists an 
optimal new call arrival rate where the total utility is maximized. We denote this 
optimal value as λn

*. 

Definition [congestion threshold] 
The congestion threshold is defined as λn

*. When the condition of λn = λn
* holds, the 

user arrival rate has reached a point where the number of satisfied users is maximized 
and the channel resources are most efficiently used. However, when λn > λn

* holds, the 
network enters congestion states, where both the total user utility and the QoS 
decrease. 

3.2   System Model 

The system is made up of two parts: User-level Burst Control (UBC), and CAC, 
which is shown in Figure 1. 
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Fig. 1. UBC-CAC scheme 

In our design, we will take the following steps to alleviate the problem of 
congestion and get maximum total user utility. 

1. Handoff users do not need to go through UBC because they are a continuation 
of previously admitted users. They are controlled by traditional CAC scheme.   

2. While the network is not congested, new users just go through UBC and 
proceed to CAC. 

3. The UBC scheme begins to control the user traffic when the network becomes 
congested. 

4. The UBC scheme will notify users when the network becomes congesting, so 
that users could make informed decisions to wait or leave. We assume the 
users do not leave after joining the waiting queue.  

4   Design of UBC Module 

The UBC module is composed of three modules: congestion detection, user traffic 
shaper and SIP-based user notification. 

Congestion detection module periodically checks whether the traffic load exceeds 
the congestion threshold. User traffic shaper module uses leaky bucket algorithm to 
control the user traffic when the network becomes congesting. The function of 
notification module is to inform users of important information, such as expected 
waiting time.  

4.1   Congestion Detection 

The core of UBC is to determine whether the network has entered into a congested 
state or not. In other words, we have to determine whether the network exceeds the 
congestion threshold by estimating the current user traffic. 

At any given access point (AP) of an 802.11 WLAN, the user traffic load, i.e., how 
many new users arrive in a period, is observable. Therefore, our congestion detection 
make use of so-called exponential smoothing technique in RED[7] to compute the 
assessed value of user traffic in an AP from the observed real user traffic. This 
technique is briefly described as follows: 
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First of all, we divide the time into many assessed period. We denote λn
(r)(i) as the 

real user traffic (new call arrival rate) and λn
(a)(i) as the assess traffic load in the i th 

assessed period. We could obtain λn
(r)(i) at the beginning of the i+1 th assessed period 

(i.e. the end of i th assessed period) and also estimate λn
(a)(i) at the beginning of the i 

th assessed period. By exponential smooth technique, we assess the user traffic of the 
next period (i+1 th) by the following equation:  

λn
(a)(i+1)＝(1-w)× λn

(a)(i)＋w×λn
(r)(i)                                    (2) 

By this assessed user traffic of the next period, we can determine whether the 
oncoming user traffic is beyond λn

* (congestion threshold) or not. In Equation (2), w is 
a “weight” (0 < w < 1) that should be related to the change curve of λn

(r)(i). If we 
rearrange this equation and gather all the terms multiplied by w, we could make the 
equation more meaningful and calculation faster, and we get: 

λn
(a)(i+1)＝λn

(a)(i) + w×[λn
(r)(i) − λn

(a)(i)]                                   (3) 

Now λn
(a)(i+1) is the prediction of the user traffic of the next period, λn

(r)(i)−λn
(a)(i), 

and is considered the error of the prediction. The above equation indicates that we 
predict the traffic load of next period (new forecast) on the basis of previous 
prediction plus a percentage of the difference between that previous prediction and 
the actual value of the traffic load at that point (forecast error). 

4.2   User Traffic Shaper 

User traffic shaper is based on the well known token bucket algorithm. The basic idea 
is that each incoming user can pass through the UBC only after obtaining a token. 
Tokens ‘leak’ at a constant rate r out of a leaky bucket. The size of bucket imposes an 
upper bound on the burst length and determines the number of users that can pass.  

It is noted that token leaking rate r is set to the optimal new call arrival rate of 
λn

*, for from Section 3.2, we know that maximum total user utility can be achieved at 
this point. When the network is congested, there’s no token available for users and 
they are queued in the waiting queue, not discarded. We let users make their own 
decision. 

4.3   User Notification 

Since our UBC scheme puts the users in a queue, we have to inform users of the 
congestion information and the expected waiting time. We adopt the Session 
Initiation Protocol (SIP) [12] to achieve this goal and use it to implement the call set-
up and tear-down. 

We use one of SIP response messages- Provisional 182 (Queue), which would 
contain the network states and queue information, e.g., "the network is in congested 
state; 2 calls queued; expected waiting time is 5 minutes ", to users. Here we adopt a 
simple method to calculate the expected waiting time. First, we assume a user a 
arriving at time t when the network is detected to be congested. Let the waiting queue 
length be Lt, the number of tokens at time t be TKt, and the optimal new call arrival 
rate be λn

*, then the expected waiting time, eWTa, is the time that user a must wait to 
obtain a token subtracting the time that the users who are in front of user a and can 
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pass through the waiting queue without delay (for they could obtain the token 
immediately). Weobtain the following equation: 

eWTa＝( [ ( Lt＋1 ) / λn* ]+1 )－[ TKt/λn* ]                               (4) 

where [ ] is Gauss’ symbol. Since Lt and TKt  are known at time t, so eWTa  could be 
computed easily. 

Figure 2 shows an example of SIP messages flows. It is noticeable that PRACK is 
used here for reliable delivery of provisional responses, because this information is 
important to users. 

Perform
User-level Burst Control

INVITE

182 Queued
 Ten in The Queue,

Expected Waiting time
is 60 s 

PRACK

MN CNERAP

487 Transaction cancelled

200 OK

CANCEL
200 OK
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RTP Data

ACK

The user 
don t want 
to wait so 

long

 

Fig. 2. SIP message flows to indicate the user want to leave in long queue 

5   User Behavior Modes and Performance Evaluation 

In this section, we first describe the various user behavior modes when a user waits in 
a waiting queue, then we use simulations to compare our UBC-CAC scheme with 
traditional CAC scheme. 

5.1   User Behavior Modes 

When a user waits in a waiting queue, what will he/she do if the queue length is very 
long? In [13], W. Feng et al., think that there are two cases for such situation: (1) 
users have no information about the system; (2) users are informed of the queue 
length upon arrival. In the first case, users may balk (leave upon arrival) or renege 
(leave after joining the waiting line). In the second case, users are hopefully able to 
make a better decision with respect to balking. We believe the latter is more user 
friendly, so we adopt the scheme that the users are informed of expected waiting time 
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upon arrivals. There are four possible user behavior modes when they are entering a 
congested network: 

1. Retry: Give-up or blocked users retry to request the resources after waiting some 
time.  

2. Leave: Give-up or blocked users just leave the system and not requests the 
resources.  

3. Leave/Retry: The probabilities of the give-up or blocked user retry or leave is 
fixed, e.g., users leave with probability of one third and retry with probability of 
two thirds [5]. 

4. State-dependant Leave/Retry: In [13], the authors propose that the customer 
decides to join the queue based simply on the number of customers in front of 
them, i.e., if the number of customers in the queue is large, the probability that 
the incoming customer will balk should also be large. In this paper, the 
probability for the users to leave or retry is based on the expected waiting time. 
Thus, if the expected waiting time is large, the probability for them to leave is 
also large. The user knows that the network is seriously congested and cannot 
obtain the resources at that time even after a long time, so he would like to leave. 

A. Conventional CAC systems 
In conventional systems where no UBC scheme is used, we don’t need to take into 
consideration of the state-dependant leave/retry because users need not to wait in 
UBC queue. The following notations are used in our simulation: 

1. CSwL: All blocked users just leave the system and not retry to request the 
resources. 

2. CSwR: All blocked users retry to request the resources after waiting some 
time. 

3. CswLR: Blocked users leave with probability of one third and retry with 
probability two thirds. In other words, one third of the blocked users leave the 
system and the rest wait and retry.  

B. UBC-CAC system 
The user may behave differently in UBC-CAC scheme (refer to Figure 3). We use the 
following notations in our simulations:  

1. User-level Burst Control System with Leave (UBCSwL):  All blocked Users 
leave as in CCwL. All give-up users retry to request the resources after waiting 
some time, i.e., α=0 and β=1. 

2. User-level Burst Control System with Retry (UBCSwR): Both all blocked users 
and give-up users retry after waiting some time, i.e., α=β=0. 

3. User-level Burst Control System with Leave/Retry (UBCSwLR): Both give-up 
users and blocked users leave and retry with probability one third and two thirds, 
i.e., α=β=⅓. 

4. User-level Burst Control System with State-dependant Leave/Retry 
(UBCSwSLR): The probability for users to leave and retry depends on the 
expected waiting time. Thus, as the expected waiting time increases, the 
probability for users to leave the system also increases.  
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Fig. 3. User behavior modes inUBC-CAC scheme 

5.2   Simulation 

We use C language to write a simulation program to analyze the performance of CAC 
and UBC-CAC schemes.  

A. Simulation parameters 
We use guard channel scheme as CAC scheme, and assuming that each wireless cell 
is assigned capacity C＝40 channels and two of them are reserved for guard channels. 
Each call uses only one channel for service. We assume both new call arrival and 
handoff call arrival follow Poisson process with mean rates λn and λh respectively. λn 
increases little by little (with values range from 0 to 1 user per second), it means that 
the network is more and more congested. And like the models in [14][15], we assume 
that λh is proportional to λn, i.e., λh＝1/5 * λn. 

For both new calls and handoff calls, the call duration times are exponentially 
distributed with mean 1/μ. (240 seconds) and the cell resident times are also 
exponentially distributed with mean 1/η (120 seconds). Parameters α and β in Pb are 
set to be ⅓ and ⅔, respectively. Assessed period (T) is set to be 50 seconds. We also 
assume that user patience time, and waiting time for blocked users and dropped users 
to retry are exponential distributed with mean values of 60 , 240, 60 seconds 
respectively. 

B. Simulations Results 
Figure 4 shows the comparisons of Pb between conventional systems (CSwL, CSwR, 
and CSwLR). We observe that CSwL has lowest Pb  and CSwR is the worst one 
among them. It is reasonable, because in CSwL, all blocked users leaves and they 
don’t compete with original users for the resources. However, in CSwR, all blocked 
users retry to compete with original users, so that more users are blocked and the total 
user utility decreases. 

Figure 5 compares the achievable total user utility between conventional systems 
and UBC-CAC. The total user utility of UBCSwL increases around 3.3 times than 
that of CSwL; the total user utility of UBCSwR increases around 4.3 times than that 
of CSwR; the total user utility of UBCSwLR and UBCSwSLR increases around 3.8 
times more than that of CSwLR. 
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Fig. 4. Pb for conventional systems 

We can conclude that no matter how users behave, the performance (Pb and total 
user utility) improves quite much after taking UBC into consideration. 

Figure 5 also compares the achievable total user utility between UBCSwL, 
UBCSwR, UBCSwLR, and UBCSwSLR. We can easily find that CCSwLR achieves 
larger total user utility than UBCSwSLR. Besides, UBCSwR has the largest total user 
utility, and UBCSwL has the lowest one. It’s because in UBCSwR all give-up users 
and blocked users choose to retry, so that more users can be served. On the contrary, 
UBCSwL can only serve the minimum number of users, because all blocked users 
leave the system. In UBCSwLR, two thirds of give-up users and blocked users choose 
to retry, but in UBCSwSLR the probability for give-up users and blocked users to 
retry decreases with the states of network, so that more and more give-up users and 
blocked users leave the system. Therefore, UBCSwLR can serve more users than 
UBCSwSLR. But remember that UBCSwSLR is more realistic than UBCSwLR. 
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Fig. 5. Comparisons of total utility 

Figure 6 shows the comparison of average waiting time. The average waiting time 
is the average time from users’ entering of the queue to their leaving. We can easily 
find that UBCSwR has largest average waiting time. That is because all give-up users 
and blocked users choose to retry. Compared with UBCSwLR and UBCSwSLR, the 
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probability for give-up users and blocked users to leave increases with the network 
conditions, so UBCSwSLR has less average waiting time.  

Besides, we find that average waiting time of UBCSwL is close to UBCSwR. We 
think that the number of give-up users exceeds that of blocked users quite many, so 
that all give-up users who choose to retry (UBCSwL) will make average waiting time 
increase fast. 
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Fig. 6. Average waiting time for UBC systems 

5   Conclusions 

In this paper we propose a dual-level control scheme which combines user-level burst 
control (UBC) with CAC to meet the QoS requirements of wireless networks. The 
basic function of our proposed scheme is to regulate the users. With this scheme, the 
system will periodically detect the network conditions and control user traffic when 
the network is congested with too many users. Besides, our scheme also informs users 
of congestion information via SIP messages, so that users can depend on it to make 
decisions. UBC-CAC can not only control user traffic but also restrain the demand for 
resources when the network is congested.  

The simulation results showed that our proposed scheme works well to alleviate 
the problem of congestion and guarantee the QoS to users. Pb of UBC-CAC decreases 
70~80% than conventional systems and achievable total user utility, which is a 
measure of how efficiently the resources are used increases 2~3 times.  

In the future, we plan to explore the following issues with regards to this scheme: 
(1)Mathematical proving: Since we only verify our proposed scheme via simulation, 
it is worth proving it by the concepts of mathematics. For example, our UBC scheme 
can be analyzed as queueing models with user’s patience, since it queues users in the 
waiting queue; (2)Message overhead evaluation: Since we use SIP to deal with call 
set-up and tear-down and inform users of the information, we should also take SIP 
message overhead into consideration. The evaluation is needed in the future. 



 Meeting QoS Requirements of Mobile Computing by Dual-Level Congestion Control 251 

References 

1. Hou, J. and Fang, Y., "Mobility-based call admission control schemes for wireless mobile 
networks," Wireless Communication and Mobile Computing, (2001) 

2. Islam, M.M., Murshed, M. and Dooley, L.S., "New mobility based call admission control 
with on-demand borrowing scheme for QOS provisioning," Proceedings of the 
International Conference on Information Technology: Computers and Communications 
(ITCC 03), (2003) 263 – 267 

3. Kulavaratharasah, M.D. and Aghvami, A.H., "Teletraffic Performance Evaluation of 
Microcellular Personal Communication Networks (PCN’s) with Prioritized Handoff 
Procedures," IEEE Trans. Vehicular Technology, Vol. 48, Jan. (1999)  

4. Katzela, I. and Naghshineh, M., "Channel assignment schemes for cellular mobile 
telecommunication system: a comprehensive survey," IEEE Personal Communications, 
Vol. 3, No. 3, (1996) 

5. Hou, J., Yang, J. and Papavassiliou, S., "Integration of Pricing with Call Admission 
Control to Meeto QoS Requirements in Cellular Networks," IEEE Trans. On Parallel and 
Distributed Systems, Vol. 13, No. 9, (2002) 

6. ATM Forum, "ATM Traffic Management Specification Version 4.0," April (1996) 
7. Floyd, S. and Jacobson, V., "Random Early Detection Gateways for Congestion 

Avoidance," IEEE/ACM Transactions on Networking, August (1993)  
8. Kuo, J., "Dynamic QoS Management for Wired and Wireless IP Networks," IMSC's 2001 

NSF Report, Access from http://imsc.usc.edu/demos/research/dynQoS.html, (2001) 
9. Lee, J.H., Jung, T.H. and Yoon, S.U., et al., "An adaptive resource allocation mechanism 

including fast and reliable handoff in IP-based 3G wireless networks," IEEE Personal 
Communications, Vol. 7, No. 6, (2000) 42-47 

10.  Guerin, R. A., "Queueing-blocking system with two arrival streams and guard channels," 
IEEE Trans. Communication, Vol. 36, No. 2, (1988) 153–163 

11. Re, E. D., Fantacci, R. and Giambene, G., "Handover queueing strategies with dynamic 
and fixed channel allocation techniques in low earth orbit mobile satellite systems," IEEE 
Trans. Communication, Vol. 47, No. 1, (1999) 89–102 

12. Rosenberg, J., Schulzrinne, H. and Camarillo, G., et al., "SIP: Session Initiation Protocol," 
IETF RFC 3261, June (2002) 

13. Feng, W. and Hurley, R., "Performance Comparison for Service Systems With or Without 
Anticipated Delay Information by Analysis and Simulation," International Journal of 
Computers and their Applications, (2004) 

14. Choi, J., Kwon, T.g, Choi, Y. and Naghshineh, M., "Call admission control for multimedia 
services in mobile cellular networks: a Markov decision approach," Computers and 
Communications, July (2000) 594 – 599 

15. Kim, Sooyeon, Kwon, Taekyoung and Choi, Yanghee, "Call admission control for 
prioritized adaptive multimedia services in wireless/mobile networks," Vehicular 
Technology Conference Proceedings, Vol. 2 , May (2000) 1536 – 1540 



C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 252 – 262, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A Transaction Model for Context-Aware Applications* 

Shaxun Chen, Jidong Ge, Xianping Tao, and Jian Lu 

State Key Laboratory for Novel Software Technology, Nanjing University 
Nanjing City, P.R. China, 210093 

csx@ics.nju.edu.cn 

Abstract. Pervasive computing is widely researched and a large number of con-
text-aware applications have been built in the recent years. However, correct-
ness of contexts and fault handling of these applications have always been ig-
nored. This paper proposes a transaction model for context-aware applications. 
In this model, context-aware applications are organized as a number of logic 
units and each unit may have a compensation module, which will be executed 
when errors or exceptions occur in context-aware applications in order to mini-
mize the bad infection. This model supports nested scopes and the number of 
levels of subtransactions is unlimited. We also present an implementation of 
this transaction model, which is specialized for context-aware use. 

1   Introduction 

Pervasive computing was introduced by Mark Weiser in 1991 [1] and has attracted a 
lot of attention from both academic researchers and industrial practitioners in the 
recent years. The long-term goal of pervasive computing is to build large-scale smart 
environments that provide adequate services for users, and making computation in-
visible to us. Context-aware computing plays a key role to achieve this goal. 

Context-aware applications are driven by contexts which are collected from envi-
ronments by sensors or other devices automatically. In this way, it decreases users’ 
attention of computation and users’ intended input sometimes becomes unnecessary.  

However, when wrong contexts are provided or some exceptions occur, the situa-
tion will be disgusting. The system may provide users with wrong services, and even 
worse, it may cause waste or damage of users’ belongings, since context-aware appli-
cations have the ability to control electrical appliances and other devices. We take the 
following scenario for example.  

When Tom leaves his office and drives home at 6:00 pm, the GPS on his car re-
ports his location and the smart environment knows that Tom is on his way home and 
predicts he will have his supper at home. The system opens the air conditioner at 
home and turns on the coffee maker, so that when Tom gets home, he can enjoy hot 
coffee and comfortable temperature. However, Tom suddenly receives a call from a 
friend, who invites him for dinner, and he swerves his car towards his friend’s home. 

In this case, some compensating work should be done. The air conditioner should be 
turned off to save energy and the coffee maker may be turned to heat-preservation state. 
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 A Transaction Model for Context-Aware Applications 253 

In this paper, we propose a transaction model for context-aware applications. It 
provides a uniform framework for these applications to handle errors, exceptions and 
other abnormal cases. In this model, context-aware applications are formalized, and 
compensations are fulfilled in a uniform way. In addition, our transaction model sup-
ports nested scopes and the number of levels of subtractions is unlimited, where flexi-
bility and description ability are the concern. 

We also present an implementation of this model, in which internal logic of con-
text-aware applications are described with a XML based declarative language. In this 
implementation, RDF is supported and RDQL [2] sentences can be used for transition 
conditions between functional modules of applications. This property makes the im-
plementation more suitable for context-awareness. 

The rest of the paper is organized as follows. Section 2 reviews related works. Sec-
tion 3 discusses why transaction properties are necessary in pervasive computing 
contexts and presents some further analyses. Section 4 describes our transaction 
model for context-aware applications and section 5 presents an implementation of this 
model. In section 6, we discuss the rationality of our model. Finally, section 7 con-
cludes the paper. 

2   Related Work 

Transaction models were deeply researched in the past two decades.  Some classic 
models have been proposed, such as Linear Sagas [3], flexible transactions [4], etc. 
Linear Sagas is suitable for solving the problems related to long lived transactions and 
flexible transactions work in the context of heterogeneous multidatabase environ-
ments. Years later, several transaction models have been proposed to address non-
traditional applications: [5] [6] [7] to name a few. However, most of these models are 
developed from a database point of view, where preserving the data consistency of the 
shared database by transactional method is the main concern. They are usually good 
at theoretical properties but have difficulties when applied in the real word applica-
tions. These models are not suitable for context-awareness because context-aware 
applications are far different from traditional ones simply based on databases. We will 
discuss it in section 3. 

Some researchers have noticed that wrong contexts may lead to unpleasant results 
in context-aware applications. Ranganathan tried to resolve semantic contradictious 
contexts using fuzzy logic in the first order predicate calculus [8]. Dey gave a novel 
solution for ambiguity resolution by user mediation [9]. These attempts try to improve 
the quality of contexts. However, errors in contexts can be reduced but cannot be 
eliminated. Accordingly, a compensational mechanism is desired by context-aware 
applications, yet we find little work focus on this domain.  

This paper is part of work of FollowMe project, which is a pluggable infrastructure 
for building context-aware applications. [10] gives an overview of FollowMe system. 
The first version prototype of FollowMe did not include a transactional mechanism 
and in this paper, we propose a transaction model providing the compensation ability 
for context-aware applications. 



254 S. Chen et al. 

3   Motivation and Further Analyses 

In this section, we first discuss what leads to anomalies in context-aware service pro-
viding, and then present the motivations why we introduce a transaction model to 
solve this problem. Finally, we point out the requirements of a transaction model 
specially serving for context-aware applications.  

3.1   Cause for Anomalies in Context-Aware Service Providing 

In context-aware service providing, we refer to anomalies as providing wrong or in-
appropriate services to users and abnormal termination of the service. These anoma-
lies stem from the facts listed as follows.  

a) Inaccurate contexts. When wrong or inaccurate contexts are input to the system, 
an application may offer wrong services to users or meet other exceptions. An appli-
cation, for example, is responsible for opening the door when the host comes home 
and closing the door when he/she leaves. If the context describes the host’s action in 
error, the result will be awful. 

b) Deficiencies in policies and algorithms of context-aware applications. Recall the 
scenario in section 1. The system uses the route Tom has finished to predict his whole 
route, in order to prepare coffee in advance. This kind of prediction, actually all pre-
dictions, are risk bearing. Another example, an application detects users’ gesture to 
recognize his activity and then provides appropriate services. However, even best 
algorithms cannot recognize peoples’ activities and minds accurately. Prediction is a 
kind of policy, and recognizing is a sort of algorithm. Deficiencies in these policies 
and algorithms may cause anomalies in service providing. This case is a character of 
context-aware computing. 

c) Hardware errors and unexpected software runtime errors or exceptions. This is 
much the same as other applications. In this case, service providing may terminate 
amorally. 

3.2   Necessity and Benefits of  Applying Transaction Models 

Anomalies in context-aware applications may cause users’ displeasure and even more 
serious effects, such as waste of energy, loss of users’ assets, etc. In this section, we 
will list the methods solving this problem and expound the necessity of the transaction 
model according to the three cases mentioned in section 3.1.  

a) To address the problem caused by inaccurate contexts, there are mainly two 
categories of methods, ex-ante and ex-post. The ex-ante method is to improve the 
quality of contexts to prevent the abnormity beforehand, while the ex-post compensat-
ing after error occurs. However, we will show that the ex-ante method has some in-
herent limitation. 

Apparently, there is a gap between real world contexts and contexts input to com-
puting systems. This gap is mainly caused by two facts. The first is that sensors, 
which collect the contexts, may fall into errors and their accuracy is limited. The 
second is that real world contexts are continuous but sensors always send data to the 
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sink periodically. Computing systems cannot know what exactly happens during the 
time interval between two senor signals. It’s conceivable that this gap can be reduced 
but cannot be erased, because physical errors of sensors are inevitable, and von Neu-
mann computing model is inherently discrete other than continuous. Therefore, we 
can make efforts to improve context quality (ex-ante method) to reduce the gap, but 
compensating ability (ex-post method) should also be included since the gap always 
exists. 

b) For the anomalies caused by imperfect policies and algorithms in context-aware 
applications, situation is similar to the case above. Of course, we can develop more 
powerful and clever algorithms (ex-ante method), however, only the person himself 
knows really what he wants to do and what he needs. Computers are not human be-
ings. Even best rules or artificial intelligent algorithms can only try to get close to 
facts or people’s minds, but cannot replace them. When context-aware applications do 
recognition or judgments inaccurately and anomalies occur, we have to resort to ex-
post methods. 

c) Let’s move on to the last case. Evidently, software and hardware exceptions and 
errors are inevitable in any computer systems. We can try to produce more reliable 
software and hardware, but can never promise that no errors will occur. To deal with 
anomalies of services caused by such matters, ex post facto handling is indispensable. 

From the above discussion, we can conclude that ex post facto measurements are 
necessary for anomalies handling in context-aware services. Then, why is the transac-
tion model a proper solution for such needs?  

Firstly, transaction models are naturally used for error handling and consistency 
maintenance. These models, especially ones proposed to address non-traditional ap-
plications, as mentioned in section 2, provide inspiration and show common points 
with our problem.  

Secondly, a transaction model can provide an infrastructure upon which all con-
text-aware applications can perform ex post facto handling in a uniform way. If many 
applications in a smart environment do the compensating work autonomically, the 
software structure will become complicated and confused. Moreover, applications in 
one smart environment may share contexts each other, therefore, handling anomalies 
autonomically will make data dependence among these applications very hard to 
maintain. By employing a uniform framework, it is possible to maintain data depend-
ence by the system other than application developers. 

Thirdly, a transaction model is able to treat all anomalies caused by three kinds of 
factors mentioned in section 3.1. It provides a convenient way and a succinct style for 
application development. 

Hence, a transaction model is a good choice. Also it is feasible. We define context 
as a kind of natural input, that is, input with little artificial processing. This definition 
conforms to our experience, because contexts are usually collected by sensors and 
input to the system automatically. In this way, context-aware computing follows Mark 
Weiser’s idea that people can pay more attention to their task itself instead of compu-
tational devices [1]. Since context is a kind of input, classic computing models can be 
applied in the context-aware domain as well. 



256 S. Chen et al. 

3.3   Requirements of Transaction Model for Context-Awareness  

First, let’s consider when the compensations should be fulfilled. We discuss this issue 
still according to the three cases mentioned above. In case c), apparently, the compen-
sating work, if any, should be executed as soon as errors or exceptions occur. This is 
simply the same as traditional transaction models. In case a) and b), as time elapses, 
the system will get more contexts and will be possibly able to detect whether its origi-
nal judgment was right or wrong. In the example mentioned in section 1, when Tom 
changes his way and drives towards his friend’s home, the smart environment can 
find out the change of his route and trigger the compensating work. On the other 
hand, sometimes, users may notice that the environment provides a service in error, 
and then abort it by sending a command to the system. This kind of manual abortions 
may also require compensations. To sum up, there are three points when compensa-
tions will start to execute: an error or an exception occurs; the context-aware applica-
tion itself notices it has provided an inappropriate service; the user aborts the service. 
The second and third cases are different from traditional transaction models. It re-
quires our transaction model for context-aware applications offer an external entrance 
to abort the abnormal service and trigger the compensating modules. 

Then we pay attention to the differences between operations on databases and op-
erations in context-aware environments. Traditional transaction models are developed 
mostly from a database point of view and operations on databases are the changes of 
soft states, so that all such operations can be redone and undone. When system roll-
back is performed, all the states recover to that of a certain moment before. However, 
many operations in context-aware environment are performed on the objects beyond 
software systems and cannot be revoked. For example, cooked beef will not turn back 
to raw beef in any case. Therefore, the concept of transaction in pervasive computing 
context is different from that in the traditional fields. In context-aware applications, 
the abortion of a transaction does not mean all the operations in this transaction 
should be revoked and the whole state will be turned back to the state before the exe-
cution of this transaction. Instead, it just means some compensating work should be 
done, in order to decrease the waste or damage, mitigate users’ displeasure, and set 
the system to a proper state.  

According to the above analysis, we conclude that a transaction model for context-
aware applications needs an external entrance to abort a transaction. In addition, the 
semantics of abortion in context-aware computing is not performing overall revoking 
but doing proper compensations. 

4   A Transaction Model: TMfm 

In this section, we first formalize the context-aware applications and then build a 
transaction model for such applications. 

4.1   Formalizing of Context-Aware Applications  

We divide context-aware applications into logic units, each of which stands for an 
atomic operation, such as turn on the air conditioner, make coffee, show a map on 
users’ PDA, etc. We refer such a logic unit as an activity. Therefore, a context-aware 
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application or a group of applications related closely in a smart environment can be 
represented as a set of activities and the data (context) flows and control flows between 
these activities. Here “related closely” refers to data sharing or dependency among 
applications. The rationality of this formalization will be discussed in section 6. 

More formally, let T be a context-aware application (or a group of closely related 
applications) and let a1, a2, …, an be activities in T. Each of ai (1≤i≤n) can have a 
compensating facility cti, and if ai has cti, we use ti to represent (ai, cti) pair. We may 
call ti transactional activities. Each of ti can own a monitoring activity mti. The com-
pensating facility performs compensations for corresponding activity, which is 
straightforward to understand, while a monitoring activity is a software module that 
serves to validate the service provided by the corresponding transactional activity. 
Recall the scenario in section 1, system predicates that Tom is driving home and an 
activity prepares coffee for him in advance. A monitoring activity may be activated at 
the same time, which monitors whether Tom follows the route to home all along his 
way. If not, the monitoring activity throws an exception and the corresponding com-
pensating facility may be triggered. 

Pay attention, cti is not an activity, but an accessional facility attached to ai. For 
example, T’ has five activities and among them, only a2, a4 have compensating facili-
ties and only a2 has monitoring activity. In this case, activity set A’ of T’ is {a1, t2, a3, 
t4, a5, mt2}. 

Definition 1. (Activity Set). Let A be activity set of an application. A is the smallest set 
satisfying: 

1) If ai is an activity in this application and cti does not exist, then ai∈A; 
2) If ai and cti both exist, then ti∈A; 
3) If mti is in this application, then mti∈A. 

Definition 2. (Application). Let T be an application (or a group of closely related 
applications). T is a partial order set >< ≺,A , where A is activity set of this applica-

tion (these applications), and ≺  is a partial order relation on A.  
In definition 2, ≺  indicates data dependencies between activities and implies exe-

cution order. For example, if t2, a1∈A, and t2 dependents on a1, then ordered pair  
<a1, t2>∈≺ .  

4.2   Scopes  

Definition 3. (Scope). Let s be a scope of an application T, and T= >< ≺,A  . s is a 

non-empty subset of A. 

Definition 4. (Scope Set). Let S be scope set of an application T. S is the smallest set 
satisfying the condition: if s is a scope of T, then s∈S. 

Stipulative Definition. For convenience, we use >< SA ,,≺  to denote an application 

T with defined scope set S. 
We have defined the scope and scope set, then we will give five rules that scopes 

must follow. 
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Scope Rule 1 (SR1): >=< SAT ,,≺ , if s∈S, ai∈s, aj∈s, then ∃a’∈s, such that <a’, 

ai>∈≺  and <a’, aj>∈≺ . 
This rule indicates that if s is a scope, and activities ai, aj are both elements of s, then 

s must have an activity a’, on which both ai and aj directly or indirectly depend. Of 
course, the partial order relation is a reflexive relation, so that a’ may equal to ai or aj. 

Scope Rule 2 (SR2): >=< SAT ,,≺ , if s∈S, ai∈s, aj∈s, <ai, a’>∈≺ , <a’, aj>∈≺ , 

then a’∈s. 
Intuitively speaking, this rule indicates that if two activities, one of which indi-

rectly depends on another, are both in a scope, then the activities on the dependency 
path of these two activities must be also in the same scope. 

Scope Rule 3 (SR3): >=< SAT ,,≺ , if s1∈S, s2∈S, then s1∩s2=φ or s1∩s2=s1 or 

s1∩s2=s2. 
This rule indicates that if s1 and s2 are both scopes and not the subset of one an-

other, then they do not have intersection. However, nested scopes are legal.  

Scope Rule 4 (SR4): >=< SAT ,,≺ , if s∈S, ai∈s, aj∈s, ak∈A, <ai, aj>∈≺ , <ai, 

ak>∈≺ , ai≠aj, then ak∈s or <aj, ak>∈≺ . 
This rule is a little hard to describe intuitively. We will explain it according to an 

example later. 

Scope Rule 5 (SR5): >=< SAT ,,≺ , if ti∈A, mti∈A, then ∃s∈S, such that ti∈s, 

mti∈s. 
This rule is tightly bounded to the semantics of mti. 

Definition 5. (Legal Scope and Legal Scope Set). If s follows SR1-SR5, then s is a 
legal scope. If for any s∈S, s is legal, then S is legal. 

Since ≺  is a partial order relation, T can be described by an acyclic directed graph. 
Figure 1 shows a fragment of directed graph of T’. s={a3, a5} is not a legal scope, 
because it does not follow SR1. s1={t2, a3} is not a legal scope either, for violating 
SR4 (t2∈s1, a3∈s1, <t2, a3>∈≺ , <t2, a5>∈≺ , but a5∉s1 and <a3, a5>∉≺ ). However, 
{a3, t4} complies with all of the rules and so dose s2. 

 

Fig. 1.  A fragment of directed graph of T’ 



 A Transaction Model for Context-Aware Applications 259 

Now we move on to the semantics of scope. While ti is an atomic transaction of a 
context-aware application T, a scope is an upper-tier transaction. A scope could be 
view as an activity in the upper layer. In this model, scopes can be nested, so we have 
a multi-layer transaction structure. However, a complete context-aware application T 
is not necessarily a transaction in our model, which is determined by characters of the 
context-aware domain and differs significantly from most traditional transaction mod-
els. This property will be further discussed in section 6. 

4.3   TMfm Model 

Definition 6. (Compensation Handler). A compensation handler is a trigger, which 
invokes compensating facilities in proper order. A compensation handler should be 
bounded to a transactional activity ti (referred as CHti) or a scope si (CHsi). 

For an activity can be viewed as a trivial scope, we will not distinguish CHti and 

CHsi hereinafter.  

Compensating Rule 1 (CR1): If CHsi (si∈S) captures an exception thrown from an 
activity ak (both normal and transactional) where ak∈si, all elements of the set {ctj| 
tj∈si} should be executed in the reverse order of tj (tj∈si). 

In figure 1, assuming the original execution sequence of T’ is a1, t2, a3, t4, a5. If t4 
throws an exception, and s2 is a scope owning a compensation handler, then according 
to CR1, the compensated sequence should be a1, t2, a3, t4, ct4, ct2. 
Compensating Rule 2 (CR2): si (si∈S) throws an exception if and only if ak throws an 
exception and ak∈si and CHsi do not exist. 

Consider si as an upper-tier activity, CR2 defines recursive handling process of 
compensating.  

Definition 7. (TMfm Model). TMfm model >=< 21,, RRTM , where 

>=< SAT ,,≺ , R1={CR1, CR2}, and R2={SR1, SR2, SR3, SR4, SR5}. 

Such defined M is our transaction model for context-aware applications. In the next 
section, we will give an implementation of this model. 

5   An Implementation of TMfm 

In this section, we will define an xml-based declarative language to implement the 
transaction model and describe the internal logic of context-aware applications.  

In our system, one file defines one context-aware application or a group of closely 
related applications. <ApplicationGroup> is the root element of a file and the element 
<Application> stands for a specific context-aware application. <Scope> element 
defines scopes and <Activity> refers to an atomic functional unit in an application. 
The element of <Compensation> describes the compensating facility of a transac-
tional activity, while <CompensationHandler> serves to captures exceptions and 
triggers compensating facilities in proper order. <Source> and <Destination> are 
used to portray control flows of the application. For reasons of space, detailed schema 
of this language cannot be provided. A segment of the description file of the “guests 
reception” application is shown as follows. 
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<ApplicationGroup> 
<Link id = “from_s001_to_s002”/> 
…… 
<Container id = “input_of_show_welinfo”> 
…… 
</Container> 
<Application id = “http://moon.nju.edu.cn/followme#010” name = 
“guests_reception”>  

<Scope id = “s001”>  
<Source linkId = “from_s001_to_s002” transitionCondition = 

“select ?x where (?x prefix:locateIn  prefix:Room311) using prefix for 
&lt;http://moon.nju.edu.cn/followme#&gt; GENERATED"> 

<CompensationHandler> 
       <Catch faultName = “unknown_exception”> 
        <Compensate excuteAuto = “True”/> 
       </Catch> 

</CompensationHandler> 
<Activity id = “a001” name = “welcome”> 

<ProcessUnit id = “show_welcomeinfo” isAuto = “True”> 
 <Assign> 
  …… 
 </Assign> 
     <Input containerId = “input_of_show_welinfo”/> 
</ProcessUnit> 
<Compensation> 

<ProcessUnit id = “compen_of_a001” isAuto = 
“True”> 

  <Input containerId = “errorInfo_001”/> 
</ProcessUnit> 

</Compensation> 
           </Activity> 
           …… 

The transitions between activities reflect control flows and data dependencies of 
the application. The transition condition returns a boolean value, directing the applica-
tion whether goes through that path or not. In our implementation, transition condi-
tions can be expressed using RDQL sentences, which is powerful and convenient for 
context description and queries.  

We add a special user interface to the system. This UI enables users to abort the ser-
vices by inputting a command to his/her PDA or handset, when users find that the sys-
tem provides wrong services or services he/she does not need. Receiving this command, 
the running activity will throw an exception. By this way, all the three cases mentioned 
in section 3 (1. software or hardware errors; 2. system finds itself inappropriate services 
are provided; 3. user aborts) can be performed uniformly. They all trigger the compen-
sation handler by throw exceptions (Exceptions are thrown by mti in case 2). 

In this implementation of the model, a context-aware application is consist of a 
definition file and a number of process units, which actually performs atomic opera-
tions such as open the light, cook coffee, etc. When deploying the file and process 
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units on FollowMe infrastructure, the system will parse and execute the definition file 
and invoke proper process units. With this infrastructure, workload on development 
and deployment of context-aware applications is reduced. [11] presents the first ver-
sion of this infrastructure and we add transactional properties in this version. 

6   Discussion 

In section 4, we formalize a context-aware application (or a group of closely related 
applications) and divide it into a number of atomic functional units. For simple appli-
cations, this method seems not very valuable, because they may only have one or two 
atomic functional units, and the control flows and dependencies between units are 
very simple. An application responsible for opening and closing the door automati-
cally is an example of this category. Formalizing such simple applications may be 
regard as a waste of time. However, the long-term goal of pervasive computing is to 
build smart environments everywhere and provide adequate services to meet users’ 
needs. In such an environment, most services could not be very simple and they may 
have complex internal logic, such as a patients’ guide system in smart hospitals. Even 
if some simple applications exist, they are closely tied to other applications. For ex-
ample, an application for opening and closing the door automatically uses people’s 
location contexts, which could also be used for many other applications. In addition, 
the state of the door itself may used as contexts for other applications, such as safe 
guard system and applications controlling the light and temperature conditions in the 
room. Therefore, simple applications are not that simple in a smart environment view. 
Moreover, generally speaking, models should be built on general cases. Simple appli-
cations with only one or two activities can be regard as the trivial-case of general 
applications. However, that’s not the case by contrary.  

We have mentioned that in our transaction model, a context-aware application is 
not necessarily a transaction, and some components may be “transactions”, such as 
transactional activities and scopes. It is far different from traditional transaction mod-
els, such as [3] [4]. They are researched on the premise that all subtransactions com-
pose an upper-tier transaction. This difference is caused by the idiosyncrasy of con-
text-aware computing. In most cases, work having been done needn’t and cannot be 
revoked when exceptions occur in the context-aware environment, because the range 
that context-aware applications effect is far beyond software systems and soft states. 
Even the transactional components of context-aware applications are not classic trans-
actions. They can only recover part of the states and do some compensations when an 
exception occurs. There is another difference between traditional models and ours. 
For the former, if an exception occurs, the abortion of lower-tier transactions will 
definitely spread to the upper-tier transactions. However, in our model, if compensa-
tion handler works, exceptions will not spread to the upper-tier. This difference is 
caused by transactional semantics in the context-aware domain. Actually, after com-
pensations are performed, the state of the activity is close to “committed” in the tradi-
tional sense instead of “aborted”.  

In section 5, we implement the model by a declarative language. Readers may no-
tice that it shares some common points with workflow definition language. In our 
model, context-aware applications consist of logic units and dependencies between 
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these units, which originally is a workflow-like structure. Moreover, as [12] has 
pointed out, workflow has a more powerful description ability than transaction mod-
els. So it is possible and rational to describe a transaction model by a workflow-like 
declarative language. 

7   Conclusion 

In this paper, we analyze the necessity of a transaction model in context-aware com-
puting domain, and present such a model called TMfm. In addition, a declarative 
language has been proposed to implement our model. With this model, context-aware 
applications are able to perform compensations when inaccurate contexts appear or 
exceptions occur. Besides, compensating tasks of various applications are fulfilled in 
a uniform way, which benefits software architecture, especially for complicated smart 
environments. 
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Abstract. Recently, there is an increasing need for researchers in en-
gineering to share the result of the experiment without having to visit
the experiment facilities. Especially in the civil engineering, researchers
feel the need for participating in a number of experiments conducted at
distant places. In addition, it has been suggested that high-cost facilities
should be used by remote researchers for the high utilization rate. This
paper proposes a remote experiment environment in civil engineering
that are being developed in a project called Korea Construction Engi-
neering Development(KOCED), which connects major civil engineering
experiment facilities using grid technology. This environment enables re-
searchers to participate in a remote experiment, and allows the exper-
iment results shared by remote researchers automatically. Then, based
on the suggested environment, we designed a hybrid test facility that
involves two physical experiment facility sites and one numerical sim-
ulation site that are geographically apart. Then, we implemented its
prototype and ran some tests, which showed a possibility of grid-based
civil engineering experiment.

1 Introduction

The flow of information brings a tremendous change in the area of civil engineer-
ing research as well as the economy, politics and culture of a society. This trend
induces the combination of information technology with construction technology
and provides web services for remote users.

In order to bring the efficient design of grid-based collaboratory research to
a large-scale civil engineering technologies, such as experimentation, simulation,
and design, we produce a grid computing software system and tools for the re-
search facilities across the nation [16]. The purpose of this large-scale grid design
is to share the facilities and maximize the effectiveness of their use, through in-
formation technology innovation. By connecting all the research facilities across
the nation with grid computing infrastructure, we expect to have a balanced de-
velopment of all the regions nation-wide as well as the combination of research
and education [10] [15].
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These computing technologies and the development of extreme technology be-
come an essential part of a nation’s competitive construction strategy. However,
related huge experiment facilities are too expensive for an organization, which
makes the building and application of them difficult.

This paper is organized as follows: In Section 3 we will present an overview of
the KOCEDgrid system architecture including the grid-computing architecture,
the communication networks connecting each research facilities, and the control
network for system initialization under the control of grid software. In Section 4,
we describe an outline of the remote system software and the experimental results
of Hybrid Test model. In Section 5, we briefly discuss related work. Conclusions
are presented in Section 6.

2 Related Works

In recent decade, grid-based telescience project was started in US and some Eu-
ropean countries. Some of the well-known grid-based telescience projects in US
are Network for Earthquake Engineering Simulation(NEES) [20] [12], Biomed-
ical Informatics Research Network(BIRN) [1], and National Virtual Observa-
tory(NVO) [11] while EUROGRID [2] [17] and G-Civil [3] are some of the lead-
ing grid projects in Europe. Among them, NEES and G-Civil are similar to our
KOCED in the sense that they applied grid technology to the research in the
area of civil engineering.

NEES is a network that connects seismological experiment facilities of US
with grid techonology that provides a collaboratory. It is managed by a consor-
tium and consists of 16 interconnected nation-wide next-generation seismological
research facilities that supports teleobservation, teleoperation, sharing of experi-
ment data, numerical simulation and collaboration tools. NEESgrid is a software
system that consists of a NEESpop server for a experimental facilities, Telepres-
ence Mode software, data acquisition software, and data repository software.

G-Civil is a project in UK that supports remote monitoring of experimen-
tal facilities and collaboration tool using grid technology. It provides real-time
monitoring of civil engineerig experiment site through portal on the Internet
and allows teams geographically apart to share data and collaborate. Besides
civil engineering, grid projects in other area are in progress around the world,
which include BIRN in medical and NVO in astronomy. BIRN is a geograph-
ically distributed virtual community of shared resources funded by National
Institute of Health(NIH) in US since 2001. It hosts a collaborative environment
for biomedical scientists and clinical researchers and facilitates the understand-
ing of the diseases and the discovery of treatment methods by collecting and
sharing biological data that are distributed. BIRN consists of four test beds and
a coordinating center that supports networking, distributed storage, software
development, etc. BIRN exploits the grid technology in security, resource man-
agement and data management for the effective sharing of the research results
about the diagnosis and treatment of disease. NVO is a US NSF-funded project
to build a collaboration framework for the national virtual oberservatory that can
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provide the world’s leading astronomical information services and data collec-
tions to astronomers, educators, and students at a distance. NVO takes advan-
tage of grid techonology in creating prototypes for access, publishing and discov-
ery of terabytes of astronomical data generated by new telescope, detector, etc.
Finally, EUROGRID granted by European Commission established a European
GRID network of leading High Performance Computing centers from different
European countries and demonstrated distributed simulation codes from differ-
ent application areas such as biomolecular simulations, weather prediction, cou-
pled CAE simulations, structural analysis and real-time data processing. For this
purpose, EUROGRID supports software infastructure for building grid system,
standardizes major grid software components and provides stable and secure
connection to the grid network.

As the need to build grid system increases worldwide, it became necessary to
standardize the grid service and it resulted in the proposal of the Open Grid
Services Architecture(OGSA) [15] [13]. OGSA describes a grid middleware stan-
dard for sharing and managing of resources and a Web service standard for
application sharing. It is independent of operating systems or system environ-
ment. It supports Web service as an interface to service facilitating the access
to the resources or services, which has an advantage over other standards for
distributed computing. As more grid systems follow the OGSA standard, toolk-
its based on OGSA emerged. One of most well known toolkits among them is
Globus Toolkit(GT) [14] [19]. Globus Toolkit provides services for each service
component described by OGSA, respectively. Through the reconfiguration of
those supported services, a target grid system can be built. The prototype of the
hybrid test system presented in this paper has been built with Globus Toolkit 3
and is being upgraded to Globus Toolkit 4.

3 KOCEDgrid

Based on our previous experiment of grid computing, we performed a grid-based
collaboratory for construction project. The KOCEDgrid system is nation-wide
distributions of computing systems associated with each research facility con-
nected by a wired communication information network and integrated to a grid
system, which makes the facilities become one facility.

This grid system is aimed to integrate the computing facilities and share the
resources such as simulation data and experiments for remote users. We demon-
strate the KOCEDgrid software system so that we can use some of the functions
and will extend the role of the system. We identified the major functions that
the KOCEDgrid system should provide roles e.g., resource management and data
management functions.

Resource management provides authorization to confirm the identity of users
as well as the delegation of rights. It also allows users to locate the required
resources when they need to use the experiment facilities and related data from
remote sites. The resource management enables users to monitor the status of
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the resources for the effective usage and management of resources including ex-
perimental facilities. Consequently, it includes not only facilities for experiments
but also high-end computers with which researches perform large-scale scientific
calculation and simulations. It allows researchers to allocate jobs to high-end
computers regardless of their physical location and to see the results.

Another aspect of the KOCEDgrid system function is data management. Data
generated in experiments and simulations are transferred to the database in a
secure way. Reliable File Transfer(RFT) Service [8] transfers data from local
repository to central respository using GridFTP service [5] based on Grid Se-
curity Infrastructure(GSI) [4] on each repositories. Users are allowed to look up
data effectively in a pre-specified meta data. Access to the data from remote
places is performed in a trusted way using standard secure protocol.

The system model for building a large-scale grid system enables the above-
mentioned main functions as well remote experimentations such as teleobserva-
tion, teleoperation, which discuss in section 4. Each university locates a selected
huge experiment facility. Using this facility, each university can perform research
within the region, as well as remotely perform experiments. The remote access
of facilities is restricted to the grid portal. This grid portal plays the role of con-
necting fragmented universities’ facilities, sharing research data as a web service,
and monitoring the process of research.

Our results have been verified with this implementation of grid computing
system. Through camera and video connected to research facilities, it is possible
to look into and modify the process of research, and prove services for a collabo-
ration. The grid portal also performs the role of connecting users and facilities by
the data acquisition system (DAQ), which receives data from research and sends
them to users, local data servers, or servers. Consequently, this makes possible
a remote control of facilities by means of a controlling system that receives the
order from users and sends it to facilities.

Simulated data from research forms meta-data and is stored in local data
storage facilities, and completed data are managed in a huge database system.
This database provides an efficient searching mechanism for these data, manages
meta-data, and informs storage place when data are managed redundantly. This
construction of the database can be possible by development of application pro-
grams accompanied by existing data management systems, and by file transfer
services through grid middle-ware.

Current effort of KOCEDgrid consists of 6 different research facilities, which
can be described as follows: real-time hybrid testing facility for multi-DOF struc-
tural systems, dynamic geo-centrifuge facility, multi-support excitation facility
for earthquake simulations, wind-tunnel facility for large-scale long structures,
ocean environment simulation facility and large-scale testing facility for new
advanced construction materials.

Fig 1 illustrates a connection of each research facilities of grid-based com-
modataries. It should be noted that we will extend to double size of research
facilities in the second phase of project by 2009.
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Fig. 1. KOCEDgrid interconnecting 6 different research facilities

4 Collaborative Research Environment

4.1 Remote Experiment

We describe main concept of remote experiment in KOCEDgrid which can be
shown as follows: teleobservation, teleoperation, and controlling the experimental
devices.

Teleobservation is one of the main feature of KOCEDgrid software system.
This function should obviously make possible into the grid portal. Users from
a remote site should be able to see the experiment data. Also, the video and
audio from where the experiment is being performed should be accessible from a
distance in real time. In this case, experiment data can be seen in a remote place
with a visualization program based on real-time streaming. A synchronization
mechanism is needed for synchronizing the experiment data and video in real
time as well.

Consequently, teleoperation is another key feature of this collaborative re-
search. This unique feature also provided a control experiment facilities from a
distance, but the capability of control of experiment facilities is different depend-
ing on the research facilities. Moreover, a control layer is independent from the
experiment devices that are separated from the control layer that is dependent
on the experiment devices. In particular, separation of those two layers is made
in order to reduce the cost in extending the KOCEDgrid system to include the
new experiment equipment.
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The experiment device-independent control layer is implemented as control
commands and protocols that are general to experiment devices. In addition, the
experiment device-dependent control layer converts commands from the device-
independent layer to device-specific commands to control the experiment device,
which can be extensible.

Since the experiment facilities are shared by researchers, users can look up
the usage schedule of experiment facilities by others as well as apply for using
the experiment facilities on line.

Although we can control and schedule of users access, some function should
be done by on site, both manually and remotely, such as installation of sensors,
change of video camera location for observation, and displacement of experiment
prototype. In this case, we required some services to perform the above actions,
people who can assist in the experiment, a video communication system that
connects people in the experiment facility and researchers in a remote site, and
a wireless communication system.

4.2 Collaborative Environment

We address the following aspects regarding collaborative research environment
while we develop a grid software infrastructure.

– Integrated Research Environment: With a single sign on to a grid portal that
is a gateway to experiment facility grid and collaborative research environ-
ment, they should be able to use the services and resources in the grid with
their access rights in an integrated research environment. The grid software
system should allow researchers to perform the experiment in an integrated
research environment.

– Chat: Researchers from remote sites should be able to discuss the experi-
ment situation through chat as they observe the ongoing remote experiment.
Therefore, collaborative researchers should be able communicate multi-party
discussion in real-time basis.

– Scheduling of community: It is required to schedule to look up and modify the
schedule of his community among collaborative researchers. This scheduling
function provides to collaborative researchers so that they can form the com-
munity for collaboration. The scheduling is maintained for each collaborative
research community.

– e-Notebook: The grid architecture allows researchers to collect and organize
data for collaborative research. The data includes not only text but also
pictures, CAD, voice, video and application-generated data such as Word
and PowerPoint. E-notebook enables collaborators to organize and look up
the data.

5 Supporting Remote Experiment

Among the overall architecture of collaborative research environment, we focus
on the remote experiment environment using grid architecture in this section.
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The remote experiment model is based on the hybrid experiment where the
experiment includes not only physical model but also mathematical simulation.

5.1 Hybrid Test Model

In hybrid test, the entire test structure consists of independent substructures
that are modelled computationally or physically. These substructures can be lo-
cated at different facilities, tested separately, and integrated via a computational
simulations. A hybrid test consists of parts of two types: one part of a structure
is modelled computationally and run on a simulation computer numerically, and
another part is constructed and instrumented physically. Fig. 2 shows our design
of the hybrid test model.

Fig. 2. A hybrid test model

The control system of the physical experiment node communicates with the
simulation computer sending feedback during the experiment. The physical ex-
perimental results acquired by DAQ are fed to the simulation computer for nu-
merical analysis. The simulation computer, in turn, provides input to an actuator
of the physical substructure by simulating the interactions between the physical
and the virtual model. A hybrid test is performed by repeating each simulation
step which sends a feedback of the simulation to the physical equipment.

5.2 Building a Prototype for Hybrid Test Model

Fig. 3 shows a prototype of a simple hybrid experiment model with seismic
wave input. Our prototype is a modified version of Mini-MOST experiment [6]
of NEES. Mini-MOST experiment is a miniature version of the MOST(Multi-
site Online Simulation Test) that aims to examine the dynamics of a structure
in response to the seismic wave. The Mini-MOST model consists one physical
experiment node and two simulation nodes. These nodes are geographically apart
and conduct physical experiments or perform numerical simulations using tools
such as Matlab.

We modified the Mini-MOST model by decreasing the number of simulation
nodes to one and by increasing the number of physical experiment nodes to two,
which resulted in modifying the part of the Mini-MOST code and building an-
other physical experimental body as in Fig. 4. In Mini-MOST experiment the
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Fig. 3. Prototype for the hybrid test model

physical experiment node 1 in Fig. 4 had been a simulation node that accepts
force and momentum input and generates displacement and rotation. We elimi-
nated the momentum input of the node in making the physical experiment node
1 the same model as the physical experiment node 2. As shown in Fig. 4, soft-
ware consists of three parts: a control part, an experiment part, and a monitoring
part. The detailed explanation for each part are as follows.

Fig. 4. A software architecture of the prototype for hybrid test model

The control part consists of Simulation Coordinator, a control server for each
node, and plugin that provides interface between a node and a control server.
Simulation Coordinator manages the hybrid test during the entire period of ex-
periment by sending control command to control servers for each node. When a
hybrid test starts, Simulation Coordinator notifies the beginning of the experi-
ment and receives commands to be delivered to the control server for a physical
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Fig. 5. An architecture for monitoring in hybrid test model

Fig. 6. Screenshot of remote monitoring client in the hybrid prototype test

experiment node. Based on the commands received, the control server controls
the physical experiment node through plugin which communicates with a control
program running on a DAQ computer. In our experiment, Simulation Coordina-
tor is coded in Matlab and the control server uses NTCP(NEESgrid Teleopera-
tions Control Protocol) [18]. There are two types of plugins: Labview plugin for
a physical experiment node and Matlab plugin for a numerical simulation node.

An experiment part can be either physical experiment part or numerical simu-
lation part. In a physical experiment part, a DAQ program acquires sensor values
and sends them to the streaming server. A numerical simulation part calculates
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the value for the next step when it receives command from the Simulation Coor-
dinator. In the prototype, the control program for a physical experimental node
was coded in Labview while a numerical simulation node was written in Matlab.

As can be seen in Fig. 5 the monitoring part consists of the streaming server
and monitoring clients. The streaming server based on Ring Buffered Network
Bus(RBNB) [9] sends sensor data and video from the nodes to Realtime Data
Viewer(RDV) [7] monitoring clients which show users the result with graphical
user interface as in Fig. 6. The structural response of the force that acts between
Seismic wave and numerical simulation node are measured and shown in the form
of graph. During the experiment, the movement of the physical nodes are visually
represented in the video stream and the resulting change of the numeric data are
shown in the form of two-dimensional graph. Eight windows in the Fig. 6 shows
the video from two physical experimental nodes and sensor data(displacement,
load, resistance) from those two node in the graph form.

6 Conclusions

In this paper, we presented a grid-based remote experiment environment in
KOCED project that connects large civil engineering facilities distributed across
the nation. We discussed the design and implementation of the model that pro-
vides remote experiment to researchers geographically apart and allows the ex-
periment results to be shared among them. Remote researchers are allowed to
observe the experiment in real time. If the characteristics of the experiment
permits, a researcher can conduct an experiment from a distance. After the ex-
periment, the result of the experiment including video and sensor data are shared
among researchers. The functions described above provide basic environment for
collaboration among researchers at a distance. We designed and implemented a
hybrid test prototype connecting two physical experiment sites and one numer-
ical simulation site, which shows a possibility of conducting remote experiment
in grid-based collaborative research environment.

We are modifying the client from a executable file on a local PC to a Web-
based client based on Globus Toolkit 4 so that researchers can access the grid
system with a Web browser without having to preinstall the client system. The
presented prototype system is currently being used by researchers in civil engi-
neering who can give us feedback that can be used for building the final version
of the experimental facility. Furthermore, we plan to expand the current grid
network to include more experimental facilities so that more experiment results
can be shared by researchers. We expect this presented remote experiment en-
vironment to be applied to other engineering area.
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Abstract. Ad hoc network is an infra structure less network, which is formed 
by mobile devices like laptops, PDAs, cell phones etc. Each device has different 
computational capability, power, hardware and software, which forms a hetero-
geneous network. These devices can be integrated to form an infrastructure 
known as grid. A grid integrates and coordinates resources and users that are 
within the same network with different capabilities. Hence we can visualize a 
grid over an ad hoc network that effectively utilizes the heterogeneity in the 
mobile devices.  The major challenge in forming a grid over an ad hoc network 
is the mobility of the nodes. In this paper, we address the challenges due to mo-
bility by considering a trace model for the movement of the nodes. Next, we 
demonstrate the feasibility of forming a grid over a mobile ad hoc network by 
proposing lightweight algorithms for grid formation, resource discovery, nego-
tiation, job scheduling, and resource sharing. We have analyzed the perform-
ance of mobile ad hoc grid both by using a theoretical model and by simulation. 
The results point to a promising approach to form a mobile ad hoc grid. 

1   Introduction 

A mobile ad hoc network is a collection of wireless mobile nodes that are capable of 
communicating with each other without the use of network infrastructure or any 
centralized administration. Each node in an ad hoc network acts as a router, and is in 
charge of maintaining routes and connectivity in the network. Thus, there is an 
element of cooperation among the nodes to perform the routing process or the 
network layer function itself. Taking this cooperation one-step further, one can 
envisage a scenario where in the devices can coordinate and support each other in 
terms of higher layer services, (i.e) we can envision the concept of mobile ad hoc 
grid. We can see that such a grid would be desirable in an ad hoc network due to the 
heterogeneity of the mobile devices. Since the mobile devices like laptops, PDAs, 
mobile phones, etc., have different computation capabilities, power, hardware and 
software functions, the nodes with higher computation capabilities and power can 
share the resources with devices of lesser capabilities. Thus a mobile ad hoc grid can 
facilitate the interconnection of heterogeneous mobile devices to enable the delivery 
of a new class of services.  

A grid by definition is a system that coordinates resources that are not subject to 
centralized control. The fundamental functions in a grid are resource discovery, 
negotiation, resource access, job scheduling and authentication. A grid allows its 
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resources to be used in a coordinated way to deliver various qualities of service in 
terms of response time, throughput, etc [1]. The definition and function of a grid will 
also be applicable to the mobile ad hoc grid.  

In the Internet scenario, the grid uses architectures like Globus Toolkit 3.0 [2] and 
SETI@Home which is now an application running on top of the BONIC platform [3]. 
However, the APIs for these architectures need high computational power and require 
a lot of disk space for their installation. Thus, it may not be possible to use such 
architectures on every mobile device [4], since these devices have limitations on 
hardware and software capabilities and may not provide an ideal computing 
environment for complex and data intensive functions. Hence it is necessary to device 
lightweight grid enabling mechanisms that can be adopted for the mobile ad hoc grid. 

There are several challenges involved while forming a mobile ad hoc grid. This 
paper discusses various such issues and proposes an architecture for the mobile ad hoc 
grid. The stability of the grid is one of the major issues to be considered in an ad hoc 
scenario due to the movement of the nodes. This has been dealt with by exploiting the 
regularity in the movement of nodes. Su et al [5] have shown that exploitable 
regularity of user mobility patterns exist in common day-to-day environments. 
Capturing this regularity in movement as a movement pattern is done using a Trace 
Based Mobility Model (TBMM) [6]. This model collects a number of movement 
patterns, and generates a final trace pattern. From the final trace, the probable position 
and stability time of a node are obtained. Using this mobility model, trace based 
source routing protocol for QoS (TBSR-Q) was proposed for an ad hoc network [6]. 
The TBSR-Q protocol uses the stability and position information obtained from the 
trace file for obtaining a stable route. In our mobile ad hoc grid, we use this trace 
based mobility model to obtain the probable position and stability time of a node in 
order to build a stable grid, or in other words, to take care of the instability of the 
nodes.  

This paper is organized as follows. Section 2 discusses the background and related 
work. Section 3 deals with the proposed architecture of a mobile ad hoc grid. Section 
4 evaluates the mobile ad hoc grid using a theoretical model and by simulation. 
Section 5 concludes the paper. 

2   Related Work 

Grid computing enables the sharing and coordination of resources across a shared 
network. Integrating grid computing with ad hoc network is a very recent concept, 
and introduces lot of new challenges. The following are some of the solutions that 
have been proposed by various researchers.  

Ihsan et al [7] have proposed a mobile ad hoc service grid that maps the concepts 
of grid on to ad hoc networks. This mobile ad hoc service grid uses the under-lying 
connectivity and routing protocols that exist in ad hoc networks. The availability of 
the service in a node is broadcast to all one-hop neighbors. Since the grid is formed 
within one-hop neighbors, there is a chance for resource discovery to fail when there 
is no service provider within one hop.  In this grid, each node is responsible for 
maintaining the resource look up table, which can be a burden to devices with less 
storage capabilities. 
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Wang et al [8] have proposed a mobile agent based approach for building 
computational grids over mobile ad hoc networks (MANET). Here, the mobile agent 
has been used to distribute computations and aggregate resources. The mobile agent 
searches for resources and executes the computations on the node that is willing to 
accept it and is responsible for negotiation of resource provision for running the 
computation job.  

Anda et al [9] have proposed a computing grid over a vehicular ad hoc network 
(VANET) by leveraging inter-vehicle and vehicle to-roadside wireless 
communications. This grid has been used for solving traffic related problems by 
exchanging data between vehicles.  Forming a grid is not a problem in VANETs, 
because the vehicles have ample power and energy and can be equipped with 
computing resources.  

Roy et al [10] have investigated the use of the grid as a candidate for provisioning 
computational services to applications in ubiquitous computing environments. The 
competitions among grid service providers bring in an option for the ubiquitous users 
to switch their service providers, due to unsatisfactory price and QoS guarantees.  

Our approach differs from these in that it provides a mechanism to capture the 
mobility patterns of the nodes and use that information to effectively form a grid over 
an ad hoc network.  

3   Proposed Architecture for Mobile Ad Hoc Grid 

One of the major challenges in forming a grid over ad hoc network is the mobility of 
the nodes and an infrastructure-less network. Resource identification and sharing 
become difficult tasks in a mobile environment. To overcome this, we propose a 
model to identify the stability of the nodes which in turn helps to predict the stability 
of the grid.  The stability of the node is predicted using the TBM model [6].  

The TBM model 
Mobility models are application dependent. Hence application scenarios are important 
in choosing a model. Although typical application domains of ad hoc networks are 
military networks, conferences and search/rescue operations, for the kind of grid 
based sharing of resources, we consider offices and institutions where people meet 
regularly, with a myriad of heterogeneous mobile devices, as the application domain. 
In these domains, there exist fair amounts of regularity in the movement of the mobile 
nodes. Hence as opposed to the former group of applications where the mobility 
models try to model the randomness in the movement, in our application domain, we 
are more concerned with capturing the regularity of the movement. Hence we use a 
mobility model that records regular movements to efficiently manage mobility.  

TBMM identifies regularity in movement of the nodes and captures them as a 
movement pattern. Each node is assumed to be location aware, and the network is 
assumed to be mapped on to a virtual grid structure, depending upon the transmission 
region and the area of the network. A light-weight algorithm [6] is used to arrive at 
the trace representing the regular movement of the nodes over a period of time. The 
information in the trace consists of a series of stable positions and associated time 
duration.  
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Architecture of proposed grid  
We propose a trace-based approach to form a grid over an ad hoc network using the 
above-mentioned trace. Further, the mobile ad hoc grid uses a lightweight algorithm 
for grid formation, resource discovery, negotiation, job scheduling, and resource 
sharing, in keeping with the limited resource characteristic of the mobile nodes. Load 
balancing is a challenge unique to the dynamic nature of ad hoc network, and it is not 
considered for the initial study of formation of grid over an ad hoc network.  The 
architecture of the grid is shown in Fig. 3.1.  
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Provider Registration 
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Consumer Registration 
Type of Service, Price,
Stability Time, Position
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Resources

Services
Monitoring
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Stability Time, Position, Queue SizeQoS Routing 

 

Fig. 3.1. Architecture of a mobile ad hoc grid  

The grid layer is built on top of a QoS guaranteeing network layer that provides 
stable routes. The grid layer consists of a grid resources module, resource discovery 
module, and resource management module. The resource discovery module initiates 
grid formation, and allows the service providers and consumer nodes to register. Grid 
resources module maintains and keeps track of the registered resources. Resource 
management module is responsible for negotiation, resource access, updating of re-
sources and service monitoring. All these modules are built on the QoS routing of 
network layer, which could in turn make use of the same stability information ob-
tained from the TBMM. 

3.1   Grid Formation 

A node willing to provide service with higher computational capability and power is 
called as a service provider node (SPN) and the node which requests for the service is 
called as a consumer node (CN). The SPNs and CNs are the members of the grid. The 
nodes that are willing to share their resources specify a cost for their resources. The 



278 V.V. Selvi, S. Sharfraz, and R. Parthasarathi 

consumer node accepts a service based on the cost, service time, etc. This leads to 
some negotiation between the consumer node (CN) and the service provider node 
(SPN). Since ad hoc network is an infrastructure-less network, there is no centralized 
authority to keep track of the negotiation between a CN and a SPN. In order to form a 
grid and to keep track of the negotiation between a CN and a SPN, we have an SPN 
that volunteers to act as a grid head node (GHN). The GHN takes care of the 
negotiation between the CN and SPN. The GHN of a grid acts as a central point and is 
responsible for resource discovery and resource access.  Figure 3.2 shows the 
messages that are exchanged between the nodes that are willing to form a grid. 

 

Fig. 3.2. Sequence of messages for Grid formation 

Resource Discovery 
A node that is willing to provide service will initiate the action of forming the grid by 
sending a grid_hello_message. The nodes that are willing to be a member of a grid 
respond to the grid_hello_message. The format of grid_hello_message is as shown in 
figure 3.3a. It consists of node ID, stability time, position and hop count.  The node 
ID is the identification of the node that sends the message;  and  stability time and 
position which are obtained from its trace file denote the current position and the 
associated stability time. When two nodes send a grid_hello_message at the same 
time, the grid head elected is the one that has a larger stability time. Hop count 
restricts the propagation of the grid_hello_message to a limited number of hops. This 
helps to avoid the formation of one large centralized grid, and instead facilitates 
multiple decentralized grid structures.  

A node, after receiving a grid_hello_message, sends a response message depending 
on whether it wants to become a member of the grid or wants to request for a service. 
The node joining a grid sends a grid_joining_message. The format of the 
grid_joining_message is shown in Figure 3.3b. It consists of SPN ID, GHN ID, 
Resource parameter, service fee, Position and Stability. The SPN ID is the ID of the 
node that is willing to join the grid and GHN ID is the head ID under which it wants 
to become a member. Resource parameter indicates the resource parameter that is 
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available with a SPN like the computational capability, power, storage etc. The 
service fee indicates at what cost it will service a request. Similarly a node requesting 
for service sends a service_request_message whose format is shown in figure 3.3c. 
Service_request_message consists of the requesting node ID, GHN ID, ToS, Price, 
Position and Stability. The GHN is the grid head ID to which it is requesting service. 
ToS is the type of service requested by a CN. The price field indicates at what price it 
is willing to accept a service. A node can also become a member of two grids based 
on the resources available with it or the services it desires. 

Grid Resources 
The GHN after receiving responses from the member nodes forms a grid table. The 
format of the grid table is shown in Table 3.1 

Table 3.1. Grid Table 

Node  
ID 

SPN
/CN  

RP/ 
ToS 

Service 
Fee 

Price Position Stability Job 
ID 

Busy/ 
Free 

         

Abbreviations: SPN/CN – Service Provider Node/ Consumer Node, RP/ToS – 
Resource Parameters/Type of Service 

This table maintains the details about the member nodes. The node ID column lists 
the identification of the member nodes. The SPN/CN indicates whether it is a SPN or 
CN. The resource parameters specify the resources available with that node like 
computational capability, power, storage etc. Type of service indicates what type of 
service is needed by a CN. Service fee of a SPN specifies at what cost it will service a 
CN. Price of a CN specifies at what price it needs a service. Position is the physical 
location of a node and stability is how much time a node is going to be present at that 
location. Job ID is a unique ID assigned to the communication of a SPN and a CN. 
Busy indicates whether a node is being serviced in the case of a CN or is providing 
service in the case of an SPN. Free indicates that an SPN is free to provide service. 
The head maintains all the details about its members. 

Resource Management 
The head node is responsible for the negotiation between a SPN and a CN. When a 
node requests for a service it sends the details of what type of service it needs and at 
what cost. So the head node looks at the table to find out a SPN that offers the service 
at that cost. Re-negotiation also can be done by a GHN and it is in the pipeline.   The 
job scheduling is done based on the stability time and the location of the SPN. A GHN 
first verifies, whether the service time of a CN is greater than the stability time of a 
SPN. If many SPNs have greater stability time, then an SPN that is nearer to the CN 
requesting for a service is assigned. Then the GHN sends a service_provider_message 
to CN. The format of the service_provider_message is given in Figure 3.3d. It consists 
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of CN ID, GHN ID, SPN ID, Job ID, cost, position and stability. The CN ID is the ID 
of the node requesting service, GHN ID is the ID of the node sending the message and 
SPN ID is the ID of the node that has been assigned to provide service. The job ID is a 
unique ID assigned by GHN to identify the communication between the CN and SPN. 
Position indicates the physical position of the SPN that has been assigned to the CN. 

On receiving this message the CN starts communicating with the SPN for its 
service. The position of the SPN is available in the message, hence the CN can easily 
communicate with the SPN using the routing protocol in the network layer. 

After getting the service, the CN sends an acknowledgement about its completion 
of the service to the GHN. Service completion field indicates that the service is 
completed. The Job ID is sent so that the GHN can understand which service was 
completed. The format of the acknowledgement_message is given in figure 3.3e. 

Node ID Stability Time  Position Hop count 

Fig. 3.3a. grid_hello_message 

SPN ID GHN ID RP Service Fee Position Stability 

Fig. 3.3b. grid_joining_message sent by SPN 

CN ID GHN ID ToS Price Position Stability 

Fig. 3.3c. service_request_message sent by CN 

CN ID GHN ID SPN ID Job ID Cost Position Stability 

Fig. 3.3d. service_provider_message sent by GHN  

CN ID GHN ID Job ID Service Completion 

Fig. 3.3e. acknowledgement_message sent by CN 

SPN ID GHN ID Job ID WtoC URP Service Fee 

Fig. 3.3f. service_completion_message sent by SPN 

CN/SPN ID GHN ID LG 

Fig. 3.3g. bye_message 
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GHN ID New GHN ID Stability Time  Position Hop Count 

Fig 3.3h. New GHN message 

Abbreviations: GHN ID – Grid Head Node ID, SPN/CN – Service Provider Node/ Consumer 
Node, RP/ToS – Resource Parameter/Type of Service WtoC – Willing to Continue,  URP – 
Updated Resource Parameters, LG – Leaving Grid 

Similarly the SPN sends a service_completion_message to the GHN after completing 
the service for a CN. The format of the service_completion_message is given in Figure 
3.3f. It consists of SPN ID, GHN ID, job ID, WtoC, URP and service fee. The job ID to 
identify the job that has been completed and if the SPN is willing to continue (WtoC) in 
a grid it sends the willingness as well as the updated resources parameters (URP) to the 
GHN. Using this information the GHN will know that the service has been successfully 
completed and updates the resource parameters of the SPN in its table.  

The GHN has to periodically send a grid_hello_message to its member nodes, so 
that the members will know that the GHN is alive, and a new member will also know 
about the GHN. Since, it is an ad hoc network there might be situations where the 
members have to leave the grid even before the stability time expires. During this case, 
the members have to inform the GHN by sending a bye_message that consists of its ID 
and leaving grid information. The format of bye_message is shown in Figure 3.3g.  

Similarly when a GHN leaves the grid, it has to select a new head from its grid 
table, the new head will be a SPN which has the largest stability time (after 
ascertaining its willingness to be the new GHN). The GHN informs the members of 
the grid about the selection of a new head by sending a new GHN message. This 
message consists of old grid head ID (GHN), new grid head ID (New GHN) as well 
as the stability time and position of the new grid head. The format is as shown in 
Figure 3.3h. The node selected as a new head sends a grid_hello_message to its 
members. The previous GHN hands over the table it maintained to the new GHN. 
Even when a GHN fails, it is identified by the non-receipt of the  grid_hello_message 
and any SPN can initiate the formation of the grid by sending the 
grid_hello_message. But this will involve grid formation overhead. Similarly, 
situations like network splits or networks merge can also be handled. When a network 
split occur the members leaving the grid will inform the GHN by sending a 
bye_message and the grid will still exists with the available resources. When network 
merge happens it will not affect the existing grid, instead new members will join the 
grid. But this situation will not happen frequently in a low mobile scenario. The 
evaluation of mobile ad hoc grid is presented below. 

4   Mobile Ad Hoc Grid Evaluation 

The Mobile ad hoc grid is modeled as an M/M/m queuing system [12] in order to 
estimate the performance theoretically. The service requests from the CNs form the 
arrival process, and the SPNs are the m servers servicing these requests. In keeping 
with the M/M/m model, the arrival process (with arrival rate λ) is Poisson and the 
service times (with mean – 1/μ sec) are independent and exponentially distributed. 
The successive interarrival times and service times are assumed to be statistically 
independent of each other.  
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In a mobile ad hoc grid, the CN request for a service to the GHN and the GHN is 
responsible for assigning a SPN to the requesting CN. Hence, the probability that an 
arriving request in a GHN will find all servers busy and will be forced to wait in 
queue is an important measure of performance. If a GHN does not have sufficient 
number of SPNs to assign for the services requested, then there is a probability of 
queuing (or waiting). A service request from a CN can be considered as a customer in 
the M/M/m parlance.  

The probability of queuing is given in equation (1). 

P{Queuing}=p0(m ρ)m/m!(1- ρ) (1) 

Where ρ is given by ρ= λ /m μ < 1 and p0= [ ∑(m ρ)n/n!+(m ρ)m/m!(1- ρ) ] –1  

where n = 1-(m-1) 

A request in a waiting state is serviced when a new SPN registers with the GHN or 
a SPN has completed its service and it is willing to continue in the grid. Duration of 
time a request has to wait in a queue is known as the waiting time of the customer.  

Equation (2) gives, the average waiting time (W), that a service request has to wait 
in queue.  

W = NQ/λ = ρPQ/ λ(1- ρ) (2) 

Delay per customer includes the time taken by a SPN to service the request as well 
as the waiting time of a request in the queue of the GHN. Equation (3) gives the 
average delay per customer (which includes service time and waiting time).  

T = 1/μ+W = 1/μ + ρPQ/(λ(1- ρ)) (3) 

The number of customers in the system is the total number of requests received by 
a GHN. Equation (4) gives the average number of customers in the system. 

N= λ T= (λ /μ) + λPQ/(m μ  - λ) (4) 

The values obtained for these parameters by varying the number of consumers are 
tabulated in table 4.2. We choose the λ value to be 50 and μ to be 20. 

Simulation studies have also been carried out to evaluate the mobile ad hoc grid. 
The simulation tool used is Glomosim [11].  The parameters used for the simulation 
are given in Table 4.1.  

Table 4.1. Parameters for the simulation 
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Mobile ad hoc grid has been simulated using 4 GHNs and 12 SPNs. The 
performance is analyzed by increasing the number of consumer nodes (from 4 to 20 in 
steps of 4) that in turn will increase the number of service requests. Here the SPN and 
GHN are considered to be static whereas CN and all the other nodes are mobile. To 
analyze the performance of grid, the parameters of interest are average number of 
customers in the system, probability of queuing, average time a customer has to wait 
in queue and average delay per customer.  

Fig 4.1a and b show the average time a customer has to wait in queue and 
average delay per customer. It can be seen that there is minimal variation between 
the theoretical and simulation results. This is due to the fact that during simulation, 
a CN sends a service request to the GHN only when it finds a stable position based 
on its trace file, which in turn reduces the number of customers in the system. This 
factor in turn affects the probability of queuing.  We can observe that up to case III 
(i.e no of CNs = 12), there is a sufficient number of SPNs available with the GHN 
to provide service. Hence the waiting time is low. In case IV and V, number of 
SPNs to service the request is not enough which in turn, increases the waiting time 
in queue. 

Overhead in forming a grid 
The overhead in forming a grid is the additional grid-forming messages that are 
communicated among the nodes to form the grid and the average routing delay. 
Figure 4.2a and b shows the control message overhead and the average routing delay.  
Average routing delay considers the delay in routing the control packets at the 
network layer. Since we consider the stability of a node to find out the stable routes in 
the routing protocol, the routing delay is considerably less than the service time 
considered.  However, the average routing delay increases as the number of CNs 
increases; this is due to the increase in the number of service requests. 
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Fig. 4.1a. Average Time a Customer 
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Fig. 4.1b. Average Delay per Customer has to 
Wait in Queue 

The performance of the mobile ad hoc grid shows the feasibility of forming a grid 
in a mobile environment.   
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Fig. 4.2a. Control Message Overhead 
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Fig. 4.2b. Average Routing Delay 

5   Conclusion and Future Work 

This paper has proposed an architecture to form a grid over a mobile ad hoc network 
by using trace files that capture the regularity in the movement or rather the stability 
of the nodes. It has also shown the feasibility of sharing the resources using such a 
grid using both a theoretical model and simulation. The overhead present due to 
mobile environment is also very less. This paper has opened a number of possibilities 
for further studies in this area. Some of the future work that are to be explored are 
building trust over the mobile ad hoc grid based on the resource sharing and 
mechanisms for the nodes to cooperate to share their resources.  
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Abstract. As grid infrastructures become more dynamic in order to cope with 
the uncertainty of demand, they are becoming extremely difficult to manage. At 
the Belfast e-Science Centre, we are attempting to address this issue by devel-
oping Self Managing Grid Middleware. This paper gives an overview of the 
middleware and focuses on the design, implementation and evaluation of a Re-
source Manager.  Also in this paper we will see how our approach, which is 
based on federated UDDI registries, has enabled us to implement some of the 
desired features of next generation grid software. 

Keywords: Grid Computing, UDDI Registries, Grid Resource Manager, SLA. 

1   Introduction 

Most production Grids [1], irrespective of whether they are being deployed in com-
mercial or academic environments, must cope with variation in demand. A goal for 
next generation Grid research and development is to produce a “...fully distributed, 
dynamically reconfigurable, scalable and autonomous infrastructure to provide loca-
tion independent, pervasive, reliable, secure and efficient access to a coordinated set 
of services encapsulating and virtualizing resources (computing power, store, instru-
ments, data etc) in order to generate knowledge”, according to the CoreGrid European 
Network of Excellence [2]. There has been a significant improvement in focus of the 
vision of Grid Computing [3] since the term was introduced. A vital improvement still 
to be implemented satisfactorily is to make Grid Computing more dynamic so that it 
is able to cope with uncertainty of demand.  Some recent work including HAND [4] 
and Dynamic Deployments [5] has focused on dynamically deploying and scaling 
Grids in production as and when needed.  

The term “autonomic computing” is representative of a vast and somewhat tangled 
hierarchy of natural self governing systems, which consist of many interacting, self 
governing components that are often compromised of a large number of interacting, 
autonomous self governing components at the next level down. According to the 
vision of Autonomic Computing [6], the self-managing systems feature automatic 
mechanisms for operator free maintenance of stand alone and distributed resources, 
including self-configuration, self optimization, self-healing, self-protection and  
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others. This vision overlaps in its’ goals with the pursuits of adaptability and depend-
ability as described above in the recent definition of Grid Computing. 

In particular, the adaptability of Grids can be interpreted as self-management on a 
different scale (and environment), thus making it worthwhile to exploit the discovered 
approaches in both domains. On the other hand, dependability mechanisms share a lot 
of scenario problems and approaches with self-management mechanisms (e.g. auto-
matic fault recovery and preventive management actions such as software rejuvena-
tion), thus calling for a convergence of research in these areas.  

Trends in automating Service Level Agreement (SLA) management [7], from 
SLA creation to the performance monitoring of SLA’s, can help the Resource Man-
ager to sense the exact needs of users. With the help of an SLA Manager, middle-
ware can act as a biological system which can sense and respond to the needs of the 
user. This should enable the effective utilization of resources by dynamically deploy-
ing, un-deploying and reconfiguring resources as and when needed. In such an infra-
structure, Resource Managers are not only responsible for managing the resources, 
but also for selecting the resources on which the applications are to be deployed on. 
Thus the Resource Manager can act as the backbone of the self managing grid  
middleware.  

Although a centralized Resource Manager can be very useful for a small number 
of resources, it may not be able to scale as the number of resources increases.  A 
centralized Resource Manager acts as single point of failure and is vulnerable to 
security attacks. A decentralized Resource Manager can provide fault tolerance for 
the middleware by devolving responsibilities to a number of Resource Managers 
interacting with each other. A decentralized Resource Manager provides us with the 
necessary backbone of the next generation grid middleware but it is also difficult to 
maintain. This is where the self managing approach can assist in enabling the devel-
opment of middleware which is self configuring, self healing, self optimizing and 
self protect. 

The rest of the paper is organized as follows. Section 2 describes the architecture of 
the Self Managing Middleware. Section 3 describes the design and implementation of 
the federated Registries. Section 4 describes a use case for the middleware followed 
by the conclusion in section 5.  

2   Self Managed Grid Middleware 

According to our view of an infrastructure, infrastructure components are organised 
or grouped into domains. The name “domain” attempts to indicate that it is an area 
of responsibility and also serves to separate this infrastructural component view 
from other users and organizations ideas such as virtual organizations—a virtual 
organization might, for example, be built upon a collection of domains as shown in 
Figure 1. 

A domain is a group of computing resources that it is natural to manage collec-
tively; for example, it could be all of the resources in a small organization or  
it could be the resources in a particular computing rack that share a network  
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Fig. 1. Different organizations A, B and C forming a virtual organization 

connection via a shared network connection or switch. The identification and selec-
tion of domains is performed as part of infrastructure design with the intention of 
identifying natural organizational units. A domain is our mechanism for providing a 
simple and distributed collection of managed infrastructure components. 

The (self) management of grid resources is performed at the domain level. A do-
main provides a mechanism by which a group of related resources (i.e. services or 
applications) can be deployed and managed.  

A domain may have sub domains. This hierarchical view enables requests to be di-
rected to high-level management components and split between the organization units 
that are available within a domain—these high level components may enforce local 
management rules or act as brokers by selecting the best available local domains for 
deployment. 

As shown in figure 2, each domain is managed using the core components of a 
Software Manager, a Security Manager, a Software Repository and a Resource Man-
ager. A Resource Manger at the domain level is based on a single Registry but at the 
Grid level, Resource Manager is based on Registry Federation. Resource Manager at 
the grid level appears as a single logical Resource Manager of all the domains, to 
which a software manager can issue a single request against multiple Resource Man-
ager and get a single response that contains results based on all the data contained in 
all the registries.  
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Fig. 2. Managed nodes being directed by the Managers 

2.1   Software Manager 

The Software Manager component takes a deployment request and performs the 
specified deployment. A deployment request consists of the deployment action 
and a configuration definition that enables management of the deployment action. 
A deployment action can be the installation of software, the execution of a par-
ticular application, the deployment of a web/grid service, the un-deployment of an 
application or web/grid service, the storage of a data source such as a database, 
the un-deployment of a data source, the recovery of the data held in a data source, 
or the deployment of a security definition, for example the modification of fire-
wall rules.  

The Software Manager may require several deployment actions to fulfil a particular 
user deployment action; for example, the deployment of a web service may require 
the deployment of a specific Java environment, a web service container application, 
applications or web services to support the user web service.  

A portal provides a user interface where a user can upload a package by supply-
ing its configuration file—a web service provides the same functionality for an 
application. 

A deployment request may be in one of the following formats: 

− A war file 
− An RPM 
− A resource bundle for Globus container 
− A resource bundle for OMII container 
− A security configuration schema instance 
− A data source bundle 
− A meta tar file containing a combination of the above resources 

The configuration definition specifies the required environment for the deployment. 
The action of the Software Manager is to select a suitable host, deploy software to 
that host that is required, deploy a security and the resources deployed.  
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An example configuration file for deploying a simple web service might look like 
this: 

<config> 
 <bundle> 
   <summary> 
     <bundleType>rpm</bundleType> 
     <systemPackageInfo> 
      <vendor>none</vendor> 
      <name>gridftp_transfer</name> 
      <version>2.1</version> 
      <description>GridFTP</description> 
     </systemPackageInfo> 
     <validFrom>12/02/07</validFrom> 
     <validTo>12/03/08</validTo> 
   </summary> 
   <firewall/> 
   <callback><url/></callback> 
… 

… 
  <dependencies> 
   <hardware> 
     <cpu> 
       <speed>1500</speed> 
     </cpu> 
     <memory>512</memory> 
     <storage> 
       <freeSpace>15</freeSpace> 
       <raid>5</raid> 
     </storage> 
   </hardware> 
   <software/> 
  </dependencies> 
 </bundle> 
</config>  
 

2.2   Security Manager 

The Security Manager is responsible for configuring and maintaining security on 
infrastructure components—currently this involves the deployment of digital certifi-
cates to enable user and host authentication, updating certificate revocation lists and 
defining firewall rules. 

The Security Manager keeps track of the status of the firewall on each of the man-
aged nodes with the help of an agent installed on them. When a service or application 
being deployed has a particular security requirement, the Software Manager sends a 
request to the infrastructure component of the Security Manager which performs the 
necessary security modifications.  A security modification that conflicts with the basic 
security rules defined for an infrastructure component will cause a deployment re-
quest to be rejected; a modification that conflicts with rules deployed to support other 
applications will result in a different infrastructure component being selected as the 
deployment target.  When a service or application is un-deployed, the security modi-
fications are also un-deployed. 

2.3   Software Repository 

A Software Repository is maintained to hold different versions of applications and 
services that can be specified as software dependencies in the configuration file as 
shown above. When a user submits a configuration file for deployment to the soft-
ware manager, the Software Repository provides the software to carry out the de-
ployment action.  For example, a deployment of war file needs java and a web service 
container. In this case war file will be provided by the user and the software reposi-
tory will provide dependent packages of java and web service container.  



 Self Managing Middleware for Dynamic Grids 291 

3   Resource Manager 

The convergence of grid computing and service oriented computing has enabled the 
service registries to take on the role of a Resource Manager [8]. Job scheduling in grid 
environments has taken a new form relating to the interaction between the service 
provider and the service consumer, which is shown here in Figure 3.  

 

Fig. 3. Interaction diagram showing the interactions between the Service Provider and the 
Service Consumer 

As the user demand on Grids becomes more agile and dynamic, service discovery 
using static information is not enough and a need emerges for storing Quality of Ser-
vice (QoS) information inside service registries as well as a complete abstract map-
ping of compute resources. The compute resources should be mapped in such a way 
so as to allow a consistent view and management of the resources and this mapping 
may vary across different infrastructures.   

3.1   Resource Mapping 

The GLUE Schema [9] is an abstract modelling for Grid resources and mapping to 
concrete schemas that is being used by most of the production Grids. Glue Schema is  
widely used in most of the production grids. It has been integrated in number of Grid 
middleware such as EGEE [10], LCG [11], OSG [12], Globus [13] and NorduGrid 
[14]. We have represented the GLUE Schema as shown in Figure 4, inside the service 
registry.  A number of specifications for service registries such as UDDI [15], ebXml 
[16] are available and their implementations are being used for web/grid service dis-
covery. For our middleware we chose the Universal Description, Discovery and Inte-
gration (UDDI) registry.   

A web/grid service is represented inside the UDDI registry as a Business Service. 
A service runs within a compute resource. These compute resources are mapped as 
Business Entity inside the UDDI registry in a similar way as if they own the service.   
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Fig. 4. GLUE Schema 

As described in section 2, a site which consists of compute and storage resource is 
considered as domain which is represented as a business entity. This site business 
entity can have one or more compute resources and storage resources. The relation-
ship between the machine business entity and the service container business entity is 
represented as a parent-child relation by using publisher assertions.    

3.2   Architecture 

An analysis of the individual and collective state of the compute resources can deter-
mine the performance of a Grid and enable (self) management activities to respond in 
an efficient and directed manner; for example, if the Grid is performing poorly then 
the Resource Manager should identify the compute resources which are contributing 
to the poor performance and enable the activation of a reactive procedure. The  
Resource Manager is named as Open Grid Manager (OGM). To achieve the above 
objective, the OGM for each domain is composed number of components, namely 

1) GridManagerAgents (GMA) 
2) GridManagerServer (GMS) 
3) Web based User Interface (GMUI) 
4) UDDI Registry 
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Fig. 5. Architecture of Open Grid Manager (OGM) 

The GridManagerServer consists of two services – a Collector Service and a Query 
Service. The GridManagerAgents are responsible for deducing a machine’s state and 
reporting this to a Collector Service. The Collector Service collects state data from 
nodes in a distributed environment and forwards this to the UDDI registry. 

Each Managed Node registers itself  by sending core information to the Collector 
Service with the help of installed  GridManagerAgent. The process of registration is 
carried out by following steps as shown in the Interaction diagram Figure 6.  

1) GridManagerAgent sends the core information to the Collector Service. 
2) Collector Service of the GridManagerServer, upon receiving the core information 

address, makes a create Business Entity call to the UDDI registry. 
3) UDDI registry creates a Business Entity and sends back the business key to the 

Collector Service.  
4) Collector Service sends the Business Key back to the GridManagerAgent.  

The GridManagerAgent uses the same Business key to continuously update the Busi-
ness Entity with dynamic information and Provider information.  The process of up-
date follows the same steps. The frequency of update is configured via the GridMan-
agerAgent’s configuration file. 

Apart from the resource information, a collector service also stores information 
about deployments and un-deployments sent by the Software Manager which is con-
sidered as static data, as it doesn’t change frequently. Whenever a deployment request 
is made to the Software Manager, the manager sends the information about the de-
ployment request to the Collector Service. Upon receiving the deployment request 
and the IP address of the machine on which it is to be deployed, the Collector Service 
creates a business entity with the resource name, which is a child of the Business 
Entity representing the machine on which it is deployed.  
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Fig. 6. Interaction between the different components of OGM 

For example, while deploying packages such as Grid-FTP, the Software Manager 
sends information such as the port on which the deployed packages will be running, a 
username and their associated credentials. When the Collector Service receives this 
information, it is stored inside the UDDI registry as a Business Entity. These Business 
Entities have descriptions of transport packages and are children of the Machine En-
tity on which they are installed.  

The Query Service is responsible for answering the queries sent by the software 
manager. The Software Manager can send queries: 

1) To check which machines satisfy certain hardware requirements.  
2) To ascertain what packages are already deployed on a given machine. This can 

help the software manager to discover which machines satisfy the software de-
pendency requirements of a given package to be installed. 

To make the domain fault tolerant, the domain operator can keep a backup of their 
domain registries using database mirroring. In case of a failure of the Resource Man-
ager in a particular domain, a Collector Service and a Query Service is installed and 
configured to use the stored backup data. Thus the domain manager can roll back to 
its state just before the failure.    

3.3   Federation of Registry 

In large distributed grid environments, a single registry can degrade the performance 
of the whole system as number of clients becomes too large. Also, it becomes a single 
point of failure, as the whole system depends on the single registry. To make the sys-
tem more scalable, multiple registries should be utilized.  

The latest UDDI version 3 [17] specifications promotes a replication model of data 
for multiple registries to enable a single view of multiple registries; such a replication 
model is not suited to the grid environment. 

It is preferable that each domain in the federation would have complete autonomy 
of the data related to the domain. Each domain operator should be able to configure 
what data to share and with whom it is to be shared. Thus replication between regis-
tries owned by multiple independent operators is more complex but more relevant in a 
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Grid environment which is targeted at cooperating yet independent stake holders. 
Such a setup requires communication between individual registries to synchronise 
registration data.   

Replication adds communication traffic between the registries for keeping registra-
tion data in sync. There is a trade-off between the amount of traffic and the timeliness 
of the replicated data. If changes to the registration data are propagated to all regis-
tries immediately, all registries will have a more or less consistent and current view of 
the service setup, resulting in a large amount of traffic between the registries. If the 
registration updates are propagated less frequently and in batches the traffic size de-
creases (as communication set-up costs are averaged over all changes), but registries 
will be out of sync for some time. Depending on the application domain, inconsisten-
cies may or may not be tolerable.  

Although replication enables scalability, the load is not distributed automatically. 
Registration is performed at the domain registry but queries can arrive at any of the 
participating registries. Which registry is to be used is decided by the Query Peer. 
Load distribution is taken care by the cluster of Query Peers, each of which maintains 
a list of possible registries. After initial setup, the list could be maintained by auto-
matically updating it with the information from the registry to use. 

Each replicated registry keeps a copy of the complete registration data of the whole 
system. The advantage is that every registry can answer a query by just looking at its 
database. However a disadvantage of this approach is the large amount of data which 
may be kept at every site. In our approach, each registry keeps only a subset of the 
registration data and can only answer query relating to that subset. The data distribu-
tion is based on locality. 

As the registration data is distributed across registries, multiple registries are in-
volved in answering a query. Orchestrating the devolved registries is performed by 
the Query Peer which knows all the registries that have answers to their query. 

4   Use Case 

As part of its core business, a Financial Company analyses Stock Market data from 
each of the world’s main Stock Exchanges. This depends heavily on process and data 
intensive computations for Risk Management purposes. Feeds are received from each 
of the exchanges which are fed into a high performance financial database. A number 
of databases are also maintained containing historical financial data. A number of 
financial calculations are performed, such as Implied Volatility calculations, on each 
portfolio managed by the company using the data held in each of the databases. 

This system works well for the company on a day-to-day basis. However, to allow 
them to react more quickly to changes in stock prices as a result of unforeseen major 
world events, the company would like the option to bring in additional computation 
power and resources as required. This would enable the Financial Company to react 
more quickly than their competitors, performing all the additional calculations re-
quired to obtain results in near real time, thus gaining a market advantage for their 
clients. 

A system such as the one provided by the Self Managing Middleware described in 
this paper would clearly benefit this company when they need to react quickly to 
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unpredictable events. Once the increased activity within the stock exchanges has been 
identified, the company could increase their computational power by quickly deploy-
ing additional services to a 3rd party hardware provider and running some calculations 
from there. This would require transport services to be deployed both at the com-
pany’s home location and the 3rd party hardware provider’s location so that the high 
performance financial databases could be deployed onto the additional machines. 
Three databases are required to perform the calculations. One database is required for 
capturing the data from the live feeds, one database for the intra-day data and another 
database where historical data is stored. Services which undertake the calculations 
could then be deployed and initiated, the various calculations performed and the re-
sults transported back to the Financial Company for dissemination or use by another 
application. When the additional capacity was no longer required, the services and 
databases deployed to the 3rd party hardware provider would be un-deployed.  

The Financial Company would be able to impose certain conditions on where their 
data and services were deployed to. Certain financial regulations imposed upon the 
Financial Company dictate that the data cannot leave the United Kingdom. The Fi-
nancial Company may also impose certain restrictions such as ‘Don’t deploy services 
or data onto machines owned or managed by one of our competitors’. Information 
such as this can be included in the configuration file sent with the bundle to be de-
ployed. The Self Managing Middleware enables the Company to have immediate 
access to additional computational power when required without having to maintain 
this hardware on a day to day basis. 

Secure on-demand provisioning of Risk Management capabilities represents a real 
and valuable next step for the financial services industry to increase competitiveness 
and reduce costs. It is also relevant to service provision and consultancy companies 
currently competing in the international market. 

5   Conclusion 

In this paper we have discussed the use of Self Managing Software and a Resource 
Manager to enable the management and control of large-scale grid infrastructures.  In 
the Belfast e-Science centre we have deployed this software in the field for approxi-
mately a year and it is an integral part of the testing development of grid of our large-
scale commercial projects. 
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Abstract. During the past several years, the grid application executed same jobs 
on one or more hosts in parallel, but the recent grid application is requested to 
execute different jobs linearly. That is, the grid application takes the form of 
workflow application. In general, efficient scheduling of workflow applications 
is based on heuristic scheduling method. The heuristic considering relation 
between hosts would improve execution time in workflow applications. But 
because of the heterogeneity and dynamic nature of grid resources, it is hard to 
predict the performance of grid application. In addition, it is necessary to deal 
with user’s QoS as like performance guarantee. In this paper, we propose a 
service model for predicting performance and an adaptive workflow scheduling 
strategy, which uses maximum flow algorithms for the relation of services and 
user’s QoS. Experimental results show that the performance of our proposed 
scheduling strategy is better than common-used greedy strategies.  

Keywords: adaptive grid scheduling, workflow, maximum flow. 

1   Introduction 

In the mid 1990s, Grid computing has emerged as an important new field, 
distinguished from conventional distributed computing by its focus on large-scale 
resource sharing, innovative applications, and high-performance orientation [1]. Grid 
computing system [2] consists of large sets of diverse, geographically distributed 
resources that are grouped into virtual computers for executing specific applications. 
In common Grid computing, resource components could be processes, processors 
within a computer, network interfaces, network connections, entire sites, database, file 
system and specific computers. Today, Grid computing offers the strongest low cost 
and high throughput solutions [1, 2] and is spotlighted as the key technology of the 
next generation Internet. Grid computing is used in fields as diverse as astronomy, 
biology, drug discovery, engineering, weather forecasting, and high-energy physics. 
                                                           
* This work was supported by the Korea Research Foundation Grant funded by the Korean 

Government(MOEHRD) (KRF-2006-D00173). 
** Corresponding author. 
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Recently, the Grid and Web Service are converging as WSRF (Web Service-Resource 
Framework)[3] that defines a system for creating stateful resources between Web 
services in terms of an implied resource pattern. The current methodology in Grid 
computing is service oriented architecture. 

In service-based Grids, Grid resources are virtualized as services(e.g., database, 
data transfer). So the Grid not only provides computational resource and data 
resource, but also supports logic application that cooperates with services integration 
with the composition of the Grid service. Instead of application executing a single job, 
Grid application consists of a collection of several dependency services. Therefore, 
many grid applications belong to the category of workflow application. Most of 
science and business grid applications take the form of linear workflow structure. 
That is, the science grid application is a parameter sweep application processed using 
same code for different data, and the business grid application is a transaction 
application that queries at databases, processes data, and stores in database. Because 
of processing data in parallel with extensive parameter bounds, workflow application 
is of benefit to performance. In service-based Grids, it is necessary to consider a 
relation of services for execution performance because a linear workflow application 
executed parallel jobs via several services on one or more hosts. 

It is easy for workflow structure not only to compose services but also to visualize, 
verify, schedule, execute, and monitor services. Many kinds of workflow 
management systems are developed for grid workflow applications. There are two 
steps for producing workflow. The first step is a service composition to use workflow 
language and the second step is a scheduling to map sub-task to service. In general, an 
efficient scheduling of workflow applications is based on heuristic scheduling 
method. The heuristic considering relation between hosts would improve execution 
time in workflow applications. But due to the heterogeneity and dynamic nature of 
grid resources, it is hard to predict the performance of grid application. In addition, it 
is necessary to deal with user’s QoS like performance guarantee. 

In this paper, we propose service model for predicting performance and adaptive 
workflow scheduling strategy, which uses maximum flow algorithms for considering 
the relation of services and user’s QoS. 

The rest of the paper is as follows. In section 2, we state a scheduling problem and 
propose a service model for predicting performance. Section 3 describes the novel 
strategy to execute the workflows adaptively. In section 4, we present an experimental 
evaluation of our scheduling by comparing it with existing scheduling strategies. 
Section 5 presents related works. In section 6, we conclude the paper and discuss 
some future works. 

2   Problem Statement 

Workflow scheduling system is to translate application task graph into service graph 
in computing environment. 

2.1   Task Graph 

A task graph is an abstract workflow that represents an application as a general model 
of directed acyclic graph. It is represented as follows; 
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GT = (VT, ET) 
VT : the set of tasks 
ET : the set of edges between tasks that represent a partial order among them 

The fact that an edge ei,j is a partial order between task vi and vj means that a task vj 
is executed after completing a task vi. In case a task vi and vj are a same parent, two 
task can be executed parallelly. Representing GT as matrix M of size vⅹv, di,i is a 
computation cost of vi, and di,j is a communication cost between vi and vj. In this 
paper, we assume that a task graph implies a start task and a end task. 

2.2   Service Graph 

A service graph is an directed weighted graph of services in grid computing 
environments. It is represented as follows. 

GS = (VS, ES) 
VS : {s1, s2, …, sn} the set of services that can be executed at available node 
ES : the set of edges between services 

A service graph is a complete connected graph. VS denotes a computation 
performance and ES denotes a communication performance between services. A k-th 
service node that executes service sj is sj,k. The computation cost of task vi at service 
si,k is wi,j,k. If service si,k can’t execute task vi, then wi,j,k = ∞. The communication cost 
between service node sm,k for task vi and sn,k for vj is ci,m,k|j,n,k. 

2.3   Performance Criteria 

Application completion time is consist of computation time and communication time. 
We assume that grid application executes task t1 and t2 sequentially. A task graph is 
composed with two nodes and one edge between them. That is, GT = ({t1, t2}, ET). For 
mapping this task graph to service graph, we have to search service s1 and s2 that can 
process task t1 and t2. That is GS = ({s1, s2}, ES). If service s1 completes before 
communicating with s2, completion time of this application is defined as follows. 

completion time = communication time(A, s1) + computation time(s1) + 
communication time(s1, s2) + computation time(s2) + communication time(s2, 
A) + computation time(A) 

(1) 

Grid application A invokes service s1 and the result of service s1 is sent to service 
s2. Service s2 processes a task and the result of service s2 is sent to grid application A. 
In practice, completion time is determined according to a node that a service is 
executed in. Therefore, completion time of a node about some service should be 
predicted and be applied for mapping task graph to service graph. 

For predicting completion time of grid service, it is necessary to select optimized 
service according to performance model described the characteristics of service and to 
compose workflow. In addition, we need to consider not only scheduling using 
information of physical resource, but also supporting user’s QoS. Hence, in this 
paper, the performance model is considered as follows. 

 



 Adaptive Workflow Scheduling Strategy in Service-Based Grids 301 

 service static model : considering a static information of resources like CPU, 
memory, disk space, and network bandwidth.  

 service dynamic model : Owing to influencing service performance by 
resource capability directly, considering a dynamic information of resources 
like available CPU, available memory, available disk space, available network 
bandwidth, and network latency. We also consider the predicted resource 
status using service patterns like service reservation, frequency of service use, 
and service throughput. 

Since Grid is free of participation and withdrawal of a node, it is necessary that 
grid service scheduler predicts the performance of a service and applies it 
dynamically. In this paper, we use a statistical method to predict the performance of a 
service. Regression is a statistical method that supports relationships between 
variables and is an appropriate method for predicting an effect about a cause. In 
regression, the dependent variable( y ) that is an effect and the independent 

variable( x ) that is a cause denote as x� y . That is, the relation between x and y is 

represented as follows; 

y  = 0β  + x1β  + ε  (2) 

where 0β  is a constant; 1β  is a coefficient of regression; ε  is an error rate. 

After regression analysis, we can determine a relationship between a dependent 
variable and an independent variable. If we applied this regression technique with 
performance as a dependent variable and each resource status as an independent 
variable, we can predict the performance of a service that participates newly in Grids 
using existing regression coefficient. In our work, we use a multiple linear regression 
that allows the modeling of multiple independent variables, which are information of 
resources defined by service model in Grids. 

We consider static and dynamic physical elements ix  such as CPU, memory, disk 

space, network bandwidth, service reservation, frequency of service use in a service 
model. The service throughput ( sy ), the equation applied these elements to multiple 

regression, is as follows. 

sy  = 0β  + ∑
=

n

i
ii x

1

β  + ε  (3) 

where 0β  is a constant; iβ  is a coefficient of regression; n  is a count of elements; ε  

is an error rate. 
Table 1 is an example data for performance model using multiple linear regression 

that is executed in same service. The Independent variables are CPU, CPU available, 
memory available, disk available, and network bandwidth. The dependent variable is 
throughput. Table 2 is a model summary that multiple linear regression is done. As 
shown in Table 2, this model can be explained well because coefficient of 
determination(R Square) is 0.971. That is, the strength of the linear association 
between independent variables and dependent variable of this model is high. As 
shown in Table 3, F-test is 93.634 and significant probability is 0.000. Therefore, the 
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one of regression coefficients in the population is not 0 at least. Table 4 is regression 
coefficients about each independent variable. We can predict a throughput of new 
entrance node using these coefficients. 

Table 1. Example data for performance model 

CPU 
CPU 

available 
Memory 
available 

Disk 
available 

Network 
bandwidth 

Throughput 

1600 .80 234 3320 25 40 
1800 .40 346 4592 35 28 
2000 .60 78 9295 29 33 
2400 .40 321 2934 90 34 
1600 .50 398 2039 34 45 

… … … … … … 
3000 .30 455 3945 10 36 

Table 2. Model summary 

R R Square 
Adjusted R 

Square 
Std. Error of 
the Estimate 

.985(a) .971 .961 3.678

Table 3. ANOVA(Analysis Of Variance between groups) 

 
Sum of 
Squares 

df Mean Square F Sig. 

Regression 6333.602 5 1266.720 93.634 .000 
Residual 189.398 14 13.528    
Total 6523.000 19     

Table 4. Coefficients 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

  
  B 

Std. 
Error 

Beta 
t 

  
Sig. 

  

(Constant) -41.266 5.793  -7.124 .000 
CPU .016 .002 .510 8.863 .000 
CPU_available 64.981 5.261 .724 12.350 .000 
memory_available .026 .004 .339 5.826 .000 
disk_available .000 .000 .037 .704 .493 
network_bandwidth .015 .037 .022 .417 .683 
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3   Adaptive Scheduling Using Dynamic Maximum Flow Algorithm 

It is important to select a computation node and a data node for minimizing overall 
job completion time. It is necessary to minimize completion time for processing data 
and communication time between computation node and data node. Moreover, it is 
essential to optimize use of resource through scheduling algorithm. Our objective is to 
minimize overall job completion time and to optimize use of resource. For our 
objective, we present an adaptive scheduling using dynamic maximum flow algorithm 
that finds a flow of maximum value in flow network G with source s and sink t. 

The adaptive workflow scheduling algorithm presented in Algorithm 1 works as 
follows. The input of WorkflowScheduling in Algorithms 1 is task graph GT and 
service level agreement SLA which involve user’s QoS. GT is mapped to service 
graph GS by SLA and resource performance criteria. Then Algorithm 2 is invoked 
with GS. MaximumFlow in Algorithm 2 is based on Ford-Fulkerson method[9] which 
finds some augmenting path p and increases the flow f on each edge of p by the 
residual capacity cf(p). Algorithm 3 based on breadth-first search is to find 
augmenting path in residual network of GS. FindAugmentingPath in Algorithm 3 
assumes that the input graph GS is represented by adjacency lists in descending order 
by sufferage heuristic value. Migration in Algorithm 1 is a function that migrates the 
tasks through comparison of flow before rescheduling with flow after rescheduling if 
a performance guarantee is violated. After all tasks executed, scheduler updates 
service’s makespan(e.g. throughput) for performance criteria. 

WorkflowScheduling(GT, SLA) 
Gs ← Find available services satisfied SLA about GT 

    MaximumFlow(GS) 
    while all tasks not executed 
        do Fetch task  
           if a performance guarantee is violated 
               then do update Vs[Gs] 
                    MaximumFlow(Gs)       // rescheduling 
                    Migration(Gs, Gsprev) 
    update service’s makespan 

Algorithm 1. Workflow Scheduling 

MaximumFlow(GS) // find maximum flow about workflow GS 
  for each edge (si, sj) � ES[GS]  

        do f[si, sj] ← 0 
           f[sj, si] ← 0 

while (there exists a path p from start service to end  
service in the residual network GS) 

        // min{cf(si, sj) : (si, sj) is in p} 
        do cf(p) ← FindAugmentingPath(GS, source, sink)  
             for each edge (si, sj) in p 
                 do f[si, sj] ← f[si, sj] + cf(p) 
                    f[sj, si] ← -f[si, sj] 

Algorithm 2. Maximum Flow 
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FindAugmentingPath(GS, source, sink) 
for each vertex u � V[GS] – {source} 

        do color[u] ← WHITE     
color[source] ← GRAY 
Enqueue(Q, source) 
cf[source] ← -1 
while Q ≠ 0  

        u = Dequeue(Q) 
// Adj[u] is sorted by sufferage value 

        for each v � Adj[u]  
do if (color[v] == WHITE &&  

capacity[u][v] - flow[u][v] > 0) 
        then color[v] ← GRAY 
              Enqueue(Q, v) 
              cf[v] = u 
        color[u] ← BLACK 
return cf; 

Algorithm 3. Find Augmenting Path 

For example, assume that Grid application A is composed of task TB, TC, and TD. 
The number of service nodes for tasks TB, TC, and TD is 2, 3, and 1 respectively. The 
linear workflow and the workflow mapped service are represented in Fig. 1. The edge 
capacity of workflow is calculated by performance criteria.  

 

Fig. 1. Linear workflow and workflow mapped service 

 

Fig. 2. Result through performance modeling and maximum flow 
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Fig. 2(a) is a result through performance modeling and MaximumFlow in 
Algorithm 2. The edge of workflow denotes ‘flow/capacity’. The capacity of 70 
between As and SB,1 means that SB,1 can process requested job of As at the throughput 
rate of 70. If a performance guarantee is violated, the workflow scheduler reschedules 
after updating current capacity of workflow. Fig. 2(b) is the result of rescheduling. As 
shown in Table 5, the maximum flow increases. If the maximum flow decreases, it 
means that a new service node should be added. 

Table 5. Service order and comparison of flow before rescheduling and flow after rescheduling 

Service order Flow before rescheduling Flow after rescheduling 
ASB1C2Dt 10 10 
ASB1C1Dt 20 20 
ASB1C3Dt 15 15 
ASB2C1Dt 14 14 
ASB2C2Dt 10 10 
ASB2C3Dt 6 15 

4   Experiment 

Although experiments and performance evaluations need to be performed in a 
practical large-scale grid platform, it is difficult to build a large-scale grid platform 
and to experiment repeatedly. Therefore, we simulate our scheduling algorithm using 
SimGrid toolkit and experiment performance of real grid application implemented a 
service based virtual screening system in practical small-scale grid environments. 

Simulation scenario is classified into two categories: adding service and adding 
task. In this paper, we compare our scheduling with greedy heuristic scheduling that 
allocates more tasks to node with better performance. Performance prediction 
scheduling is greedy heuristic scheduling with performance model described in this 
paper. Experiment workflow is a generic science workflow that searches, downloads, 
processes data, and stores result in Fig. 1. 

4.1   Performance Evaluation According to the Number of Nodes for Services 

In Grid workflow, the number of nodes for service A requesting workflow is 1, the 
number of nodes for service D collecting results is 1, the number of nodes for service 
B is 3, and the number of nodes for service C is 5, 10, 15 in each experiments. The 
number of tasks is 5,000. Fig. 3 shows the result of evaluation. As shown in Fig. 3, 
our scheduling is better than other algorithms by 15% ~ 20%. The difference of 
execution time between case that the number of nodes for service C is 10 and case 
that the number of nodes for service C is 15 is small. It is because the collection of 
service C could process mostly data from the collection of service B in the former. 
Therefore, although the number of nodes for service increases in some collection of 
service, the efficiency of performance doesn’t increase. Through our scheduling, we 
predict a sudden change of efficiency in that the number of nodes for service C is 10. 
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Fig. 3. Result of performance evaluation according to the number of nodes for service C 

4.2   Performance Evaluation According to the Number of Tasks 

In Grid workflow, the number of nodes for service A requesting workflow is 1, the 
number of nodes for service D collecting results is 1, the number of nodes for service 
B is 3, and the number of nodes for service C is 10. The number of tasks is from 
1,000 to 11,000 at intervals of 2,000. Fig. 4 shows the result of evaluation. As shown 
in Fig. 4, our scheduling is better than other algorithms by 10% ~ 15%. 
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Fig. 4. Result of performance evaluation according to the count of tasks 

4.3   Performance Evaluation in Real Grid Application 

We implemented a service-based virtual screening system which is one of large-scale 
scientific applications that require large computing power and data storage capability. 
A virtual screening is the process of reducing an unmanageable number of 
compounds to a limited number of compounds for the target of interest by means of 
computational techniques such as docking [10, 11]. Thus this application suits with 
Grid computing technology which supports a large data intensive operation. 
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We experimented our virtual screening system in a testbed that consists of 15 
computation nodes and 5 data nodes. We performed docking jobs with 30,000 ligand 
molecules on a target receptor. Fig. 5 shows the comparison of execution times as the 
number of docking jobs increases. We compared three different approaches to execute 
docking jobs. The first approach is to execute docking jobs on only single node which 
has the best computing performance. The second approach is to execute docking jobs 
on selected 5 computation nodes. We selected 5 computation nodes according to high 
computing performance. The third approach is to execute docking jobs using our Grid 
service-based virtual screening system applied our scheduling. Fig. 5 shows that the 
performance of our virtual screening system is better than other approaches. When 
30,000 docking jobs were executed, the execution time of first approach was 587,541 
seconds, the execution time of second approach was 221,516 seconds, and third 
approach was 162,964 seconds. 

 

Fig. 5. Comparison of execution time for three cases 

5   Related Works 

Grid Scheduling is a superscheduling[4] or metascheduling that is the process of 
scheduling resource where that decision involves using multiple administrative 
domains. Scheduling is classified into a static scheduling and a dynamic scheduling 
according to a point of scheduling time. The static scheduling resolves the order of all 
jobs before executing jobs. The dynamic scheduling can modify the order of jobs in 
runtime. 

In [5], Muthucumaru et al gives an overview of two types of mapping heuristics: 
on-line and batch mode heuristic. These heuristics are dynamic mapping heuristics for 
a class of independent tasks in heterogeneous distributed computing. In online mode, 
mapper allocates tasks to resources as soon as it arrives at the mapper. In batch mode, 
mapper collects tasks until calling mapping events and allocates tasks to resources 
after calling mapping events. In particular, sufferage heuristic is newly proposed, 
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which is different with min-min, max-min heuristic[6]. Sufferage value is defined as 
difference between minimum earliest completion time and second earliest completion 
time. In [7], Casanova et al extends sufferage heuristic as Xsufferage. In XSufferage, 
the sufferage vaule is computed not with minimum earliest completion time, but with 
cluster-level minimum earliest completion time, which is important in Grid 
environment. In [8], Eduardo et al proposed the GridWay framework which executes 
and schedules efficiently parameter sweep application in Grid environment. This 
framework applied adaptive scheduling to reflect the dynamic Grid characteristic, 
adaptive execution to migrate running jobs to better resource, and reuse of common 
file to reduce file transfer overhead. [5] and [7] are a static scheduling and [8] is a 
dynamic scheduling. But [5], [7], and [8] can’t support the form of workflow. In this 
paper, we support the dynamic scheduling of dependent task using sufferage value. 

6   Conclusion 

In this paper, we proposed adaptive scheduling strategy for parallel execution of a 
linear workflow considering dynamic resource in service-based Grids. We presented a 
performance model using regression technique and an adaptive scheduling strategy 
using maximum flow algorithm. Our experiments showed that our scheduling is better 
than other algorithms. 

In the future, we plan to investigate our scheduling strategy at commercial point of 
view as shown in performance evaluation according to the number of nodes for 
services. We also plan to work on applying not only linear workflow but also complex 
workflow. 
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Abstract. It is important to debug unintended data races in OpenMP
programs efficiently, because such programs are often complex and long-
running. Previous tools for detecting the races does not provide any
effective facility for understanding the complexity of threads involved in
the reported races. This paper presents a thread visualization tool to
present a partial order of threads executed in the traced programs with
a scalable graph of abstract threads upon a three-dimensional cone. The
scalable thread visualization is proved to be effective in debugging races
using a set of synthetic programs.

Keywords: OpenMP programs, data race debugging, scalable thread
visualization, three-dimensional visualization.

1 Introduction

OpenMP program model [14] is an industry standard of parallel programming
model which supports Fortran and C language. However, it is still more diffi-
cult to debug OpenMP programs than sequential programs, because unexpected
non-deterministic executions may be incurred from unintended data races [12]
and such programs are often complex and long-running with a huge number of
threads and accesses to shared variables. Thus these problems make users still
difficult to debug races efficiently.

Thread Checker [4,5,16] of Intel Corporation is a unique tool to detect thread-
ing errors including data races in the relaxed sequential program which is a kind
of programs parallelized only with OpenMP directives. During a sequentially
monitored execution, Thread Checker projects the parallel memory traces of
logical threads derived from the annotated sequential memory trace, and de-
tects threading errors including races while every instruction in the program is
executed. But this tool does not provide any effective facility for understanding
the complexity of threads involved in the reported races.

This paper presents a thread visualization tool to represent the partial order
of threads in the traced OpenMP programs with a scalable graph of abstract
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threads upon a three-dimensional cone. We consider OpenMP programs which
may include critical sections and nested parallelism. The visualization on three-
dimensional cone makes it overcome the limitation of visual space on one plane
and use an execution graph [1,11] to represent effectively a partial order over
threads. This tool solves the visual complexity using the abstract visualization
which replaces a set of events with an abstract symbol and provides the thread
information which is traced by RaceStand [9], an on-the-fly race detection tool.
The abstraction concept reduces the space complexity of thread visualization and
helps programmers to understand the complex structure of threads effectively.
We experimented this visualization tool on a Windows-XP computer based on
Pentium-4 using Visual C++ and OpenGL libraries.

Section 2 illustrates data races that occur in OpenMP programs, indicates the
problems of the previous tool for debugging races. Section 3 presents the design
concepts of our scalable thread-visualization tool. Section 4 shows the screen-
shots of the implemented tool using a set of synthetic programs to demonstrate
that scalable thread visualization is effective to debugging races efficiently. The
last section includes conclusions and future work.

2 Background

This section illustrates data races which occur in OpenMP programs and intro-
duces the problem of the previous tools, Thread Checker and RaceStand, that
detect data races.

2.1 OpenMP Program

OpenMP [14] is an industry standard model of shared memory with a set of direc-
tives and libraries that extend standard C/C++ and Fortran 77/90. OpenMP
can easily convert sequential programs into parallel programs using OpenMP
directives, and can provide scalable parallel programs using the orphan direc-
tive to make coarse-grain parallelism. The OpenMP directives include paral-
lelism directives and synchronization directives. The parallelism directives in-
clude “#pragma omp parallel for” for parallel loops and “#pragma omp section”
for parallel sections. We consider the parallel loop as an example of parallelism.
If there is no other loop contained in a loop body, the loop is called an innermost
loop. Otherwise, it is called an outer loop. In a nested loop, an individual loop can
be enclosed by many outer loops. The nesting level of an individual loop is equal
to one plus the number of the enclosing outer loops. The nesting depth of a loop
is the maximum nesting level of loops in the loop. The synchronization directives
include “#pragma omp atomic,” “#pragma omp barrier,” and “#pragma omp
critical” that control an execution order among threads. OpenMP also provides
library functions and environment variables that can control run-time execution
of programs. For example, two logical threads are created by “#pragma omp
parellel” through line 11 and line 13 of Figure 1. Due to “#pragma omp for
private(i, y, z)” of line 12, the created thread takes the specified job in the loop
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10: · · ·
11: #pragma omp parallel
12: #pragma omp for private (i,y,z)
13: for (i=1 ; i < 3 ; i++) {
14: if (i==1) { y = x + 2;
15: #pragma omp critical(L1)
16: z = x + 2; x = y + z;
17: } else {
18: #pragma omp critical(L1)
19: x = 100; y = x + 1;
20: }}
21: printf("x value = %d ", x);
22: · · ·

r1

r2

w3

w4

r5

Fig. 1. An OpenMP Parallel Program and its POEG

body from line 14 to the brace of line 20, in which, the index variable i is a pri-
vate variable used in each thread, and the integer variable x is a shared variable
shared by the two threads.

Data races may occur in the program of Figure 1 during its program exe-
cutions. First, we assume that the variable x has zero as an initial value. The
statements of line 14, 15, and 16 are executed by the first thread of the two
created threads and the statement of line 18 and 19 are executed by the sec-
ond thread. Unintended races do not exist toward the variable x between line
16 and line 19, because these two blocks are protected as critical sections by
“#pragma omp critical(L1).” However, regarding the read access in the state-
ment of line 14 and the write access to the shared variable x in the statement
of line 19, the random speed of two threads may make the value of variable x
in the statement of line 21 become 100 or 104 nondeterministically. It is be-
cause these two accesses are involved in a race which include at least one write
access without proper inter-thread coordination for the accesses to the shared
variable x.

The right of Figure 1 shows an execution instance of the program in Figure 1
by means of a directed acyclic graph called Partial Order Execution Graph
(POEG) [1]. A vertex of POEG means a fork or join operation for parallel
threads, and an arc started from a vertex represents a thread started from the
vertex. The access r and w drawn with small disks upon the arcs represent a
read and a write access which access a same shared variable. A number attached
to each access indicates an observed order, and an arc segment delimited by the
symbols {�, �} means a critical section protected by the lock variable L1. With
POEG, we can easily understand the partial order or happened-before relation-
ship [10] of accesses occurred in an execution instance of programs. POEG of
Figure 1 makes it easy to understand that r1 and w4 are involved in a race,
because it shows that r1 in thread T 1 and w4 in thread T 2 are concurrent with
each other, and r1 is not protected by any lock variable.
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Fig. 2. An Example of RaceStand Traces and Labeling Information in POEG

2.2 Race Detection Tools

The projection technique of Thread Checker [4,5,16] for OpenMP programs col-
lects execution information obtained during the compilation of program and
checks data dependency detected during the sequential run-time of program.
This technique is applied only to the relaxed sequential OpenMP programs [16]
which provides only OpenMP directives for parallelism. Thread Checker detects
races as follows. First, when the programs written in OpenMP directives are
compiled by Intel C/C++ Compiler [3], a part of this tool integrated in the
compiler modifies the programs to trace the information related to OpenMP
directives and shared variables into an exclusive database. Second, when the
complied program is executed sequentially, the tool uses the traced information
in the database to check data dependency of accesses to shared variables when-
ever an OpenMP directive is located. Last, the tool reports the accesses as races
if it satisfies an anti, flow, or output data dependency except an input data
dependency.

Unfortunately, Thread Checker has some problems. First, although r1 and
w4 are involved in a race in the POEG of Figure 1, this tool can not report the
race because it ignores access r1 involved in the race. Second, this tool does not
provide any effective information about the dynamic view of the detected races.
This kind of reporting is difficult for users to understand the detected races and
debug effectively OpenMP programs, because it does not provide any facility for
understanding the complexity of threads involved in the reported races.

RaceStand [9] can verify the existence of races in OpenMP programs using
a set of scalable thread-labeling techniques [2,13] and protocol techniques [2,11]
for detecting races. The labeling techniques generate information called label for
logical concurrency among the created threads during a program execution. A
label is a unique identifier of thread, and is used to detect races because any
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two labels can be compared to identify the logical concurrency between any two
threads. The protocol techniques detect races by comparing the label of the
current access with that of the previous accesses that are saved in a shared-
data structure called access history whenever an access occurs in a thread. An
access history consists of a set of mutually-concurrent accesses occurred in a
program execution. These protocols guarantee to detect at least one race [12] if
any in their corresponding model of programs. Unfortunately, RaceStand does
not provide any effective information about the dynamic view of the reported
races.

3 Scalable Thread Visualization

For a visual environment which can help users to debug races effectively using
the additional information traced by RaceStand, this section presents two func-
tion modules for thread visualization and two abstraction concepts for scalable
visualization.

3.1 Thread Visualization

Our tool visualizes a partial order of threads executed in the traced programs
through a scalable graph of abstract threads upon a three-dimensional cone to
help programmers to debug races intuitively. This tool requires the levels of
nested parallelism and the thread information generated by RaceStand. The
nesting levels can be traced whenever a join operation occurs in an execution.
The thread information includes the thread labels generated whenever a par-
allel or synchronization directive is executed. The table of Figure 2 shows the
information traced in an execution of OpenMP program captured with POEG
in Figure 2. In the figure, the nesting depth is three since the nesting levels of
T 1 and T 2 are one, the nesting levels of T 3, T 4, T 5, and T 6 are two, and the
nesting levels of T 7 and T 8 are three. Each thread label in the right POEG of
Figure 2 is a English-Hebrew (EH) label [13].

Our tool consists of two function modules: The Cone Visualizer and The
Thread Visualizer. The Cone Visualizer parses the trace of nesting levels and
then draws a three-dimensional cone by calculating the nesting depth and the
number of multi-way loops which are defined as executed serially in a thread
at each nesting level. The number of multi-way loops executed in a thread at a
nesting level i is the number of ‘Ji’s generated by the thread, where J means a
join operation and an integer i means a nesting level less than i. The maximum
value of i is the nesting depth. The table of Figure 2 shows a trace of four nesting
levels, by which the nesting depth is three because the maximum level is three.
In the initial thread or T 6, the number of multi-way loops is one, and the thread
T 2 executed two multi-way loops.

The Thread Visualizer parses the thread information and then draws the
threads on the three-dimensional cone. The thread information consists of seven
elements: source line number, event type, EH-label, loop index, nesting level, lock



Scalable Thread Visualization for Debugging Data Races 315

-

-

-

-

- ---

- - - -

-

-

-

-

-

- -

4:14:1

2:12:1

Level1

Level2

Level3 1

1

2

Level1

Level2

Level3 1

1

2

(A) (B)

Fig. 3. The Abstract Visualization

variables, and for-statement information. The source line number identifies the
source code location at which the threads occurred. The event type expresses a
type of operations occurred in the execution: I-type for the initial thread, F -type
for a fork operation, J-type for a join operation, C-type for a lock operation,
and U -type for an unlock operation. An EH label is a thread label created by
English-Hebrew Labeling scheme [13]. The table of Figure 2 shows an example
trace of thread information.

3.2 Scalable Visualization

This section presents the concepts of space abstraction and thread abstraction
for scalable three-dimensional visualization using the traced information. To il-
lustrate an abstract visualization, we use the visualization information shown in
POEG and the table of Figure 2.

The space of thread visualization is represented with a three-dimensional cone
which is divided vertically as many layers as the nesting depth. Each nesting level
is associated with a combo box which represents the number of loops executed
by the thread in the upper nesting level. Figure 3(A) shows an example of the
space abstraction. The first or third nesting level has only one loop and the
second nesting level has two loops. The combo box for the second level allows to
select one of the two loops as shown in Figure 3(A). the user can set the nesting
depth at will. For example, if the user set the value of the nesting depth to five
in the case of nesting levels (J4, J3, J3, J2, J1), the cone becomes divided into
five layers. In this case, each combo box for the nesting level but the third has
one loop. The combo box for the third nesting level has two loops, because J3
appears twice. The combo box for the fifth nesting level can not be created,
because the information corresponding to the nesting level does not exist.

The threads at the same nesting level are visualized as circles on the same
circumference of the corresponding cone layer with the optional vertical and hor-
izontal abstraction. The vertical abstraction represents a thread which created
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#pragma omp parallel for shared (s) {

for (i=0;i<2;i++) {

if( i>0) {

#pragma omp parallel for shared (s) {

for (j=0;j<2;j++){

#pragma omp critical(L1) {

if (j<1) { z=s+1; k=s*z; }

Visualization View

Source code View

Rotation Menu

Main Menu

1

2

1

Main Menu

Fig. 4. The Overall Interface for Scalable Thread Visualization

child thread in the lower nesting levels with a special circle symbol. A parent
thread can be represented with a symbol “+” or “-” inside a circle. The symbol
“+” means that the parent thread has child threads which are not shown and
the symbol “-” means that the parent thread has child threads which are drawn
on the cone. A circle symbol which is colored and rounded by a thick line is
an abstract thread which includes a critical section. Figure 3(A) shows an ex-
panded example of the vertical abstraction. Although threads can be visualized
with vertical abstraction, the space complexity for visualization may be still big.
The horizontal abstraction reduces the number of threads visualized on the same
circumference, by representing a set of threads with one abstract thread. Fig-
ure 3(B) shows an example of horizontal abstraction. The second nesting level in
the figure shows horizontal abstraction by the rate of four and the third nesting
level by the rate of two.

The thread abstraction allows us to understand intuitively whether a pair
of threads is concurrent or ordered with each other, because we can see easily
an explicit path between any two threads on the cone. For example, in the
Figure 3(B), the left thread in the first nesting level is concurrent with the right
thread in the third nesting level, because the explicit path from the upside to the
downside does not exist on the visualized cone. Users can check easily whether
a pair of threads at the different nesting levels are concurrent or ordered with
each other through the thread abstraction.
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#pragma omp parallel for shared firstprivate(label_fork1){

for(i=0;i<2;i++){

if(i>0){

#pragma omp parallel for shared firstprivate(label_fork2){

for(i=0;i<2;i++){ if(j<1) { z=s+1; k=s*z;}  else { z=s+5; k=s*2*z; }}}

#progma omp critical(L1){

Fig. 5. No Critical Sections and No Nested Parallelisms

4 Experimentation

We implemented scalable thread visualization and experimented its function-
ality using a set of synthetic programs. This section presents the interface of
implemented tool and the principles in which the tool draws the symbols using
an execution trace of the synthetic programs.

4.1 Visualization Engines

Figure 4 shows the interface of our thread visualization tool which is composed
two views and two menus: Visualization View, Source code View, Main Menu,
and Rotation Menu. In the Main Menu, Visualizer Mode has four modes in which
two modes are currently implemented: Cone Visualizer and Thread Visualizer.
Nesting Level Mode provides the possible values of each nesting level and then
users can select a numeral in each nesting level. The OPTION menu make it
possible to set the maximum value of nesting levels and multi-way loops. The
SYMBOL menu shows the legend of symbols to be used for scalable visualization.
The SOURCE and ROTATION menus allow users to control the activation of
Source code View and Rotation Menu. The QUIT menu quits the interface.
The Rotation Menu located at the lower left part of the interface allows users to
rotate on the three-dimensional space or move up, down, left, and right using one
button labelled Objects or the other four buttons labelled Objects XY, Objects
X, Objects Y, and Object Z. When the visualized cone is rotated, its position and
size are fixed. The Visualization View shown at the top of the figure visualizes



318 Y.-J. Kim, J.-S. Lim, and Y.-K. Jun

#pragma omp parallel for shared (s) {

for (i=0;i<2;i++){

if (i>0){

#pragma omp parallel for shared firstprivate(label_fork2){

for (i=0;i<2;i++){ if (j<1) { z=s+1; k=s*z;}  else { z=s+5; k=s*2*z; }}}

#progma omp critical(L1){

Fig. 6. Critical Sections and No Nested Parallelisms

the cone and abstract threads. The Source code View shows the corresponding
program codes.

For visualization, a cone is divided horizontally by the nesting depth acquired
from trace as shown in the figure. A thread is drawn on the cone based on
the calculated height, angle, and symbol’s position and can be abstracted for a
thread set, critical sections, and nested parallel loop which are created during
a program execution. The user understands races intuitively by visualizing a
partial order of threads involved in races selectively. For example, in Figure 4,
left symbol at the first nesting level is concurrent with the right symbol at the
second nesting level, because these is no path between the left symbol and the
right symbol.

4.2 Visualization Cases

The visualization tool has been implemented using Visual C++ and OpenGL
library under Windows XP on Pentium 4 computer. We verified the cone and
thread visualization with four kinds of synthetic programs with respect to the
existence of critical sections and nested parallelisms: (1) no nested parallelisms
and no critical sections, (2) nested parallelisms and no critical sections, (3) no
nested parallelisms and some critical sections, (4) nested parallelisms and critical
sections. Any critical section uses one lock variable. The nesting depth is three,
and each nesting level has 20, 100, 300 threads.

For example, Figure 5 visualizes an execution of synthetic program with no
nested parallelism and no critical section, which creates one hundred threads.
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#pragma omp parallel for shared firstprivate(label_fork1){

for(i=0;i<2;i++){

if(i>0){

#pragma omp parallel for shared firstprivate(label_fork2){

for(i=0;i<2;i++){ if(j<1) { z=s+1; k=s*z;}  else { z=s+5; k=s*2*z; }}}

#progma omp critical(L1){

(A)

#pragma omp parallel for shared firstprivate(label_fork1){

for(i=0;i<2;i++){

if(i>0){

#pragma omp parallel for shared firstprivate(label_fork2){

for(i=0;i<2;i++){ if(j<1) { z=s+1; k=s*z;}  else { z=s+5; k=s*2*z; }}}

#progma omp critical(L1){

(B)

Fig. 7. Nested Parallelisms and No Critical Sections

#pragma omp parallel for shared (s) {

for (i=0;i<2;i++){

if (i>0){

#pragma omp parallel for shared firstprivate(label_fork2){

for (i=0;i<2;i++){ if (j<1) { z=s+1; k=s*z;}  else { z=s+5; k=s*2*z; }}}

#progma omp critical(L1){

Fig. 8. Critical Sections and Nested Parallelisms

The cone in the figure is not divided, because the execution does not include
nested parallelism. Figure 6 visualizes an execution of synthetic program with
critical sections and no nested parallelisms, which has twenty threads and con-
tains critical sections in every other thread. The figure shows every thread with
critical section has a unique color according to its lock variable. Figure 7 visual-
izes an execution of synthetic program with nested parallelisms and no critical
sections. Each nesting level has twenty threads; the nesting depth is three; a
one-way loop within the second nesting level is two, the second one-way loop of
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the second nesting level has the third nesting level. Figure 7(A) marks twenty
threads within the first nesting level and one of them has twenty nested threads
to exist in the second nesting level. These threads are marked in the limited
area like the second nesting level of Figure 7(A), because the overlap among
threads occurs in the second nesting level if all threads of the first nesting level
have nested threads. If this overlap phenomenon is occur, we can not understand
duly the visualized results so we provide a horizontal abstraction like Figure 7(B).
Figure 7(B) abstracts the threads at the rate of a quarter about twenty threads
of the second nesting level of Figure 7(A). As the result, only four threads are
visualized in the second level. Figure 8 visualizes threads the synthetic program
with nested parallelism and critical section. It is identical with the explanation
of Figure 7(A) except the mark of critical section.

5 Conclusion

Data race in OpenMP programs must be detected for debugging, because it
may cause unexpected results incurred from unintended non-deterministic exe-
cutions. OpenMP programs are often complex and long-running, because parallel
programs may consist of a large number of threads and accesses to shared vari-
ables. Thread Checker of Intel Corporation is a unique tool to detect threading
errors including data races in the relaxed sequential program which is defined
as parallelized only with OpenMP directives. The tool however does not provide
any effective facility for understanding the complexity of threads involved in the
reported races.

This paper presents a thread visualization tool to represent the partial order
of threads in the traced OpenMP programs with a scalable graph of abstract
threads upon a three-dimensional cone. This tool solves the visual complexity
using the abstract visualization which replaces a set of events with an abstract
symbol and provides the thread information which is traced by RaceStand, an
on-the-fly race detection tool. We have been trying to apply this tool using a set
of published benchmark programs in addition to our synthetic programs specially
developed for experimenting this tool.
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Abstract. Message races, which can cause nondeterministic executions
of a parallel program, should be detected for debugging because non-
determinism makes debugging parallel programs a difficult task. Even
though there are some tools to detect message races in MPI programs,
they do not provide practical information to locate and debug message
races in MPI programs. In this paper, we present an on-the-fly detection
tool, which is MPIRace-Check, for debugging MPI programs written in
C language. MPIRace-Check detects and reports all race conditions in
all processes by checking the concurrency of the communication between
processes. Also it reports the message races with some practical informa-
tion such as the line number of a source code, the processes number, and
the channel information which are involved in the races. By providing
those information, it lets programmers distinguish of unintended races
among the reported races, and lets the programmers know directly where
the races occur in a huge source code. In the experiment we will show
that MPIRace-Check detects the races using some testing programs as
well as the tool is efficient.
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Nondeterministic arrival of messages causes nondeterministic executions of a par-
allel program [7,10,11]. If two or more messages are sent over communication chan-
nels on which a receive listens, and they are simultaneously in transit without
guaranteeing the order of their arrivals, a message race [2,3,5,6,8,12,13] occurs in
the receive event and causes nondeterministic executions of the program.

Message races, which can cause nondeterministic executions of a parallel pro-
gram, should be detected for debugging because nondeterminism, intended or oth-
erwise, makes debugging message-passing parallel programs a difficult task
[7,10,11]. Even though some parallel programs are designed to have message races
in order to improve their performance, detecting message races is critical in de-
bugging parallel programs for two reasons. First, message races complicate debug-
ging because their nondeterministic nature can prohibit equivalent re-execution of
a program from being repeated [7]. Second, message races can prevent a program
from being tested in all the possible executions of a program [7]. Therefore message
races should be detected for debugging message-passing programs.

There are several tools for detecting message races such as MAD [8], MARMOT
[5,6], and MPVisualizer [2,3]. However those tools are not practical for debugging
message-passing programs because they do not provide practical information to
locate and debug message races. Also some of them can not exactly detect race
conditions because they detect message races just by identifying the use of wild
card receives as sources of race conditions. Therefore, due to lack of information
and wrong detection, programmers can be easily overwhelmed by the incorrect in-
formation or be incapable of finding where the races occurred in a huge source code.

In this paper, we present an on-the-fly detection tool, which is MPIRace-Check,
for debugging MPI [14,15] programs written in C language. MPIRace-Check de-
tects and reports all race conditions in all processes during an execution by check-
ing the concurrency of the communications between processes. Also it reports mes-
sage races with some practical information such as the line number of a source
code, the processes number, and the channel information which are involved in
the races. By providing those information, it lets programmers distinguish of un-
intended races among the reported races, and lets the programmers know directly
where the races occur in a huge source code. In the experiment we will show that
MPIRace-Check detects and reports the races using MPI RTED [15] testing pro-
grams as well as this tool is efficient using a kernel benchmark program.

In the following section 2, we describe the notion of message races and ex-
plain the problem of the previous tools. In section 3 we explain the methods
used in developing MPIRace-Check and then we show that the accuracy and
the efficiency of MPIRace-Check using MPI RTED testing programs and a ker-
nel benchmark program in the experiment of section 4. In the last section we
conclude this paper and discuss future work.

2 Background

In this section, we describe our model of parallel programs, and the notion of
message races. Also we introduce the previous tools to detect the races and
explain the problem of the previous tools.
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2.1 Message Races

An execution of a message-passing program [1,10,11,13] can be represented as
a finite set of events and the happened-before relations [4,9] defined over those
events. If an event a always occurs before another event b in all executions of
the program, it satisfies that a happens before b, denoted a → b. For example,
if there exist two events {a, b} executed in the same process, a → b ∨ b → a
is satisfied. If there exist a send event s and the corresponding receive event r
between a pair of processes, then s → r is satisfied. We denote a message, sent
by a send event s, as msg(s). The binary relation → is defined over its irreflexive
transitive closure; if there are three events {a, b, c} that satisfy a → b ∧ b → c,
it also satisfies a → c. When an event a does not happen before an event b, we
denote the relation between them as a � b.

A message race [2,3,5,6,8,13] occurs in a receive event, if two or more messages
are sent over communication channels on which the receive listens and they are
simultaneously in transit without guaranteeing the order of their arrivals. A
message race is represented as 〈r, M〉: r is the first receive event and M is a set
of racing messages toward r. Any send event s included in M , but not the one
received by r, satisfies s � r or r � s.

Even though some parallel programs are designed to have message races in
order to improve their performance, detecting message races is critical in debug-
ging parallel programs for two reasons. First, message races complicate debug-
ging because their nondeterministic nature can prohibit equivalent re-execution
of a program from being repeated [7]. Second, message races can prevent a pro-
gram from being tested in all the possible executions of a program [7]. Therefore
message races should be detected for debugging message-passing programs.

Figure 1 shows a partial order of events that occurred during an execution of
a message-passing program. In the figure two processes P3 and P4 send two mes-
sages msg(i) and msg(k) to P2. At this time two messages msg(i) and msg(k)
are racing toward the receive event j of P2 because the send event k satisfies
k � j. Also the message msg(m), which is sent by process P5, is also racing
toward j. Therefore the race, which occurs at the receive event j, can be denoted
as 〈j, J〉: the first receive event j, J = {msg(i), msg(k), msg(m)}.

2.2 Related Work

There are several tools for detecting message races such as MAD [8], MARMOT
[5,6], and MPVisualizer [2,3]. MAD offers a variety of debugging features such
as placement of breakpoints on multiple processes, inspection of variables, an
event manipulation feature, and a record&replay mechanism. MARMOT is to
verify the standard conformance of an MPI [14,15] program automatically during
runtime and help to debug the program in case of problems such as deadlocks,
and race conditions. MPVisualizer includes a trace/reply mechanism, a graphical
interface, and the engine of the tool which detects and notifies the occurrence of
race conditions.

In case of MAD and MARMOT, those tools detect message races just by iden-
tifying the use of wild card receives, mpi any source, as sources of race conditions.
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Fig. 1. An Example

In this case the detection result is not correct and also programmers will be over-
whelmed by the vast and incorrect information.

Figure 2 shows the cases that there are no race conditions even though receive
events are called with mpi any source. In Figure 2.(a), process P1 sends a mes-
sage to process P2 with a tag (1). Also process P3 sends a message to process
P2 with a tag (2). At this time, two receive events in process P2 are called with
mpi any source, but with different tags. In this example, even though two send
events are concurrent, two messages being sent by processes P1 and P3 will be
always received deterministically because of the different tags.

In Figure 2.(b), the second receive event in process P2 is called with
mpi any source and mpi any tag. In this example, however, two messages will
be received deterministically because the first message being sent by process P1
will be always received at the first receive event in process P2.

In Figure 2.(c), two messages are sent from the same process P1 and they
are received in the process P2. In process P2, two receive events receive the
messages respectively using mpi any source and mpi any tag. In this case, there
are no race conditions if successive messages sent by a process to another process
are ordered in a sequence and if receive events posted by the process are also
ordered in a sequence.

As shown in Figure 2, there are no race conditions even though mpi any source
or mpi any tag are used in the receive events. Therefore, if we detect race con-
ditions just by identifying the use of mpi any source, that will include wrong
detections of race conditions and then mislead programmers.

One the other hand, the method suggested by Nezer [12] can detect more
exactly race conditions. This technique focuses on detecting unaffected races
[12,13] so that it detects the first race in each process. For this, it requires
two executions of a program. In the first execution it checks if a race occurs and
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P1 P2 P3

Send (2, tag=1)

Recv (Any, tag=1)

Send (2, tag=2)
Recv (Any, tag=2)

P1 P2 P3

Send (2, tag=1)

Recv (1, tag=1)

Send (2, tag=2)
Recv (Any, tag=Any)

(a)

(b)

P1 P2

Send (2, tag=1)

Recv (Any, tag=Any)

Recv (Any, tag=Any)

(c)

Send (2, tag=2)

Fig. 2. No Race Conditions with MPI ANY SOURCE

identifies the location where the race occurs. In the second execution it halts
the execution at the location where the race occurred and then detects racing
messages. Even though this technique can detect race conditions more accurately,
it is not efficient because it requires two executions of a program.
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0 TimestampInit()
1 localclock := 0
2 for i from 0 to size do
3 timstamp[i] := 0
4 prevrecv [i] := 0
5 sender [i] := 0
6 end for

(a)
0 CheckConcurrency()
1 if prevrecv [pid] > sender [pid]
2 report this race
3 end if

(b)

0 TimestampInSend()
1 localclock := localclock + 1
2 timestamp[pid ] := localclock

(c)
0 TimestampInRecv()
1 call CheckConcurrency()
2 for i from 1 to size do
3 timestamp[i] := max(timestamp[i],
4 sender [i])
5 end for
6 localclock := localclock + 1
7 timestamp[pid ] := localclock
8 prevrecv := timestamp

(d)

Fig. 3. Algorithms for Timestamp

3 Race Detection

In this section, we explain the methods used in developing MPIRace-Check.
First we explain several algorithms to maintain vector timestamps during an
execution in order to detect race conditions. Also we show how the algorithms
can be called inside of MPI profiling interface.

3.1 Concurrency Check

Vector timestamps [4,9] have been used to determine the “happened before”
relations between two events during an execution. Each vector timestamp con-
sists of n values, where n is the number of processes involved in an execution. In
this paper, we use vector timestamps to check concurrency between send/receive
events in MPI parallel programs. Figure 3 shows the algorithms for maintaining
vector timestamps during an execution.

In Figure 3.(a), all variables are initialized with zero: localclock, timestamp,
prerecv, and sender. In the algorithm, size is an integer variable and indicates
the number of processes involved in an execution. localclock is an integer variable
for counting the number of events which occurred in each process. This will be
incremented by one whenever a send or a receive event occurs.

The variables timestamp, prerecv, and sender for maintaining the vector
timestamps are an array which consists of n elements, where n is the number
of processes. Whenever a send or a receive event occurs in a process, timestamp
will be updated by the current localclock during an execution. Only one element
of timestamp, corresponding to the process itself, will be updated. sender will
be used for keeping a vector timestamp of a sender which sends a message to
the current receive event. prevrecv will be used for keeping a vector timestamp
of the previous receive event.



328 M.-Y. Park et al.

Figure 3.(c) shows the algorithm, TimestampInSend(), which will be called
in each send event. The variable pid indicates the current process which sends a
message. In each send event, it increments localclock by one and sets the element
of timestamp, corresponding to the current process pid, equal to localclock. This
timestamp will be attached to the outgoing message.

Figure 3.(d) shows the algorithm, TimestampInRecv(), which will be called
in each receive event. In each receive event, first of all, it checks if a race occurs
by calling CheckConcurrency(). In CheckConcurrency(), it checks if the
element of prevrecv, corresponding to the current process pid, is greater than
that of sender. If then, it means that the message, which was received in the
current receive event, can be received in the previous receive event. In this case
it reports that a message race occurs.

After calling CheckConcurrency(), it updates its timestamp using sender,
which was attached to this incoming message, by the operation max(). And it
increments localclock by one and sets the element of timestamp, corresponding to
the current process pid, equal to localclock. For the next receive event, it copies
timestamp into prevrecv because this receive event will become the previous
receive event in the next receive event.

Figure 4 shows the vector timestamps in each event when we applied the
algorithms to Figure 1. In the figure, lc means localclock in each event and each
timestamp in each event is represented with “[]”.

In the send event a in P2, TimestampInSend() will be called and local-
clock will be incremented by one. And localclock will be set into the element of
timestamp corresponding to the current process P2. So localclock becomes 1 and
timestamp becomes [01000]. In the receive event b in P4, TimestampInRecv()
will be called and localclock will be incremented by one. And localclock will be
set into the element of timestamp corresponding to the current process P4. Also
it updates its timestamp using sender by the operation max(). So localclock be-
comes 1 and timestamp becomes [01010]. In this way timestamp will be updated
and maintained in each event during an execution.

Let us show you how to detect race conditions using timestamp in each receive
event. For example, in the receive event j of process P2, TimestampInRecv()
calls CheckConcurrency(). CheckConcurrency() compares prevrecv, which
is the vector timestamp at d of P2, with sender which is the vector timestamp
of the send event i of P3. In this case, prevrecv [pid ], which is “2” from [12000]
(pid is P2), is not greater than sender [pid] which is “4” from [14200]. This means
that the message, which was received by the current receive event j of P2, is not
racing toward the previous receive event d of P2.

On the other hand, in the receive event l of process P2, prevrecv is greater
than sender. In case of the receive event l, prevrecv is at j which is [15200], and
sender is at k of P4 which is [01020]. Therefore, prevrecv [pid ], which is “5”, is
greater than sender [pid ] which is “1” (pid is P2). This means that the message,
which was received by the current receive event l of P2, is racing toward the
previous receive event j of P2. So there is a message race. In this way we can
detect message races.
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Fig. 4. An Example of Vector Timestamp

3.2 MPI Profiling Interface

MPI Profiling Interface included in MPI specification allows anyone to inter-
cept every call to the MPI library and perform an additional action. For this,
the MPI specification states that every MPI routine is callable by an alter-
native name; every routine of the form MPI xxx is also callable by the name
of the form PMPI xxx, allowing users to implement and experiment their own
MPI xxx.

For implementing MPIRace-Check, we used MPI profiling interface and we
wrapped all point-to-point functions. In each wrapped function, we used MPI-
PACK in order to attach a vector timestamp to the outgoing message and we
used MPI UNPACK in order to detach a vector timestamp from the incoming
message.

Figure 5 is an example of how we wrapped each function with the algorithms
explained before. Figure 5.(a) shows the wrapped MPI Send function. First it
calls TimestampInSend() in line 2 and packs the user message(buf ) and times-
tamp together using MPI PACK in order to attach timestamp to the outgoing
message in line from 4 to 5. After that, it calls PMPI Send.

Figure 5.(b) shows the wrapped MPI Recv function. First it received a mes-
sage by calling PMPI Recv and unpack the message into sender and buf in line
from 4 to 5. After that, it calls TimestampInRecv() in order to update its
timestamp and check if a race occurs.

In this way, we wrapped all point-to-point functions so that users can apply
our tool to their programs without modifying their code.
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0 MPI Send(buf, count, datatype, dest, tag, comm)
1 {
2 TimestampInSend();
3
4 MPI Pack(timestamp, size, MPI INT, buffer, buffersize, pos, comm);
5 MPI Pack(buf, count, datatype, buffer, buffersize, pos, comm);
6
7 PMPI Send(buffer, pos, MPI PACKED, dest, tag, comm);
8 }

(a)

0 MPI Recv(buf, count, datatype, source, tag, comm, status)
1 {
2 PMPI Recv(buffer, buffersize, MPI PACKED, source, tag, comm, status);
3
4 MPI Unpack(buffer, buffersize, pos, sender, size, MPI INT, comm);
5 MPI Unpack(buffer, buffersize, pos, buf, count, datatype, comm);
6
7 TimestampInRecv();
8 }

(b)

Fig. 5. Examples of Wrapped MPI Functions: MPI Send and MPI Recv

4 Experimentation

We implemented MPIRace-Check as a library using C language and MPI Pro-
filing Interface so that users can apply our tool to their programs without mod-
ifying their source code. Also we used gdb to provide detail information for
debugging race conditions. When a race is detected, gdb will be called within
MPI Profiling Interface. To enable this, users have to use the compiler option
‘-g’ when they compile their programs.

In this experiment we evaluated the accuracy and the efficiency of MPIRce-
Check. For evaluating the accuracy of race detection, we used MPI RTED [15]
testing programs written in C language. MPI RTED was developed to evaluate
MPI debugging tools. So some of them were designed to have message races to
evaluate the ability of detection of race conditions.

Table 1 shows all test programs and the detection results when we applied
our tool to MPI RTED programs. In the table, we can see each name of tested
programs, and MPI functions which are used in the testing programs. In those
programs, MPIRace Check detected all races as shown in the table.

Figure 6 shows an error message of our tool when it detects a race in a
test program. In the first line, it shows the localclocks of the events, and the
process number which are involved in the race: P1 (1) and P2 (1). In the second
line, it shows the channel information, the program name, and its line number:
−2 − 1, ‘c B 1 1 a M1.c’ and 76. In the third line, it shows the source code
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Table 1. The Result in MPI RTED

Name MPI Functions Detection

c B 1 1 a M1.c MPI RECV Yes
c B 1 2 a M1.c MPI RECV Yes

c B 1 1 b M1.c MPI SENDRECV Yes
c B 1 2 b M1.c MPI SENDRECV Yes

c B 1 1 c M1.c MPI SENDRECV REPLACE Yes
c B 1 2 c M1.c MPI SENDRECV REPLACE Yes

c B 1 1 d M1.c MPI IRECV Yes
c B 1 2 d M1.c MPI IRECV Yes

c B 1 1 e M1.c MPI RECV Yes
c B 1 2 e M1.c MPI SENDRECV Yes

c B 1 1 f M1.c MPI RECV Yes
c B 1 2 f M1.c MPI SENDRECV REPLACE Yes

c B 1 1 g M1.c MPI RECV Yes
c B 1 2 g M1.c MPI IRECV Yes

Fig. 6. An Example of Error Messages

Table 2. Overhead in MPIRace-Check

The number of Send/Recv Original Run Time (s) Monitored Run Time (s) Slowdown

10000 0.168 0.212 26%
100000 1.673 2.234 34%

1000000 16.399 22.034 34%
10000000 164.471 221.736 35%

which is involved in the race: ‘MPI Recv(&recvbuf 2, . . ., &status)’. Using those
information, programmers can easily notice whether the race was intended or
not, and they can directly modify the bug because they know where it occurs in
their source code.

For estimating the efficiency of our tool, we wrote a simple kernel benchmark
program. This benchmark program consists of MPI Send() and MPI Recv() op-
erations and users can change the number of those operations in the command
line. In this program, only a process with the rank 0 receives any messages with
mpi any source and the other processes send a message to the process with rank
0. To measure the slowdown of MPIRace-Check, we used MPI Wtime() in the
benchmark program.

Table 2 shows the slowdown of MPIRace-Check. For example, when we set
the number of send/recv operations 10000, it took 0.168 seconds without our
tool. However, the monitored execution by our tool took 0.212 seconds so that
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the slowdown is 26%. As we increase the number of send/recv operations, the
slowdown does not change proportionally. The worst case in the table shows only
35% slowdown when the number of send/recv operations is 10,000,000. Therefore
our tool is efficient as an on-the-fly detection tool.

5 Conclusion

In this paper, we have presented an on-the-fly detection tool, which is MPIRace-
Check, for debugging MPI programs written in C language. MPIRace-Check
detects and reports all race conditions in all processes during an execution by
checking the concurrency of the communications between processes. In our ex-
periment, we showed that MPIRace-Check detects and reports message races
using MPI RTED testing programs as well as our tool is efficient using a kernel
benchmark program.

Also our tool provides useful information for debugging such as the line num-
ber of a source code, the processes number, and the channel information which
are involved in the races. By providing those information, it lets programmers
distinguish of unintended races among the reported races, and lets the program-
mers know directly where the races occurred in a huge source code. Therefore
this tool will be useful to develop and debug MPI C parallel programs. In the
future we will expand MPIRace-Check to cover all collective routines of MPI-1.
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Abstract. Position-based routing has been proven to be a scalable and
efficient solution for packet routing in mobile ad hoc networks (MANETs)
by utilizing location information of mobile nodes. The location service
provides geographic locations for all nodes and is therefore critical to
position-based routing. In general, the control overhead in a position-
based routing protocol is mainly dominated by location updates. In this
paper, we propose a location service called Modified Grid Location Ser-
vice (MGLS), which employs a binary grid partitioning scheme to reduce
the control overhead associated with the location management and sup-
ports large scale ad hoc networks. We then use a theoretical model to
analyze both MGLS and GLS. Both theoretical analysis and simulation
results show that MGLS can reduce the location update overhead in
location services.

1 Introduction

Routing protocols in MANETs are commonly categorized into two different
types: topology-based and position-based routing. M. Mauve et al. [1] has pre-
sented such an overview of ad hoc routing protocols. The routing performance
can be significantly improved by utilizing location information of nodes. That is,
if each node is aware of the location of the destination and all its one-hop neigh-
bors in the network, it can geographically forward a packet toward its destina-
tion. Position-based routing algorithms uses such additional location information
to eliminate the limitations of topology-based routing. Commonly, each node de-
termines its own position through the use of GPS (Global Positioning System).
Before sending a packet to the destination, senders always include the location
of destination which is provided by the so-called location service in the header
of outgoing packets. The routing decision at each node is then based on the
destination’s position contained in the packet and the position of the forwarding
node’s neighbors. Position-based routing thus does not require the establishment
or maintenance of routes; furthermore, it scales well even if the network is highly
dynamic.

Location services provide the positions of the destination nodes to senders
all around the geographic region. Existing location services can be classified ac-
cording to the number of nodes that host the service and the range of nodes
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that is maintained by one location server. This can be either some specific nodes
or all nodes of the network. Thus there are the four possible combinations as
some-for-some, some-for-all, all-for-some, and all-for-all in the of location ser-
vices. Recent algorithms [2]-[5] present some possible ways of finding destination
and distributing location updates.

The Grid Location Service (GLS[2]), which provides a location service by
mapping from node id to current location. GLS divides the area that contains
the ad hoc network into a hierarchy of squares. Each node maintains its current
location at a small subset of network nodes, called the node’s location servers.
Location Servers for a node are relatively dense near the node and sparse farther
away from the node. The route discovery for a destination is then equivalent to
recursively querying the location servers until the query packet arrives at the
one having the destination’s location. Quorum systems[3][4], which route most
packets through arbitrary participants. This reduces the danger that the special
participants may become a bottleneck. The role of the special participants is
limited to storing location tables and computing routes through the general net-
work. DREAM[5] forces nodes to proactively flood their current location infor-
mation over the entire network, enabling each node to build a complete location
database. However, DREAM does not scale well to large networks due to its use
of global flooding.

Forwarding strategies help nodes make routing decisions based on the des-
tination’s position included in the packet and the position of their neighbors.
The Location Aided Routing (LAR[6]) uses geographic location to determine
the search space for a destination, hence reducing the number of route-discover
y packets of reactive ad hoc routing approaches. Besides, LAR restricts the
search for a route to a so-called request zone which is determined based on the
expected location of the destination node at the time of route discover. How-
ever, LAR uses flooding as a means of route discovery. This is done in a fashion
similar to that of the DREAM approach. [7] had presented a complete com-
parison between these two schemes, because of the similarity of DREAM and
LAR.

The Greedy Perimeter Stateless Routing (GPSR[8]) is such an instance of
greedy packet forwarding, which uses a planer subgraph of the wireless network
graph to route around dead-end. In GPSR, senders first include the approximate
destination positions obtained from a location service into packets. Nodes then
use the positions of routers and packets’ destinations to make packet forwarding
decisions; forward the received packet to a neighbor lying in the direction of the
destination until the destination has been reached.

In geographic forwarding, a node announces its current position and velocity
to its neighbors by broadcasting periodic HELLO packets. Each node maintains
a table of its current neighbors’ identities and geographic positions. Therefore,
nodes may learn about two hop neighbors: nodes that cannot be reached directly,
but can be reached in two hops via the neighbor that sent the HELLO message,
it’s called 2-hop distance vector. 2-hop distance vector helps alleviate holes in
the topology and ensures that each node knows the location of all nodes in its
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own smallest grid. The header of a packet destined for a particular node contains
the destination’ s identity as well as its geographic position. When node needs
to forward a packet to location D, the node consults its neighbor table and
chooses the neighbor closest to D. It then forwards the packet to that neighbor,
which itself applies the same forwarding algorithm. The packet stops when it
reaches the destination. GLS adopts geographic forwarding as its forwarding
strategy. Actually, both geographic forwarding and GLS belong to the GRID
project[9].

Another survey of position-based routing in ad hoc networks was presented
by I. Stojmenovic[10]. T. Park et al. proposed a hybrid routing protocol[11] con-
structed by combining well-known location-update schemes, which minimizes the
overall routing overhead in terms of location-update thresholds. Some location
services with fixed static hierarchy such as DLM[12], SLURP[13], SLALoM[14]
and HIGH-GRADE[15] are compared systematically in [16].

In this paper, we proposed a distributed location service scheme for position-
ba sed routing in mobile ad hoc networks, called Modified Grid Location Ser-
vice (MGLS) which is an improvement to GLS. Similar to GLS, in our scheme,
the entire network is partitioned into hierarchi cal grids. Each node is ran-
domly assigned an integer as its node ID and is placed at uniformly random
location over the network. These nodes act as end systems and routers at the
same time. In order to maintain the location information in a decentralized
way, each node has several location servers in the network. As nodes move,
this location information is constantly updated. Before sending a packet to a
node, the sender first queries the destination’s location and then uses the ge-
ographic routing protocol to forward the packet to the destination. Since the
cost of location management usually dominates the overall protocol overheads.
MGLS was designed to reduce the amount of location updates with a delicate
grid hierarchy. We also use a theoretical model for studying the location ser-
vice scalability, based on which we analyze our scheme as well as GLS. The
analytical results are then validated by simulation in medium to large size
networks.

2 Overview of MGLS Scheme

MGLS exploits geographic forwarding as its forwarding strategy. First, all nodes
know the same global partitioning of the ad hoc network into a hierarchy of grids,
as we will describe in the following section. Next, since every node in the network
acts as an end system and a location server of other nodes at the same time,
the mechanism of location server selection has to be defined clearly. Nodes will
periodically update their location servers with their current location obtained
by GPS. Finally, if one node A wants to transmit a packet to another node B,
A queries the location servers of node B for B’s current location before using
geographic forwarding. Actually, every node in the network has a predefined
unique ID in integer, as well as our wireless card has an unique MAC address in
a wireless network.
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2.1 Grid Hierarchy

The whole network is partitioned into grids as shown in Figure 1. The grids in
the figure are unit grids in the network referred to as level-0 grids with the ratio
1 :

√
2 in width and length. Two level-0 grids adjoined on the larger side make

up a level-1 grid, two level-1 grids adjoined on the larger side make up a level-2
grid, and so on. Obviously, our grid hierarchy has a characteristic of recurrence.
Grids of all levels keep the same ratio of 1 :

√
2, and the area of level-(n+1) is

twice as large as level-n.

Fig. 1. Formatting an ad hoc network

2.2 Location Servers

We believe that using centralized location servers is not a good idea. Due to the
limitation of radio transmission range, the only one location sever may be out
of reach of most mobile nodes. Besides, a single server is too weak to provide
reliability of location service, it is unlikely to scale a large number of mobile
nodes. In order to offer a fault-tolerant scheme, we have to make our location
service distributed. That is, one mobile node has multiple location servers located
in the whole network. So that MGLS can provide distributed lookup service by
replicating the information of nodes’ current locations.

Selecting Location Servers and Updating Location Information. Every
node uses its ID and the predefined grid hierarchy to determine which nodes
are its location servers. In the Figure 2, node B has an ID of 17 and wants to
update its location servers after moving a certain distance. The strategy is that
one node picks one other node with ID “least greater” than its own ID to be
its location server for each level of the grid hierarchy. Note that the ID space is
ordered in a circular fashion. We defined 2 is closer to 17 than 7 is to 17.

Here is an example. Let’s start from the Figure 2(a). B is located in its own
level-0 grid. Then in Figure 2(b), the level-0 grid of node B “grows” to be a
level-1 grid containing another node 63. Since 63 is the “least greater” node in
ID space than B, so 63 is selected as a location sever of B in its level-1 grid. In
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(a) (b) (c)

Fig. 2. A flow diagram illustrates how does a node B seek its location servers. The
nodes which become B’s location servers are circled.

Figure 2(c), 23 is the least greater node than B again, following a rational line,
23 is B’s location server in its level-2 grid, and so on. The same location server
selection process repeats until the level-i grid of B covers the whole network,
where i is supposed here to be 6 in our example.

Grid Location Service (GLS) divides an a network into a hierarchy grid of
squares, too. The level-isquare is recursively divided into 4 level-(i-1) squares
until level-0 squares are reached, forming a so-called quad-tree. In each level-i
square, node B selects 3 location servers, one in each level-(i-1) square that B
isn’t in. However, in both schemes, the number of location servers that a node
must recruit is equal to the number of neighbors per level in the geographic
hierarchy multiplied by the number of levels in the hierarchy. For GLS, this
means that a node must maintain 3 log4 n location servers in a network. While
MGLS, which splits the network in half at each level, rather than in fourths, by
using rectangles with an aspect ratio of 1 :

√
2. This leads to a network in which

nodes recruit only log2 n location servers, that is, 2/3 the number of location
servers needed in GLS. Figure 3 gives a contrast to GLS.

Fig. 3. The same case of GLS, location server 2, 20, 31 are demanded in addition for
node B
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As a node moves, it must update its location servers. Nodes avoid generating
excessive amounts of update packets by bounding their location update rates to
their traveled distance. A node updates its level-1 location servers every time
after moving a particular threshold distance δ since sending the last update. The
node updates its level- 2 servers after each movement of

√
2δ. In general, a node

updates its level-i servers after each movement of
√

2
i−1

δ. As a result, a node
sends out updates at a rate proportional to its speed and that updates are sent
to distant location servers less often than to local servers.

Location Query. In Figure 4, each node is shown with the list of nodes for
which it has up-to-date location information. To perform a location query, node
A sends a request by using geographic forwarding to the least greater node than
B for which A has location information. That node forwards the query in the
same way. In the end, the query will reach a location server of B which will
forward the query to B. Since the query contains the location of A, B thus can
respond to A directly using geographic forwarding.

Fig. 4. An example of location querying operations in MGLS

2.3 Design Tradeoffs

As we have seen, MGLS changed the grid organization from quad- to binary-
partitioning. As a result, the number of location servers kept by each node is
reduced and thus the cost of location maintenance for MGLS may be redueced.
However, MGLS may come with an increased query path length due to the
decrement of the number of location servers, as shown in Figure 4, where a
location query packet was sent from node C (with ID: 76) to 21. It was then
forwarded to node 20, a location server of B in GLS, so that this query packet
could be forwarded directly to the query destination in one hop earlier than the
query packet in MGLS.
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3 Comparisons Based on a Theoretical Model

In this section, we exploit a developed theoretical model [16] to analyze the
scalibility of MGLS and GLS. The focus of this analytical work is to demonstrate
how design choices affect the protocol costs of the two schemes.

3.1 Metrics

We first define three metrics to be the criteria of evaluating the scalability of
each scheme.

Definition - Location Maintenance Cost: The location maintenance cost
Cm is defined as the number of forwarding operations each node needs to perform
in one second to deal with the location update packets. It can be regarded as
the cost of maintaining up-to-date location information on location servers in
the network.

Definition - Location Query Cost: The location query cost Cq is defined as
the number of packet forwarding operations due to location queries each node
needs to perform in one second. It can be regarded as the cost of acquiring
location information from location servers before sending data packets to other
nodes in the network.

Definition - Storage Cost: The storage requirement cost Cs of a location
service is defined as the number of location records a node needs to store as
a location server. We measure this metric by counting the number of entries
instead of calculating the bytes of location tables.

We separate the location maintenance and query costs for one reason. We believe
that the location query cost is relatively easy to be reduced in a location service
scheme by employing various caching strategies, while the location maintenance
cost is not. Thus, we will focus on the location maintenance cost in the following.

3.2 Model Assumptions

The rest of this section derives the expected values of the first and the third met-
rics as functions of N and v. The node density γ is supposed to be a constant.
We also assume that γ is high enough that geographic forwarding is operational.
(According to GLS, geographic forwarding works fine only if γ ≥ 50 nodes/km2.
Actually, the variable γ approaches 100 nodes/km2 in our experiments.) We
assume that nodes are moving according to a simplified random way-point mo-
bility model. Each node picks a random point in the network and moves to-
ward it with a random velocity v chosen uniformly between [0, vmax]. After the
point is reached, node selects a new random point with zero pause time. Let
Pi, ∀i = 0, · · · , H denote the probability that node B (the querying node) and
A (the node being queried) are co-located in the same level − i grid. Based on
the size of the level − i grids, Pi can be easily estimated as:
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Lemma 1: (Grid Coexistence Probability). The probability of the querying node
and the queried node are located in the same level − i grid is

Pi =

{
1

2H−i if MGLS
1

4H−i if GLS
∀i = 0 · · · H

3.3 MGLS

Location Maintenance Cost. As we described in Section 2.1, MGLS uses
binary grid-partitioned algorithm instead of quad grid-partitioned. A node A
selects one location server in each level − i grid (i = 1 · · ·H). Since all location
servers of A have to store the current location positions of A, they are expected
to be updated periodically to ensure freshness of location information and to
reduce the query failure rate. In MGLS, A updates its level − i server after
each movement of (

√
2

i−1 · δ), where δ represents the update threshold which
can probably be a few hundreds of meters. The updating period is set as the
expected time a node moves a distance of (

√
2

i−1 · δ), namely (
√

2
i−1 · δ)/v.

Theorem 1. For MGLS, E(Cm) =
c1 ·

√
2 · R

δ · z
· v log N ; E(Cs) = log N .

Proof : To compute the location maintenance cost Cm, we first consider the
expected distance that an updating packet has to travel in the level − i grid,
denoted as E(du

i ), and the average number of hops a updating packet takes from
node A to A′s location server in the level − i grid, denoted as E(nu

i ). Since one
node may be randomly located anywhere in a level − i grid, we can view du

i as
the distance between two random points in two level− i grid adjoined on a side.
Therefore,

E(du
i ) =

√
2

i
R

∫ √
2

0

∫ 1

0

∫ √
2

0

∫ 1

0

√
(x1 − x2)2 + (y1 − y2)2dx1dy1dx2dy2

= c1 ·
√

2
i
R

where R is a constant representing the shorter side length of a level−0 grid. Since
the size lengths of level − i grid are in the ratio of 1 :

√
2, the term

√
2

i
R thus

corrects the computation of integral in any level− i of grid. And c1 is a constant
factor representing the average random distance between two neighboring grids,
as shown in Fig. 5(a), c1 ≤

√
6.

The expected number of hops in forwarding the packet is the expected distance
divided by z, the average progress of each hop, which can be viewed as a function
of the radio transmission range and the node density. Since we assume both as
constants in our model, so is z. Thus,

E(nu
i ) =

E(du
i )

z
=

c1 ·
√

2
i
R

z
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(a) (b)

Fig. 5. (a) Constant c1- random distance between a pair of nodes in two MGLS unit
squares adjoined on a side. (b) c2- random distance between a pair of nodes in two
GLS unit squares adjoined on a side; c3- random distance between a pair of nodes in
two unit squares adjoined on a corner.

Since updates are sent out at a rate of v/(
√

2
i−1 · δ)(δ represents the update

threshold), we have

E(Cm) =
H∑

i=1

v
√

2
i−1 · δ

· E(nu
i )

=
H∑

i=1

v
√

2
i−1 · δ

· c1 ·
√

2
i
R

z

=
c1 ·

√
2 · R

δ · z ·
H∑

i=1

v

=
c1 ·

√
2 · R

δ · z · vH

=
c1 ·

√
2 · R

δ · z · v log N

where H=log N .
As for the Storage Requirement Cost: Cs, remember that the storage require-

ment is defined as the number of location records a node needs to store as a
location server. The average number of records a node stores is the total number
of records stored in the network divided by the total number of nodes. Since
every node has one location server in each level, we have

E(Cs) =
N · H

N
= log N. �

3.4 GLS

The GLS scheme uses a similar multilevel structure of the grid hierarchy as
MGLS. A node A selects three location servers in each level − i square, one in
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each level− (i− 1) squares quadrants that A is not in, as shown in Figure 3. An
important difference between GLS and MGLS is the distinct hierarchies of the
grid structure. The same as MGLS, all the location servers need to be updated
periodically in order to ensure freshness of location information and to reduce
the query failure rate. We now prove the following theorem for GLS.

Theorem 2. For GLS, E(Cm) =
(2c2 + c3) · R

z · δ
· v log

√
N ; E(Cs) = 3

2 log N ;

Proof : We first consider the location maintenance cost Cm. According to the GLS
algorithm, all moving nodes update their location servers after the distance of
(2i−1 · δ); at a period of (2i−1 · δ)/v. Consider the expected distances the three
update packets traveled to update the three locations servers in the level − i
square, denoted E(di). We have

E(du
i ) = (2c2 + c3) · 2iR, and

E(nu
i ) =

E(du
i )

z
=

(2c2 + c3) · 2iR

z
,

where 2iR is the side length of a level − i square, c2 and c3 are two constant
factors representing the average random distance between two points in two
neighboring squares, as shown in Figure 5(b). Simply, we have c2 ≤

√
5, and

c3 ≤ 2
√

2. Since updates are sent out at a rate of v/(2i−1 · δ), we have

E(Cm) =
v

(2i−1 · δ)
·

H∑

i=1

(2c2 + c3) · 2iR

z

=
(2c2 + c3) · R

δ · z
·

H∑

i=1

v · 2i

2i−1

=
(2c2 + c3) · R

δ · z
· 2vH

=
(2c2 + c3) · R

z · δ
· v log

√
N

where H = (1/2) log
√

N , since GLS use a quad-grid partitioning. Finally, since
every node in GLS has three location servers in each level, the expected value of
the storage cost for GLS is,

E(Cs) =
N · 3H

N
=

3
2

log N . �

3.5 Summary of Theoretical Analyses

The analytical results of MGLS and GLS share the same asymptotic costs, as
their designs exhibit the same philosophy. However, the constant factors in the
cost are different. It is obviously that the storage cost of MGLS is smaller than
that of GLS. As for the location update cost, which is usually the dominating
overhead in location services, MGLS are also smaller than GLS since c1 ·

√
2 is

smaller than 2c2 + c3 in the worst case, where c1 ≤
√

6, c2 ≤
√

5, and c3 ≤ 2
√

2.
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4 Performance Evaluation Using Simulation

This section presents simulation results for both MGLS and GLS. The GLS im-
plementation we used for simulation is that of [17, NS-2 simulation for Grid]. An
outstanding study of GLS’s simulator was presented by M. Kasemann et al.[18].
Our MGLS simulation was implemented by making some necessary modifications
to the GLS simulator.

Simulation Settings. The simulations use CMU’s wireless extensions for the
NS-2 simulator. The radio transmission range for each node is generally acknowl-
edged 250m . The simulations use 2 Megabits per second radios. Each simulation
runs for 300 seconds, during which time, each node generates on average 4 data
packets to other nodes per second. Nodes move according to the random way-
point model. Each time a random target is chosen, a moving speed is selected
between zero and a maximum moving speed, where the maximum moving speed
of the simulation is 30m/s by default. When the node reaches the destination,
it chooses a new destination and begins moving toward it immediately, with no
pause time.

Protocol Constants. All nodes are initially randomly placed across the en-
tire network area. For all the simulation runs, the initial node density is about
100nodes/km2. One reason for this choice is that we intend the system to be
used over relatively large areas such as a campus or municipality, rather than in
concentrated locations such as a conference hall. Therefore, the size of network
area increases linearly with the number of nodes. For a network of 500 nodes in
MGLS, which is the biggest simulation we have done, the grid hierarchy goes up
to level − 7 in a universe of 2800m× 2000m. For both MGLS and GLS, the side
length of a level−0 grid is set to be 250m (in MGLS, it would be 354m×250m).
The location updating threshold is 150m in both schemes.

Performance Metrics. We considered the performance metrics, includeing
average update cost and the qurery success rate [2][15]. In order to have precise
experimental results, we created three levels of traffic loadings in our simulation:
100%, 50%, 10% of N . We make this by giving three distinct bounds (which can
be set in the CBR scenario files) to the number of connections between mobile
nodes. For the case of high loading in the simulation, the number of maximum
connectio ns between nodes is set to be equal to the total number of nodes. The
number of maximum connections equals half the total number of nodes in the
case of medium loading. In the low loading network, the number of maximum
connections is only one-tenth the number of nodes. Each data point in each
of the three levels of traffic loading networks is an average of five simulation
runs. In the results presented below, each data point is an average of the three
scales traffic loadings. The simulations will demonstrate that MGLS fulfills an
impressive balance between designing choice against N and v.

We are interested in the effects of mobility in nodes. High mobility will result
in a significant protocol overhead. Dealing with mobility needs a tradeoff be-
tween the quality of location maintenance and the bandwidth available for data
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packets. Aggressive updating can increase query success rate but will occupy the
bandwidth shared with data packets, while loosely location updates may have
an opposite effect.

Protocol Overhead. Figure 6 shows the average location update cost as a
function of (a) the total number of nodes N and (b) maximum moving speeds
of nodes v. The location update cost of MGLS is smaller than that of GLS as
expected in our analysis.

(a) (b)

Fig. 6. Average location update cost as a function of total number of nodes and the
nodes moving speeds

Protocol Performance. Figure 7 shows the query success rate for both two
schemes, as a function of (a) the total number of nodes N and (b) maximum
moving speeds of nodes v. Most query failures are due to stale location infor-
mation stored on the servers. Both schemes maintain quite satisfactory query
success rate, around 90% or above, where the MGLS has a little bit better query
success rate than GLS. This result may be due to the lower overhead associated
with the MGLS.

(a) (b)

Fig. 7. Query success rate as a function of total number of nodes and the nodes moving
speeds
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5 Conclusions

In this paper, we presented the design and performance of an efficient location
service for mobile ad hoc networks. We also used a theoretical model to ana-
lyze the behaviors of both MGLS and GLS. With an enhanced grid partitioning
scheme and reasonable tradeoffs, MGLS reduces the protocol overheads in com-
parison with GLS. Mathematical analysis and simulation results confirmed the
performance advantages of our scheme. Future work may be aimed at supporting
energy-efficient or quality-of-service (QoS) for discovering routes, where single-
path routing used in both MGLS and GLS.
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Abstract. Pervasive Grids emerge as a new paradigm for providing no-
madic users with ubiquitous access to digital information and comput-
ing resources. However, pervasive grids arise a number of crucial issues
related to privacy and security, especially authentication and access con-
trol, which constitute the security front-end.

In this paper, we propose a trust based model of authentication and
access control that allows nomadic users to roam from site to site and to
gain access to surrounding/remote resources wrt her status in her home
site and to the local policy of the site where she is standing. This model
is supported by a software architecture called Chameleon.

The Chameleon permits users to access grid resources and to implement
adhoc interactions with the local grid site.

1 Introduction

In the last decade, Grid Computing and Pervasive computing have emerged as
two new visions of computing system. Both systems focus on the user accessibil-
ity, offering her a large access to resources, services, and data. The deployment
of these technologies arises new security challenges to perform a nomadic user
authentication and a distributed access control policy [18].

The Grid [1] provides the ability, using a set of open standards and proto-
cols, to gain access to applications and data, processing power, storage capacity
and a vast array of other computing resources over the Internet or distributed
system. A Grid enables the sharing, selection, and aggregation of distributed
resources across multiple administrative domains or organizations based on the
resources availability, capacity, performance, cost and users’ quality-of-service
requirements.

Pervasive computing [2] is the next generation of computing environments
involving information and communication technology. The main purpose of that
technology is to prompt the personal computer to ”everyday” devices where em-
bedded technology and connectivity, as computing devices, become progressively
smaller and more powerful. Also called ubiquitous computing [3], the challenge of
pervasive computing, which combines current network technologies with wireless
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computing, Internet capability and artificial intelligence, is to create an environ-
ment where the connectivity of devices is embedded in such a way that the
connectivity is unobtrusive and always available.

Either the pervasive computing or the grid computing aims to extend the ac-
cess scope of the user. Thus, according to our conviction, the pervasive security
architecture cannot be deployed without an existing grid and distributed infras-
tructure. Respectively, the grid cannot evolve without a pervasive architecture
entourage. Thus, organizations operate as a grid and constitute the core of the
environment. The Grid is considered as a meta administrator which controls
accessibility and sharing of the set of included resources or services.

Fig. 1. Pervasive Grid

In order to tackle security issues inside a pervasive grid we aim at defining a
generic security architecture, which we called ”The Chameleon Architecture”.

The Chameleon Architecture is grafted around the grid among organizations
as well as between users and organizations. Our architecture considers each no-
madic user as a Chameleon, which has the capacity to become a local user
anywhere anytime with any device. Unlike existing approaches that enabling
broad user access using certification chain and delegation [4] [16], our proposal
perform a distrust mathematical function to compute the user trustworthiness
before giving her a corresponding access.

This paper is organized as follows. Section 2 presents a Pervasive Grid sce-
nario. Next, in section 3 we introduce our proposal the Chameleon architecture,
and show its implementation in the pervasive grid environment. Then we de-
scribe how a foreign user accesses unknown sites in section 4. Finally, we discuss
benefits and conclude this paper along with future directions.

2 Pervasive Grid Scenario

The challenge is to allow each nomadic user to roam and access inside this
environment easily and transparently, by exceeding certain barriers like the het-
erogeneity of the different access policies. Let’s consider the following use case.
Pr Bob is a member of University A. This Professor goes to a conference in
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University B and then to a meeting in University C. He communicates with the
different surrounding ”objects” including students, professors and resources e.g.
printer, video projector etc. In fact, Bob owns a professional card or conference
badge that defines his status and includes a picture or a fingerprint to identify
his identity. This card or badge allows Bob an access inside these universities
according to a convention or shared collaboration (the same working group).
These Universities do not know the owner of the card, but trust his card.

If we map this scenario in the pervasive grid environment, universities corre-
spond to sites (grid). A certificate simulates the professional card; the fingerprint
or the picture is seen as an authentication system embedded in the certificate.
In this manner, if Bob has the right to attend a conference, according to his
certificate, he obtains a new temporary certificate (like a badge in a conference).
This certificate allows Bob:

– to access authorized resources inside this new site like all other members,
– to share his resources with surrounding authorized local users e.g. make

presentation only to registered lecturer.

In this paper we use the following terms:

– Site: Represents an organization, domain or host that implements a local
independent security policy and is limited geographically,

– Target site ”T”: Represents the site which user likes to access.
– Home site:: Represents the site where user is member.
– Trusted site of ”T”: Represents a site on which ”T” trusts.
– Trust set of ”T”: Gathers all ”T” trusted sites.
– Environment: Is composed by sites like universities, restaurants, posts of-

fice, airports etc.
– Profile: Each user has a profile, depending on the access policies, it can rep-

resent a role (student, doctor) or an access level (trust, distrust, confidential)
etc.

– Certificate: It represents a digital passport of the users. One user owns
some certificates (like professional cards) that prove her membership to each
site.

3 The Chameleon Architecture

The Chameleon architecture represents the backbone to set a security layer inside
a pervasive grid environment. It provides sites and users the ability to perform
authentication and access control policy.

Our architecture identifies two actors: User and Site.
The user has as main characteristics the mobility and the dynamism; she

roams in the environment and uses surrounding or remote resources or services.
The site dubbed as domain or organization represents the entity providing

to the user some services or resources. These pertain to the organization, which
applies inside an access control policy.
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Fig. 2. Chameleon architecture

According to each site the user could have one of these two facets: Local and
Foreign user. The former is recognized as a member of the organization, whereas
the latter is considered as foreigner. With existing security models, she can’t
have any access to any local organization resources.

Our architecture is divided into two parts:

– Chameleon-on-site: Is implemented on each site.
– Chameleon-on-device: Is implemented on the user device.

3.1 The Architecture Description

Chameleon-on-site. It is implemented on the site performing all the interac-
tion and the inter-connection between sites policy. It is composed of four mod-
ules. (S designates Site)

Description Manager Module (S-DMM) : This module represents the environ-
ment by describing its identity (Site Access Descriptor SAD) and its policy (Site
Interface Descriptor SID). The role of S-DMM is crucial, because it represents
the front-end of the site. Thus, according to its description the user can manage
and adapt her device policy.

Certificate Manager Module (S-CrMM) : Like all distributed system [5] [6] [7],
the Chameleon architecture performs a certification mechanism to enhance the
flexibility of the security policy. Indeed the certification model (X509 [8], SPKI
[9]) allows to prove the user rights without home site interference. S-CrMM
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manages and maintains a system of certification to identify the credential owner
(Credential Authentication) and to generate certificate if needed (Credential
Provider).

Trust Manager Module (S-TMM) : The trust is a fundamental aspect for an
inter-domain relationship [10]. Indeed, to interconnect the pervasive grid com-
munity the ”trust paradigm” is often used. It offers to each site a dynamic system
to evaluate the surrounding trustworthiness environment even further.

Access control Manager Module (S-AcMM): This module is generic, it doesn’t
modify the local access control policy and must be suitable with many access
security model (RBAC [13], MAC [12], DAC [11]) without modifying the lo-
cal policy behavior. Indeed, this module implements a mapping approach which
grants to an authorized foreign user a local access profile according to her cer-
tificate (Mapping Policy). Furthermore, The S-AcMM can help authorized users
to manage their own devices policy (Resources Access control Generator RAcG)
according to target site characteristics.

Chameleon-on-device. A part of our architecture is installed into the user
device; it is composed of three modules (D designates Device): Context Manager

Module D-CxMM: In the pervasive environment, the context paradigm is critical.
The user device policy must be convenient to context such as: device type, user
practice, environment etc. This module describes the context of the user (User
Context) and undertakes discovering the surrounding environment (Environment
Context).

Credential Manager Module D-CrMM: According to the context manager,
this module takes charge of selecting and adapting a corresponding credential
from the certificate repository (Credential Context Adaptation) according to the
specific connection with a target site or a user.

Access control Manager Module D-AcMM: Once the user is connected and
identified by the environment, if she wants to share her resources, this module
provides the means to control (Resources Access Control Policy), parameterize
and customize (Sharing Resources Requestor) her own device policy.

In order to build a security architecture, which connects the mobile user to
the pervasive grid community, thus providing authentication and access control,
we identify this challenges.

Each user wants to interact with some resources of surrounding sites. The
challenge is how each target site can recognize, evaluate the trustworthiness and
give then an access to this unknown foreign user?

4 How Foreign User Accesses Unknown Site?

Our Architecture allows user to authenticate on a remote site and to assign
access inside the environment without being locally recognized. Our proposal is
based on a ”Trust Model” using a new certification mechanism ”X316” [14].



Authentication and Access Control Using Trust Collaboration 353

4.1 Requirements

Trust Relation: Once Bob is authenticated, the site A attempts to assign him
a profile according to the certificate issuer. So, a trust model must be defined
to enable all organizations (Grid) to communicate and share some information
about their members. We define a trust relation to interconnect the grid com-
munity, offering to each site a means to evaluate its surroundings. Let S denote
a set of sites. Let A and B two sites, A ∈ S, B ∈ S. If A trusts B then we say
that the relation Trust is verified between A and B and we note ”A Trust B”.
This relation is reflexive, symmetric and transitive.

Trust Evaluation: This property is fundamental for the effectiveness of our
proposition. It allows defining ”trust chains” between sites that do not know
each other (see below).

Based on the Trust relation, we introduce the distrust function t0 [17], to
estimate the level of (dis)trust between two sites.

Distrust function. We call distrust function and we note t0, the function de-
fined as:

t0 : S ∗ S → N S: Set of sites
(A, B) → d N: Set of natural numbers

t0(A, B) =
{

−1 if¬(A Trust B)
0 ≤ d ≤ T 0

A otherwise

where d represents the distrust degree and T 0
A denotes the distrust threshold

of the site A.

This function quantifies the degree of distrust that the site A shows wrt the
site B. When t0(A, B) increases, the distrust increases (i.e. the trust decreases).
As consequences :

– t0(A, B) = 0 : Any site has a complete trust in itself.
– t0(A, B) < t0(A, C) : Means that the site A has a higher trust in B than in

C.

The distrust threshold represents the maximum level of distrust beyond which
A does not trust B (i.e. the relation A Trust B is not verified).

A feature of the distrust function is the use of the value -1 to denote the fact
that a site does not trust another site. Indeed, as the distrust degree can range
a priori from 0 to any positive number, there is not a priori superior limit value.
Consequently it is necessary to introduce and use a symbolic value to state that
a site does not trust another one. We could have chosen ∞ or ⊥ but for easiness
of computing reasons, -1 is more convenient.

The distrust function shows properties related to the properties of the Trust
relation.
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Properties of distrust degree:

– Self trust: ∀A ∈ S, t0(A, A) = 0
– Non-commutativity: ∃A, B ∈ S/t0(A, B) = d1 ∧ t0(B, A) = d2 ∧ d1 �= d2
– Composition: Let A, B, C 3 sites. The composition of the distrust degrees

t0(A, B) and t0(B, C), noted t0(A, B) ⊕ t0(B, C) is defined as:

t0(A, B)
⊕

t0(B, C)
=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

−1 if(t0(A, B) ∨ t0(B, C)) = −1

t0(A,B)
+

t0(B,C)
otherwise

Generalization: Trust chains
The composition of distrust degrees is generalized to n sites by composing two
by two the distrust degrees:

t0(A1, ..., An) = t0(A1, A2) ⊕ ... ⊕ t0(An−1, An)
(A1, ..., An) is called a trust chain.

Notation: Distrust propagation function:
Let A and C 2 sites of S; let B1...Bn n sites of S.
Let us note T = (B1, ..., Bn)
We note P 0

T (A, C) and we call distrust propagation degree between A and C
based on T the value:

P 0
T (A, C) = t0(A, B1, ..., Bn, C).

Property: P 0
φ(A, C) = t0(A, C)

Theorem: P 0
φ(A, C) = −1 ⇔ ∃F, G ∈ (A, B1, ..., Bn, C)/t0(F, G) = −1.

Proof : trivial by application of the definition of t0 : The composition of distrust
degrees equals -1 if and only if one at least of the distrust degrees equals -1.
Indeed, this distributed system can be seen as a Trust graph noted Tg(S, E) a
valued and directed graph such that:

– The nodes of the graph represent the sites of S.
– Each Trust relation between two sites is represented by a directed edge e.

The set of edges is consequently identified with the set of relations, E.
– Each edge is valued by the distrust degree between the sites represented by

the source and destination nodes of this edge (use of the t0 function).

A Certification Model: Actually, all distributed systems use a certification
mechanism to enhance the system flexibility and dynamism. Indeed, the user
become more autonomous and can authenticate and proves her rights. In the
Chameleon architecture we define a new format for certificate called X316:
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Morph Access Pass Certificate. This format facilitates creating any sort of cer-
tificates or credentials e.g. Attribute certificate, Role certificate etc. This ”X316”
works as a pass, allowing its owner to roam and gain access in the environment.

This certificate mainly testifies the user profile (status or access level) and
rights in a Home/Trusted site. If the user wants to access a particular target
site, her device selects one of her certificates, which is recognized by this one.

Our contribution has an objective to define a very flexible model of certifica-
tion. It is inspirited by the W3C standards: ”XML Digital signature”(XMLDSig)
[19] and ”XML Encryption” (XMLEnc) [20]. The X316 is designed for nomadic
user. Indeed, unlike all certification system, the same X316 certificate can be
used and authenticate from various devices with different capacity and charac-
teristics, and can be generated dynamically along to user trip. In fact, by defining
specific tags to delimit the dynamic parts, this certificate acquires the capability
to transform and to morph easily its content according to context, situation, and
environment.

Therefore, the X316 fulfills three constraints:

– Format Flexibility.
– Multi authentication.
– Contextual adaptation.

X316 could be obtained by two different ways:

– Each site gives a Home Certificate or H316, to all its members.
– Each site gives a Trust certificate or T316, to a guest, when it trusts her

Home Site.

Fig. 3. X316 Type

As illustrated in the figure 3, the X316 is composed by:

– The header: It identifies the certificate.
– The right: It is a variable part of a certificate, depending on the site policy.

This part contains information about user rights, such as status or access
level in a Home/Trusted Site (certifying site). The use of this profile is orig-
inal. Indeed, unlike other systems of certification that certify an access to
particular resources, this one certifies the profile that represents all autho-
rized access to site resources.
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– Authentication: This part permits one to identify the owner of the X316.
Authentications are numerous, and related to the variety of devices used
in the pervasive environment (PDA, mobile phone, terminals). Facilitating
certificates authentication could be fulfilled by embedding some identifica-
tions (picture, fingerprint etc.) according to device capabilities and the site
security policy.

A Context Description: All standards e.g X509, PGP use a hash algorithm
to obtain a residual value from the certificate data. This value is signed by the
private key of the certification authority. Consequently if the content of the
certificate is modified, the residual result will be erroneous. In this case, the
users can’t adapt her certificate by masking any information inside.

In our approach, we use a single certificate that mainly contains the user pro-
file, all user access rights and some authentication systems. Yet we define in this
model a specific signature method (X316 signature), using specific tags. In fact,
using dictionary ontology and a learning mechanism, the certificate structure
can morph according to user and environment context (X316 context). Thus,
the certificate owner can freely mask some information. In this manner the user
device extracts a sort of sub-certificate (credential) from the original one, which
only contains the essential information for each specific transaction or context.

Mapping Policy: The main feature of our approach is to append an additional
security component without modifying the local policy behavior. So, each site
defines some local profiles, which can be attributed (externalized) to trusted
foreign users. In the aim to assign to foreign users the adequate profile, a mapping
policy is implemented to correspond each user home profile to an analogous one.
The mapping process can be adapted according to some constraints such as user
profile, user context, home user trustworthiness, etc.

4.2 Chameleon Behavior

Selecting and morphing a certificate. The context manager (D-CxMM) of
Bob device scan the surrounding environment and collects needed information
to inform the user context. Then, according to the target site A, the ”Credential
Manager” selects a valid credential according to ”A” identity (Hospital, uni-
versity, airport etc.) and the user context (device, type of connexion...). Thus,
the ”Credential Authentication” Component uses the generated credential to
identify its owner by selecting one authentication process from the credential
authentication part (challenge response, biometric etc.)

Evaluating the user trustworthiness. The core of the system works as a
trust graph. In fact, when the user Bob comes to a target site, this one explores
the graph (by asking its trusted site) to evaluate and recognize Bob home site
”H”. Once H is recognized, a trust chain is created between the target site ”T”
and the trusted site ”D”. This chain can be evaluated in two directions.

As illustrated in the figure 4, the first path which starts from the target site
”T” to the trusted site ”D” ( trusted site of the Bob’s home site) allows D to
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Fig. 4. Trust propagation

return to Bob its evaluation about ”T” ; the second path which is the inverse of
the first one gives to the target site a trust evaluation about the foreign user’s
home site.

– First path evaluation (Target Site Request): Since the trust chain is built, a
trust evaluation is performed while the chain is propagated. Consequently,
when the last trust site ”D” is retrieved, it evaluates and computes the target
site trustworthiness P 0

C,B,A(D, T ) .
However, the main challenge of pervasive environment is the fluency of

the interaction between the environment and the user. Indeed, when the
last trusted site computes the final trust propagation value, it returns its
assessment (e.g. P 0

C,B,A(D, T ) = 23) of path. The problem is: How the user
can interpret this value ’23’?

To help user, we define a classification based on human living, by using
the Highway Code. These colors have an intuitive signification to the user,
as following:

• Green : Very safe site
• Orange : Safe site (warning)
• Red : Less safe site (not recommended)
• Black : Unsafe site

Thus, before sending the P 0
C,B,A(D, T ) to concerned user, the trusted site D

implements a function ”F” to compute the corresponding color ”col” form
the trust value. For confidentiality and no repudiation, the ”col” value is
ciphered, signed with the private key of the site C, and sent back with the
response to ”D”. Consequently, only the user can read ”col” and verify its
authenticity.

Once the user receives the ‘col’ Value, she could recognize the D trust-
worthiness about the target site. Furthermore, as illustrated in the figure
5, by combining the ”col” value and the user home site trust evaluation for
each trusted site (TScol), the user computes a more precise Trust Path Eval-
uation TP(col, TScol). In fact, each site classifies its trusted sites into three
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Fig. 5. User Trust Path evaluation ”TP”

groups: Red, Orange and Green, and defines for each group a specific pair
of keys(Public and Private). Therefore, each trusted site signs the computed
trust value with the group private key before replying to target site.

Consequently, according to the used key:

• the user is sure that the given access is initiated by a trusted site since
only a trusted site can use one of home site group key.

• the user can identify the corresponding ”TScol” of the trusted site, since
each color corresponds to a group key.

– Second path evaluation (Trusted Site Response): The evaluation of this path
(P 0

B,C,D(A, H)) permits the target site to decide if a ”foreign” user can be
allowed to access target site resources (e.g. to decide if a user having no
account within the system can get log in). Thus, we consider two kinds of
access: Direct access and Transitive access.

• A direct access is provided by a target site to all users registered by
its trusted sites e.g. site A. This direct access is assessed by the trust
value. In fact, as illustrated in the figure 4, the target site endeavors to
recognize this foreign user. A direct access is given if this foreign user is
member of the target site trust set. Otherwise the target site investigates
the closest trusted site about the user’s home site.

• A Transitive access can be provided by a target site (Site T) to a user
who does not belong to its trusted sites (e.g. Site B,C or D) on condition
that it exists a (positive) trust chain between one of the user’s home
sites and ”T”. This transitive access is valued by a computed trust value
between these two sites (as before, in case of the existence of several
possible chains, the target site is responsible for choosing the reference
chain).

Therefore, this model, using the community collaboration, enables the target
site to evaluate the user according to her home site. Moreover the context
(user device, communication protocol...) can be used to increase or decrease
the new user rights.

Attributing an access profile. Once a user is allowed to access the site T, the
latter attributes her an analogous profile using the mapping policy. Consequently,
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this new profile defines all user access rights inside the target site. Indeed, a
mapping policy must be defined in order to give each foreign user an analogous
profile (A-Profile). Each site creates a mapping table that enables matching
between the different profiles of trusted sites and its local ones. For example:
User Bob, having an access profile as level 5 in his home site, wants to access
the site T, which provides Bob a new access level for instance, level 3 (it is T
responsibility to map the original level accordingly with its local policy). Further
works in this mapping policy is not part of the presented work.

5 Implementation and Discussion

A demonstrator has been implemented to illustrate the Chameleon architecture
behavior. This demonstrator allows the user to roam inside three universities,
her home university (using Username and Password), and two other universities
(using M316 and T316).

The user enters her home university U0 and claims an M316. She uses this
M316 and accesses university U1, who trusts U0. When the user is allowed to
access U1, she can claim another T316. Finally, this one provides a user an access
to U2, thanks to the trust that is given by U2 to U1.

Fig. 6. The demonstrator

The generated X316 embeds three authentications: Two remote (Public keys
512 and 1024) and one local (using an Infrared connection with a mobile phone).

The authentication system uses the challenge response mechanism for remote
authentication. Each user is authenticated by signing the challenge with corre-
sponding private key to one of public keys in the X316. However the local authen-
tication is fulfilled in the following process: The user captures a picture with her
mobile phone, then sends it trough infrared connexion. Afterward, she attached a
password to this picture. Finally, the site embeds the hash function generated by
this authentication as an authenticator. In the same way, when the user wants to
authenticate her certificate in the trusted site, she sends, by infrared connection,
the photo and introduces an associated password to authenticate it.
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The main constraint of our architecture is illustrated mainly by difficulties
arisen while managing relationship among organizations (sites) and applying
the mapping policies. In fact, an organization, having a trust relationship with
other organizations, must validate and value relations manually (semi-manually)
by the administrator. However, each organization has a trust relationship with
only a few other organizations, and it builds this relationship only once. When
the relationship is validated and the Mapping DB created, the system becomes
standalone. The mapping policy is applied in the site set which generally uses a
similar policy e.g., RBAC, MAC, DAC. For example: In a medical community,
it is probable that roles such as ”Doctor”, ”Nurse” or ”Patient” exist in all
organizations, allowing for an easy mapping through the community.

6 Conclusion

The Chameleon architecture allows the user to roam transparently in an en-
vironment simply by using her certificates. The Chameleon using the X316
presents a number of advantages. Indeed, it consists in a decentralized archi-
tecture since each site, knowing only its neighbors, can perform a large but con-
trolled access to user communities. Chameleon reduces the human interaction
where many security management functions can be processed dynamically. In
addition, Chameleon increases the user rights along her trip without modifying
the local site policy.

However the challenge is to perform an efficient and generic HMI providing to
user a very usual interface to express her security requirements. As future works,
we investigate to define a platform that provides integrating specific services to
define any site environment. And for fluency, we will integrate our team works on
context description [15] to X316 giving the user device the capacity to manage
and adapt the certificate dynamically with respect to context without soliciting
any user intervention.
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1 Valoria, University of South Brittany, France
{didier.hoareau,yves.maheo}@univ-ubs.fr

2 ENISO, University of Sousse, Tunisia
takoua abdellatif@yahoo.fr

Abstract. The deployment of J2EE systems in Grid environments remains a dif-
ficult task: the architecture of these applications are complex and the target en-
vironment is heterogeneous, open and dynamic. In this paper, we show how the
component-based approach simplifies the design, the deployment and the recon-
figuration of a J2EE system. We propose an extended architecture description lan-
guage that allows specifying the deployment of enterprise systems in enterprise
Grids, driven by resources and location constraints. With respect to these con-
straints we present a deployment process that instantiates propagatively the ap-
plication, taking into account resources and hosts availability. Finally, we present
an autonomic solution for recovery from failures.

1 Introduction

Grid environments have moved from the mere aggregation of computational resources
dedicated to parallel and scientific applications to more general sharing of networked
resources. The kind of Grids we consider in this paper can be seen as a set of hetero-
geneous machines interconnected by links of various capacities. Moreover a number of
factors impacting the dynamism of the system (machine crashes, user disconnections,
system failures etc.) cannot be neglected. Such Grids become attractive to multi-tier In-
ternet service providers who want to improve the quality of service they offer. For this
reason, many recent research works aim at finding the best models and techniques to ex-
ploit the Grids for better performance and high availability (e.g. [1,2]). However, these
works concentrate more on finding models and proving their effectiveness and do not
propose efficient solutions automating the deployment and the recovery from failures of
enterprise middleware and applications. Such features are very important and are still
challenging in the context of interactive applications. Indeed, unlike scientific parallel
applications whose parts can be independently deployed and executed, multi-tier mid-
dleware and applications are composed of interdependent pieces of software that have
to coexist at execution time. Furthermore, the failure of one part of the enterprise system
may involve service discontinuity or performance degradation. Recovering the system
architecture, as initially defined at deployment time, is very important to preserve the
agreed quality of service.

In this paper, we propose a solution for deploying enterprise systems in Grids and
automating the recovery from failure of parts of the system. To achieve this goal, we
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consider a J2EE system that we call a virtual cluster, similar to a classical J2EE cluster
in that EJB and Web containers are replicated for backup fault-tolerance considerations.
We believe that our solution is applicable to other models and other configurations of
multi-tier Internet applications on wide-area networks, and it can be of interest to re-
searchers in this field to easily experiment their different models on Grids and for ser-
vice providers to easily handle an important number of clients. Our approach consists
in applying an architecture-based deployment [3] and in automating the management
of distributed systems. The idea is to abstract the managed system into an assembly
of explicitly bound components and to use these components as units of configura-
tion, deployment and reconfiguration. We adopted this approach for J2EE systems in
a previous work—in classical cluster environments—by re-engineering an open source
application server [4]. The re-engineering work consists in transforming the server parts
into explicitly connected components. With the same component model, Fractal [5] in
our case, we also represent the underlying resources like the nodes of the Grid. An
ADL (Architecture Description Language) permits the description of the different parts
of the distributed system, their configuration and their relations in terms of bindings
and encapsulation. Finally, a deployment engine allows automating the deployment of
the J2EE system using its description on the cluster targets. Compared to J2EE clusters,
Grids are highly distributed, heterogeneous and dynamic. For this reason, our deploy-
ment system needs to be extended to manage virtual clusters within the Grid constraints.
In this paper, we demonstrate the extension of the Fractal ADL to describe the compo-
nent resources, a resource allocation mechanism and a solution for an automatic recov-
ery from failures.

The layout of this paper is the following. In Section 2, we present more in details the
context of our work and the main underlying assumptions. In Section 3, we describe
our deployment process and its resource allocation service. We detail the current state
of our implementation and some first results in Section 4. Section 5 discusses related
work. Finally, Section 6 concludes the paper and identifies future work.

2 Context and Main Assumptions

2.1 J2EE System Configuration and Deployment

J2EE application servers are complex service-oriented architectures. In a previous work,
we demonstrated that solving the deployment of J2EE applications requires that the in-
ternal software architecture of the J2EE server, in terms of the services that compose
it and their various interaction and containment dependencies, be made explicit and
modifiable at run time [4]. Indeed, the configuration of the system and its deployment
parameters have to be described using the elements of the system’s architecture. This
description can then be used as a basis to implement and automate different deployment
and reconfiguration policies. This is what is generally called architecture-based man-
agement [3]. For this purpose, we created JonasALaCarte, obtained by re-engineering
the JOnAS (Java Open Application Server1) open source application server using the
Fractal component model [5].

1 http://jonas.objectweb.org
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Thanks to a componentization of the server itself, where all the services are en-
capsulated into Fractal components, the architecture of the server is explicit. Both the
hardware and the software entities are represented by components.

2.2 Deployment in a J2EE Cluster

Building a J2EE cluster consists in replicating the Web and EJB tiers for load balancing
and fault tolerance. A front-end load balancer (generally a HTTP server like Apache)
dispatches the HTTP requests to the containers. A group communication system allows
the consistency between stateful data hosted in the containers to be maintained. In order
to deploy a clustered JonasALaCarte, the administrator has to produce an architecture
descriptor (written with an ADL) together with a deployment descriptor. The first one
defines the architecture of JonasALaCarte as a set of interconnected components and the
second one exhibits the resource requirements of each component. The instantiation of
this description allows the application server components to be configured and deployed
on the target machines in an automated manner. Unlike in current JOnAS clusters, the
unit of replication in JonasALaCarte is the service component and not the whole server.
This selective replication is important since the EJB containers and the Web containers
are generally execution bottlenecks and we need more replicas for these services than
for other ones (Registry service, Transaction service, etc).

Figure 1 presents an example of an architecture for a J2EE clustered application
server. Notice that we abstract the deployment and the configuration of an application
server cluster into the uniform handling of Fractal components. Besides, a cluster con-
figuration is just a particular configuration of the application server where components
are distributed and replicated (represented in greyed boxes) on different JVMs. The
same management tools are used to manage a stand-alone server in a single JVM and
to manage a cluster of servers.

Fig. 1. Component-based view of JonasALaCarte in a cluster environment

2.3 From J2EE Clusters Management to Virtual Clusters Management

We call a virtual cluster a J2EE system having the same configuration as a classical
cluster (a front-end load balancer, a set of replicated containers and a group commu-
nication system for stateful data replication) but deployed in a Grid. By defining the
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number of replicas and the configuration of the services, the virtual cluster can repre-
sent different deployment models in wide-area networks. In this paper, we consider that
our Grid system is composed of different zones; each zone groups a set of machines
geographically close. Moreover, for each zone, some particular machines are well iden-
tified and are made public (on a Web site for example). We call zone managers these
machines because they contribute in the deployment process.

Unlike a J2EE cluster, a Grid environment is highly distributed and are heteroge-
neous in terms of software and hardware configurations. Resource allocation is conse-
quently a complex task. Grid machines are more dynamic either because they belong to
end-users that frequently join and leave the Grid or because they are shared with other
dynamic applications. However, if a machine involved in the execution of a multi-tier
application leaves the system, a service discontinuity or a performance degradation may
be induced leading to disastrous economic consequences. In front of these limitations,
we identify the following requirements:

– Resource allocation should be automated. Each component has to explicitly de-
fine its required resources and the deployment system has to automatically find the
appropriate target machine offering necessary resources for each component.

– Each variation in the Grid machines involved in an application execution has to
be systematically detected and recovered. Indeed, in order to maintain the agreed
quality of service, the configuration of the J2EE system has to be preserved. If the
unavailable component is not replicated, its recovery allows ensuring the service
continuity. In some cases, the service continuity is ensured thanks to the replication
of the leaving component, like for containers. If the replica is a simple backup, this
component needs to be replaced in order to preserve the fault-tolerance degree of
the system and if the replica is involved in the load balancing, it also needs to be
replaced to preserve the same level of performance.

3 Virtual Cluster Deployment System

In order to deploy a J2EE server system in a network such as the one described in Sec-
tion 2.3, we cannot rely on a total knowledge of the different machines: this is hardly
feasible as the size of a zone is important and as they are heterogeneous. Moreover,
some machines—that were disconnected when the deployment was launched—can en-
ter the network. Thus, traditional approaches, consisting in defining a target machine
for each component of the application to be deployed, are not feasible in our context.
We propose an extension to existing ADLs (xAcme2, [6]) that allows the description of
the resource properties that must be satisfied by a machine for hosting a specific com-
ponent. In our approach, it is no more mandatory to give an explicit name or address
of a target machine: the placement of components is mainly driven by constraints on
the resources the target host(s) should satisfy. Then, we use the description of the archi-
tecture and the deployment specification to define a deployment of a J2EE system in a
zone: installation and redeployment of the component are made in an automatic way.

2 http://www-2.cs.cmu.edu/ acme/pub/xAcme
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In the following we present the general deployment algorithm in two steps. First, we
describe the deployment process that allows the parts of the application to be deployed
in a propagative way. Then, we present the mechanisms we have implemented to handle
failures of the machines and of the different parts of the system.

3.1 Deployment Specification

In order to specify the deployment of a J2EE system, we define two descriptor files
written with FractalADL. The architecture descriptor contains the architecture of the
system in terms of component definitions (their name, their client and server interfaces,
their implementation) and component interactions (the bindings between components).
The other descriptor, named deployment descriptor, contains, for each component, the
description of the resources that the target platform must satisfy and references to com-
ponent instances (defined in the architecture descriptor).

In the deployment descriptor a deployment context is defined for each component.
Such a context lists all the constraints that a hosting machine has to verify. There are two
types of constraints that can be defined in a deployment context: resource constraints
and location constraints. Resource constraints allow hardware and software needs to be
represented. Each of these constraints defines a domain value for a resource type that the
target host(s) should satisfy. With location constraints some control on the placement
of a component can be defined when more than one host applies for its hosting.

Figure 2 shows the deployment descriptor associated with the J2EE system repre-
sented in Figure 1 (Some repeated parts have been omitted). This descriptor contains
the resource constraints associated with every component (e.g. lines 10–17: EJB con-
tainer ejb1 has to be installed on a host that have at least 512 MB of free memory) and
location constraints, that indicate the co-location of some components (e.g. lines 45–47:
transaction service component transac1 must reside on the same host as the configura-
tion manager, for example because they share local resources). We can also control the
location of a component according to the bandwidth of the network: lines 51–53 spec-
ify that the bandwidth between the machines hosting component web1 and the others
machines must be greater than 150 Mb/s).

For both performance scalability and high availability, each tier can be replicated.
However, we should not require that all replicas be started at the same time. What is
usually desired is to activate as soon as possible the Internet application when an EJB
container is deployed and a Transaction Service is available. The other replicas, mainly
used for performance, can be deployed later as soon as necessary resources become
available. For this purpose, we have added a cardinality attribute to the description of a
component’s interface. This attribute takes the form of a couple of values that specify
the minimum and the maximum number of bindings allowed through the interface.

3.2 Deployment Process

As stated in section 2.3, dedicated machines—the zone managers—are defined for each
zone. A given zone manager has two roles: (1) Maintaining a list of the machines in a
zone and (2) orchestrating the deployment process in the zone.

We consider in this section a single manager per zone. The address of this manager is
maintained on an already known site. A machine joining a zone gets the zone manager
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Fig. 2. Deployment descriptor of JonasALaCarte

address and sends a presence notification message. The zone manager adds the newly
connected machine in a list. The case of multiple zone managers, necessary for fault-
tolerance, will be detailed in section 3.3.

The first step of the deployment process consists in sending the ADL files of the J2EE
system to deploy to the zone manager (whose identity has been obtained beforehand
by the administrator, from a given web site for example). As soon as the deployment
descriptor is received by the manager, the deployment tasks are performed as follows:

1. The manager multicasts the deployment and architecture descriptors to all the zone
nodes that are connected. The deployment descriptor contains resource and location
constraints, and the identity of the manager.

2. Having received the deployment and architecture descriptors, each node checks the
compatibility of its local resources with the resources required for each component.
If it satisfies all the resource constraints associated with a component, it sends to
the manager its candidature for the instantiation of this component.

3. The manager receives several candidatures and tries to compute a placement solu-
tion in function of the location constraints and the candidatures. In the case there is
no location constraint associated with a component, the first candidate is chosen.

4. Once a solution has been found (or if a candidate has been chosen in the previ-
ous step), the manager updates the deployment descriptor with the new placement
information and broadcasts it to all the zone nodes.

5. Each node that receives the new deployment descriptor updates its own one and is
thus informed of which component it is authorized to instantiate and of the new
location of the other components.

6. The final step consists in downloading necessary packages from well defined pack-
age repositories. The location of these repositories is defined in the deployment
descriptor (not shown in the example for sake of clarity). For the components that
are instantiated locally, their client interfaces (if any) must be bound to remote com-
ponents. When the remote component possesses a constrained cardinality, a request
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is sent to the corresponding machine in order to know if a binding is possible. If the
addition of a new binding is accepted at the server side and when a positive answer
is received, the binding is achieved with the remote reference hold in the answer
message. Besides, the number of incoming and outgoing binding is updated.

The above steps define a propagative deployment, that is, necessary components
for running J2EE applications can be instantiated and started without waiting for the
deployment of all the components in the ADL descriptor. As soon as a resource become
available or a machine offering new resources will enter the network, candidatures for
the installation of the “not yet installed” components will be sent to the zone manager,
making the deployment progress.

When a new deployment descriptor is received (step 5) the binding establishment
described at step 6 can also be made if the deployment descriptor contains new infor-
mation on the location of some components that have to be bound with some already
(locally) deployed components.

Let’s consider an example of resource constraint. The constraint alldiff in the deploy-
ment descriptor (lines 48–49) indicates that the three EJBContainer must reside on three
distinct hosts. In order to resolve this constraint, a machine must at least have the infor-
mation of three machines that can hosts each one an EJBContainer. Thus, by collecting
candidatures (step 3), the zone manager may decide on the placement of component
provided there exists a combination of candidatures that solves the location constraints.

We can notice that in this deployment process: (1) the host selection of a component
is made by the zone manager; (2) the instantiation of a component is achieved by the
host selected by the zone manager; (3) the bindings needed by a component are initiated
by the machine hosting it; (4) the activation of a component can be made as soon as its
client interfaces are bound. Note that in our case, the activation of the container com-
ponents (i.e. EJB and Web containers) involves the activation of the J2EE application
running inside.

3.3 Automatic Recovery from Failures

In the environment we target, resources can also become unavailable (e.g. the amount
of free memory demanded may decrease and become not sufficient), some parts of the
J2EE system can be faulty, some machine may fail etc. In this paper, a failure can be
due to a hardware crash of a machine, a disconnection from the network or a software
bottleneck. This last case constitutes a failure of a component.

Failure of a component. The recovery of a component and thus its redeployment con-
sists in sending to the zone manager a message holding the identity of the component
to redeploy. This is done by the machine hosting the faulty component (The failure,
i.e. the non-responsiveness of the component, is detected through a probe associated
with a control interface of the component.). Then, the zone manager updates the de-
ployment descriptor by removing the location of the component and broadcasts the new
descriptor to all the machines connected in the zone, automating the redeployment of
the faulty component. Indeed, for all the machines, a component remains undeployed
(i.e. it has no location), thus, they find themselves back in the propagative deployment.
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The phases of local evaluation of the resource constraints and the announcement of
candidatures will go along.

When a component fails, it is important to consider its state. If the component is
replicated, like the EJB container and the Web container services, the stateful data are
automatically sent to any replica added to the group. This ensured by the group com-
munication systems embedded within these components. Regarding the database, we
consider that a regular copy is done on a data-center allowing to obtain stateful data
when the database fails. This solution is frequently used in Internet applications de-
ployed in wide-area networks, like in the edge-computing models.

When Apache fails, all the incoming requests are lost during the reconfiguration
time. One solution consists in deploying a lightweight component storing the incoming
requests in a list during the time the Apache component is recovering.

Resource violation. When a resource constraint associated with a component is no
longer verified on a specific host (for example the amount of free memory required is
not sufficient), the corresponding component must be redeployed. This redeployment is
performed the same way, except that the state of the component can be saved properly.

Failure of a machine other than a zone manager. In a zone, a machine hosting one or
several components may definitively crash. A crash is detected by the zone manager
which maintains the list of the machine connected in the zone. When the manager de-
tects a crash, as in the case of the failure of a component, it updates its deployment
descriptor by removing the location of the component(s) that was running on the faulty
machine. Then, the deployment descriptor is broadcast to other machines so that the
missing components can eventually be re-instantiated.

Failure of a zone manager. The crash of the zone manager is critical as it is responsi-
ble for choosing a host for each component. In order to deal with the failure of such a
manager, we define several managers within a zone. Every manager has the same role as
defined previously: it maintains the list of the machines that are connected in the zone; it
collects the candidatures for the instantiation of components; and it resolves the location
constraints depending on the received candidatures. To ensure the fault-tolerance of the
zone manager, we consider a number of replicas. At a given time, a leader is in charge
of establishing the deployment process. The address of the zone manager is mentioned
in the deployment descriptor sent to the machines of the zone. Each information re-
ceived by the leader is multicast to the backup managers using a group communication
system offering the FIFO order and reliability. The failure of the leader is detected by
the backup machines and a new leader is elected. The zone manager identity is updated
in the deployment descriptor and like any descriptor change, this piece of information
is sent to the machines of the zone that will then deal with the new leader.

4 Implementation Status and Evaluation

4.1 Implementation Status

The ADL presented in section 3.1 allows the specification of the placement of the com-
ponents according to some conditions on resource and location constraints. We have
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chosen FractalADL to support the definition of deployment descriptors in an XML for-
mat. The main aspect with resource and location constraints are their manipulation at
run time in order to observe and detect changes in the environment, to react on these
changes and to find a placement solution at a given time according to some machine
candidatures. We use Cream3, a Java library for writing and solving constraint satis-
faction problems or optimization problems, to represent interface cardinality, possible
bindings and resource and location constraints.

Specific probes are used in order to introspect the resources needed by the compo-
nents. We use DRAJE (Distributed Resource-Aware Java Environment) [7], an extensi-
ble Java-based middleware to model hardware resources (processor, memory, network
interface...) or software resources (process, socket, thread...). For every resource con-
straint of the deployment descriptor, a resource in DRAJE is created and a periodic
observation is launched. The value returned by a probe allows a host to check the con-
sistency of a resource constraint according to the local resource state. If all the resource
constraints associated with a component are verified by a machine, it applies for its in-
stantiation. When the value returned by a probe does not respect a resource constraint,
our run-time support is notified in order to redeploy the components that requires this
resource as described in section 3.3. The current implementation of our system does not
support the computation of bandwidths between machines but relies on a predefined file
describing the properties of network links within a zone.

Component instantiation are made by a host when this host has been chosen by the
zone manager. When an updated deployment descriptor is received, the location of the
newly instantiated components is discovered, resulting in binding requests. When a
binding is accepted, a stub component and a skeleton component are dynamically cre-
ated thanks to the ASM library4 and are deployed with FractalRMI. The server inter-
faces of the stub component are of the same type as the one of the local client interface
that has to be bound. When the location of the EJBContainer is known, a new pair
stub/skeleton is created and deployed if the number of outgoing bindings allowed (i.e.
the interface cardinality) has not been reached.

4.2 Evaluation

A complete evaluation of the deployment and redeployment in the kind of environment
we target implies to precisely control the dynamism of the different resources and hosts.
We have indeed to take into account the announcement of machines’ candidatures—
which implies the availability of resources—in order to compute a placement solution.
However the feasibility and the performance of the deployment process and recovery
mechanisms can be measured accurately when all the resources are available. In this
case we can evaluate the time needed by a zone manager to compute a placement solu-
tion for the components of a virtual cluster.

Figure 3 shows the time for a zone manager to compute a placement solution when
the number of received candidatures is sufficient, in function of the number of compo-
nents to instantiate. We have considered a zone composed of a thousand of simulated

3 http://kurt.scitec.kobe-u.ac.jp/˜shuji/cream/
4 http://asm.objectweb.org
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Fig. 3. Time required for a zone manager to decide on the placement of a set of components in
function of the number of candidatures

machines on which the number of components to instantiate varies from one to one
hundred. The experiment corresponds to the deployment of the architecture of Figure 1
according to the constraint “each component must reside on a distinct host” (alldiff con-
straint). Somewhat contrived, this constraint encompasses the complexity of other con-
straints involved in our deployment specification (resource constraints resolution has a
negligible impact on the computation time). The evaluation has been conducted on a
laptop (1,7 GHz Pentium Centrino). This experiment allowed us to verify that the time
to compute—with the Cream library—a placement solution (when all conditions are
met) remains acceptable regarding communication cost between machines. This com-
putation time is likely not to be the prevalent factor in number of Grids configurations.
We are currently conducting the evaluation of the deployment of a virtual cluster and
the automatic management of failures on a Grid. The main difficult aspect remains the
control of hosts and resources availability.

5 Related Work

Our work is related to several different open-source and research domains. We sin-
gle out the following ones: component-based deployment in Grid environments, multi-
tier deployment in wide-area networks, resource allocation for distributed systems and
architecture-based systems.

We share with GridCCM [8], GridKit [9] and Proactive [10] the same approach con-
sisting in abstracting the system to deploy on the grids to an assembly of components.
Proactive work is closer to ours since it considers Fractal component model to rep-
resent hierarchical and parallel systems. However, our work covers both the resource
management issues and the automatization of recovery from failures.

Exploiting the Grid resources to increase multi-tier application performance and
fault-tolerance become recently the aim of many research teams [2,1,11]. However,
focus is more on defining the best configuration and models to increase performance
rather than on the management aspects.

Many works deal with resource allocation in distributed systems [12,13,14,15]. In
our work, we propose a simple solution for resource allocation and we believe that,
thanks to our modular component-model, we can easily adopt different policies and
algorithms for an optimal resource usage. Furthermore, to our knowledge, most of
the works on the Grids like PlanetLab and Globus, focus on parallel applications that
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are composed of independent tasks. Compared to the proposed solutions, we adopt an
architecture-based approach motivated by the complex architecture of the multi-tier In-
ternet application we address.

The architecture-based management approach [3] is mainly experimented in close
environment like in SmartFrog [16] system or Jade system [17]. In these two systems,
the deployment process considers that target machines are stable and homogeneous,
which is not the case in Grids. Furthermore, handling failures relies on a centralized
management unit, which hardly applies to the highly distributed Grid machines. In our
solution, the machines collaborate in finding appropriate resources and for handling
failures.

6 Conclusion

This paper proposes a solution for the deployment of enterprise systems in Grids and an
automatic recovery management in face of failures. Deployment in such environment is
quite challenging as the platforms we target are highly distributed, heterogeneous and
dynamic. We offer a resource-aware deployment feature for J2EE systems, which is
essential in Grid heterogeneous environments. We also demonstrate that the constraint-
resolution is performed in a reasonable time. The role of the administrator is reduced
to the writing of the deployment descriptor. All the deployment process and the recov-
ery from failures are automated. Furthermore, the administrator does not need to be
expert of the heterogeneous and complex J2EE systems. All the parts of the system
are abstracted into Fractal components and the configuration is therefore unified. In our
work, we aimed at maintaining the structure described in the ADL descriptor by replac-
ing each time a faulty component by another. This allows ensuring the continuity of
Internet services and maintaining their quality of service.

In this paper we adopted a special architecture of the J2EE system, the virtual clus-
ters. We believe that our solution and mechanisms are applicable to other architectures.
It is only necessary to write appropriate deployment descriptors and constraints. We
are currently investigating a more complete evaluation of our approach on a Grid by
taking into account resources and hosts availability. Moreover, some optimization can
be defined when dealing with the placement decision of replicas by considering the
symmetry of such components.
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Abstract. The peer-to-peer (P2P) systems have grown significantly over the 
last few years due to their high potential of sharing various resources. 
Analyzing the workload of P2P system, however, is very challenging as it 
involves with the cooperation of many peers. Researches have shown that P2P 
systems become very effective when dividing the peers into two layers, SP 
(Super-Peer) and OP (Ordinary-Peer). In this configuration, SP based P2P 
systems have to deal with a large volume of queries from OPs. Therefore, it is 
important for SPs to keep their workload stable to provide quality service to the 
OPs. In this study, we present a collaboration strategy for workload balancing 
based on SP’s workload characteristics and status. Through the SP’s load 
balancing mechanism, the message response time is decreased and the workload 
of P2P system becomes more stable. 

Keywords: Peer-to-Peer (P2P), Super-Peer, workload balancing, collaboration 
strategy. 

1   Introduction 

For the last few years, there has been a large volume of research on Peer-to-Peer 
(P2P) system, resulting in many hybrid P2P models. Many researches have shown 
that P2P systems become very effective, especially in query processing, when 
dividing the peers into two layers, SP (Super-Peer) and OP (Ordinary-Peer). With this 
layer separation, SP deals with all the queries from OPs so that OPs can be waived 
from the burden of query processing [1, 2]. Compared with the pure P2P systems, SP 
based P2P systems have to deal with a large volume of queries from OPs. In this case, 
it is important for SPs to keep their workload stable to provide quality service to the 
OPs. Workload analysis, however, is very challenging as it involves many 
cooperative peers. Current SP based P2P systems have paid little attention to 
balancing the SP’s workload. The existing research only focuses on sharing the 
resources or objects among peers to minimize the workload. For example, they can 
replicate an object based on the access probability to the neighbor peers or can 
migrate the object between peers for load balancing. In this scheme, load balancing is 
aimed at reducing the workload of OP. SP then checks the peer’s load information in 
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their group to determine whether it is overload or not. If it is overloaded, SP helps 
them to minimize their workload by means of replication or migration [10].  

In this paper, we investigate the problem of SP’s workload balancing and propose 
an enhanced mechanism to distribute SP’s workload by its characteristics and status. 
Workload balancing is performed only through the peer collaboration based on this 
information. We suggest the three approaches: First, we analyze SP’s workload 
characteristic categorizing it into a private workload and a public workload. The 
private workload is defined as the traffic overhead incurred by the use of application 
objects such as word process, on-line game, or Internet usage. The public workload is 
defined as the traffic overhead in maintaining P2P system. Second, we evaluate SP’s 
workload status by different load levels. Each load level is determined by pre-
specified threshold. Third, we propose the collaboration policy between SPs in 
accordance with load characteristics and load status. An overloaded SP can give some 
of its work to a neighbor SP or even remove himself from the P2P system by refusing 
to be an SP. By considering the private and the public workload separately, workload 
balancing becomes more accurate and efficient. Also SP’s message response time is 
improved by applying collaboration policy according to each different workload level.  

The rest of the paper is organized as follows: Section 2 reviews some related works 
briefly. Section 3 states the workload management which evaluates the workload 
status based on the predefined definition. It also proposes the collaboration policy; 
Section 4 shows the simulation results of the proposed mechanism; finally, the 
conclusion and the future work are added in Section 5. 

2   Related Works 

In this section, we describe existing techniques for load balancing in P2P system. 
Load balancing can be achieved by transferring popular objects from heavily loaded 
peers to lightly loaded peers via data replication and data migration [10].  

A number of replication approaches are discussed in [12]. In [12], data objects are 
replicated along the search path that is traversed as part of the search in path 
replication. Data objects are replicated a pre-defined number of times to control the 
spread of replica. This method, however, does not adapt to the changes of system 
environment and variable resource availability. Edith Cohen [11] shows that 
replicating objects proportionally to their popularity achieves optimal load balance, 
while replicating them proportionally to the square root of their popularity minimizes 
the average search latency. Pure P2P systems use the replication strategies to reduce 
the search latency and find objects in a short distance between peers.  

For the replication strategies, Gopalakrishnan [14] proposes each SP distributes 
load by its capacity and queue length. To achieve this, the author assumes that each 
SP defines a high-load and low-load threshold. So if a SP is overloaded, it attempts to 
create new replicas on its neighboring SP. We consider more detailed factors in 
capacity and have several collaboration options not just replication of files. On the 
other hand, Rajasekhar [13] replicates the most frequently accessed data files based 
on the access probabilities and uses restricted gossip algorithm to propagate the file 
location to its neighboring SPs within its scope. In this approach, the author uses two 
techniques such as, periodic push-based replication and on demand replication when 
they update their replication information.  



376 S. Min, B. Lee, and D. Cho 

The object migration can occur when a popular object is transferred from its 
original peer to a destination peer. Mondal [10], however, indicates that migration 
makes data availability decrease as the peers which have accepted the object may 
leave the system.  

In this paper, we propose a collaboration strategy which can provide the load status 
information of SP based on the characteristics of workload. Proposed collaboration 
policy is further adapted into the workload balancing through the proposed dynamic 
workload analysis.  

3   Dynamic Workload Management 

In this section, we manage SP’s workload dynamically by its load status for workload 
balance. We first discuss the importance of maintaining an appropriate workload of 
SP. We then propose a SP workload status evaluation and workload status 
classification by SP’s workload character. Finally, in order to provide a stable SP 
workload and efficient message handling, we consider the collaboration strategy to 
distribute workload between SPs.  

3.1   Importance of SP Workload 

In a super peer based P2P system, searches are mainly performed by SPs, which 
actually forms the “backbone” of the P2P network [8]. SP based P2P systems take 
advantage of peer’s heterogeneity by dividing peers into two layers: SP and OP, 
thereby scaling better by reducing the number of query paths. This model, both SP 
and OP can submit queries, but only SP can relay queries and response. After 
receiving a query, a SP first checks to see if it is stored locally or in its OPs. If some 
results are found in SP’s group, it sends them to the requested OP. 

Comparing with pure P2P models, SP based P2P models such as KaZaA and 
Gnutella [3, 4] have higher search efficiency because, instead of all the OPs, only SPs 
are involved in search processes. Therefore, SP’s capacity has considerable influence 
on message handling of OPs and the performance of the entire network. 
Consequently, it is a very important factor for SP to control adequate workload 
according to its dynamic workload status. The question is: How does the SP keep its 
own workload stable to improve the performance of P2P network? How does the SPs 
increase QueryHit rate so that they help OPs by processing the query messages in a 
shorter response time? 

The problems with SPs providing their stable capacity and fast response time are as 
follows: First, SP is probably not the server for client OPs in a traditional client/server 
architectures. Most of SPs participating in a P2P system are general computer systems 
with general operating systems such as Window XP or Mac OS. Comparing with the 
server, users classified as SP have difficulty supplying an accurate stable workload 
because they should work as SP in P2P system while they are doing their own private 
jobs like word processor, e-mail, and Internet surfing, etc, at the same time. 
Therefore, SP’s workload should consider both user’s private workload and public 
workload. As a result, we should be able to analyze workload characteristics by each 
workload status. Second, we should provide an adequate collaboration policy to 
distribute SP’s workload by each load level.  
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3.2   Workload Value Evaluation  

In this section, we evaluate system’s workload characteristics. The conventional load 
balancing strategies in P2P systems focus on sharing objects between peers. They 
replicate popular peer’s objects based on their access probability to neighbor peers. 
Our workload value evaluation is different from the existing schemes in that we 
analyze SP’s workload characteristics to perform workload balancing. We assume 
that SP’s system environment is not a server and it just operates on user’s operating 
system. Thus, a user could work as a SP in the P2P system while doing his own 
private jobs at the same time. We assume that SP’s workload is affected by both its 
public workload due to P2P system and its private workload.  

To evaluate total workload of SP in P2P system, we calculate the private workload 
and the public workload using formula (1). We obtained this formula through 
experiments on incurred load by each workload characteristic in section 4. First, in 
case of public workload by P2P system, SP’s workloads are caused by requested 
message processing time from SP’s group peers and cooperating neighbor SPs. In 
public workload, CPU load value is not crucially affected by the entire P2P system 
performance. The reason is that when a large number of messages for the SP arrive, 
some are dropped because the queue length in the network channel is limited. Thus, 
they are never received by the CPU and the CPU load is increased just a little bit or 
decreased. Hence, we consider public workload as network load by P2P system usage 
using formula (2). 

On the other hand, private workload is calculated by the number of tasks in the 
CPU queue length and network queue length in formula (3).  

SPtw = Cpri_w + Cpub_w (1) 

Cpub_w = NWP 
(2) 

Cpri_w = CWP + NWP 
(3) 

CWP (CPU workload Processing time) is defined as the average time needed to 
perform a task in CPU queue length in formula (4). TP is the number of total 
processes. NWP (Network Workload Processing time) is defined by public workload 
and private workload in formula (5). In case of public workload, NWP is the average 
message processing time needed to search peer’s requested files and connection 
request to SP to join in formula. In case of private workload, it is defined as the 
average task processing time needed to perform user’s Internet tasks. Therefore, we 
should classify the net workload into private load and public load. To distinguish 
between the two workloads, we set identifier to 0 or 1 using a binary digit. If network 
traffic is incurred by the private workload, pi=0, otherwise pi=1.  
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3.3   Workload Status Classification 

SP estimates its workload status by a number of tasks in the CPU queue length and 
Network channel. We classify each workload into two kinds of type such as a stable 
and an unstable type by given threshold [7]. Finally, we use a 4-level scheme to 
represent the each load type on its CPU and Network of queue length.  

First of all, we show a stable type that includes an “underload” and a “normal 
level”. Underload, level-1, is a lower bound of threshold and it is possible to process 
message without delay at CPU and Network when OPs request query processing to 
SPs. In normal status, level-2, is working harder but still able to process messages 
normally. Second, we show an unstable type that it classifies the load status into 
“potential overload” status and “overload” status. Potential overload status, level-3, is 
current normal status but it is expected to increase the workload of system by user’s 
private workload or public workload. Hence, user’s system status is possible to be 
overloaded status in the near future. In this paper the potential overload status will be 
a standard to decide a performance type is either stable or unstable. To measure this 
value, we apply EMA (Exponential Moving Average) algorithm. EMA is a time 
series which gives more weight to more recent measurements than to other historical 
data. Potential Overload status is calculated using the previous queue length value and 
current queue length value [5, 6]. Through this process, we can expect the status of 
system and we can control the workload of P2P system using proposed collaboration 
policy before it becomes overloaded status. Finally, the overload status, level-4, is 
defined when the measured workload exceeds the threshold of upper-bound. A SP 
stops OP’s message processing and connection requests of new OPs. In this state, the 
SP temporarily seems to leave the P2P system.  

Table 1. Load level classification by load status 

Type Status  Level Criteria 

Underload Level-1 SPlow ≤ QL 
Stable 

Normal Level-2 SPlow ≤ QL < SPema 

Potential 
Overload 

Level-3 SPema ≤ QL < SPhigh Unstable 
Overload Level-4 SPhigh ≤ QL 

3.4   Collaboration Policy 

In this section, we propose the collaboration policy to distribute workload of SP. The 
aim of collaboration is that we select appropriate SP by considering load status and its 
resulting workload characteristics. In this approach, each SP periodically checks its 
workload status. When SPs detect a load imbalance we perform the collaboration 
policy which is shown in table 2. First, we analyze SP’s workload status of the private 
workload and the public workload, and decide on its load level. According to each 
load level, we divide it into 4 different cases. Second, we evaluate each workload 
status to determine whether SP’s workload is stable or unstable. If workload status is 
unstable, we distribute load using the collaboration policy for load balancing. In this 
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paper, collaboration policy is initiated when SP detects that its workload is level-3 
shown in table 2.  

In case 1, a SP detects its private workload is level-3 and public workload is stable 
type. We define that SP’s workload could be potentially increased by its private 
workload such as CWP and NWP. In this case, the SP initiates the collaboration 
policy. SP replicates the most frequently accessed objects based on the access 
probabilities to SP’s neighbor SPs. To create new replicas, first, the SP should check 
the load status of neighbors whether they have good capacity and stable workload 
status such as level 1 or level 2. If possible, the SP asks them to create replicas of the 
most highly loaded files on SP. If neighbor SPs admit replicas, the SP sends replicas 
to them. In this case, the SP can still deal with OP’s query processing but the SP 
rejects new OP’s connection request to prevent increase of current workload.  

In case 2, a SP detects that its private workload is level-4 and public workload is 
stable type. We define SP’s private workload is overloaded. A user is working the 
large number of private jobs though the user works as a SP in P2P system. So the SP 
can not deal well with message processing for OPs in group. In this case, the SP stops 
peer’s message processing and new OP’s connection request. First, the SP should 
select neighbor SP to handle queries from own OPs instead of himself or herself. To 
select new SP for OPs, the SP checks the load status of own neighbors, and selects a 
SP who has the lowest load. Second, as soon as choosing a neighbor, the SP sends 
OP’s information such as peer’s name, type, its object lists to selected SP. Lastly, the 
SP advertises OPs to be selected new SP and then OPs request query processing to a 
new SP instead of original SP. This means the existing SP temporarily secedes from 
P2P system.  

In case 3, a SP identifies that its public workload is level-3 and private workload is 
stable. We define SP’s public workload could be potentially increased by its public 
workload such as the increase of group size, the number of message and QueryHit 
rate etc. Through the experiment (Fig.2), we found the performance of public 
workload is largely affected by QueryHit rate. If SP’s QueryHit rate is low, SP should 
broadcast the large number of messages to neighbor SPs to search requested objects 
from OPs, which, in result, SP’s message response time is increased. Hence, a SP 
requests its neighbor SPs to share popular object’s lists. The SP request neighbor SP’s 
object list with the most frequently access rate or query hit rate. In this case, instead 
of receiving objects, the SP obtains neighbor object lists which contain object’s 
owner, owner’s physical address, object name, size, and type. Through this procedure, 
SP will able to respond OP’s queries fast and efficiently through preempting object 
lists with high query hit rate although the SP does not include object lists in own 
group OPs. Also the SP still admits the connection request from new OP and adds it 
to SP’s object list and continually performs query processing of the existing OPs.  

In case 4, a SP perceives that its public workload is level-4, overload and private 
workload is stable. In this case, it is defined when a SP has a big group size of OPs 
that request queries very frequent to the SP. Thus, this case is defined that the ratio of 
the number of Ops to the number of SPs, is not appropriate so that more SPs are 
needed in the network. First, the SP selects the most eligible OP to encourage new SP 
that has good capacity and good load status at the same time. Second, the SP divides  
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Table 2.  Collaboration Policy by four different Cases 

Case Cpri_w Cpub_w Collaboration Criteria 

Case 1 Level-3 stable Replication 

Case 2 Level-4 stable Re-selection 

Case 3 Stable Level-3 Pre-emption 

Case 4 Stable Level-4 Re-distribution 

own OP lists with new selected SP. The SP processes remained OP’s queries but 
rejects new connection request until its load status is stable. However it is not easy to 
meet Case 2 and Case 4. Proposed scheme predicts the potential workload status at 
Level-3 and perform SP’S workload balancing before we meet the worst case. In case 
both private and public workloads are unstable, we won’t consider it here because 
we’ve already seen in Case 2 that the user will potentially stop P2P system. 

4   Experimental Evaluations 

In this section, we present the simulation model used to evaluate the characteristics of 
workload and proposed collaboration policy and discuss the simulation results. The 
simulation model is implemented in C++ using CSIM [9]. It consists of a number of 
OPs and SPs. Every SP is assigned with different capacity to be sufficiently 
heterogeneous when a SP is created. During simulation, OPs join and leave the 
network following a Poisson process with an arrival rate of λ and departure rate of 
μ. Table 3 summarizes the parameters used for the simulation and their default 
values.  

Table 3. Default Parameter Settings 

Parameters Default Values 
SIMTIME 5000 
The number of OP 10 ~ 300 
The number of SP 10 ~ 50 
CPU power factor {1.0,1.5,2.0,2.5,3.0} 
The number of query frequency  10 
The number of objects  20 
The delay per hop 100ms 
The range of QueryHit rate 10~100% 

In our simulation, we tried to verify that our proposed SP's workload balancing 
strategy can improve SP's message response time by evaluating its workload 
characteristics. First, we experiment with P2P system performance as SP’s group size 
increases. To do this, we assume the performance of system as follows. A user does  
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Fig. 1. Response Time vs. The number of 
Peers 

Fig. 2. QueryHit rate vs. Response time 

not work its private job and just operates SP on P2P system. OPs send messages at the 
same frequency to SPs to connect to a SP and request queries. Then SP’s QueryHit 
rate is 100%. At this status, we estimate 1) the average message response time, 2) 
message processing time in network queue length, and 3) CPU processing time in 
CPU queue length as SP’s group size varies. In Fig. 1, we found that all of them are 
not largely affected as the number of message is increased.  

Second, we experiment with the public workload performance as SP’s QueryHit 
rate changes. We set the group size of SP to 10 and each OP requests queries at the 
same frequency. Fig. 2 shows the message response time is largely decreased as 
QueryHit rate increases. When QueryHit rate is low, message response time and 
message processing time in network queue length varies significantly. But, the CPU 
processing time barely changes. The reason is that the large number of message in 
network queue is dropped before it arrives at CPU queue length. Therefore, we 
consider the network queue length and QueryHit rate as threshold except the CPU 
processing time when we evaluate the public workload. 

Third, based on private workload, we examine the change of message response 
time influenced by CPU queue length and network queue length. Fig. 3 shows the 
average message response time as CPU queue length varies. To do this experiment, 
we set the group size of SP to 10 to minimize the effect due to the public workload. 
User dose not perform private network jobs, instead, just operates off-line tasks. In 
Fig. 3, we compare the performance of average message response time as CPU queue 
length changes through increasing SP’s private works, the number of tasks. In this 
experiment, we show that message response time is highly increased by CPU queue 
length. Fig. 4 examines message response time as private network queue length 
changes. We don’t operate the private CPU jobs and set the group size of SP to 10. In 
Fig. 4, it shows user’s network jobs affected message processing time. Thus, we 
found that SP’s private workload changes the performance of message handling 
capacity in P2P system. 
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Fig. 3. Response time vs. CPU queue length Fig. 4. Response time vs. Network queue 
length 

Fourth, based on level of load status, we estimate the range of threshold and 
message response time by each four different level. In Fig. 5, we approximately 
evaluated the threshold of CWP and NWP values of the private workload and NWP 
of public workload at each different level. Fig. 5 shows the different threshold values 
for each workload characteristic at four different levels. Fig. 6 shows each private 
workload and public workload has similar message response time when they are 
included in the same level. Thus, we found that they can handle messages with similar 
capacity at same level though each workload characteristic has different threshold.  
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Fig. 5. Threshold values at each level Fig. 6. Response times at each level 

Finally, we experiment if SP can stably keep workload balance and improve 
message response time. In Fig. 7, we compare the performance of proposed 
collaboration policy with no-load-balancing scheme. This experiment environment is 
shown in Table 4.  
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Table 4. Parameter Settings 

Parameters Default Values 
SIMTIME 5000 
# of OP 10 ~ 100 
# of SP 10 
CPU power  {1.0,1.5,2.0,2.5,3.0} 
# of query frequency 10 
# of objects  30 
QueryHit rate 60% 
CWP value 15% 
NWP value (pi=0) 15% 
NWP value (pi=1) 70% 

Fig 7 shows the message response time as SP’s group size increases. Comparing 
with no load balancing scheme, it is clear that proposed collaboration policy 
significantly improve message response time and keep SP’s workload status stable. 
We demonstrate the effectiveness of proposed scheme which can show good 
performance with considering public workload and private workload at the same time 
and adequate collaboration policy for each workload status.  
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Fig. 7. Response time vs. SP’s group size 

5   Conclusion  

We presented the collaboration policy for analyzing SP’s workload characteristics and 
evaluating each workload status to perform workload balancing. In the Super-Peer 
based P2P systems, SPs should handle all queries received from OPs. As a result, the 
control of SP’s workload has considerably influenced on the performance of P2P 
network. The existing systems performed the workload balancing with replication 
strategies to distribute popular objects between peers. They, however, have paid little 
attention to the SP’s workload balancing from the view point of the workload status 
characteristics. Proposed paper presents a collaboration strategy based on SP’s 
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workload characteristics. We demonstrated the performance of the proposed scheme 
using a number of simulations. In our experiments, we show that each workload 
characteristics and status can have a big effect on message handling capacity of SP. 
Also through the proposed collaboration policy, we can not only improve the 
performance of message response time, but also keep the status of SP system stable. 
We plan to implement additional collaboration policies features in the future work.  
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Abstract. Imbalanced workload-distribution can significantly degrade performance 
of grid computing environments. In the past, the theory of divisible load has been 
widely investigated in static heterogeneous systems. However, it has not been 
widely applied to grid environments, which are characterized by heterogeneous 
resources and dynamic environments. In this paper, we propose a performance-
based approach to workload distribution for master-slave types of applications on 
grids. Furthermore, applications with irregular workloads are addressed. We 
implemented three kinds of applications and conducted experimentations on our grid 
test-beds. Experimental results show that this approach performs more efficiently 
than conventional schemes. Consequently, we claim that dynamic workload 
distribution can benefit applications on grid environments. 

1   Introduction 

Grid platforms, which consist of various computational and storage resources, have 
become promising alternatives to traditional multiprocessors and computing clusters 
[3, 4, 7-9, 14, 25-28, 40]. The goal of grid computing is to share resources through the 
internet. Therefore, users can access more computing resources through grid 
technologies. On the other hand, inappropriate management of grid environments 
might result in using grid resources in an inefficient way. Moreover, the characteristic 
of dynamic changing makes it different from conventional parallel and distributed 
computing systems, such as multiprocessors and computing clusters. Consequently, it 
is challenging to use the grid efficiently. 
                                                           
∗ This work was partially supported by National Science Council of Republic of China under 

the number of NSC95-2752-E-009-015-PAE. 
∗∗ Corresponding author. 
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In the past, the master-slave paradigm is a common model for task dispatching in 
parallel and distributed computing environments [16]. In this model, the master node 
holds a pool of tasks to be dispatched to other slave nodes. A well-known application of 
this model is Divisible Load Theory (DLT) [1, 17-19, 32, 36], which deals with the case 
where the total workload can be partitioned into any number of independent subjobs. In 
[23], a data distribution method was proposed for host-client type of applications. Their 
method was an analytic technique, and only verified on homogeneous and 
heterogeneous cluster computing platforms. In [24], an exact method for divisible load 
was proposed, which was not from a dynamic and pragmatic viewpoint as ours. 

This paper aims to address the problem of dynamic distribution of workload for 
master-slave applications on grids. Since grid environments are dynamically changing 
and heterogeneous, the problem is more challenging than the traditional DLT problem. 
We propose a performance-based approach, which is implemented in three types of 
applications, Matrix Multiplication, Association Rule Mining and Mandelbrot Set 
Computation, and is executed a grid test-bed. Experimental results show that effective 
workload partitioning can significantly reduce the total completion time. 

Our major contributions can be summarized as follows. First, this paper proposes a 
new performance function to estimate the performance of grid nodes. Second, we apply 
this approach to programs with irregular workload distribution. Consequently, 
experimental results show the obvious effectiveness of our approach. Our previous work 
[37-39] presents different heuristics to the parallel loop self-scheduling problem. This 
paper generalizes their main idea and proposes to solve the dynamic workload 
distribution problem. This approach is applied to both the parallel loop self-scheduling 
application and the association rule mining application. There have been a lot of 
researches of parallel and distributed data mining [12, 13, 29, 47]. However, this paper 
focuses on workload distribution, instead of proposing a new data mining algorithm. 

The remainder of this paper is organized as follows. In Section 2, background on 
parallel loop scheduling and association rule mining is reviewed. In Section 3, we 
describe the proposed approach to solve the dynamic workload distribution problem. 
Next, the configuration of our grid testbed is specified and experimental results on 
three types of applications are also presented in Section 4. Finally, the concluding 
remarks are given in the last section. 

2   Background Review 

In this section, parallel loop scheduling and association rule mining are briefly reviewed. 

2.1   Dynamic Loop Scheduling Schemes 

Dynamic loop scheduling schemes make a scheduling decision at runtime. Its 
disadvantage is more overhead at runtime, while the advantage is load balance. The 
schemes we focus in this paper are self-scheduling, which a large class of dynamic 
loop scheduling schemes. Several self-scheduling schemes have been reviewed in [15, 
21, 22, 30, 33, 41, 42, 46], and they are restated here as follows.  

• Pure Self-scheduling (PSS). This is a straightforward dynamic loop scheduling 
algorithm [32]. Whenever a processor becomes idle, a loop iteration is assigned to 
it. This algorithm achieves good load balance but also induces excessive overhead. 
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• Chunk Self-scheduling (CSS). Instead of assigning one iteration to an idle 
processor at one time, CSS assigns k iterations each time, where k, called the chunk 
size, is a constant.  

• Guided Self-scheduling (GSS). This scheme can dynamically change the number 
of iterations assigned to each processor [35]. More specifically, the next chunk size 
is determined by dividing the number of remaining iterations of a parallel loop by 
the number of available processors. 

• Factoring Self-scheduling (FSS). The Factoring algorithm addresses this problem 
[31]. The assignment of loop iterations to working processors proceeds in phases. 
During each phase, only a subset of the remaining loop iterations (usually half) is 
divided equally among the available processors.  

• Trapezoid Self-scheduling (TSS). This approach tries to reduce the need for 
synchronization while still maintaining a reasonable load balance [43]. This 
algorithm allocates large chunks of iterations to the first few processors and 
successively smaller chunks to the last few processors.  

In [44], the authors enhanced well-known loop self-scheduling schemes to fit an 
extremely heterogeneous PC cluster environment. A two-phased approach was proposed 
to partition loop iterations and it achieved good performance in heterogeneous test-beds. 
In [20, 45, 46], NGSS was further enhanced by dynamically adjusting the parameter α 
according to system heterogeneity. A performance benchmark was used to determine 
whether target systems are relatively homogeneous or relatively heterogeneous. In 
addition, the types of loop iterations were classified into four classes, and were analyzed 
respectively. The scheme enhanced from GSS is called ANGSS in this paper. 

2.2   Association Rule Mining 

The objective of association rule mining is to discover correlation relationships 
among a set of items [29]. The well-known application of association rule mining is 
market basket analysis. This technique can extract customer buying behaviors by 
discover what items they buy together. The managers of shops can place the 
associated items at the neighboring shelf to raise their probability of purchasing. For 
example, milk and bread are frequently bought together. 

The formulation of association rule mining problem is described as follows [12-13]. Let 
I={I1, I2, I3, …, Im} be a set of items, and D a database of transactions. Each transaction in 
D is a subset of I. An association rule is a rule of the form A⇒B, where A ⊂ I, B ⊂ I, and 
A∩B={}. The well-known algorithm for finding association rules in large transaction 
databases is Apriori. It utilizes the Apriori property to reduce the search space. 

As the rising of parallel processing, parallel data mining have been well investigated 
in the past decade. Especially, much attention has been directed to parallel association 
rule mining. A good survey can be found in [47]. 

3   Approach: Performance-Based Workload Distribution (PWD) 

In this section, the system and programming model is introduces first. Then, the 
parameters of performance ratio and static-workload ratio are described. Finally, we 
present the skeleton algorithm for the performance-based workload distribution. 
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3.1   The System Model 

The system in this work is modeled by a master-slave paradigm, which is represented 
by a star graph, G = (N, E). In this graph, N means the set of all nodes on the grid, and 
E is the set of all edges between the master and the slaves. In this model, there are two 
kinds of attributes associated with nodes, constants and variables. The values of the 
constant attributes do not vary during the lifetime of the node. For example, CPU 
clock speed, memory size, etc. are all constant attributes. On the other hand, the 
values of the variable attributes may fluctuate during the lifetime of the node. For 
example, CPU loading, available memory size, etc. are all constant attributes. In the 
following sections, the two kinds of attributes are utilized to model the heterogeneity 
of the dynamic grid. 

3.2   Performance Ratio 

The concept of performance ratio was previously defined in [37-39] in different forms 
and parameters, according to the requirements of applications. In this work, a 
different formulation is proposed to model the heterogeneity of the dynamic grid 
nodes. The purpose of calculating performance ratio is to estimate the current 
capability of processing for each node. With this metric, we can distribute appropriate 
workloads to each node, and load balancing can be achieved. The more accurate the 
estimation is, the better the load balance is. 

To estimate the performance of each slave node, we define a performance function 
(PF) for a slave node j as 

PFj (V1, V2, …, Vm) (1) 

where Vi, 1< i <m, is a variable of the performance function. In more detail, the 
variables could include CPU speed, networking bandwidth, memory size, etc. We 
propose to utilize a Grid Resource Monitoring Tool [11] to acquire the values of 
variable attributes for all slaves, and to acquire the values of constant attributes by 
MDS. In this paper, the PF for node j is defined as  
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where 

• N is the set of all grid nodes. 
• CSi is the CPU clock speed of node i, and it is a constant attribute. The value of 

this parameter is acquired by the MDS service. 
• CLi is the CPU loading of node i, and it is a variable attribute. The value of this 

parameter is acquired by the Ganglia tool, as shown in Figure 1. 
• Bi is the bandwidth (Mbps) between node i and the master node. 
• w1 is the weight of the first term. 
• w2 is the weight of the second term. 
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Fig. 1. The snapshot of the monitoring tool on the TIGER Grid 

3.3   Determination of Static-Workload Ratio (SWR) 

Another important factor to be estimated is the proportion of the workload which can 
be statically scheduled. For example, Mandelbrot Set Computation is a problem 
involving irregular workloads. In each iteration, the workload is different and varies 
significantly, as shown in Figure 2. Obviously, a distribution scheme which does not 
consider the effect of irregular workload could not estimate PR accurately. 

We propose to use a parameter, SWR (Static-Workload Ratio), to alleviate the 
effect of irregular workload. In order to take advantage of static scheduling, SWR 
percentage of the total workload is dispatched according to Performance Ratio. If the 
workload of the target application is regular, SWR can be set to be 100. However, if 
the application has irregular workload, such as Mandelbrot Set Computation, it is 
reasonable to reserve some amount of workload for load balancing. We propose to 
randomly take five sampling iterations, and compute their execution time. Then, the 
SWR of the target application i is determined by the following formula. 

i

i
i MAX

min
SWR =  (3) 

where 

• mini is the minimum execution time of all sampled iterations for application i. 
• MAXi is the maximum execution time of all sampled iterations for application i. 

 
For example, for a regular application with uniform workload distribution, the five 

sampled iterations are the same. Therefore, the SWR is 100%, and the whole workload 
can be dispatched according to Performance Ratio, with good load balance. However, 
for another application, the five sampling execution time might be 7, 7.5, 8, 8.5 and 
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Fig. 2. The Mandelbrot Set on [-1.8, 0.5] to [-1.2, 1.2] an 800×800 pixel window 

10 seconds, respectively. Then the SWR is 7/10, i.e. a percentage of 70. Therefore, 70 
percentages of the workload would be scheduled statically according to PR, while 30 
percentages of the workload would be scheduled dynamically by GSS. 

3.4   Algorithm 

Our algorithm is composed of four stages. In stage one, the related information are 
acquired. Then, stage two calculates the Static-workload Ratio and Performance 
Ratio. Next, SWR percentage of the total workload is statically scheduled according to 
the performance ratio among all slave nodes in stage three. Finally, the remainder of 
the workload is dynamically scheduled by Guided Self-Scheduling for load balancing. 
The algorithm of our approach is described as follows. 

 

Module MASTER 

Stage 1: Gathering the following information 
− CPU_Loading 
− CPU_Clock_Speed 
− the sample execution time 

Stage 2: Calculate two scheduling parameters 
Stage 3: Static Scheduling for SWR% of workload 
Stage 4: dynamic Scheduling for the remaining 
END MASTER 
 
Module SLAVE 

While (a chunk of workload arrives) { 
   Receive the chunk of workload 
   Compute on this chunk 
   Send the result to the Master 
} 
END SLAVE 
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4   Experimental Results 

To verify our approach, a grid test-bed is built based on the TIGER grid [11], and 
three types of application programs are implemented with MPI (Message Passing 
Interface) to be executed on this test-bed. This grid test-bed consists of one master 
and four domains, totally 33 nodes. The master node is at Tunghai University (THU), 
and the 32 slave nodes are located at Tunghai University (THU), Providence 
University (PU), Li-Zen High School (LZ), and Hsiuping Institute of Technology 
School (HIT). We have built this grid test-bed by the following middleware: 

• Globus Toolkit 4.0.1 [2, 10] 
• Mpich library 1.2.6 [5, 6] 

In this study, we have implemented applications in C language, with message 
passing interface (MPI) directives for parallelizing code segments to be processed by 
multiple CPUs. For readability of experimental results, the brief description of all 
implemented programs is listed in Table 1. 

Table 1. Description of all implemented programs 

Scheduling 
Scheme 

Description Reference 

static Weighted static scheduling  
gss Dynamic scheduling (GSS) [35] 
fss Dynamic scheduling (FSS) [31] 
tss Dynamic scheduling (TSS) [43] 

ngss Fixed α scheduling + GSS [44] 
angss Adaptive α scheduling + GSS [46] 
pwd Performance-based Workload Distribution  
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Fig. 3. Execution time for Matrix multiplication with different input sizes 
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4.1   Application 1: Matrix Multiplication 

Matrix Multiplication is a fundamental operation in many numerical linear algebra 
applications. In this application, the workload is loop iterations. First, we want to 
compare the proposed PWD scheme with previous schemes with respect to the 
execution time. Figure 3 illustrates the execution time for input matrix size 512×512, 
1024×1024, 1536×1536 and 2048×2048 respectively. The results are shown as follows. 

• Among these schemes, PWD performs better than other schemes. The reason is 
that PWD accurately estimates the PR, and takes the advantage of static 
scheduling, thus reducing the runtime overhead. 

• The weighted static scheme obviously performs worse than other dynamic 
schemes. It is reasonable to say that the static scheme is not suitable for a dynamic 
environment, with respect to performance. 

• It is interesting that traditional self-scheduling schemes (FSS and TSS) perform 
slightly better than NGSS and ANGSS. However, this result is inconsistent with 
that of previous research. The reason might be that the parameter α is set too high, 
75. If the parameter α is set appropriately, it is possible for NGSS and ANGSS to 
perform better, as previous work has shown. 

4.2   Application 2: Association Rule Mining 

In this application, the workload is the dataset to be mined on. We implemented the 
Apriori algorithm, and applied our approach to conduct data distribution. Specifically, 
the parallelized version of Apriori we adopt is Count Distribution (CD) [12, 13]. In this 
experiment, “cd_eq” means to distribute the workload to slaves equally, and “cd_cpu” 
means to distribute the workload to slaves according to the ratio of CPU speed values of 
slaves. And, cd_pwd is the proposed scheme. Our datasets are generated by the tool as 
in [13]. The parameters of the synthetic datasets are described in Table 2. 

Table 2. Description of our dataset 

Dataset Number of 
Transactions 

Average 
Transaction Length  

Number of Items 

D10KT5I10 10,000 5 10 
D50KT5I10 50,000 5 10 

D100KT5I10 100,000 5 10 
D200KT5I10 200,000 5 10 

First, execution time on the grid for the three schemes is investigated. As shown in 
Figure 4, cd_pwd outperforms cd_eq and cd_cpu. From this experiment, we can see 
the significant influence of partition schemes on the total completion time. In grid 
environments, network bandwidth is an important criterion to evaluate the 
performance of a slave node. Cd_eq and cd_cpu are static data partition schemes. 
Therefore, they can not adapt to the practical network status. When communication 
cost becomes a major factor, the proposed scheme would be well adaptive to the 
dynamic network environment. 
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Moreover, the reason why cd_cpu got the worst performance can be contributed to 
the inappropriate estimation of node performance. In grid computing environments, 
CPU speed is not the only factor to determine the node performance. A node with the 
fastest CPU is not necessary the node with optimal performance. 
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Fig. 5. Execution time for Mandelbrot Set Computation with different input sizes 

4.3   Application 3: Mandelbrot Set Computation 

The Mandelbrot set computation is a problem involving the same computation on 
different data points which have different convergence rates [34]. In the following 
experiment, we want to compare the execution time of previous schemes with the 
proposed approach. Figure 5 illustrates the results for input image size 64×64, 
128×128, 192×192 and 256×256 respectively. The execution time of weighted static 
scheduling is omitted due to its bad performance. According to the experience in 
Matrix Multiplication example, the parameter α is set to 30. The results are discussed 
as follows. 
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• Among these schemes, the PWD still performs better than other schemes. The 
reason is also that PWD accurately estimates the PR, and takes the advantage of 
static scheduling, thus reducing the runtime overhead. 

• Traditional self-scheduling schemes (GSS, FSS and TSS) perform worse than 
NGSS and ANGSS. The reason is that irregular workload is difficult to schedule. If 
the parameter α is set appropriately, it is certain for NGSS and ANGSS to perform 
better, as previous work has shown. 

5   Conclusions 

In this paper, we have investigated the workload distribution problem on dynamic and 
heterogeneous grid environments. First, a performance-based approach was proposed 
to schedule workloads on grid environments. In this approach, the system 
heterogeneity is estimated by performance functions, and the variation of workload is 
estimated by Static-Workload Ratio. On our grid platform, the proposed approach can 
obtain performance improvement on previous schemes. In our future work, we will 
implement more types of application programs to verify our approach. 
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Abstract. A framework for managing pervasive computing is presented. It en-
ables end-users to easily and naturally build visual interfaces for monitoring and
customizing context-aware services. It is built on an exiting a symbolic loca-
tion model to represent the containment relationships between physical entities,
computing devices, and places. It supports a compound document framework for
visualizing and customizing the model. It provides physical entities, places, com-
puting devices, and services in smart spaces with visual components to annotate
and control them and to dynamically assemble visual components into a visual
interface for managing the spaces. It can visualize and configure the spatial struc-
ture of physical entities and places and the status and attributes of computing
devices and services, e.g., the location in which context-aware services are avail-
able. By using the framework, end-users can monitor and customize pervasive
computing environments by viewing and editing documents.

1 Introduction

Pervasive computing tends to consist of many computing devices like grid computing.
However, the former often lacks management systems, unlike the latter. In fact, the fo-
cus of current research on pervasive computing is on the design and implementation
of application-specific context-aware services. As a result, the task of management in
pervasive computing has attracted scant attention so far. This is a serious obstacle in
the growth of pervasive computing. The purpose of pervasive computing is to bridge
the gap between computing systems and the real world. In fact, one of the most typical
and popular applications of pervasive computing is in context-aware services. To sup-
port such services, pervasive computing systems must be able to know the context and
process this in the real world, e.g., people, location, and time. Such information tends
to depend on the offices/houses, businesses and lifestyles of users. Therefore, they must
customize many pervasive computing devices to their individual requirements and ap-
plications. Pervasive computing systems often lack professional administrators unlike
grid computing systems.

This paper presents a user-friendly management framework to solve these problems.
It was inspired by our experiences with practical applications of pervasive computing
in the real world, e.g., home appliance controls and location/user-aware user-assistance
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systems. The framework provides visual interfaces for deploying, customizing, and con-
trolling computing devices and context-aware services. Since pervasive computing en-
vironments are changed dynamically, such a management framework, including visual
interfaces, for these environments, must be able to autonomously adapt itself to the
changes. For example, when devices and services are added to a smart space, a visual
interface for managing the devices or services should be added to the interface for the
space. The framework is constructed as a combination of a location model, called M-
Spaces [11], and an active document framework, called MobiDoc [12,13], developed by
the author. The former is a symbolic-location model to maintain the locations of com-
puting devices and software for defining context-aware services as well as the locations
of physical spaces and entities in the real world. The latter is constructed as a Java-based
compound document framework. It enables one document to be composed of various
visible parts, such as text, image, and video created by different applications, like other
compound document frameworks, e.g., COM/OLE [3], OpenDoc [1], CommonPoint
[10], and Bonobo [7]. The framework presented in this paper provides visual interfaces
for a location model as a management tool for end-users to deploy, customize, and
monitor context-aware services. Since the framework itself is designed independently
of the location model as much as possible, it can be used for other location models for
pervasive computing.

2 Background

The framework presented in this paper has two bases, i.e., symbolic-location model
and compound document framework. The former is useful for providing context-aware
services in smart spaces, because such a model is useful for context-aware services as
discussed in the previous section. The latter enables end-users to build a visual man-
agement interface from components for compound documents and customize context-
aware services through GUI-manipulations. This paper addresses location-aware com-
munication between humans-machines or between machines-machines indoors, e.g., in
buildings and houses, rather than in outdoor settings.

2.1 Symbolic Location Model

The current implementation is constructed with a symbolic-location model, called M-
Spaces [11]. The framework can be used with other existing symbolic location models.
It enables us to monitor contextual information in the models, but we cannot manage
context-aware services, because the models themselves do not support services and
computing devices. The M-spaces model can spatially bind the positions of entities
and spaces with the locations of their virtual counterparts by using location sensing
systems, and when they move in the physical world, it can automatically deploy their
counterparts at proper locations within it. Physical spaces and entities are often orga-
nized in a containment relationship, where each space is often composed of more than
one sub-space. For example, each floor is contained within at most one building, each
room is contained within at most one floor, and a person or object may be contained in
at most one room. Unlike other existing location models, it can maintain the location
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and deployment of software to define context-aware services and information about the
computational resources of computing devices that can execute the services, as well as
represent contextual information in the real world like other existing location models.

2.2 Compound Document-Based Management Interface

The framework presented in this paper uses a compound document component frame-
work, called MobiDoc [12,13], as a visual user interface to monitor changes in the real
world and deploy and customize context-aware services. It enables an enriched docu-
ment to be dynamically and nestedly composed of software components corresponding
to various types of content, e.g., text, images and windows. Unlike other existing com-
pound document frameworks, it permits the content of all components and program
codes to access the content that is inseparable within the components so that the com-
ponents can be viewed or modified without the need for any applications. It provides an
editing environment to enable the visual components to be manipulated. It also provides
in-place editing services similar to those provided by OpenDoc and OLE. It offers sev-
eral value-added mechanisms to allow the visual estate of a container to efficiently be
shared among embedded components and to coordinate their use of shared resources,
such as keyboards, mice, and windows.

2.3 Basic Approach

The framework presented in this paper provides more than one visual component for a
virtual counterpart object corresponding to a physical entity, space, computing device,
and service to bridge the gap between the location model and the compound document
framework. Visual components are organized according to the structure of their target
virtual counterpart objects and they enable the spatial relationships between the ob-
jects’s targets to be visualized, e.g., physical entities, objects, and computing devices in
the model (Fig. 1).

The framework supports bidirectional communications between runtime systems for
virtual components and the model and communications between each visual component
and virtual counterpart objects that the component represents. The framework reflects
the structure of virtual counterpart objects in the structure of visual components and
it permits the runtime systems to request the model to change the structure of virtual
counterpart objects. We can customize the locations that the services should be available
at and the users that the services should be provided for, by deploying visual compo-
nents for context-aware services at other visual components corresponding to entities
and places through GUI manipulations. Furthermore, since each virtual component is
a programmable entity, it can directly communicate with its target counterpart object
to visualize and customize the status and attributes of the object’s target, e.g., physi-
cal entity, and place, computing device, and service via the object, through its built-in
protocols or the object’s favorite protocols.

Since compound document technology supports the dynamic composition of compo-
nents, compound document-based management interfaces for pervasive computing en-
vironments can adapt themselves to changes in the physical world. For example, when
computing devices and services are added, their visual components are dynamically
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downloaded from specified servers or devices and then automatically displayed within
the scope of the components corresponding to the spaces that contain them.

2.4 Remarks

We should explain the reason why our framework supports two layers. This is because
the upper layer, i.e., visual interfaces, should be general so that is can be used for other
models and other computing, including grid computing. In fact, it is designed inde-
pendently of the lower layer, i.e., the M-Spaces model and can support non tree-based
models. We should also note that the framework itself can be easily used for other loca-
tions models to monitor them but it does not support the deployment and customization
of context-aware services, because they cannot maintain any services and computing
devices unlike the M-Spaces model.

3 M-Space: Location Model for Smart Spaces

Existing location models can be classified into two: physical world and symbolic world.
The former represents the position of people and objects as geometric information,
which can be measured by GPS and ultra-sonic location sensing systems. The former
is not suitable in indoor settings, because although the geometric locations of two ob-
jects may be neighboring, the objects themselves may be in different rooms. In fact,
most emerging applications in indoor settings require a more symbolic notion. We use
a symbolic location model, called M-Spaces model. This section outlines the model
before explaining the framework.1

1 Detail of the model was presented in our previous paper[11].
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3.1 Containment Relationship Model

This model is unique to other existing location models, because it not only consists of
data elements but also programmable entities, called agents, as virtual counterpart ob-
jects of physical entities or places. Agents have the following notions: (1) Each agent
is a virtual counterpart of a physical entity or place, including the coverage area of the
sensor, computing device, or service-provider software. (2) Each agent can be contained
within at most one agent according to containment relationships in the physical world
and cyberspace. It can move between agents as a whole with all its inner agents. Agents
When an agent contains other agents, we call the former a parent and the latter children.
The model permit agents to interact with each others. The model represents facts about
entities or places in terms of the semantic or spatial-containment relationships between
agents that are associated with these entities or places. When physical entities, spaces,
and computing devices move from location to location in the physical world, the model
detects their movements through location-sensing systems and changes the containment
relationships between agents corresponding to moving entities, their sources, and des-
tinations. The below figures of Fig. 1 shows the correlation between spaces and entities
in the physical world and their counterpart agents. Each agent is a virtual counterpart
object of its target in the world model and maintains the target’s attributes.

3.2 Agent

The model cannot only maintains the location of physical entities, such as people and
objects, but also the locations of computing devices and services in a unified manner.

– The virtual counterpart agent (VCA) is a digital representation of a physical
entity, such as a person or object, except for the computing device itself, or physical
surroundings such as a building or room,

– The proxy agent (PA) bridges the model and computing device, and maintains a
subtree of the model or executes services located in a VCA.

– The service agent (SA) is software that defines application-specific services de-
pendent on physical entities or places.

For example, a car carries two people and moves from location to location with its oc-
cupants. The car is mapped into a VCA on the model and this contains two VCAs that
correspond to the two people. The movement of the car is mapped into the VCA migra-
tion corresponding to the car, from the VCA corresponding to the source to the VCA
corresponding to the destination. Also, when a person has a computer for executing ser-
vices, his or her VCA has a PA, which represents the computer and runs SAs to define
the services.

Virtual counterpart agent. A person, physical object, or place can have more than one
VCA, and each VCA can contain other VCAs and PAs according to spatial containment
relationships in the physical world. However, unlike other existing location models, ours
does not distinguish between entities and places in the physical world; some entities can
be viewed as spaces, e.g., cars and desks, in the sense that they can contain other entities
inside them.
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Proxy agent. VCAs can have software to define the context-dependent services inside
them. However, they may not be able to be executed in the software, because none of the
computing devices that maintain these have unlimited computational resources. Instead,
there are two facilities through which services can be provided. The first is to forward
such services to computing devices embedded in or visiting a space and execute them on
the devices. The second is to directly use services provided by computing devices within
a space. We introduced proxy agents to maintain the location of computing devices and
used the devices as service providers.2 Our model also allows PAs to be classified into
two sub-types that handle computing devices according to their functions.

– The first agent, i.e., PAS (PA for Service provider), is a proxy of a computing device
that can execute services (Fig. 2(a)). If such a device is in a place, its proxy is
contained in the VCA corresponding to the space. When a PAS receives software
for defining services, it forwards this to the device to which the software refers.
After the PAS forwards the software, it enables other agents to fetch the software
as if this were in it.

– The second agent, called PAL (PAC for Legacy device), is a proxy of a computing
device that cannot execute SAs (Fig. 2(b)). If such a device is in a space, its proxy
is contained in the VCA corresponding to the space and it communicates with the
device through the device’s favorite protocols.

Service agent. We should reuse existing location-based and personalized services as
much as possible. The model introduces several typical software agents, e.g., Java Beans
and Java Applets as service-provider programs. However, such existing agents may
not be suitable for our model. Each SA is a wrapper for software modules to define
application-specific services and each specifies the attributes of its services, e.g., the
requirements that a device must satisfy to execute these services. The model maintains
the locations of services by using SAs.

2 Proxy agents are unique to other existing location models and are useful for maintaining and
using computing devices.



A Visual Framework for Deploying and Managing Context-Aware Services 403

4 Compound Document Framework for Managing Pervasive
Computing

This section presents a compound document framework for building and operating vi-
sual interfaces for context-aware services. The framework inherits many features of our
compound document framework, MobiDoc, but is extended to manage pervasive com-
puting. The framework provides each agent in the model with more than one visual
component to view and customize the status and attributes of the agent by using the
program code defined in the agent. It organizes these components in a tree structure ac-
cording to their target agents. It consists of two parts: component runtime systems and
visual components. The former can communicate with the model and organize visual
components. The latter maintains its visual content and program code to enable content
inside it be viewed or edited.

4.1 Visual Component

Each visual component is a collection of Java objects wrapped in a component and it
has its own unique identifier and image data displayed as its icon. All the objects that
each component consists of need to implement the java.io.Serializable inter-
face, because they must be marshaled using Java’s serialization mechanism. Each visual
component needs to be defined as a subclass of either the java.awt.Component
or java.awt.Container from which most of Java’s visual or GUI objects are
derived. To reuse existing software, we implemented an adapter to use typical Java
components, e.g., Java Applets and JavaBeans, that are defined as subclasses of the
java.awt.Component or java.awt.Container class within our components.
This is not compatible with all kinds of Applets and JavaBeans, because some of those
existing components manage their threads and input and output devices depreciatively.
Nevertheless, the framework provide adapters for several canonical Applets and Jav-
aBeans to be used as visual components.

4.2 Component Runtime System

Each runtime system governs all the components within it and provides them with APIs
for components in addition to Java’s classes. It assigns one or more threads to each
component and interrupts them before the component migrates, terminates, or is saved.
Each component can request its current runtime system to terminate, save, and migrate
itself and its inner components to the destination that it wants to migrate to. This frame-
work provides each component with a wrapper, called a component tree node. Each
node contains its target component, its attributes, and its containment relationship and
provides interfaces between its component and the runtime system. When a component
is created in a runtime system, it creates a component tree node for the newly created
component. When a component migrates to another location or duplicates itself, the
runtime system migrates its node with the component and makes a replica of the whole
node.

Each VCA, PA, and SA, has more than one visual component and the structure of
VCAs, PAs, and SAs in the model is reflected in the hierarchical structure of visual com-
ponents. Each hierarchy is maintained in the form of a tree structure of component tree
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Fig. 5. Relocation of visual components

nodes of components (Fig. 3). Each node is defined as a subclass of MDContainer
or MDComponent, where the first supports components, which can contain more than
one component inside them while the second supports components, which cannot con-
tain any components. For example, when a component has two other components in-
side it, the nodes that contain these two inner components are attached to the node that
wraps the container component. Component migration is only performed as a trans-
formation of the subtree structure of the hierarchy. The framework does not support
direct-interactions between visual components. Instead, it permit each VCA, PA, or
SA, to have more than one visual component.
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5 Binding Between Visual Components and Virtual Counterparts

The framework permits each agent to have more than one visual component. When it
detects changes in the attributes of an agent, it sends events to the visual components
that refer the agent.

5.1 Updating the Structure and Attributes of Visual Components

Component runtime systems support WebDAV servers. When the framework detects
changes in the structure of agents in the model (Fig. 4), it transforms the structure
of visual components that refer the agents by sending WebDAV-based commands to
the runtime systems (Fig. 5). When new physical entities and people arrive at spaces,
visual components that refer the counterpart objects for the visiting entities or people
may not be available in these runtime systems. When entities or people leave from
spaces, visual components for the missing entities or people may be unnecessary. To
solve these problems, the framework provides a mechanism for fetching/dispatching
components from/to specified servers, called repository servers. When a component is
fetched from or dispatched to servers, the runtime system marshals the node of the
component, including its state and codes, and the nodes of its descendants, into a bit-
stream by using Java’s object serialization mechanism and then transmits the bit-stream
to/from the servers. Therefore, the attributes and structure of visual components become
persistent, even while they are stored in these servers.

5.2 Updating the Structure and Attributes of Agents

Each component can display its content within the rectangular estate maintained by
its container component. The node of the component, which is defined as a subclass
of the MDContainer or MDComponent class, specifies attributes, e.g., its minimum
size and preferable size, and the maximum size of the visible estate of its component
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in the estate is controlled by the node of its container component. These classes can
define their new layout manager as subclasses of the java.awt.LayoutManager
class. When a component is dynamically added to a container, the layout manager of
the container’s MDContainer manage the position and size of the new component. For
example, if a container has an instance of Java’s java.awt.FlowLayout as its
layout manager, components that visit it automatically stand in rows in its estate.

This framework provides an editing environment for manipulating the components
for network processing, as well as for visual components. It offers several value-added
mechanisms for effectively sharing the visual estate of a container among embedded
components and for coordinating their use of shared resources, such as keyboards, mice,
and windows. Each component tree node can dispatch certain events to its components
to notify them when certain actions occur within their surroundings. MDContainer
and MDComponent classes support built-in GUIs for manipulating components. For
example, when we want to place a component on another component, including a docu-
ment, we move the former to the latter through GUI manipulations, e.g., drag-and-drop
or cut-and-paste.

When users change the structure or attributes of visual components, the framework
sends events to the model to update the structure or attributes of corresponding agents
(Fig. 6). When the underlying sensing system detects the arrival of people and physical
objects, the model fetch and load agents corresponding to these people and objects from
such storage and then issue specified events to runtime systems. To duplicate agents
or components, the system marshals them into a bit-stream and then duplicates the
marshaled agent or component, because Java has no deep-copy mechanisms that can
make replicas of all objects embedded in and referred to from these components.3

3 Since the framework treats a component and its clones as independent, it does not support any
consistency control mechanisms between them.
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6 Early Experience

We developed various components for managing VCAs, PASs, PALs, and SAs as well
as basic visual components, e.g., text viewer/editor component , JPEG or GIF viewer
components, and stream-video player components.4 Most java Swing and AWT GUI
Widgets can be used as our components in the framework without modifications, be-
cause they have been derived from the java.awt.Component class. The perfor-
mance of visual components is reasonable as management interfaces.

We describe a remote controller for power-outlets of lights through a commercial
protocol called X10 with this framework. The lights are controlled by switching their
power sources on or off according to the X10-protocol. We provide all lights with their
PALs to switch them on or off. Each PAL communicates with an X10-base server,
which controls an X10-module connected to the power-outlet to switch the outlet on
or off, and it has its own visual component to display the GUI of its target (Fig. 7).
The current implementation of the component sends commands to its PAL through an
HTTP-based protocol. When a new PAL is added to the model, it sends a specified event
to the component runtime system, which downloads a visual component for the PAL.

4 Visual components corresponding to visual components, e.g., documents, image viewers, and
text editors, were presented in our previous papers [12,13].
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We developed an improved version of the remote controller for electronic lights in
several rooms of a house and each room had more than one light. The VCA correspond-
ing to the house contained the VCA corresponding to the rooms in the containment rela-
tionship between these physical spaces and entities, We constructed an interface for the
controller with the framework (Fig. 8). The visual component for the VCA correspond-
ing to the house had several visual components displayed for the VCAs corresponding
to the rooms in its area. The visual component for the house drew a map of arrangement
of the rooms in the house. It contained VCAs corresponding to the rooms in spaces cor-
responding to the rooms on the map. A VCA corresponding to a room could contain
PALs and PASs, e.g., PALs for controlling X10 modules connected to power outlets in
the room through the X10 protocol. The interface was used to control home appliances,
including lights.

6.1 Management System for Context-Aware Services

The second application is a management system for context-aware assistant services.
The system was constructed with the framework and actually used at an exhibition in
a public museum. This was in the Museum of Nature and Human Activities at Hyogo,
Japan, which mainly has information and objects that concerned the natural environ-
ment. The exhibition space had RFID-tag readers installed and visitors were provided
with active RFID-tags to track their locations. When they came sufficiently close to
some objects, e.g., zoological specimens and fossils, located at several spots in the ex-
hibition, they could listen to sound content that annotated the objects. The RFID-tag
readers identified all the visitors within their coverage range, i.e., a 2-meters diameter
and selected sound content according to their knowledge and interests. Fig. 9 shows

Drag-and-drop visual component 
corresponding to sound content

on areas

Visual components 
corresponding to sound contents

When user enter area,  
visual component for user 

is deployed at visual component  
for area

Sound contents are assigned at 
areas

Visual container component 
corresponding to area

Fig. 9. Screenshot of monitor system windows for location/user-aware audio guiding system



A Visual Framework for Deploying and Managing Context-Aware Services 409

a screenshot of the visual interface for the management system. The interface enables
users to deploy services at areas by using drag-and-drop manipulation. Each day the
exhibition has more than 200 visitors and the system continued to monitor and manage
RFID-tag readers and location-aware services for one week without any experiencing
problems.

The interface consisted of four visual components that monitored four RFID-tag
readers located at spots throughout the exhibition. When a visitor with an RFID-tag en-
tered a spot, the VCA corresponding to him or her is deployed at the VCA correspond-
ing to the spot. We could dynamically add/remove location-aware services to/from
spots. To add a service to a spot, we deployed SA to define the service at the VCA
corresponding to the spot by a drag-and-drop operation of the visual component of
the SA on the visual component of the VCA. Curators who have no knowledge about
pervasive computing systems, can easily and naturally change audio-based assistance
services at the exhibition.

7 Related Work

This paper addresses a user-friendly management system of context-aware services in
indoors settings, e.g., in buildings and houses, rather than in outdoor settings.

7.1 Location Models

Perceptual technologies have made it possible to sense contextual information in the
real world. For example, indoor location systems, such as Radio Frequency IDentifica-
tion (RFID) tag systems, measure and track the locations of physical entities attached
to RFID tags. Existing context-aware services tend to be selected and operated in an
ad-hoc manner. For example, most existing services explicitly and implicitly depend
on the underlying sensing systems. They are not available with other sensing systems
that they have not initially assumed. To solve these problems, some research projects on
context-aware services have attempted to offer general-purpose world models to cancel
the differences between sensing systems. Since location is one of the most typical and
useful kinds of contextual information, location models will be discussed [2]. Existing
location models, unfortunately, lack any user-friendly interfaces to enable end-users to
easily manage and customize them.

7.2 Management Systems for Pervasive Computing

As mentioned in the previous section, there have been a few attempt to construct man-
agement systems or tools that monitor and customize context-aware services in per-
vasive computing environments. The EasyLiving project [4] provides context-aware
spaces, with a particular focus on homes and offices. It uses mounted sensors such as
stereo cameras on a room’s walls and tracks the locations and identities of people in the
room. The system can dynamically aggregate networked-enabled input/output devices,
such as keyboards and mice, even when they belong to different computers in the space.
It provides monitoring tools for visualizing the positions of users in rooms. However,
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the project, including its monitoring tools, seemed only to be designed for its target
rooms in an ad-hoc manner. Cambridge University’s Sentient Computing project [5]
provides a platform for location-aware applications using an ultrasonic-based locating
system in a building. It can track the movement of tagged entities, such as individuals
and objects, so that the graphical user interfaces of the users’ applications follow them
while they move around. It provides a visual editor to enable the ranges of location-
aware services to be configured, but cannot deploy services at locations.

There have been several mechanisms for automatically generate graphical user inter-
faces for pervasive computing services and devices [6,9,8]. Most existing approaches
can provide GUIs for individual devices and can support the dynamic generation of
GUIs for devices, which may be added. However, they assume the use of specified pro-
tocols to communicate with their target devices. They do not support the deployment
and configuration of context-aware services.

8 Conclusion

We presented a visual framework for monitoring and managing context-aware services
in smart spaces. It supports a symbolic location model to represent the containment
relationships between physical entities, spaces, computing devices, and software for
defining services as virtual counterpart objects that correspond to them. It enables phys-
ical entities, places, computing devices, and services in smart spaces to have visual
components to annotate and control them and to dynamically and seamlessly assem-
ble multiple visual components into a visual interface for managing the spaces. It can
monitor the spatial structure of physical entities and places and customize the status
and attributes of computing devices, and services, e.g., the location in which context-
aware services are available. It provides document-based interfaces to monitor and cus-
tomize pervasive computing environments as viewing and editing documents by using
a GUI to manipulate the compound document technology. For example, end-users can
add and customize location-aware services at specified locations by deploying the vi-
sual component corresponding to the services at the visual component corresponding
to the location. The framework presented in this paper can be used for the management
of grid computing. Our visual components themselves are independent of the model.
Since they are also programmable entities, they can communicate with computers in
grid computing environments and displays various information of the computers.
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Abstract. XtremWeb-CH (XWCH) is a software system that makes it easy for 
scientists and industrials to deploy and execute their parallel and distributed 
applications on a public-resource computing infrastructure. The objective of 
XWCH is to develop a real High Performance Peer-To-Peer platform with a 
distributed scheduling and communication system. The main idea is to build a 
completely symmetric model where nodes can be providers and consumers at 
the same time. 

This paper describes the different “components” of an XWCH infrastructure 
and the new features proposed by this platform compared to other similar 
Global Computing projects. It also describes the porting, the deployment and 
the execution of a phylogenetic CPU time consuming application on an 
experimental XWCH platform. 

Keywords: Grid, Peer-To-Peer, Scheduling algorithm, High Performance 
Computing. 

1   Introduction 

Since the early 90s, computing power consumers are adopting a new approach which 
takes advantage of the Internet development. The idea consists of deploying High 
Performance applications on Distributed platforms instead of supercomputer centres. 
This concept, known as Grid Computing, provides the ability to perform higher 
throughput computing by taking advantage of many networked computers. The Grid 
platforms use the resources of many separate computers connected by a network 
(usually the Internet) to solve large-scale computation problems. These “platforms”, 
equipped with appropriate middlewares, involve organizationally-owned resources: 
supercomputers, clusters, and PCs owned by universities, research labs, and private 
companies. 

Simultaneously with Grid Computing, a second alternative emerged. It consists of 
executing High Performance applications on anonymous connected computers by 
using their available resources. This concept is called Global Computing (GC). 
Consumers are typically small academic research groups and/or private companies with 
limited computer expertise and manpower. Most providers are individuals who own 
PCs and Macintosh, connected to the Internet by cable modems or DSL. Providers are 
not computer experts, and participate in a project only if they are interested, or receive 
“incentives”. In the context of GC, consumers have no control over providers. 
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The majority of GC projects adopted a centralized structure based on a 
Master/Slave Architecture: BOINC [1], Entropia [2], United Devices [3], Parabon [4], 
XtremWeb [5], etc. A natural extension of the GC consists on distributing the 
"decisional degree" of the master in order to avoid any form of centralization. Thus, 
architectures such as Clients/Servers and Master/Slaves would be withdrawn. This 
concept, known as Peer-To-Peer, was successfully used to share and exchange files 
between computers connected to Internet and broadcast micro-news among internet 
users. The most known projects are BitTorrent [6], eDonkey [7], Kazaa [8], Gnutella 
[9], Freenet [10] and FeedTree [11]. 

The requirements of GC and P2P computing are different from those of Grid 
computing. In fact, most of the features described in the remainder of this paper apply 
to GC and P2P computing. 

The XtremWeb-CH (www.xtremwebch.net) project aims to build an effective Peer-
To-Peer System for CPU time consuming applications. Initially, XWCH is an 
upgraded version of a Global Computing environment called XtremWeb (XW). Major 
improvements have been brought in order to obtain a reliable and efficient system. 
The software’s architecture was completely re-designed. The communication routines 
based initially on Remote Procedure Calls (Java RMI) were replaced by socket 
communications. 

This document is organized in 5 sections. After the introductory section 1, section 2 
presents the different components of the XWCH package. Section 3 details the new 
features XWCH introduces, compared to other GC and P2P projects. Section 4 presents 
the experiments carried out in order to evaluate XWCH. Finally, section 5 gives some 
perspectives of this research. 

2   XtremWeb-CH Ingredients 

XtremWeb-CH (XWCH) is composed of four modules: coordinator, worker, 
warehouse and broker. Several modules can be installed on the same node. A typical 
XWCH platform is composed of one coordinator and a set of workers, warehouses and 
brokers (Fig. 1). 

The coordinator module is the main component of XWCH. It is considered as the 
master of the XWCH system; it has the responsibility of managing communication 
between the clients (users) and the workers (resource providers). 

The worker module is installed on each provider node. It manages execution of 
tasks and the transfer of data from/to the worker. Workers are considered as the slaves 
of the XWCH system. 

When two communicating tasks are executed by two workers that can not reach 
each other (firewalls, NAT addresses, etc.), a warehouse node is used as a depository: 
the producer worker stores the result of its execution while the consumer worker 
fetches for the input data it needs to launch its execution. 

A broker module is a “compiler” which transforms the user request (application 
submission) into a set of tasks compliant to the “format” recognized by XWCH. Every 
family of applications has its own broker. The XWCH broker module can be 
compared to the Globus broker which is responsible of transforming a high level RSL 
(Request Specification Language) request into a low level RSL request [12]. 
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Fig. 1. XWCH architecture 

2.1   The Coordinator 

It is a three-tier architecture which adds a middle tier between client and workers. 
There is no direct submission/result transfer between clients and workers. The 
coordinator accepts execution requests coming from clients, assigns the tasks to the 
workers according to a scheduling policy and the availability of data, transfers binary 
codes to workers (if necessary), supervises task execution on workers, detects worker 
crash/disconnection, re-launches tasks on any other available worker, and controls the 
transfer traffic on the network to ensure the balancing of bandwidth load. The 
coordinator is composed of four services: the workers’ manager, the tasks’ manager, 
the scheduler and the communication manager. 

2.1.1   The Workers’ Manager 
The workers’ manager maintains a list of connected workers. It receives four types of 
common requests/signals from the workers: Register Request (RR), Work Request 
(WR), Life Signal (LS) and Work Result Signal (WRS). In order to minimize the 
response time of these requests/signals, every “type” is received on a dedicated port. 
The Register Request allows a worker to subscribe nearby the coordinator. When the 
Workers’ Manager receives a Work Request, it searches for the most appropriate task 
(see detail in section 3.3) to be assigned to the concerned worker. During the execution 
of the task, workers send LS to the coordinator to inform about their status. Life Signals 
are considered, by the coordinator, as the “proof” that the workers are still “alive” 
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(connected). When a worker finishes its execution, it sends a Work Result Signal to 
inform the coordinator about the location of the data it has produced. 

2.1.2   The Tasks’ Manager 
A parallel and distributed application is composed of a set of communicating tasks 
whose structure is described in section 3.1. A task is considered to be “ready” for 
execution if its input data are available (given by the user or produced by a previous 
task). A task is in “blocked” status if its input data are not yet available. Two lists are 
maintained by the Tasks’ Manager: blocked tasks and ready tasks. When receiving a 
Work Result Signal, the Tasks’ Manager checks whether the new available data 
correspond to input data awaited by one or several blocked tasks; it updates the lists 
of blocked and ready tasks accordingly. 

2.1.3   The Scheduler 
A Work Request transmits, as input parameter, the performance that can be delivered by 
the concerned worker. When receiving this request, the coordinator launches a scheduler 
module which selects the “most appropriate” ready task to be allocated to that worker. 
The concept of “most appropriate” is detailed in section 3.3. 

2.1.4   The Communication Manager 
XWCH is supposed to be a Public Large Scale Distributed Platform. It is assumed to 
be deployed on a “public” network. In this context, the system should insure that the 
bandwidth provided by the network is not completely consumed by the traffic 
generated by XWCH: common requests, data transfers, etc. The data transmitted 
between two XWCH nodes (coordinators, workers, warehouses) are split into fixed 
size packets. A sleep time separates the transmission of two successive packets. This 
time depends on the load of the network as sensed by the coordinator: the higher the 
load the bigger the sleep time. 

Similarly, the number of competing Work Requests and Life Signals processed by 
the coordinator is fixed by the communication manager according to the workload of 
the network as sensed by the coordinator. 

2.2   The Workers 

The worker module includes three components: the activity monitor, the execution 
thread and the communication manager. 

The activity monitor controls whether some computations are taking place in the 
hosting machine regarding parameters such as CPU idle time and mouse/keyboard 
activity. According to this monitoring, it processes the effective performance that can 
be provided by the worker and sends it to the coordinator via the Work Request. 

The execution thread extracts the assigned task, recreates its environment as 
provided by the coordinator (binary code, input data, directories structure, etc.), starts 
computation and waits for the task to complete. 

The communication manager of the worker is similar to the communication 
manager of the coordinator. It “spies” the workload of the network and splits output 
files into fixed size packets. A sleep time separates the transmission of two successive 
packets. This time depends on the load of the network load: the higher the load the 
bigger the sleep time. 
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Each worker could be in one of the four states: ready to execute a task, receiving 
input data of the allocated task, running a task or sending output data to the 
warehouse. 

When it is in a ready state, a worker sends periodically Work Requests to the 
coordinator to inform it about its availability. The worker passes to a receiving state if 
a task is assigned to it: the input data needed by the task is downloaded by the 
communication manager. 

The third state (running) indicates that the worker is executing its allocated task. A 
worker passes from running to sending state when the task finishes its execution; the 
result file is then uploaded to the warehouse. 

2.3   The Warehouses 

XWCH supports direct communication between workers executing two 
communicating tasks. Direct communication can only take place when the workers 
can “see” each other. Otherwise (one of the two workers is protected by a firewall or 
by a NAT address), this kind of communication is impossible. In this case, it is 
necessary to pass by an intermediary (XWCH coordinator for example). However, to 
avoid overloading the coordinator, one possible solution consists of installing 
“warehouse” nodes which acts as an intermediary. These nodes are used by workers 
to download input data needed to execute their allocated task and/or upload output 
data produced by the task. A warehouse node acts as a repository or file server. It 
must be reachable by all workers contributing to the execution of a given application. 
The protocol is the following: 

1. The list of available warehouses is received by a worker when it registers nearby a 
coordinator (Register Request) 

2. When a worker finishes the execution of a task it uploads its result in a one of the 
known warehouses (selected randomly). Thus, the result is stored in the worker and 
in the warehouse, 

3. The worker sends a work result to the coordinator with the two locations (IP 
address and path) of the result produced by the given task, 

4. When a worker sends a Work Request to execute a new task, it receives as a reply, 
the binary code of the allocated task and the two locations of its input data. 

2.4   The Brokers 

XWCH optimizes the granularity of the application according to the “state” of the 
platform. The broker splits the user application into a set of tasks according to the 
state of the platform. The broker module depends on the application itself. In other 
words, the broker module “compiles” the user request (application submission) and 
generates the optimal number of tasks and the best workload (quantity of data to be 
processed) of each task according to the number of the available workers and their 
performance. The broker module can be installed in the client node (computer from 
which the user launches its application). 

During execution, a broker node does not interfere with the XWCH platform. An 
API has been developed to allow programmers develop their own brokers specific to 
their own applications. 
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3   XWCH Characteristics 

XWCH supports three new features which, from our knowledge, do not exist in 
similar “prototypes” 

1. support of communicating tasks, 
2. direct communication between workers, 
3. granularity and load balancing management. 

3.1   Support of Communicating Tasks 

In the majority of GC environments, jobs submitted to the system are standalone. In 
case of parallel/distributed applications, communicating modules are executed as 
separate tasks. It’s the user responsibility to link manually output and input data of 
two communicating tasks. Contrary to this approach, XWCH supports the execution of 
parallel/distributed applications containing communicating tasks. These application as 
often modelled by a data flow graph where nodes are tasks and edges are 
communications inter-tasks. The data flow graph is represented by an XML file. 

In addition to the four states (detailed in section 2.2) a task can have: ready, 
running, sending and receiving, XWCH adds a fifth state: blocked. Tasks of a given 
application are initially blocked and cannot be assigned to any worker, since their 
input data are not available. Only tasks whose input data are given by the user are in 
ready state and can be allocated to workers. When a task is assigned to a worker, it 
moves from ready to running state. Input data needed by blocked tasks are 
progressively provided by running tasks which finish their processing. XWCH detects 
the blocked tasks which can pass to ready state and can, thus, be assigned to a worker. 

3.2   Direct Communication Between Workers 

Two versions of XWCH were developed. The first, called XWCH-sMs, manages inter-
tasks communications in a centralized way. The second version, called XWCH-p2p, 
allows a direct communication between workers without passing by the coordinator 
[13]. In the XWCH-sMs (slave-Master-slave) version, workers cannot directly 
communicate, they cannot "see" each other. Any communications between tasks take 
place through the coordinator. This architecture overloads the coordinator and could 
affect the application performances. 

In order to cure the gaps of the XWCH-sMs version, it is necessary to have direct 
worker-to-worker communications. Every worker receives the binary code of the task 
it will execute and the necessary information relating to its input file (IP address, path 
and name of the input file). Data transfer between the two concerned workers can thus 
take place on the initiative of the receiver. This XWCH-p2p version has two main 
advantages: it discharges the coordinator from data routing and avoids the duplication 
of communications (whenever it’s possible). In this context, the coordinator keeps 
only the responsibility of tasks scheduling. XWCH-p2p tends towards the Peer-To-
Peer concept which one of its principles is to avoid any centralized control. 
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Direct communication can only take place when the workers can “see” each other. 
Otherwise (one of the two workers is protected by a firewall or by a NAT address), 
direct communication is impossible. In this case, a warehouse node is used as a 
depository (see details in section 2.3).  

3.3   Granularity and Scheduling 

In parallel computing, the grain’s size (granularity) depends on the application and the 
number of processors in the target parallel machine. This number is generally known 
and fixed before the execution. In this case, the granularity is fixed during the 
development of the application. In our context, the computer is the network, workers 
are free to join and/or leave the XWCH platform whenever they want. The exact 
number of available workers is known just before the execution and could be varied 
later. As a consequence, the best granularity can not be fixed before execution time. 
This section describes how XWCH optimizes the granularity of tasks and how these 
tasks are scheduled during execution. 

The data flow graph which represents an application comprises a set of stages {Si}. 
A stage Si is a set of tasks having the same source code. They can be executed in 
parallel on different workers. The precedence rules between two stages Si and Si+1 
depends on the application. Tasks belonging to the same stage have no precedence 
rules. They are fed with different data and are executed according to the Single 
Program Multiple Data (SPMD) model. Thus, every stage is responsible of processing 
a “quantity” of data noted Qi. The number of tasks belonging to stage Si depends also 
on application but could be fixed according to the number of workers. To deploy an 
application on XWCH, three steps are required: 

3.3.1   Discovery Step 
This step consists of searching for a set of available workers W to execute the 
application (or one stage of the application). The output of this step is a set of workers 
W = {(wj, pj)} where pj is the effective performance of wj. pj can be expressed in 
term of CPU performance, main memory size, network bandwidth, etc. 

3.3.2   Configuration Step 
Assuming that |W| = n, this step dispatches the quantity of data to process by a stage 
Si (Q) among the n tasks that will compose the given stage. A task tk, supposed to be 
executed by worker wj (with performance pj), is assigned a quantity of data qk 
function of pj. qk is called the workload of tk. The more the worker is powerful, the 
bigger is qk. At this point, the system behaves as if the n workers are fully monitored 
by the coordinator. In other words, granularity of the parallelization and load 
balancing are fixed according to the number and performance of available workers. 

The output of the configuration step for a given stage S of a given application is a 
set of couples {(qk, pj)} where pj is the performance of the worker that will process the 
task having the workload qk. 

The XML file, describing the application, is automatically generated at the end of 
this step. 

3.3.3   Execution Step 
Configuration step assumes that available workers W are fixed and controlled by the 
coordinator. However, during execution, tasks allocation is not totally controlled by 
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the coordinator. Indeed, tasks are allocated to workers when the coordinator receives 
work requests from workers. At this point, it is worth going into some details: 

1. A work request is sent by the workers and received by the coordinator. 
2. The arrivals of work requests are unpredictable. 
3. A work request, sent by a worker, indicates its current performance p. 
4. One or several workers selected during discovery step can disappear during 

execution step. 

One or several new workers can register and start to send work requests after 
discovery step. 

During execution, the coordinator manages a set of tasks T = {tk} belonging to 
different applications. Every task tk has its workload qk. 

Ideally, tasks belonging to a given stage of a given task are executed in parallel on 
workers selected during configuration step (or new workers with higher performance). 
Since workers are volatiles, a Work Request received by the coordinator is not 
necessarily sent by one of the workers selected during the configuration step. For that 
reasons, the scheduling policy of XWCH is the following: when receiving a work 
request from a worker w having performance p, the task t allocated to w is the one 
which workload q is closer to p. Thus, the scheduler of XWCH allocates task t of T to 
w if: |q - p | = min (|qk - p|) for all tk belonging to T (I) 

The scheduling algorithm is executed when a work request is received by the 
coordinator. According to this algorithm, a given task is not executed unless an 
appropriate worker sends a work request. This means that a task could stay indefinitely 
in a ready state and never assigned to a worker. In order to avoid this situation, a 
deadline is affected to each stage of the application: if a task spends in a ready state a 
time higher than its deadline, it is automatically allocated to the first free worker. A 
small value of the deadline, means that the user prefers allocate tasks to workers as soon 
as possible. In this case, tasks could be assigned to a non appropriate worker. A high 
value of the deadline means that the user prefers wait and allocate tasks to the best 
appropriate worker. In this case, the task could be blocked indefinitely. 

4   Experiments 

This section presents some performance analysis of XWCH. Our results demonstrate 
the performance characteristics of the system and highlight promising areas for 
further research. 

The objective of these experiments is to validate our approach. They are not carried 
out to prove that the system delivers a maximum power for a given application: the 
project’s challenge is to extract, at low cost, a reasonable computing power from a 
widely distributed platform rather than extracting the maximum power from a local 
supercomputer or a dedicated GRID platform. 

XWCH was evaluated in the case of a phylogenetic application: PHYLIP (the 
PHYLogeny Inference Package) package [14]. The parallelized version of PHYLIP is 
used to generate evolutionary tree related to HIV viruses. No optimization was 
brought to the parallel version of PHYLIP. However, several improvements could be 
carried out in order to adapt the algorithm to the targeted platform. 
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Executions were carried out on a platform with one coordinator (Linux OS), 250 
heterogeneous windows workers ranging from Pentium II to Pentium IV, and 2 
warehouses. The workers are geographically located in two different places 
(Engineering Schools of Geneva and Yverdon). During execution, the 250 workers 
are used by students; they are often switched off or disconnected. 

4.1   The Application 

Phylogenetic is the science which deals with the relationships that could exist 
between living organisms. It reconstructs the pattern of events that have led to “the 
distribution and diversity of life”. These relationships are extracted from comparing 
Desoxyribo Nucleic Acid (DNA) sequences of species. An evolutionary tree, termed 
life tree, is then built to show relationship among species.  

A multitude of applications aiming at building evolutionary trees are used by the 
scientific community [15] [16] [17] [18]. These applications are known to be CPU 
time consuming, their complexity is exponential (NP-difficult problem). Approximate 
and heuristic methods do not solve the problem since their complexity remains 
polynomial with an order greater than 5: O(nm) with m > 5. Parallelization of these 
methods could be useful in order to reduce the response time of these applications. 

PHYLIP is a package of programs for inferring phylogenies (evolutionary trees). It 
is the most widely-distributed phylogeny package. PHYLIP has been used to build the 
largest number of published trees. It has been in distribution since 1980, and has over 
15,000 registered users. PHYLIP was ported on XWCH platform. 

An evolutionary tree is composed of several branches. Each branch is composed of 
sub-branches and/or leaf nodes (sequences). Two sequences belonging to the same 
branch are supposed to have the same ancestors. To construct the tree, the application 
defines a “distance” between all pairs of sequences. Evolutionary tree is then 
gradually built by sticking to the same branch, the pairs of sequences having the 
smallest distance between them. Even if the concept is simple, the algorithm is a CPU 
time consuming. Moreover, the application constructs not only one tree from the 
origin data set, but a set of trees generated from a large number of bootstrapped data 
sets (somewhere between 100 and 1000 is usually adequate). This parameter is called 
r. The final (or consensus) tree is obtained by retaining groups that occur as often as 
possible. If a group occurs in more than a fraction f of all the input trees it will 
definitely appear in the consensus tree.  

The application, as adapted to XWCH, is composed of 5 programs: Seqboot, 
Dnadist, Fitch-Margoliash, Neighbor-Joining and Consensus. 

The structure of the obtained parallel/distributed application is shown in Fig. 2. 

Seqboot 

DnaDist Fitch (or NJ) Consensus

 

Fig. 2. Data flow graph of the PHYLIP package 
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4.2   Evaluation of the Scheduling Algorithm 

This paragraph evaluates the performance of the scheduling algorithm proposed in 
section 3.3. Two versions of PHYLIP were deployed on XWCH: 

1. The first version (Version 1 in Fig.3) is composed of a given number of Fitch 
tasks. Each task processes a fixed number of trees. 

2. In the second version (Version 2 in Fig.7), the number of tasks and their workload 
are processed as explained in section 3.3. This means that that the number of trees 
generated by a given Fitch task depends on the performance of the worker. 

Execution times consumed by the two versions are shown in Fig. 3. 
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Fig. 3. Execution times of PHYLIP 

For both versions, XWCH insures that executing codes are transferred from 
coordinator to workers only at the start of the execution: if the same task is re-
executed on the same worker, its code is not downloaded again. The difference of 
execution times in Fig. 3 is due to the synchronization between the coordinator and 
workers: When a worker ends its execution it stores the results locally and on the 
warehouse, generates a work request to ask for a new task, and finally generates a 
data request to receive input data it needs. 

The goal of the scheduling algorithm (described in section 3.3) is to load balance 
tasks belonging to the same stage S. Fig. 4 shows the variation of the total number of 
tasks during the execution of the application (Phylip). 

Fig. 4 shows the total number of executed tasks during the execution of the 
PHYLIP application. Since the “Fitchs” are the most consuming time tasks, this study 
will focus on the number of these tasks. 

Steps I correspond to the execution of the Fitch tasks. These curves show that these 
tasks finish, in general, at the same time. Thus, the scheduling algorithm ensures a 
good load balancing. However, some Fitch tasks finish their execution lately (step II 
in Fig. 4). This is due to one or many of the following factors: 

1. The workers collected during the discovery step disappear during the execution, 
2. Workers not selected during the discovery step appear during the execution, 
3. As it is implemented today, workers’ performance is only represented by the CPU 

power (CPU frequency). This model is not realistic; the system should take into 
account other criteria such as main memory, processes, applications and services 
installed locally on the workers, etc. 
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(a) Number of workers = 170 (b) Number of workers = 78 (c) Number of workers = 92 

 

  

(d) Number of workers = 117 (e) Number of workers = 106 (f) Number of workers = 217 

Fig. 4. Total number of executing tasks. x : time, y : number of parallel executing tasks 

5   Conclusion 

This paper presents a new GC environment (XtremWeb-CH), used for the execution of 
high performance applications on a highly heterogeneous distributed environment. XWCH 
can support direct communications between workers, without passing by the coordinator. 
A scheduling policy is proposed in order to minimize synchronization between 
coordinator and workers and optimize load balancing of workers. The porting of PHYLIP 
on XWCH has demonstrated the feasibility of our solution. Other experiments are in 
progress to evaluate XWCH in other High Performance applications cases. 

The current version of XWCH allows the decentralization of communications 
between workers. The next step consists of designing a distributed scheduler. This 
scheduler shall avoid allocating communicating tasks to workers that can not reach each 
other and/or not belonging to the same domain (Local Area Network). This approach 
offers a strong basis for the development of distributed and dynamic scheduler and 
could confirm and reinforce the tendency detailed in the introduction. 
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Abstract. One of the most important collective communication pat-
terns used in scientific applications is the complete exchange, also called
All-to-All. Although efficient algorithms have been studied for specific
networks, general solutions like those available in well-known MPI distri-
butions (e.g. the MPI_Alltoall operation) are strongly influenced by the
congestion of network resources. In this paper we present an integrated
approach to model the performance of the All-to-All collective opera-
tion, which consists in identifying a contention signature that character-
izes a given network environment, using it to augment a contention-free
communication model. This approach, assessed by experimental results,
allows an accurate prediction of the performance of the All-to-All oper-
ation over different network architectures with a small overhead.

Keywords: Network Contention, MPI, Collective Communications,
Performance Modeling.

1 Introduction

One of the most important collective communication patterns for scientific ap-
plications is the total exchange [1] (also called All-to-All), in which each process
holds n different data items that should be distributed among the n processes,
including itself. An important example of this communication pattern is the
All-to-All operation, where all messages have the same size m.

Although efficient All-to-All algorithms have been studied for specific net-
works structures like meshes, hypercubes, tori and circuit-switched butterflies,
general solutions like those found in well-known MPI distributions rely on di-
rect point-to-point communications among the processes. Because all commu-
nications are started simultaneously, architecture independent algorithms are
strongly influenced by the saturation of network resources and subsequent loss
of packets - the network contention.

In this paper we present a new approach to model the performance of the All-to-
All collective operation. Our strategy consists in identifying a contention
signature that characterizes a given network environment. Using such contention
signature, we are able to accurately predict the performance of the All-to-All op-
eration, with an arbitrary number of processes and message sizes. To demonstrate
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our approach, we present experimental results obtained with different network ar-
chitectures (Fast Ethernet, Gigabit Ethernet and Myrinet). We believe that this
model can be extremely helpful on the development of application performance
prediction frameworks such as PEMPIs [2], but also in the optimization of grid-
aware collective communications (e.g.: LaPIe [3] and MagPIe [4]).

This paper is organized as follows: Section 2 presents a survey of performance
modeling under communication contention. Section 3 presents the network mod-
els used in this paper, and in section 4 we formalize the total exchange problem,
as well as some performance lower bounds. In Section 5 we propose a strategy to
characterize the contention signature of a given network and for instance, to pre-
dict the performance of the All-to-All operation. Section 6 validates our model
against experimental data obtained on different network architectures (Fast Eth-
ernet, Gigabit Ethernet and Myrinet). In Section 7 we provide a study case for
predicting the performance of a grid-aware All-to-All algorithm. Finally, Section
8 presents some conclusions and the future directions of our work.

2 Related Works

In the All-to-All operation, every process holds m × n data items that should
be equally distributed among the n processes, including itself. Because general
implementations of the All-to-All collective communication rely on direct point-
to-point communications among the processes the network can easily become sat-
urated, and by consequence, degrade the communication performance. Indeed,
Chun and Wang [5][6] demonstrated that the overall execution time of intensive
exchange collective communications are strongly dominated by the network con-
tention and congestive packet loss, two aspects that are not easy to quantify. As
a result, a major challenge on modeling the communication performance of the
All-to-All operation is to represent the impact of network contention.

Unfortunately, most communication models like those presented by Christara
et al. [1] and Pjesivac-Grbovic et al. [7] do not take into account the potential
impacts of network contention. Indeed, these works usually represent the All-
to-All operation as parallel executions of the personalized one-to-many pattern
[8], as presented by the linear point-to-point model below, where where α is the
start-up time (the latency between the processes), 1

β is the bandwidth of the
link, m represents the message size in bytes and n corresponds to the number of
processes involved in the operation:

T = (n − 1) × (α + βm) (1)

The development of contention-aware communication models is relatively re-
cent, as shown by Grove [9]. For instance, Adve [10] presented one of the first
models to take into account the effects of resource contention. This model con-
siders that the total execution time of parallel programs is the sum of four
components, namely:

T = tcomputation + tcommunication + tresource−contention + tsynchronization (2)
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While conceptually simple, this model was non-trivial in practice because of
the non-deterministic nature of resource contention, and because of the difficulty
to estimate average synchronization delays.

While the non-deterministic behavior of the network contention is a major
obstacle to modeling communication performance, some authors suggested a few
techniques to adapt the existing models. As consequence, Bruck [11] suggested
the use of a slowdown factor to correct the performance predictions. Similarly,
Clement et al. [12] introduced a technique that suggested a way to account
contention in shared networks such as non-switched Ethernet, consisting in a
contention factor γ that extends the linear communication model T:

T = α + β × m × γ (3)

where γ is equal to the number of processes. A restriction on this model is that
it assumes that all processes communicate simultaneously, which is only true
for a few collective communication patterns. Anyway, in the cases where this
assumption holds, they found that this simple contention model enhanced the
accuracy of their predictions for essentially zero extra effort.

The use of a contention factor was supported by the work of Labarta et
al. [13], that intent to approximate the behavior of the network contention by
considering that if there are m messages ready to be transmitted, and only b
available buses, then the messages are serialized in

⌈
m
b

⌉
communication waves.

Also, König et al. [14] have shown indeed that some All-to-All algorithms that
are optimal with unlimited buffers become less efficient when communications
depend on restricted buffers size.

A similar approach was followed by Jeannot et al. [15], who designed schedul-
ing algorithms for data redistribution through a backbone. In their work, they
suppose that at most k communications can be performed at the same time
without causing network contention (the value of k depending on the character-
istics of the platform). Using the knowledge of the application transfer pattern,
they proposed two algorithms to schedule the messages transfer, performing an
application-level congestion control that in most cases outperforms the TCP
contention control mechanism.

Most recently, some works aimed to design contention-aware performance
models. For instance, LoGPC [16] presents an extension of the LogP model
that tries to determine the impact of network contention through the analysis
of k -ary n-cubes. Unfortunately, the complexity of this analysis makes too hard
the application of such model in practical situations.

Another approach to include contention-specific parameters in the perfor-
mance models was introduced by Chun [6]. In his work, the contention is con-
sidered as a component of the communication latency, and by consequence, the
model uses different latency values depending on the message size. Although
easier to use than LoGPC, this model does not take into account the number of
messages passing in the network nor the link capacity, which are clearly related
to the occurrence of network contention.



Assessing Contention Effects on MPI_Alltoall Communications 427

3 Network Models Definition

In this work we assume that the network is fully connected, which corresponds
to most current parallel machines with distributed memory.

Communication Model: The links between pairs of processes are bidirec-
tional, and each process can transmit data on at most one link and receive data
on at most one link at any given time.

Transmission Model: We use Hockney’s notation [17] to describe our trans-
mission model. Therefore, the time to send a message of size wi,j from a process
pi to another process pj, is α + wi,jβ, where α is the start-up time (the commu-
nication latency between the processes) and 1

β is the bandwidth of the link. As
in this paper we assume that all links have the same latency and bandwidth, and
because we only investigate the regular version of the MPI_Alltoall operation
where all messages have the same size m, ∀i, ∀j, wi,j = m, and therefore the time
to send a message from a process pi to a process pj is α + mβ.

Synchronization Model: We assume an asynchronous communication
model, where transmissions from different processes do not have to start at the
same time. However, all processes start the algorithm simultaneously. This syn-
chronization model corresponds to the execution of the MPI_Alltoall operation,
used as reference in this work.

4 Problem Definition

In the total exchange problem, n different processes hold each one n data items
that should be evenly distributed among the n processes, including itself. Because
each data item has potentially different contents and sizes according to their desti-
nations, all processes engage a total exchange communication pattern. Therefore,
a total exchange operation will be complete only after all processes have sent their
messages to their counterparts, and received their respective messages.

Formally, the total exchange problem can be described using a weighted digraph
dG(V, E) of order n with V = {p0, ..., pn−1}. This digraph is called a message
exchange digraph or MED for short. In a MED, the vertices represent the process
nodes, and the arcs represent the messages to be transmitted. An integer w(e) is
associated with each arc e = (pi, pj), representing the size of the message to be sent
from process pi to process pj. Note that there is not necessarily any relationship
between a MED and the topology of the interconnection network.

The port capacity of a process for transmission is the number of other
processes to which it can transmit simultaneously. Similarly, the port capac-
ity for reception is the number of other processes from which it can receive
simultaneously. We will concentrate on the performance modeling problem with
all port capacities restricted to one for both transmitting and receiving. This
restriction is well-known in the literature as 1-port full-duplex.
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4.1 Notation and Lower Bounds

In this section, we present theoretical bounds on the minimum number of com-
munications and on the bandwidth for the general message exchange problem.
The number of communications determines the number of start-ups, and the
bandwidth depends on the message weights.

Given a MED dG(V ; E), we denote the in-degree of each vertex pi ∈ V by
Δr(pi), and the out-degree by Δs(pi). Let Δr = maxpi∈V {Δr(pi)} and Δs =
maxpi∈V {Δs(pi)}. Therefore, we obtain the following straightforward bound on
the number of start-ups.

Claim 1. The number of start-ups needed to solve a message exchange problem
on a digraph dG(V ; E) without message forwarding is at least max(Δs, Δr).

Given a MED dG(V, E), the bandwidth bounds are determined by two obvious
bottlenecks for each vertex - the time for it to send its messages and the time
for it to receive its messages. Each vertex pi has to send messages with sizes
{wi,j | j = 0 . . . n − 1}. The time for all vertices to send their messages is at
least ts = maxi

∑n−1
j=0 wi,jβ. Similarly, the time for all vertices to receive their

messages is at least tr = maxj

∑n−1
i=0 wi,jβ.

Claim 2. The time to complete a personalized exchange is at least max{ts, tr}.
We can combine the claims about the number of start-ups and the bandwidth
when message forwarding is not allowed.

Claim 3. If message forwarding is not allowed, and either the model is syn-
chronous or both maxima are due to the same process, the time to complete a
personalized exchange is at least max(Δs, Δr) × α + max{ts, tr}.
Because in this paper we do not assume messages forwarding, the fan-in and
fan-out of a process must be (n − 1). Further, as we consider messages to be the
same size and the network to be homogeneous, we can simplify Claim 3 so that
the following bound holds.

Proposition 1. If message forwarding is not allowed, and all messages have size
m, and both bandwidth and latency are identical to any connection between two
different processes pi and pj, the time to complete a total exchange is at least
(n − 1) × α + (n − 1) × βm.

Proof. The proof is trivial, as the time to complete a total exchange is at least
the time a single process needs to send one message to each other process.

5 Contention Signature Approach

To cope with this problem and to model the contention impact on the performance
of the All-to-All operation, we adopt an approach similar to Clement et al. [12],
which considers the contention sufficiently linear to be modeled. Our approach,
however, tries to identify the behavior of the All-to-All operation with regard to
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the theoretical lower bound (Proposition 1) on the 1-port communication model.
In our hypothesis, the network contention depends mostly on the physical char-
acteristics of the network (network cards, links, switches), and consequently, the
ratio between the theoretical lower bound and the real performance represents a
“contention signature” of the network. Once identified the signature of a network,
it can be used in further experiments to predict the communication performance,
provided that the network infrastructure does not change.

Initially, we consider communication in a contention-free environment. In this
case, a process that sends messages of size m to n − 1 processes needs at least
(n − 1) × α + (n − 1) × mβ time units. Further, by the properties of the 1-port
communication model, the total communication time of the All-to-All operation
must be at least (n − 1) × α + (n − 1) × mβ time units if all processes start
communicating simultaneously, as stated by Proposition 1.

In the case of the All-to-All operation, however, the intensive communica-
tion pattern tends to saturate the network, causing message delays and packet
loss that strongly impact on the communication performance of this collective
communication. In this network congestion situation, traditional models such as
those presented by Christara [1] do not hold anymore, even if the communication
pattern has not changed.

Therefore, our approach to model the performance of the MPI_Alltoall opera-
tion despite network contention consists on determining a contention ratio γ that
express the relationship between the theoretical performance (lower bound) and
the real completion time. For simplicity, we consider that this contention ratio
γ is constant and depends exclusively on the network characteristics. Therefore,
the simplest way to integrate this contention ratio γ in our performance model
would be as follows:

T = (n − 1) × (α + mβ × γ) (4)

5.1 Non-linear Aspects

Although the performance model augmented by use of the contention ratio γ im-
proves the accuracy of the predictions, we observe nonetheless that some network
architectures are still subject to performance variations according to the message
size. To illustrate this problem, we present in Fig. 1, a detailed mapping of the
communication time of the MPI_Alltoall operation in a Gigabit Ethernet net-
work. We observe that the communication time does not increase linearly with the
message size, but instead, present a non-linear behavior that prevents our model
to accurately predict the performance when dealing with small messages.

To cope with this non-linearity, we propose an extension of the contention
ratio model to better represent this phenomenon when messages are sufficiently
large. Hence, we augment the model with a new parameter δ, which depends on
the number of processes but also on a given message size M . As a consequence,
the association of different equations helps to define a more realistic performance
model for the MPI_Alltoall operation, as follows:

T =
{

(n − 1) × (α + mβ × γ) if m < M
(n − 1) × (α + mβ × γ + δ) if m ≥ M

(5)
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6 Validation

To validate the approach proposed in this paper, this section presents our exper-
iments to model the performance of MPI_Alltoall operation using three network
architectures, Fast Ethernet, Gigabit Ethernet and Myrinet. As previously ex-
plained, our approach consists on comparing the expected and real performance
of the MPI_Alltoall operation using a sample experiment with n′ nodes; the re-
lationship between these two measures allows us to define the γ and δ parameters
that characterize the ”network contention signature”.

To obtain these parameters, we compare the sample data obtained from both
theoretical lower bound and experimental measure, when varying the message
size. Indeed, the lower bound comes from Proposition 1, with parameters α
and β obtained from a simple point-to-point measure. The parameters γ and
δ are obtained through a linear regression with the Generalized Least Squares
method, comparing at least four measurement points in order to better fit the
performance curve.

The different experiments presented in this paper represent the average of
100 measures for each set of parameters (message size, number of processes),
and were conducted over two clusters of the Grid’50001:

The icluster2 cluster, located at INRIA-Rhone-Alpes, composed of 104
dual Itanium2 nodes at 900 MHz, used for the experiments with the Fast Ether-
net network (5 Fast Ethernet switches - 20 nodes per switch - interconnected by
1 Gigabit Ethernet switch) and the Myrinet 2000 network (one 128 ports M3-
E128 Myrinet switch). All machines run Red Hat Enterprise Linux AS release
3, with kernel version 2.4.21.

The GdX (GriD’eXplorer) cluster, operated by INRIA-Futurs. This clus-
ter includes 216 nodes with dual AMD Opteron processors at 2 GHz running
Debian Linux kernel 2.6.8 and a Broadcom Gigabit Ethernet network.

6.1 Fast Ethernet

Taking as basis the measured performance for a 24 machines network, we were
able to approximate the performance of the Fast Ethernet network with a
1 http://www.grid5000.org/
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contention ratio γ = 1.0195. Indeed, this relatively small difference must be
considered in the light of the retransmission policy: although the communica-
tion latency (and therefore the timeouts) is relatively small (around 60 μs), the
reduced bandwidth of the links minimizes the impact of the retransmission of
a lost packet. More important, we observe that the experimental measure be-
have like an affine equation, showing a start-up cost usually not considered by
the traditional performance model which corresponds to the δ parameter pro-
posed in our model. Therefore, we determined δ = 8.23 ms for messages larger
than M = 2 kB, which means that each simultaneous communication induces
an overload of 8.23 ms to the completion time of the All-to-All operation. Ap-
plying both γ and δ parameters we were able to approximate our predictions
from the performance of the MPI_Alltoall operation with an arbitrary number
of processes, as demonstrate in Fig. 2a. We observe indeed that our error rate
is usually smaller than 10% when there are enough processes to saturate the
network, as presented in Fig. 2b.
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Fig. 2. Performance prediction on a Fast Ethernet network

6.2 Gigabit Ethernet

To compute the contention ratio γ and a start-up cost δ, we use sample data for an
arbitrary number of processes. Indeed, we chose in this example the results for an
execution of the All-to-All operation with 40 processes (one by machine). Using
linear regression on these data we obtain γ = 4.3628 and δ = 4.93 ms (to be used
only for messages larger than M = 8 kB). As a result, the performance predictions
from our model correspond to the curve presented on Fig. 3a. As in the case of the
Fast Ethernet network, the error rate is quite small when the network becomes
saturate, even when we consider different message sizes (Fig. 3b).

6.3 Myrinet

Although the two previous experiments give important proofs on the validity of our
modeling method, they share many similarities on both network architecture and
transport protocol (TCP/IP). To ensure that our method is not bounded to a spe-
cific infrastructure, we chose to validate our performance model also in a Myrinet
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Fig. 4. Performance prediction on a Myrinet network

network, using the gm transport protocol. Because of the Myrinet+gm stack dif-
fers considerably from the Ethernet+TCP/IP stack, any systematic behavior in-
troduced into our sampling data by these architectures should be exposed.

Indeed, the Myrinet network differs from Ethernet-based architectures due
to an start-up cost almost inexistent (one of the main characteristics of the
Myrinet+gm stack). Indeed, we were able to fit the performance of a 24-processes
All-to-All operation using only the contention ratio γ = 2, 49754 (as the linear
regression pointed a start-up cost δ smaller than 1 microsecond).

Nevertheless, when applying this factor to an arbitrary number of machines,
as presented in Fig. 4a, we observe that our predictions do not follow the ex-
perimental data as observed before with Fast Ethernet and Gigabit Ethernet.
Actually, a close look at the error rate (Fig. 4b) indicates that network saturation
occurs only when there are more then 40 communicating processes (evidenced by
the constant error rate from that point). These results demonstrate the limita-
tions of our approach: while a contention ratio may provide precise performance
predictions, it depends on the data used to define the network signature. By
using reference data from a partially saturated network we are subjected to in-
accurate approximations (even if they are better than the contention unaware
predictions).



Assessing Contention Effects on MPI_Alltoall Communications 433

7 Applications to Grid-Aware Communications

Actually, most of the complexity of the All-to-All problem in grid environments
resides on the need to exchange different messages through different networks
(local and distant). The traditional implementation of the MPI_Alltoall opera-
tion cannot differentiate these networks, leading to poor performances. However,
if we assume that communications between clusters are slower than intra-clusters
ones, it might be useful to collect data in the local level before sending it through
the backbone, in a single transmission. Indeed, in [18] we propose a grid-aware
solution which performs on two phases. In the first phase only local commu-
nications are performed. During this phase the total exchange is performed on
local nodes on both cluster and extra buffers are prepared for the second (inter-
cluster) phase. During the second phase data are exchanged between the clusters.
Buffers that have been prepared during the first phase are sent directly to the
corresponding nodes in order to complete the total exchange.

More precisely, our algorithm works as follow. Without loss of generality, let
us assume that cluster C1 has less nodes than C2 (n1 ≤ n2). Nodes are numbered
from 0 to n1 + n2 − 1, with nodes from 0 to n1 − 1 being on C1 and nodes from
n1 to n1 + n2 − 1 being on cluster C2. We call Mi,j the message (data) that has
to be send form node i to node j. For instance, the algorithm proceeds in two
phases:

First phase. During the first phase, we perform the local exchange: Process i
sends Mi,j to process j, if i and j are on the same cluster. Then it prepares the
buffers for the remote communications. On C1 data that have to be send to node
j on C2 is first stored to node j mod n1. Data to be sent from node i on C2 to
node j on C1 is stored on node �i/n1� × n1 + j.

Second phase. During the second phase only n2 inter-cluster communications
occurs. This phase is decomposed in �n2/n1	 steps with at most n1 communi-
cations each. Steps are numbered from 1 to �n2/n1	 During step s node i of
C1 exchange data stored in its local buffer with node j = i + n1 × s on C2 (if
j < n1 + n2). More precisely i sends Mk,j to j where k ∈ [0, n1] and j sends
Mk,i to i where k ∈ [n1 × s, n1 × s + n1 − 1].

As our algorithm minimizes the number of inter-cluster communications be-
tween the clusters, we need only 2 × max(n1, n2) messages in both directions
(against 2 × n1 × n2 messages in the traditional algorithm). For instance, the
exchange of data between two clusters with the same number of process will
proceed in one single communication step of the second phase. Our algorithm is
also wide-area optimal since it ensures that a data segment is transferred only
once between two clusters separate by a wide-area link.

7.1 Performance Prediction in a Grid Environment

As shown above, the algorithm we propose to optimize All-to-All communica-
tions in a grid environment rely on the relative performances of both local and
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remote networks. Indeed, we extend the total exchange among nodes in the same
cluster in order to reduce transmissions through the backbone.

This approach has therefore two consequences for performance prediction:
First, it prevents contention in the wide-area links, which are hard to model.
Second, transmission of messages packed together is easy to be predicted in a
wide-area network (large messages are less subjected to network interferences).
For instance, we can design a wide-area performance model by composing local-
area predictions obtained with our performance model and wide-area predictions
that can be easily obtained from traditional methods. Hence, an approximate
model for the communication between two clusters would be similar to:

T = max(TC1 , TC2) + �n2/n1	 × (αw + βw × m × n) (6)

Although not in the scope of this work, preliminary experiments indicate that
this model holds. We expect to develop this subject in a future work.

8 Conclusions and Future Works

In this paper we address the problem of modeling the performance of Total
Exchange communication operations, usually subject to important variations
caused by network contention. Because traditional performance models are un-
able to predict the real completion time of an All-to-All operation, we try to cope
with this problem by identifying the contention signature of a given network. In
our approach, two parameters γ and δ are used to augment a linear performance
model in order to fit the performance of the MPI_Alltoall operation. Because
these parameters characterize the network contention and are independent of
the number of communicating processes, they can be used to accurately predict
the communication performance when communications tend to saturate the net-
work. Indeed, we demonstrate our approach through experiments conducted on
popular network architectures, Fast Ethernet, Gigabit Ethernet and Myrinet.

We intend to pursue this research by validating our model under other network
architectures like Infiniband. Indeed, we expect to extend our models to other
collective communication operations, which are especially affected by contention
when scaling up to a grid level. We are also investigating different strategies to
model collective communications in grid environments.
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Abstract. Clustering allows hierarchical structures to be built on the
nodes and enables more efficient use of scarce resources, such as fre-
quency spectrum, bandwidth, and energy in wireless sensor networks
(WSNs). This paper proposes an energy efficient clustering algorithm for
self-organizing and self-managing high-density large-scale WSNs, called
SNOWCLUSTER. It introduces region node selection as well as cluster
head election based on the residual battery capacity of nodes to reduce
the costs of managing sensor nodes and of the communication among
them. Each sensor node autonomously selects cluster heads based on a
probability that depends on its residual energy level. The role of clus-
ter heads or region nodes is rotated among nodes to achieve load bal-
ancing and extend the lifetime of every individual sensor node. To do
this, SNOWCLUSTER clusters periodically to select cluster heads that
are richer in residual energy level, compared to the other nodes, accord-
ing to clustering policies from administrators. To prove the performance
improvement of SNOWCLUSTER, the ns-2 simulator was used. The re-
sults show that it can reduce the energy and bandwidth consumption for
clustering and managing WSNs.

1 Introduction

A large-scale wirelss sensor network (WSN) consists of a large number of sensor
nodes, which are tiny, low-cost, low-power radio devices dedicated to performing
certain functions such as collecting various environmental data and sending them
to sink nodes (or base stations). In this WSN, a large number of sensor nodes
are deployed over a large area and long distances and multi-hop communication
is required between nodes and sensor nodes have the physical restrictions in
particular energy and bandwidth restrictions. So managing numerous wireless
sensor nodes directly is very complex and is not efficient [1]. Self-organization
of WSNs, witch involves network decomposition into connected clusters, is a
challenging task because of the limited bandwidth and energy resources available
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in these networks. Sensor nodes therefore should be organized and managed
automatically in a energy efficient method.

In [2], we proposed a self-management framework for WSNs called SNOW-
MAN (SeNsOr netWork MANagement), which is based on policy-based man-
agement (PBM) paradigm. SNOWMAN framework includes a policy manager
(PM), one or more policy agent (PAs) and a large number of policy enforcers
(PEs) as shown in Fig. 1. The PM is used by an administrator to input differ-
ent policies. A policy in this context is a set of rules that assigns management
actions to sensor node states. The PA is responsible for interpreting the poli-
cies and sending them to the PE. The enforcement of rules on sensor nodes
is handled by the PE. It is the job of the PA to maintain this global view,
allowing it to react to larger scale changes in the network and install new
policies to reallocate policies (rules). If node states are changed or the cur-
rent state matches any rule, the PE performs the corresponding local decisions
based on local rules rather than sends information to base station repeatedly.
Such policy execution can be done efficiently with limited computing resources
of the sensor node. It is well known that communicating 1 bit over the wire-
less medium at short ranges consumes far more energy than processing that
bit [4].

This paper present an energy-efficient clustering algorithm, SNOWCLUSTER,
which is designed using a clustering algorithm for SNOWMAN [2].
SNOWCLUSTER can reduce the costs of organizing and managing sensor nodes
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(regions)

cluster

data

policy
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Administrator (PM)

Internet/
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base station
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: PM (Policy Manager)

SNOWCLUSTER

Fig. 1. SNOWMAN Framework
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and of the communication among them. It introduces region node selection as
well as cluster head selection based on the residual battery capacity of nodes.
To prove the performance improvement of SNOWCLUSTER, the ns-2 [3] was
used. SNOWCLUSTER shows better results than low-energy adaptive clustering
hierarchy (LEACH) and low energy adaptive clustering hierarchy with determin-
istic cluster (LEACH-C) in performance evaluation of clustering and managing
WSNs.

In this paper, section 2 investigates related researches. The SNOWCLUSTER

algorithm is discussed in section 3. Section 4 presents the simulation results.
Finally in section 5 we conclude the paper.

2 Related Works

When a sensor network is first activated, nodes near one another may wish to
organize themselves into clusters, so that sensing redundancy can be avoided and
scarce resources, such as radio frequency, may be reused across non-overlapping
clusters [4]. Clustering also allows the health of the network to be monitored and
misbehaving nodes to be identified, as some nodes in a cluster can play watchdog
roles over other nodes [5]. In the clustered environment, the data gathered by the
sensor nodes is communicated to the data processing center through a hierarchy
of cluster heads.

To improve the clustering, several clustering algorithms have been proposed.
Noted two schemes are LEACH and LEACH-C.

LEACH [6] is a self-organizing, adaptive clustering protocol that uses random-
ization to distribute the energy load evenly among the sensors in the network.
In LEACH, the nodes organize themselves into local clusters, with one node
acting as the local cluster-head. LEACH includes randomized rotation of the
high-energy cluster-head position such that it rotates among the various sen-
sors in order to not drain the battery of a single sensor. These features leads a
balanced energy consumption of all nodes and hence to a longer lifetime of the
network. Because LEACH didn’t evaluate their energy storages and the require-
ments of the network, however, in the environment that nodes have different
battery capacity, it is not efficient.

An improved version of LEACH, called LEACH-C [7] does cluster formation
at the beginning of each round using a centralized algorithm by the base station.
Using a central control algorithm to form the clusters may produce better clus-
ters by dispersing the cluster head nodes throughout the network. This is the
basis for LEACH-C, a protocol that uses a centralized clustering algorithm and
the same steady-state protocol as LEACH. Therefore the base station determines
cluster heads based on nodes’ location information and energy level. This feature
leads to organize robust clustering topology. However, frequent communications
between the base station and other sensor nodes increase communication cost
and energy usage.

From this background, The SNOWCLUSTER clustering algorithm is designed
in this research to increase energy efficiency for self-organizing and managing
large-scale WSNs.
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3 SNOWCLUSTER Algorithm

SNOWMAN [2] constructs an hierarchical cluster-based senor network using
SNOWCLUSTER clustering algorithm as shown in Table 1. Each sensor node
autonomously elects cluster heads based on a probability that depends on its
residual energy level. The SNOWCLUSTER allows neighboring nodes exchange
their current energy level information. This strategy lets neighboring nodes by
themselves determine the cluster heads. The role of cluster heads or region nodes
is rotated among nodes to achieve load balancing and extend the lifetime of
every individual sensor node. To do this, SNOWCLUSTER clusters periodically
to select cluster heads that are richer in residual energy level, compared to the
other nodes, according to clustering policies from administrators.

We assumed that all sensor nodes are stationary, and have knowledge of
their locations. Even though nodes are stationary, the topology may be dynamic

Table 1. SNOWCLUSTER Algorithm

// CLUSTER HEAD SELECTION
1. For All node(x), where x is # of nodes
2. let node(x).role ← cluster head
3. let node(x).cluster id ← node(x).node id
4. do node(x).broadcast(discovery msg)
5. if node(i).hears from(node(j))
6. if node(i).energy level < node(j).energy level
7. do node(i).request join(node(j))
8. if node(j).role �= cluster head
9. do node(j).reject join(node(i))
10. else
11. do node(j).confirm join(node(j))
12. if node(i).receive confirm(node(j))
13. let node(i).role ← cluster member
14. let node(i).cluster id ← node(j).node id

// REGION NODE SELECTION
1. For All node(x), where is # of nodes
2. if node(x).role = cluster head
3. do node(x).broadcast(cluster info msg)
4. if PA.receive(cluster info msg)
5. do PA.assign(region nodes) & PA.broadcast(region decision msg)
6. if node(k).receive(region decision msg)
7. if node(k).role = cluster head
8. if node(k).node id = region decision msg.region id
9. let node(k).role ← region node
10. let node(k).region id ← node(k).node id
11. else if node(k).node id ∈ region decision msg.region list
12. let node(k).region id ← region decision msg.region id
13. do node(k).broadcast(region conf msg)
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because new nodes can be added to the network or existing nodes can become
unavailable with faults and battery exhaustion.

SNOWCLUSTER takes a couple of steps to accomplish the hierarchical clus-
tering: 1) cluster head selection and 2) region node selection. In order to select
cluster heads, each node periodically broadcasts a discovery message that con-
tains its node ID, its cluster ID, and its remaining energy level.

A node declares itself as a cluster head if it has the biggest residual energy
level of all its neighbor nodes, breaking ties by node ID. Each node can indepen-
dently make this decision based on exchanged discovery messages. Each node
sets its cluster ID (cluster id) to be the node ID (node id) of its cluster head
(cluster head). If a node i hears from another node j with a bigger residual en-
ergy level (energy level) than itself, node i sends a message to node j requesting
to join the cluster of node j. If node j already has resigned as a cluster bead
itself, node j returns a rejection, otherwise node j returns a confirmation. When
node i receives the confirmation, node i resigns as a cluster head and sets its
cluster ID to node j ’s node ID. This After forming clusters, region nodes are
elected from the cluster heads.

When the cluster head selection is completed, the entire network is divided
into a number of clusters. A cluster is defined as a subset of nodes that are
mutually reachable within 2 hops at most. A cluster can be viewed as a circle
around the cluster head with the radius equal to the radio transmission range of
the cluster head. Each cluster is identified by one cluster head, a node that can
reach all nodes in the cluster within 1 hop.

After the cluster heads are selected, the PA should select the region nodes in the
cluster heads. The PA receives cluster information messages (cluster info msgs)
that contain cluster ID, the list of nodes in the cluster, residual energy level, and
location data from all cluster heads. The PA suitably selects region nodes accord-
ing to residual energy level and location data of cluster heads. If a cluster head k
receives region decision messages (region decision msgs) from the PA, the node k
compares its node ID with region ID (region id) from the messages. If the previous
comparison is true, node k declares itself as a region node (region node) and sets
its region ID to its node ID. Otherwise, if node k ’s node ID is included in a special
region list (region list) from the message, node k sets its region ID to a correspond-
ing region ID of the message. The region node selection is completed with region
confirmation messages (region conf msgs) broadcasted from all of cluster heads.

4 Performance Evaluation

This section describes experimental environments and results of a comparison of
the proposed SNOWCLUSTER algorithm and legacy clustering algorithms.

4.1 Simulation Environments

In the experiment, the ns-2 [3] network simulation tool with Red Hat Linux 9.0
was used. The elements for establishing a virtual experimental environment are
as follows:
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– Sensor network topology formed with each of 50, 100, 150, 200 nodes.
– Sensor field with dimension of 100 x 100
– Transmission speed of 1Mbps
– Wireless transmission delay of 1ps
– Radio speed of 3 x 108m/s
– Omni-directional Antenna
– Lucent WaveLAN DSSS (Direct-Sequence Spread-Spectrum) wireless net-

work interface of 914MHz
– Use of DSDV (Destination Sequenced Distance Vector) for routing protocol

Each experiment was conducted on LEACH, LEACH-C, and SNOWCLUSTER.
In addition, management messages were applied for all cases and the processing
power of sensor nodes was eliminated because it was insignificant compared to
the amount of energy consumed in communications.

For the network topology used in the experiment, distribution of 50, 100, 150,
and 200 nodes on each dimension as shown in Fig. 2 was assumed.

Fig. 2. Network topology (50, 100, 150, and 200 nodes)

4.2 Energy Consumption

Fig. 3 is a graph that shows the generation of 1 to 10 clusters in a network
topology formed with 100 sensor nodes for each clustering algorithm. The graph
also illustrates the results of energy consumption measurement during 10 rounds
based on the number of each cluster generated.

In case of LEACH, until the number of clusters generated is 2, it shows signif-
icantly higher energy consumption compared to the other clustering algorithms,
but after generations of more than 3, the energy consumption was stabilized with
a gradual increase. LEACH-C showed progressive increase in energy consumption
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Fig. 3. The amount of energy consumed during 10 rounds with the number of clusters

from round 1 to round 10. Similar to LEACH-C, SNOWCLUSTER also showed a
gradual increase in energy consumption, but its consumption rate was slightly
less than that of LEACH-C. However, in both of LEACH-C and SNOWCLUSTER,
due to a unexpected increase in the number of cluster formations the energy
consumption increased. The most efficient number of clustering formation in the
both methods must be 1 from the perspective of energy consumption. It has not
been taken account of the amount of data transmission. The optimized number
of clusters therefore cannot be determined merely based on this data.

Fig. 4 is a graph that depicts energy consumption during a single round of
cluster formation for each clustering method. In the graph, LEACH showed the
highest level of energy consumption, and LEACH-C and SNOWCLUSTER resulted
in a slight difference each other. SNOWCLUSTER showed the least amount of
energy consumption.

The LEACH is simple in principle but because it does not have location
information of the sensor nodes, an inefficient routing is made which in turn
resulted in a relatively high energy consumption. Unlike the LEACH-C requires

Fig. 4. The amount of energy consumed during a single round of cluster organization
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all of nodes to send their current energy level information to the base sta-
tion which determines the cluster heads, the SNOWCLUSTER allows neighbor-
ing nodes exchange their current energy level information. Thus even though
the SNOWCLUSTER needs an additional time to select the region node, the
SNOWCLUSTER gives less energy consumption than the LEACH-C.

Fig. 5 is a graph that shows experimental results of amount of energy consumed
for an entire sensing data to reach the base station for each clustering algorithm.

As expected, it was found that LEACH has a higher level of energy consump-
tion than the other two clustering algorithms. The SNOWCLUSTER has a lower
rate of energy consumption than LEACH-C. The reason is that while each clus-
ter head directly transmits sensing data to the base station in the LEACH-C,
SNOWCLUSTER allows only region node to communicate with the base station
so that the number of communications is decreased in the entire network.

Fig. 6 is the results showing the amount of energy consumed during trans-
mission of management message from the base station to the sensor node after
organization of three clusters in the network topology of 200 nodes.

Fig. 5. The amount of energy consumed for an entire sensing data to reach the base
station

Fig. 6. The amount of energy consumed during transmission of management message
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In LEACH, because it does not have the location information of the nodes,
an inefficient routing is made. As a result, significantly greater amount of energy
is consumed in transmitting management messages. SNOWCLUSTER showed a
result of decrease in the amount of energy consumed in the transmission of
message compared to LEACH-C. In SNOWCLUSTER, a region node plays the
role of primary message transmission through addition of region node selection
process, different from LEACH-C. And the SNOWCLUSTER transmits messages
using the remaining two cluster heads, with a decrease of the total number of
saving communications energy.

4.3 The Amount of Data

Fig. 7 displays the amount of sensing data that reaches the base station in a
single round in each network topology with the different numbers of nodes.

Fig. 7. The amount of data reached the base station in single round after cluster
organization

The LEACH shows abnormally low amount of sensing data. This is a re-
sult of accumulated untransmitted data due to frequent occurrences of colli-
sion in an irregular pattern between the nodes in the transmission process. In
SNOWCLUSTER, the amount of sensing data to reach the based station was found
to be less than that of LEACH-C. The SNOWCLUSTER allows sensing data to be
sent to the base station after an additional local data fusion in the region node,
which decreases the amount of data transmitted to the base station.

Fig. 8 displays the amount of sensing data that reached the base station with
the number of cluster generations in the network topology of 200 nodes.

Decrease in the communication rate of sensing data gives diminish in energy
consumed during communication. In LEACH, the transmission volume of data
is very irregular because of the irregular changes in the number of collision
occurrences during cluster organization. Both LEACH-C and SNOWCLUSTER

showed increase in the amount of data with the increased number of clusters.
However in SNOWCLUSTER because sensing data is transmitted to the base
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Fig. 8. The amount of sensing data reached the base station with the number of clusters

station in a region node for every three clusters, the number of sensing data
received by the base station was significantly reduced compared to LEACH-C.
As a result, the SNOWCLUSTER saves energy through use of region nodes.

4.4 Network Lifetime

Fig. 9 shows results of changes in the network lifetime when 6 clusters are formed
in network topologies within the different numbers of sensor nodes, 50, 100, 150,
and 200. In LEACH, almost the same length of lifetime was made in topologies
of 50 and 100 sensors, and the network lifetime was the longest with 150 nodes.

Fig. 9. Network lifetime

However, the total network lifetime in a network formed by 200 nodes was
shorter than that of 150 nodes. The location of the nodes is not at all taken
into account in the selection method of cluster heads in the LEACH. Because
of the lack of location information, the energy consumed in forming the rout-
ing path between nodes is greater than those of other clustering methods. The
SNOWCLUSTER showed a network lifetime that is 18 ∼ 20% greater than that
of LEACH-C due to additional energy reduction effect through the region node
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selection process. The network lifetime can be prolonged by applying the
SNOWCLUSTER in the sensor network.

5 Conclusion

This paper presented an energy efficient clustering algorithm for self-organizing
and self-managing WSNs, called SNOWCLUSTER. The SNOWCLUSTER intro-
duces region node selection as well as cluster head selection based on the residual
battery capacity of nodes. The region node selection and cluster head selection
policy is able to save energy by reducing the transmission amount from nodes
to the base station, i.e., only selected cluster heads sent to the base station. The
SNOWCLUSTER is also able to extend the network life time by rotating the role
of cluster heads and region nodes with all other sensor nodes periodically. In
the experiments conducted in this research, the better energy efficiency of the
SNOWCLUSTER than LEACH and LEACH-C in the clustering and managing
WNS was proven. The SNOWCLUSTER therefore is an efficient clustering algo-
rithm to implement a self-management framework for large-scale WSNs. We are
currently at the stage of implementation of the SNOWCLUSTER algorithm on
our WSN testbed using Nano-24 [8] sensor nodes.
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Abstract. In this paper, we propose a novel application on grid, the
biometrics grid, to promote the development of both biometrics technol-
ogy and grid computing. The biometrics grid aims to overcome/resolve
some main problems of existing biometric technology using grid comput-
ing. The most important service provided by the biometrics grid is an
algorithm testbed for biometrics researchers on single biometric or multi-
modal biometrics. We give a case of two respective biometrics recognition
processes in voiceprint and face on grid to show that it is feasible in de-
ploying different biometrics applications on a testbed for performance
evaluation.

Keywords: Grid computing, Biometrics, Face, Voiceprint.

1 Introduction

Biometrics usually refers to identifying an individual based on his or her distin-
guishing characteristics. The premise is that a biometrica measurable physical
characteristic or behavioral traitis a more reliable indicator of identity than
legacy systems such as passwords and PINs. Physiological biometrics is based
on data derived from direct measurement of a body part (i.e., fingerprints, face,
retina, iris), while behavioral biometrics is based on measurements and data de-
rived from a human action [1] (i.e., gait and signature). Recent global terrorism
is pushing the need for secure, fast, and non-intrusive identification of people as a
primary goal for homeland security. As commonly accepted, biometrics seems to
be the first candidate to efficiently satisfy these requirements. For example, from
October 2004, the United States have controlled the accesses to/from country
borders by biometric passports [2, 3].

Biometrics technology not only need advanced biometric technology interfaces
but also the ability to deal with security and privacy issues. The integration of
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biometrics with access control mechanisms and information security is another
area of growing interest. The challenge to the research community is to develop
integrated solutions that address the entire problems from sensors and data
acquisition, to biometric data analysis and systems design. Biometrics technology
suffers problems in its way of research and applications:
Multimodal biomsetrics and information fusion. The performance of a bio-
metric system is not reliable. This problem can be alleviated by installing multi-
ple sensors that capture different biometric traits. Such systems, known as mul-
timodal biometric systems, are expected to be more reliable due to the presence
of multiple pieces of evidence. Use of multiple biometric indicators for identify-
ing individuals has been shown to increase the accuracy and population cover-
age, while decreasing vulnerability to spoofing [4].Multimodal biometric systems
are able to meet the stringent performance requirements imposed by various ap-
plications. Moreover, it will be extremely difficult for an intruder to violate the
integrity of a system requiring multiple biometric indicators. However, an inte-
gration scheme is required to fuse the information churned out by the individual
modalities. The key to multimodal biometrics is the fusion of various biometric
modality data at the feature extraction, matching score, or decision levels [5].
Duplicated works and cooperation in diverse fields. Currently, most bio-
metrics technology researches in offered production are either actually intra-
organizational or operated by application domains, such as FaceVACS-SDK
produced by Cognitec. It is wasteful with duplicated efforts in building test
databases as well as difficulty in providing uniform performance standards. For
example, face recognition researchers have spent great efforts in building face
databases(i.e., FERET, PIE, BANCA, CAS-PEAL, AR) while these databases
are not easily accessed by others. Furthermore, from a technical viewpoint,
biometrics spans various technologies, such as fingerprint and face recognition,
mathematics and statistics, performance evaluation, integration and system de-
sign, integrity, and last but not least, privacy and security. Therefore, there is
a need for scientists and practitioners from the diverse fields of computing, sen-
sor technologies, law enforcement and social sciences to exchange ideas research
challenges and results.
Large scale biometric database. The population in a database can signifi-
cantly affect performance [6]. In a system with a large scale database, the or-
dinary recognition processes perform poorly: with the increase of the database
scale, the identification rates of most algorithms may decline rapidly; mean-
while, querying in a large scale database may be quite time-consuming. So how
to deal with a large scale database has been a difficult problem faced by re-
searchers on biometrics technology in recent years. Su Guangda et al presented
a face recognition system framework constructed on the client-server architec-
ture [7]. A distributed and parallel architecture is introduced to this system (see
Fig. 1 (a)). The clients and servers are connected by 1000MB networking switch.
Although this system has gained good performance: querying one face image in
2,560,000 faces costs only 1.094s and the identification rate is above 85% in most
cases, it is limited in accessing and extending due to its C/S framework.
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A grid [8, 9] is a high-performance hardware and software infrastructure pro-
viding scalable, dependable and secure access to the distributed resources. Grid
systems are the gathering of distributed and heterogeneous resources (CPU, disk,
network, etc.). Unlike distributed computing and cluster computing, the indi-
vidual resources in grid computing maintain administrative autonomy and allow
system heterogeneity; this aspect of grid computing guarantees scalability and
vigor. Therefore, the grids resources must adhere to agreed-upon standards to
remain open and scalable. They are promising infrastructures for executing large
scale applications and to provide computational power to everyone. In order to
promote both biometrics technology and grid computing, we combine biometrics
applications with grid computing to give a novel grid application - the biometrics
grid (BMG).

The remainder of this paper is organized as follows: related work is presented
in Section 2, design issues of system are described in Section 3. The BMG-specific
testbed is discussed in Section 4. Finally, we give a case study in Section 5. We
conclude our work in Section 6.

2 Related Work

Biometric systems have been defined by the U.S. National Institute of Standards
and Technology (NIST) [10, 11] as systems exploiting “automated methods of
recognizing a person based on physiological or behavioral characteristics” (bio-
metric identifiers, also called features). Biometric systems are being used to
verify identities and restrict access to buildings, computer networks, and other
secure sites [12]. A biometric system is essentially a pattern-recognition sys-
tem. Such a system involves three aspects: data acquisition and preprocessing,
data representation, and decision-making. Biometric systems are traditionally
used for three different applications [13]: physical access control for the pro-
tection against unauthorized person to access to places or rooms, logical ac-
cess control for the protection of networks and computers, and time and at-
tendance control. Due to have been designed for only traditional biometrics ap-
plications, biometric systems can’t used to solve the problems mentioned in
Section 1.

However, the proposed BMG is more than a biometrics system. Consider-
ing multimodal biometrics, duplicated works, cooperation in diverse fields, in-
formation fusion and Large scale biometric database, BMG provides an algo-
rithm testbed for the research on single biometric or multimodal biometrics.
The testbed enables researchers mainly focus their energy on algorithm design
and programming.

Also, BMG can conquer disadvantages of C/S framework because in the het-
erogeneous grid environments, we can hide the heterogeneity of computational
resources and networks by providing Globus Toolkit Services and can implement
the distributed parallel computing of a large scale problem by taking full advan-
tage of Internet resources. According to the applied demand, grid MPI parallel
program is offered for specialized applications.
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3 Design Issues of System

3.1 Concepts

BMG is designed to develop integrated solutions that address the entire problems
from sensors and data acquisition, to biometric data analysis and system design.
BMG aims to

1. Provide a testbed for the research on biometrics algorithms. The testbed
enables researchers mostly or only pay their attention on algorithm design
and programming. BMG would test modules designed by researchers on
uniform databases.

In biometrics algorithms test, such efforts are wasteful, with duplicated
work in building test databases as well as difficulty in providing uniform per-
formance standards. A basic requirement is for tools that allow data man-
agers to make licensed and uniform “person” data available to the BMG
community. These tools include the means to create searchable databases of
persons, provide catalogs of the data that locate a given piece of data on
an archival system or online storage, and make catalogs and data accessi-
ble via the Web. Prior to the advent of the grid, these capabilities did not
exist, so potential users of the model data had to contact the data man-
agers personally and begin the laborious process of retrieving the data they
wanted.

2. Create a virtual collaborative environment linking distributed centers, users,
models, and data to simplify both the resource management task, by making
it easier for resource managers to make resource available to others, and the
resource access task, by making biometrics data as easy to access.

3. Support mature biometric applications with different QoS demands includ-
ing applications with large scale databases or applications of multi-modal
biometrics can be solved by grid computing. However, BMG does not guar-
antee that biometrics applications are meeting with the QoS goals, when
defining QoS more broadly than the bandwidth and capacity.

4. Develop a specialized grid workflow for multimedia computing and data min-
ing in biometrics applications on BMG.

In this paper, we only discuss one of the BMG issues, the algorithm testbed.

3.2 A Framework of the Biometrics Grid

We present a description of the BMG framework in Fig. 1 (b). BMG is divided
into four layers:

Resources. These are the basic resources on which BMG is constructed includ-
ing computational resources and data resources.

Platform. This provides remote, authenticated access to shared BMG resources.
All these components are based on the Globus Toolkit and the WS-Resource
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(a)

(b)

Fig. 1. a) An example of C/S framework to support large scale database. (b) The BMG
framework schematic showing four layers.
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Framework (WSRF) which enables the discovery of, introspection on, and inter-
action with stateful resources in the standard and interoperable ways.

BMG-specific services. The testbed is the most important of these biometrics
applications. The testbed enables researchers intend to focus their energy on
algorithm designing and programming. All biometrics applications are wrapped
to Web Services specified by WSRF and deployed into Web Services container.

Portal. Web portal control and render the user interface-interaction. BMG cre-
ates a virtual collaborative environment which provides advantages to urge co-
operations in diverse fields. Generally, portal let you take multiple Web pages,
automatically produce controls to link between them, and let subsets of them
be displayed on a single Web page. All biometric applications are wrapped to
Web Services (each with user-facing ports) are aggregated for the user into a
single client environment. We assume that all data and information presented
to users originates from a Web Service, called a content provider. This con-
tent could come from a simulation, data repository, or stream from an in-
strument. Each Web Service has resource- or service-facing ports that com-
municate with other services [14]. However, we are more concerned with the
user-facing ports, which produce content for users and accept input from client
devices.

3.3 The BMG Workflow for the Algorithm Testbed

The BMG workflow is simply defined as a set of Grid resources and services, a
quality expectation defined by the user(s) and a workflow model acting on them.

The BMG workflow pays more attention to multimedia computation and data
mining in biometrics applications on BMG, the BMG-MPI parallel programming
interfaces are offered for the BMG testbed to run algorithm jobs. Its design
sustains and integrates closely with parallel processing from the bottom, so it
can be applied in different applications.

Further, the BMG workflow has strong self-adaptability to effectively over-
come the dynamic variation during the operating process of a biometrics algo-
rithm, and the BMG workflow engine can also perform dynamic resource dis-
covery and allocation, dynamically collects the status of nodes of BMG by MDS
modules in Globus.

4 A Testbed for Biometric Algorithms

To solve the problems of duplicated works, multimodal biometrics, and informa-
tion fusion, BMG provides the testbed for the research on single biometric or
multimodal biometrics to enable researchers intend to only focus their energy on
algorithm designing and programming. For example, researchers’ works are lim-
ited to design the modules of feature extracting, feature matching, information
fusion, etc. Researchers code these modules according to the testbed interface
description and then submit their works to BMG.
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Fig. 2. Structure of a general single biometric system

4.1 Single Biometric Test

A biometric system has a general structure [15]. First of all, a sensor acquires a
sample of the user presented to the biometric system (i.e., fingerprint, face, iris
images). As defined in [15], a sample is a biometric measure presented by the
user and captured by the data collection subsystem as an image or signal. The
sample can be transmitted, eventually exploiting compression/decompression
techniques. BMG stores the complete sample data in the storage unit. BMG
uses and stores only a mathematical representation of the information extracted
from the presented sample by the signal processing module that will be used
to construct or compare against enrolment templates: the biometric feature.
If the extracted feature is stored (enrolled) into BMG, a template for future
identification or verification (matching) is added. BMG has a measure of the
similarity between features derived from a presented sample and a stored tem-
plate. The measure produces a typical index called matching score. Hence, a
match/nonmatch decision may be made according to whether this score exceeds
a decision threshold or not. The term transaction refers to an attempt by a
user to validate a claim of identity or nonidentity by consecutively submitting
one or more samples, as allowed by the system decision policy [16]. Lastly, a
transmission process is implemented to transmit the collected data to the sig-
nal processing section. The signal-processing module represents the core of the
system and is generally composed by sub-modules implementing preprocessing
functions (i.e., image filtering and enhancement), the feature extraction, and the
matching between two features.

BMG deploys this general single biometric system on the testbed. Of course,
some definitions should be firstly done such as feature extracting interface, fea-
ture matching interface, pre-filtering interface. All these definitions together are
defined as part of the testbed interface description. For example, a simple fea-
ture extracting interface can be defined as c executable file (e.g. FeatureExt.exe)
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with a parameter (e.g. a file name of a sample), FeatureExt.exe can be invoked
by command line mode as follows:

FeatureExt.exe a sample file name

When a user of BMG submits featureExt.exe to the BMG Web portal, feature-
Ext.exe itself will be wrapped into a Web Service specified by WSRF. Then
BMG can provide this service as a part of the testbed using BMG components
(e.g. GRAM).

4.2 Multimodal Biometrics Test

Multimodal biometrics fusion that is possible when combining multiple biometric
systems:

1© Fusion at the feature extraction level, where features extracted using multiple
sensors are concatenated.

2© Fusion at the confidence level, where matching scores reported by multiple
matchers are combined [15,16].

3© Fusion at the abstract level, where the accept/reject decisions of multiple
systems are consolidated [17].

Fig. 3. Structure of a general multimodal biometrics system showing the three levels of
fusion; FU: Fusion Module, MM: Matching Module, DM: Decision Module. FU, MM,
DM are programed and submitted by BMG users.
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Fusion in the context of biometrics can take the following forms: 1© Single bio-
metric multiple classifier fusion, where multiple classifier on a single biometric
indicator are combined [18]. 2© Single biometric multiple matcher fusion, where
scores generated by multiple matching strategies (on the same representation)
are combined [19]. 3© Multiple biometric fusion, where multiple biometrics are
utilized [20, 21, 22]. An important aspect that has to be dealt with is the normal-
ization of the scores obtained from the different domain experts [23]. Normal-
ization typically involves mapping the scores obtained from multiple domains
into a common framework before combining them. This could be viewed as a
two-step process in which the distributions of scores for each domain is first esti-
mated using robust statistical techniques and these distributions are then scaled
or translated into a common domain.

Also, BMG deploys this general multimodal biometric system on the testbed
just like that mentioned in single biometric.

5 A Case Study

5.1 The Environment

In the case, we carry out two respective biometrics recognition processes for
voiceprint and face on grid. The voiceprint recognition approach we used is
described in [24]. The face recognition approaches we used are listed as: the line
based face recognition algorithm [25], the improved line based face recognition
algorithm [26], PCA and PCA+LDA [27]. Our development OS is Linux Fedora
Core 4, and the development toolkit is Globus Tookit 4.0, Web server platform
is Apache Tomcat 5.0, DBMS is MySQL 5.0, the development languages are
HTML, JSP, Servlet, Java Bean, Java class and XML.

In voiceprint recognition, 24 samples from 44 persons are collected. The first
20 samples are put in the training set, and 4 samples left are made as the test
set.

In face recognition, we use a face database established by ourselves to evaluate
the performance of our algorithm. Pictures of 35 persons are taken by a stan-
dard camera (6 pictures per person) under different illumination intensity (weak,
medium and strong). We select 3 views of each person for training, and the other
3 views (in weak, medium, and strong illumination intensity respectively) is used
to test.

5.2 Two Biometrics Recognition Processes

We define 3 simple interfaces, which are executable files of c language in Linux
platform, to run two respective biometrics recognition processes in speech and
face.

– Interface 1 Training.exe, an executable file for biometrics data training, can
be invoked as follows:

Training.exe samples
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– Interface 2 FeatureExt.exe, an executable file for extracting feature vectors
using training results, can be invoked as follows:

FeatureExt.exe a samples

– Interface 3 FeatureMat.exe, an executable file for matching feature vectors
between two samples, can be invoked as follows:

FeatureMat.exe sample 1 sample 2

We program each recognition method and build 3 × 2 exe files respectively,
then these files would be submitted to grid by GRAM Server and RSL (XML
file) for recognition.

In voiceprint recognition, one is selected among 44 persons and tagged as
imposter, and 43 persons left are seen as client. Every person can enter at his
own status, imposter tries to enter at other 43 persons’ status and repeats 20
times. Then we get 44×43×20 verification results. In our voiceprint recognition
job, the FAR (False Accept Rate) is 0.092%, FRR (False Reject Rate) is 2.27%.

In face recognition, we have tested four face recognition methods on the same,
but individually processed, face database. The performance of different algo-
rithms in face recognition is shown in Fig. 4 (a). Moreover, as illustrated in Fig.
4 (b), the average execution times of the improved line based face recognition
algorithm can be shorten by increasing the number of grid computation nodes.

(a) (b)

Fig. 4. (a) The performance of different algorithms on error rate (Totally 105 pictures
are tested). (b) The relation between the execution times and the numbers of grid
computation nodes (GCNs) of the improved line based face recognition algorithm.

5.3 Analysis

According to results of the case study above, we can conclude that:

– It’s feasible to deploy biometrics applications on BMG.
– The algorithm testbed of BMG can provide uniform interfaces to different

algorithms belonged to different types of biometrics.
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– The algorithm testbed of BMG can provide uniform interfaces to different
algorithms belonged to a same type of biometrics.

– BMG can meet with some QoS demand (i.e. execution times) by using meth-
ods such as increasing computation nodes.

6 Conclusions

We propose a concept of BMG to simplify both the resource management task,
by making it easier for resource managers to make resource available to oth-
ers, and the resource access task, by making biometrics data as easy to access
as Web pages via a Web browser. BMG would test modules designed by users
based on uniform database, modules would be wrapped to Web Services based
on WSRF and deployed into Web Services container. We give a case study about
two respective biometrics recognition processes in voiceprint and face deployed
to grid. The results show that it is feasible in deploying not only algorithms
belonged to different types of biometrics (i.e., face recognition, voiceprint recog-
nition) but also different algorithms belonged to a same type of biometrics (such
as face recognition) on grid to provide services using grid computing. Also, the
time-consuming algorithms can be shortened by grid computing.

However, there exist great difficulties in building BMG nowadays. For exam-
ple, it is not an easy case to build an uniform biometrics database because there
are fears of an invasion of privacy. The advent of BMG should be under the
legal guidelines of governments. With the development of grid computing, the
technical scheme of BMG will also be improved.
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Abstract. In a pervasive multimodal multimedia computing system, the user 
can continue working on a computing task anytime and anywhere using forms 
of modality that suit his context. Similarly, the media supporting the chosen 
modality are selected based on their availability and user’s context. In this pa-
per, we present the infrastructure supporting the migration of a visually-
impaired user’s task in a pervasive multimodal multimedia computing environ-
ment. Using user’s preferences which quantify user’s satisfaction, we derive the 
user’s task feasible configuration. The heart of this work is the machine learn-
ing-derived training to acquire knowledge leading to configuration optimiza-
tion. Data validation is presented through scenario simulations and design 
specification. This work is our continuing contribution to advance research on 
making informatics more accessible to handicapped users.  

1   Introduction 

As the consequence of computing being present in many facets of our lives, a comput-
ing system needs to evolve to become adaptive to the environment and user’s needs. 
For a pervasive computing [1], its infrastructure must allow users to continue working 
on their task when and where they wish to. This requirement should serve all types of 
users, including those with disability, such as the visually-impaired ones. 

As the user moves from one multimodal multimedia (MM) system to another, 
computing resources and user context change. In our work, media refers to a set of 
physical interaction devices (and software supporting physical devices) while modal-
ity refers to the logical interaction structure. For a visually-impaired user to continue 
working on a task, the system takes account of user’s profile, data and current  
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environment conditions. This means determining the form of modality the user could 
work on a computing task. Available resources and their constraints determine the 
media supporting the chosen modality to use. A basic requirement of a MM infra-
structure is that it must have sufficient media devices that support various forms of 
modality. 

This paper is a continuation of our previous work [2] which presented the architec-
tural model of a pervasive MM computing system for users with visual disability. In 
that work, we defined the relationships among data format, environment conditions, 
user’s preferences and modalities and media selections. In this paper, we visualize a 
mobile visually-impaired user and the migration of his data and task as he moves 
across computing environments. We set the foundation for feasible configuration to 
realize the user’s task. Our objective is to realize a self-adaptive system taking into 
account the user’s needs and the changes in his environment. This work is our contri-
bution to improving visually-impaired users’ access to information and computing. 

The rest of this paper is structured as follows. Related work is presented in Section 
2. The building of a machine learning knowledge for feasible configuration is dis-
cussed in Section 3. The system’s specification and scenario simulations are presented 
in Section 4. The paper is concluded in Section 5. 

2   Related Work 

There are various tools for people with visual disabilities to access electronic informa-
tion, such as screen reader, transcription data for Braille, access to mathematics [3, 4] 
and speech synthesis. For instance, for screen data  access, JAWS [5] identifies and 
interprets what is displayed on the screen. It is then presented to blind users as speech 
(through text-to-speech software) or as translated data meant for Braille terminal. This 
is integrated into our work as one data conversion tool. HOMERE [6] allows blind 
users to use haptic/touch and audio modalities to explore virtual environments. 
Although functional, the system’s effectiveness is limited as the modalities for user 
interaction are already pre-defined. In contrast, a computing system becomes more 
flexible if no pre-defined input-output modalities are set. In fact, the output 
presentation of information should be based on the user’s application and interaction 
context (user, system, and environment) which could possibly be in constant 
evolution. The framework for intelligent multimodal presentation of information [7] is 
an example. The system’s user interface also should be adaptive to these context 
variations while preserving its usability. Demeure’s work [8] exhibits plasticity in 
context adaptation. Indeed, the forms of modality should be chosen only based on 
their merits to a user’s interaction context. This is the approach adopted in our work.  

Our focus has always been pervasive multimodality for the blind. This work was 
initially inspired by [9]. As our work evolves, however, the knowledge representation 
that we have derived becomes different as we affirm that our optimization model is 
best reflective for our intended user. The methodology is different as this paper uses 
machine learning (ML) to acquire knowledge. Such knowledge is stored onto the 
knowledge database (KD) accessible from a member of server group so that it can be 
made omnipresent, accessible anytime and anywhere via wired or wireless networks.  



 Task Migration in a Pervasive MM Computing System for Visually-Impaired Users 461 

A major challenge in designing systems for the blind is how to deliver autonomy 
onto the user. To this end, several tools and gadgets have emerged in recent years, 
among them are the GPS (global positioning system), walking stick that detects user 
context [10] and the talking Braille [11]. Our work aims the same goal. Our system is 
adaptive to user’s condition and environment. Through pervasive computing 
networks, the ML knowledge, and user’s profile and task all become omnipresent; our 
system’s user task configuration is generated without any human intervention.  

3   Building a ML Knowledge for Configuration Optimization   

3.1   Machine Learning Training to Build User Preferences 

A task is a computing work the user needs to do. To accomplish the task, the user runs 
one or more computing applications. For example, a user wishing to shop for a sec-
ond-hand car may access a web browser, a text editor and a video player. 

Given a filename (filename.extension), the first function to be learned, f1, is a map-
ping of a data type to an application (f1: data format  Application). A diagram 
showing the learning process is shown in Fig. 1. Each mapping is given a score of H 
(high), L (low) or I (inappropriate). For example, the mapping (.doc, Text Editor) gets 
H, (.doc, Web Browser) has an L, and (.doc, Video Player) gets an I. The knowledge 
obtained from this mapping contains a set of data format and application mappings 
whose scores are H. The following is a sample set of mappings of f1: 

f1 = {(.txt, Text Editor), (.doc, Text Editor), (.rtf, Text Editor), (.html, Web Browser), (.xml, Web 
Browser), (.wav, Audio/Video Player), (.mp3, Audio/Video Player), (.mpg, Audio/Video Player), etc.} 

An application may have several suppliers. Another function to be learned, f2, 
maps an application to the user’s preferred supplier (f2: Application  Preferred 
supplier, Priority). For simplicity purposes, we assume that the user chooses his 3 
preferred suppliers and ranks them by priority. The learned function is saved onto KD 
and is called user supplier preference. The following is a sample content of f2: 

f2 = {(Text Editor, (MSWord, 1)), (Text Editor, (WordPad, 2)), (Text Editor, (NotePad, 3)), (Web 
Browser, (Internet Explorer, 1)), (Web Browser, (Netscape, 2)), (Web Browser, (BrailleSurf, 3)), 
(Audio/Video Player, (Windows Media Player, 1)), (Audio/Video Player, (Real One Player, 2)),  etc.} 

An application has its quality of service (QoS) dimensions that consumes comput-
ing resources. Here, the only important QoS dimensions are those that are valuable to 
blind users. A function f3 maps an application and its QoS dimensions that the user 
prefers (f3: Application i  QoS dimension j, Priority) where 1 ≤ i ≤ app_max 
(max. no. of applications) and Application i ∈ user task. Also, 1 ≤ j ≤ qos_max (max. 
no. of QoS dimensions) and QoS dimension j ∈ Application i. Priority is of type N1. 
Since there are many possible values for each QoS dimension, the user arranges these 
values by their priority ranking. A sample f3 is given below: 

f3 = {(Text Editor, (40 characters per line, 1)), (Text Editor, (60 characters per line, 2)), (Text Editor, 
(80 characters per line, 3)), (Web Browser, (medium page loading, 1)), (Web Browser, (high page 
loading, 2)), (Web Browser, (low page loading, 3)), (Audio/Video Player, (medium volume, 1)), etc.} 
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Fig. 1. The training process: (Top) the mapping of data type to an application, (Middle) build-
ing a user’s preferred supplier list, and (Bottom) building a user’s preferred QoS dimensions 

3.2   Alternative Configuration Spaces 

Given a user task, one or more applications are instantiated. For an application, how-
ever, there are some suppliers and QoS dimensions selections that can be invoked. 
Respecting the user’s preferences is the way to instantiate an application, but if it is 
not possible, the dynamic reconfiguration mechanism must look upon the various 
configuration spaces and determine the one that is feasible to the user’s needs. Fig. 2 
shows typical invoked applications for a computing task of a blind user. Note the data 
type, the suppliers and the QoS dimensions that are mapped with an application. Also 
shown are the modalities and media that are invoked. The modalities abbreviations 
are as follows: SPin=Speech input, SPout=Speech output, Tin= Tactile input and Tout = 
Tactile output. For media devices, MIC=microphone, KB=keyboard, OKB= overlay 
keyboard, SPK=speaker, HST=headset, BRT = Braille terminal, TPR = tactile printer. 

 

Fig. 2. The user task as a collection of applications; instantiation of application is based on 
supplier and QoS dimension preferences. Needed modalities and media are also shown.  

In the next sections, the following logic symbols appear: ⊗ = Cartesian product 
yielding a set composed of tuples, the basic logical connectives ∧ (AND) and ∨ (OR), 
and (a, b] denotes that a valid data is higher than a and up to a maximum of b.   
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A QoS dimension is an application’s parameter that consumes computing re-
sources (battery, CPU, memory, bandwidth). As an application’s QoS dimension 
improves, then the application’s quality of presentation (e.g. sound, crispiness of 
images, etc.) also improves but at the expense of larger resources’ consumption. 
Given a task that is implemented by various applications, the task’s QoS dimension 
space is given by: 

iD   space  DimensionQoS
qos_max

1  i =
⊗=                                            (1) 

In this work, the QoS dimensions that matter are those that are valuable to the 
blind, namely: the character per line (for Text editor and Web browser), the volume 
(for Video and Audio player), and page loading latency (for Web browser). Given two 
applications s and t, their dimension space is Di(s) ⊗ Di(t).  

The supplier’s space, given below, denotes all possible applications’ suppliers com-
binations for user’s task, given that every application i has its own set of suppliers. 

app_max

1  i
iSupp   spaceSupplier 

=
⊗=                                                (2) 

3.3   Optimizing Configuration of User’s Applications  

A feasible configuration is a set-up that tries to satisfy the user’s preferences given the 
user’s context, and the resources’ constraints. When the configuration is feasible, it is 
said that the user’s satisfaction is achieved. Let the user’s satisfaction to an outcome 
be within the Satisfaction space. It is in the interval of [0, 1] in which 0 means the 
outcome is totally unacceptable while a 1 corresponds to a user’s satisfaction. When-
ever possible, the system strives to achieve an outcome that is closer to 1. 

Given an application, the user’s satisfaction is enhanced if his preferences are en-
forced. The supplier preferences in instantiating an application are given by:  

sss c f xh   spreferenceSupplier s •=                                         (3) 

where s ∈ Supplier space is an application supplier and the term cs ∈ [0, 1] reflects 
how the user cares about supplier s. Given an application, if it has n suppliers which 
are arranged in order of user’s preference, then csupplier1 = 1, csupplier2 = 1 – 1/n, csupplier3 
= 1 – 1/n – 1/n, and so on.  The last supplier therefore has cs close to zero which 
means that the user cares not to have it if given a choice. In general, in each applica-
tion, the cs assigned to supplier i, 1≤ i ≤ n, is given by: 

∑=
1 - i

1
isupplier (1/n) - 1  c                                                    (4) 

The term fs: dom(s) [0,1] denotes the expected features present in supplier s. The 
supplier features are those that are important to the user, other than the QoS dimen-
sions. For example, in a text editor application, the user might prefer a supplier that 
provides spelling and grammar checking, or equation editor or feature to build a table, 



464 A. Awde et al. 

etc. For example, if the user listed n= 3 preferred features for an application, and the 
selected supplier supports them, then fs= 1. If, however, one of these features is miss-
ing (either because the feature is not installed or the supplier does not have such fea-
ture), then the number of missing feature m = 1 and fs = 1 – m/(n + 1) =  1 – ¼ = 0.75. 
In general, the user satisfaction with respect to application features is given by: 

1  n

m
 - 1  fsupplier +

=                                                     (5) 

The term hs 
Xs expresses the user’s satisfaction with respect to the change of the sup-

plier, and is specified as follows: hs ∈ (0, 1] is the user’s tolerance for a change in the 
supplier. If this value is close to 1, then the user is fine with the change while a value 
close to 0 means the user is not happy with the change. The optimized value of hs is: 

c*2/)c c(max  arg  h srepss +=                                          (6) 

where crep is a value obtained from equation (4) for replacement supplier. xs indicates 
if change penalty must be considered. xs = 1 if the supplier exchange is due to the 
dynamic change of environment, while xs = 0 if the exchange is instigated by the user.  

Similarly, a user’s preferences for QoS dimensions of his applications as given by: 

cxh   spreference QoS  qq q •=                                            (7) 

where and q ∈ QoS dimension space is a QoS dimension of an application. Note that 
equations (3) and (7) are almost identical except for the differences in the subscripts 
and the absence of feature in QoS dimensions. The algorithms for finding the opti-
mized QoS and supplier configuration of any application are given in Fig. 3. In each 
algorithm, the default configuration is compared with other possible configurations 
until the one yielding the maximum value of user’s satisfaction is found and is re-
turned as result of each algorithm. A feasible configuration is achieved if the user’s  
 

 

Fig. 3. Algorithms for optimized QoS and supplier configuration of an application 
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task can be realized by appropriate applications that are instantiated using the user’s 
preferred suppliers and QoS dimensions. The feasible configuration is given by:   

(a) spreference QoS  (a) spreferenceupplier S  max arg
app_max

1 a 

(s) dim QoS  q
pp(a))supplier(a  s

 task app(a)
•∏=

=

∈
∈

∈
                (8) 

The algorithm for finding the feasible configuration of applications within the 
user’s task is shown in Fig. 4. It finds the feasible configuration in every application. 

As earlier said, [9] has positively influenced our work. Equations (1), (2), and (8) 
were taken from such work. Although previously defined in the same reference, 
Equations (3) and (7) have since evolved that their final forms in this paper have be-
come ours. The rest of the other equations are all ours.  

 

Fig. 4. The algorithm for optimizing user’s task configuration 

3.4   Realizing User Task Through Appropriate Modalities and Media  

Having known the user’s task and context, then a feasible modality needs to be found 
for the computing to proceed. The modalities available to the user are speech input 
(SPin), speech output (SPout), tactile input (Tin) and tactile output (Tout). At any time, 
each of these modalities is either active or inactive (on or off). The truth table for all 
possible combinations of various modalities for the blind is shown in Fig. 5 (Left). A 
value of T (true) means a modality is possible. Hence, successful modality is given by: 

)TSP(  )T  SP( Modality outoutinin ∨∧∨=                                   (9) 

Therefore, a successful modality can be implemented if there is at least one input 
modality and at least one output modality.  

Given the user’s task and the applications to realize it, we then determine when a 
modality is possible or not which, for a blind user, is a function of the user’s comput-
ing device and the noise level in his workplace. Given that:  

Application = {Web Browser, Text Editor, Audio/Video Player}, Modality = {SPin, Tin, SPout, Tout} 
Computing Device = {PC, MAC, Laptop, PDA, Cell phone}, Noise Level = {Quiet/Acceptable, Noisy} 

then modality is possible under various parameters’ combinations. There exists, how-
ever, a system and environment condition where modality is not possible as given by: 

Noisy)  Level(Noise  )Cellphone)  (PDA   Device(Computing ailureModality F =∧∨==         (10) 
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In this condition, tactile input and output, and speech input are not possible leav-
ing only speech output as the remaining possible modality. As stated in (9), a modal-
ity requires at least one mode for data input and at least one mode for data output. 
Such restriction is violated in the preceding condition which renders multimodality 
to fail. 

Let there be a function f4 that maps a specific modality to its appropriate media de-
vice(s) as given by f4: Modality  Media. See Fig. 5 (Right). The presence of the 
necessary media is important if a modality is to be implemented. The function f4 for 
visually-impaired users would be similar to the one given below: 

f4 = {(SPin, Microphone), (SPin, Speech Recognition), (SPout, Speaker), (SPout, Headset), (SPout, Text-
to-Speech), (Tin, Keyboard), (Tin, Overlay Keyboard), (Tout, Braille Terminal), (Tout, Tactile Printer)} 

Note that although media technically refers to hardware components, a few software 
elements, however, are included in the list as speech input modality would not be 
possible without a speech recognition software and the speech output modality cannot 
be realized without the presence of a text-to-speech translation software. From f4, we 
can obtain the relationship in implementing multimodality: 

f4(SPin) = Microphone ∧ Speech Recognition,    f4(SPout) = (Speaker ∨ Headset) ∧ Text-to-Speech 
f4(Tin) = Keyboard ∨  Overlay Keyboard,     f4(Tout) = Braille Terminal ∨ Tactile Printer 

 

Fig. 5. (Left): The truth table to realize an effective implementation of modality, (Right): Media 
selections to realize a modality operation 

Therefore, the assertion of modality, as expressed in equation (9), with respect to the 
presence of media devices becomes:  

 Printer))Tactile  Terminal (BrailleSpeech)-to-Text  Headset)  (((Speaker     

 yboard))Overlay Ke  (Keyboard on) RecognitiSpeech  ne((Micropho Modality 

∨∨∧∨∧
∨∨∧=

(11) 

Therefore, in order to realize a pervasive multimodal multimedia computing, given 
the constraints that we have considered, it is imperative that equation (10) should not 
exist and equation (11) should be satisfied.   

The presence of needed media devices does not automatically mean the success of 
a modality. Why? First, an available media device may not be working at all. Some 
methods for detecting device failure is available in [12]. Second, it is possible that 
even if a media device is present and functional, it still cannot be used due to the 
restriction imposed on the environment (e.g. in a library where “silence is required”, a 
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functional microphone serves no use at all). Hence, a failure in modality as a function 
of the media devices failure and environment restriction is given by:     

]} Required)Silencetionnt Restric(Environme Failed)(HSTFailed)[(SPFailed){(T 

] Required)Silencetionnt Restric(Environme Failed)[(SPFailed)(T  ailureModality F

outout

inin

=∧=∨=∧=
∨=∨=∧==

   (12) 

4   Design Specification and Scenario Simulations 

Having formulated various ML knowledge to optimize the configuration setting of 
user’s task, this knowledge is then put to test via sample scenarios. The design speci-
fication comes along as these scenarios are further explained. 

4.1   Specification for User’s Task 

Consider a student user who wishes to do his homework which compares the works of 
two great composers, Beethoven and Mozart. To do so, our user needs access to a web 
browser, a text editor and a video player. Our user would work on his homework at 
home using his personal computer. The following day, he may continue working on 
his task in the school’s library. In this case,  

f1 = {(assignment1.doc, Text Editor), (www.classicalmusic.com/Beethoven.html, Web Browser), 
(www.classicalmusic.com/Mozart.html, Web Browser), (beethoven1.wav, Audio/Video Player), 
(beethoven2.wav, Audio/Video Player), (mozart1.wav, Audio/Video Player), etc.}. 

Formally, ∀ x: data format, ∃ y: Application | x y ∈ f1. Consider our user being in 
the school library working on his task using a laptop. After logging in, our system 
determines the applications that are suitable to the data format of the latest files in his 
task folder. This is done with reference to function f1. Using f2, the system determines 
the supplier for each application. Since a supplier priority is involved in f2 then the 
most-preferred supplier is sought. Fig. 6 shows a sample tabulation of user’s prefer-
ences. Using equation (4), the following are the numerical values for user preferences: 
(i) if Priority= 1 (High), then User Satisfaction= 1,(ii) if Priority= 2 (Medium), then 
User Satisfaction= 2/3, and (iii) if Priority= 3 (Low), then User Satisfaction= 1/3.  

Consider a case wherein the user’s preferred audio/video player supplier – the 
Windows Media Player – is absent as it is not available in the user’s laptop. The 
method by which the system finds the feasible supplier configuration is shown below:   

Case 1: (MSWord, Internet Explorer, Windows Media Player)  not possible,   
Case 2: (MSWord, Internet Explorer, Real One Player)  alternative 1 
Case 3: (MSWord, Internet Explorer, JetAudio)  alternative 2 

then the feasible selection is based on user satisfaction score: 

User Satisfaction: Case 2 = (1 + 1 + 2/3)/3 = 8/9 = 0.89, and Case 3 = (1 + 1 + 1/3)/3 = 7/9 = 0.78 

Hence, Case 2 is the preferred alternative. Formally, if f2: Application  (Supplier, 

Priority) where Priority: N1, then the chosen supplier is given by: ∃ x: Application, 

∀ y: Supplier, ∃ p1: Priority, ∀ p2: Priority | y ● x (y, p1) ∈ f2 ∧ (p1 < p2). 
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Fig. 6. Tabulation of user’s preferences (Supplier and QoS) and their priority rankings 

4.2   Optimizing User’s Task Configuration 

Consider a scenario where all suppliers for an application are available. For example, 
for a Text Editor application, the amount of user satisfaction with different suppliers 
would be like: 

cMSWord = 1.0, cWordpad = 2/3 , cNotepad = 1/3 

This indicates that the user is most happy with the top-ranked supplier (MSWord) and 
least happy with the bottom-ranked supplier (Notepad). In an MSWord set-up, if an 
equation editor, for example, is not installed, the user’s satisfaction decreases, as 
given by the relationship cMSWord * fMSWord = (1.0)(0.75) = 0.75. 

Now, consider a case of a dynamic reconfiguration wherein the default supplier is 
to be replaced by another. Not taking fs into account yet (assumption: fs = 1), if the 
current supplier is WordPad, then the user’s satisfaction is cWordpad = 2/3 = 0.67. What 
would happen if it will be replaced by another text editing supplier through dynamic 
reconfiguration (xsupplier = 1.0)?  Using the relationship hsupplier = (csupplier + creplacement) / 
2* csupplier then the results of possible alternative configurations are as follows: 

Replacing WordPad (supplier 2): 
Case 1: Replacement by MSWord (supplier 1): (0.67)(1) * [(0.67 + 1)/2*(0.67)]1 = 0.835 
Case 2: Replacement by itself (supplier 2): (0.67)(1) * [(0.67 + 0.67)/2*(0.67)]1 = 0.67 
Case 3: Replacement by Notepad (supplier 3): (0.67)(1) * [(0.67 + 0.33)/2*(0.67)]1 = 0.50 

Hence, if the reconfiguration aims at satisfying the user, then the second-ranked sup-
plier should be replaced by the top-ranked supplier. 

In a similar fashion, the QoS dimensions are given the same scores for their prior-
ity ranking. With characters per line as QoS parameter in a text editor application, 
then  

c40 characters per line = 1.0, c60 characters per line = 0.67, c80 characters per line = 0.33 

Indeed, the feasible configuration for a text editor application is given by: 

arg maxText Editor = ( cf MSWordMSWord )( f lineper  characters 40 ) = 1.0 

4.3   Specification for Detecting Suitability of Modality  

Petri Net [13] is a formal, graphical, executable technique for the specification and 
analysis of a concurrent, discrete-event dynamic system. Petri nets are used in deter-
ministic and in probabilistic variants; they are a good means to model concurrent or 
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collaborating systems. They also allow for different qualitative or quantitative analy-
sis that can be useful in safety validation. In the specifications in this paper, only a 
snapshot of one of the many outcomes is presented due to space constraints. We use 
HPSim [14] in simulating Petri Net. 

In Fig. 7, a Petri Net specification is shown with user’s task, modalities, computing 
device, and the workplace’s noise level as inputs to user’s condition. As shown, many 
of these combinations render the modality possible. There is, however, a condition 
that makes modality and therefore computing for the blind user fail, and that is when 
the user’s computing device is either a PDA or a cellular phone and his workplace is 
noisy. This is given in equation (10) and is traceable in the Petri Net diagram. 

 

Fig. 7. Petri Net diagram showing the possibility or failure of modality based on the environ-
ment’s noise level, the computing device and user’s task 

4.4   Experimental Results 

Using user’s preferences, we have simulated the variations in user’s satisfaction as 
these preferences are modified through dynamic configuration. The results are pre-
sented through various graphs in Fig. 8. The first two graphs deal with application 
supplier, and the variation of user’s satisfaction as additional parameters are taken 
into account, supplier features and alternative replacements being the parameters. The 
last one deals with QoS dimensions and their variations. 

Graph (a) shows that user’s satisfaction does not only rely on a supplier’s ranking 
but also on its features. For example, supplier 2 of no missing feature satisfies the user 
better than supplier 1 that has 2 missing features. In addition, the result in graph (b) 
illustrates such satisfaction as a function of current supplier and its features and its 
alternative supplier replacement.  Similarly, the QoS dimension is not only a function 
of priority but also of its alternative replacements, as shown in graph (c). In general,  
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Fig. 8. Various graphs showing variations of user’s satisfaction with respect to its preferred 
supplier and QoS dimension and their replacements 

user is satisfied if the supplier and its desired features and QoS dimensions are pro-
vided. Whenever possible, in a dynamic configuration, the preferred setting result is 
one in which the set-up parameters are those among the user’s top preferences. 

5   Conclusion 

This paper presented the methodology for a successful migration and execution of 
user’s task in a pervasive MM computing system. Through ML training, we 
illustrated the acquisition of positive examples to form user’s preferred suppliers and 
QoS dimensions for selected applications. In a rich computing environment, 
alternative configuration spaces are possible which give the user some choices for 
configuring the set-ups of some of his applications. We have illustrated that 
configuration could be dynamic or user-invoked, and the consequences, with respect 
to user’s satisfaction, of these possible configurations. Optimization is achieved if the 
system is able to configure set-up based on user’s preferences. 

In this work, we have listed various modalities that are available to a blind user. 
A modality is possible if there is at least one mode for data input and also at least 
one mode for data output. Given sets of applications, modalities, computing 
devices, and environment’s noise level, we formulated the conditions where 
modality would succeed and fail. Similarly, we illustrated the scenario wherein 
even if a specific modality is already deemed possible, still it is conceivable that 
modality would fail if there are not sufficient media devices that would support it or 
the environment restriction imposes the non-use of the needed media devices. We 
validated all these affirmations through various scenario simulations and formal 
specifications.   

Future works include performance details of user task configurations as simulated 
on various types of processors and software platforms. This would include evaluation 
of dynamic configuration performance as the system searches alternative application 
supplier and QoS dimensions. 
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Abstract. This paper presents a new Service Discovery Protocol (SDP)
suitable for Wireless Sensor Networks (WSN). The restrictions that are
imposed by ultra low-cost sensor and actuators devices (basic compo-
nents of a WSN) are taken into account to reach a minimal footprint
solution.

The WSN communication model we use is based on the picoObject
approach [1] which implements a lightweight middleware for WSN on top
of standard object oriented middlewares using a small set of interfaces.
The proposed SDP uses also this set, so it supposes the minimal overhead
for devices and communication protocols, allowing, at the same time, the
deployment of a valuable set of services.1

1 Introduction

Wireless Sensor Networks (WSNs) are called to be a key component in any per-
vasive environment, supporting the interaction (monitoring and driving) with
the physical world. A WSN is composed of low-cost nodes which contain three
types of elements: a sensor or an actuator, a generic microcontroller and a
network interface. Sensors and actuators are oriented either to monitorize a
physic magnitude (e.g temperature, humidity, smoke, etc.) or to modify the
state of an element which drives such a physical magnitude (e.g a valve). The
microcontroller basically adapts raw data and provides communication facil-
ities for applications. At last, the network interface offers wireless network
connectivity.

Flexibility and quickly deployment (due mainly to their wireless interface) are
the characteristic that make WSNs to become a good solution for multiple appli-
cations such medical [4] or meteorology [5] applications, habitat monitoring [6],
etc. In general, we can envision a pervasive environment plenty of heterogeneous

1 This research is partly supported by FEDER and the Spanish Government (under
grant TIN2005-08719) and by FEDER and the Regional Government of Castilla-La
Mancha (under grants PBC-05-0009-1 and PBI-05-0049).

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 472–483, 2007.
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WSN nodes offering different services, from the most basic (supported by indi-
vidual nodes or the whole network) to the most complex (ambient intelligent
services resident in the environment).

However, the flexibility in the deployment of WSN (avoiding wiring) has not
found its counterpart when developing software for such a type of networks. We
believe that a real deployment of a WSN has to minimize also the configuration
requirements of the application that take advantage of the services supported
by every WSN node. With the service discovery protocol (SDP) described in
this paper, a WSN node has the capacity to announce its services and offer the
possibility to use them without any previous configuration procedure.

The proposed SDP: a) Allows very low-cost nodes to be deployed in an easy
and incremental way (following a Place & Play philosophy). b) Allows appli-
cations to discover and use the services offered along a WSN (such property is
really desirable in mobile applications). c) Is designed for heterogeneous WSNs
where different nodes have different functionalities and even are implemented in
different technologies.

The SDP described in this paper is based on our previous work called picoOb-
ject [1]. As we report in that reference, this approach allows a very high degree
of interoperability with standard distributed object oriented middlewares, and
provides also the capability to view and to use the WSN nodes as conventional
distributed software objects without any intermediate device. The strong foot-
print limitations determine the design of a picoObject, as well as the design of
our SDP (as we will show in the next sections).

The SDP prototype is based on ICE [17] (Internet Communication Engine), a
high quality distributed object framework developed by ZeroC, Inc. built upon
the experience of CORBA but free of legacy or bureaucracy constraints.

The rest of this paper is organized as follows. Section 2 explains some previous
works on SDPs. In section 3 the picoObject approach is briefly summarized.
Section 4 is devoted to explain our SDP in detail. In section 5 the prototype we
have used to validate our proposal is briefly described. Finally we draw some
conclusions and outline some future work.

2 Related Work

In the last years, several SDPs have been designed with the aim of automatizing
the service discovery and minimizing the configuration procedures required to
integrate a service in any networking environment.

Broadly used currently, some SDPs like UPnP [8], JINI lookup service [16],
Bluetooth SDP [10] or SLP [9] are considered as the de facto standards. The evo-
lution of fields like ambient intelligent, pervasive computing, or ubiquitous com-
puting has made it possible the development of an important amount of services
that use a variety of heterogeneous technologies and that need to interoperate.
This growth of services inherently implies complex configuration procedures for
integration with other networks services. Consequently, serious efforts have to be
made in order to simplify such configuration procedures and to make it possible
to support mobile services and service interoperability.
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However, the current SDPs are not suitable for WSNs due to the serious
footprint restrictions the WSN nodes impose. Such restrictions have to do with
power supply, memory limitations, processing capacity, etc., parameters that
have not been taken into account in the design of current SDPs. For example, due
to footprint limitations, neither an XML parser (like UPnP requires) nor a Java
Virtual Machine (needed by the JINI lookup service) could be implemented in a
WSN node. Even lightweight protocols oriented to mobile devices like Bluetooth
SDP or PDP [13] do not assume such constraints in their design.

Recent works have proposed SDPs for new technologies like mobile ad-hoc
networks [12] and [11]. In these highly dynamic environments, in which services
are registered in a directory (in a similar way to yellow pages), the directory-
based structures cannot be deployed due to the lack of a fixed infrastructure. This
has been the problem usually addressed, but, once again, the minimal footprint
requeriments of WSN nodes have not been taken into consideration.

On the other hand, current platforms oriented to support WSN (good surveys
can be found in [15] and [14]) are working prototypes in which the nodes will have
to be reduced in cost (therefore probably in resources) for a eventual massive
introduction in the market.

In [7] a resource discovery protocol (called DRD) specially designed for WSN
is described. In DRD each node sends a binary XML description to another node
that has been selected as the cluster head (CH) (this node assumes the represen-
tation of all the nodes under its range) which responds to any possible query (in
SQL) in place of its cluster sensors. The CH is selected between all the nodes de-
pending on their remaining energy. Thus it is necessary to give all the nodes the
capacity of being a CH. This means that all nodes need SQLlite database, libxml2
and a binary XML parser to implement the CH functionality. Our approach, as
we will describe in section 4, provides a way to incrementally add functionality
to the nodes, so ultra low-cost sensor nodes can be easily integrated in a first step
and, then, according to its capacity, acquire new functionality. It is necessary to
clarify that when we are talking about wireless sensor nodes we are thinking on
a minimal footprint device, even more limited than current prototype platforms
like MICA, MicaZ, RockWell WINS, etc.

Finally, in [3] an homogeneous sensor network (all the nodes have the same
functionality) resource discovery protocol is proposed, centering in the optimiza-
tion of the flooding process by taking advantage of historical queries [7]. Our work
supposes that a WSN is formed by heterogeneous nodes implementing different
services that do not need to be considered in an homogeneous way (managed by
a simple table).

In general, we observe that previous works have not faced the design of SDPs
in such a way that: a) they turn out to be suitable for heterogeneous WSN,
taking into account the footprint requeriments of small devices, and, 2) they
support the use of node services by client applications without the need of a
configuration procedure. Therefore, we will focus on these issues.
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3 picoObjects

Our SDP has been designed to give support to WSN based on picoObjects,
although it is perfectly applicable (without any change) to more powerful devices
or even to WSN based on other approaches (including, for example, some widely
used devices such as the MICA Motes).

The picoObjects are implemented as message matching automatons. From
a textual description (that includes the object interface description), the pico-
Object compiler can generate these automatons in several programming lan-
guages and for several platforms.

This approach allows the picoObjects to be embedded either into the small-
est microcontroller in the market, into the tiniest embedded Java virtual ma-
chine, or even in a low-end FPGA. For a deep description of the picoObject
approach, please refer to [1]. A picoObject implementation example can be
found in our webpage [18].

4 Abstract Service Discovery Framework

We have defined an ultra lightweight service discovery protocol, called ASDF
(Abstract Service Discovery Framework), which, using the object oriented para-
digm, provides several valuable features such as: a) An easy way for device
announcement. b) Extensibility and scalability. c) Legacy SDP interaction. d)
Seamless integration with standard middlewares. e) Auto-configuration for de-
vices (in order to get a place & play behavior).

The ASDF is designed keeping in mind minimal footprint devices. For exam-
ple, the protocol allows the nodes to announce themselves to the network using
simple, but completely middleware compliant, messages. In spite of this, the
protocol is very scalable and can perfectly be applied to more powerful devices.

4.1 Event Channels

Our protocol uses extensively the middleware standard event service. This makes
it possible to easily decouple all involved elements. The event channel is a di-
rect implementation of the observer [2] design pattern (also known as publish-
subscribe).

The IceStorm (the ZeroC ICE event channel service) is able to employ several
transport protocols at same time (at least TCP, SSL, UDP and multicast UDP)
in a transparent way for objects and even over the same channel. Each publisher
or subscriber can even choose the protocol to use individually.

However, it is not convenient to connect too many nodes to the same event
channel due to scalability reasons. Therefore, several event channels (topics in
ICE parlance) are used. Event channels have minimal resource cost and they
can be interconnected by means of “links” to propagate events to each other.
These links have some parameters that allow to establish limits or priorities to
the event propagation.
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Event channel federation is another technique to group some nodes (their cor-
responding event channels) together according to different criteria (functionality,
location, class of service...) in the same logic channel, but keeping the ability to
propagate certain events to other channels.

4.2 Place and Play Environment

Node deployment is a key issue for sensor networks. It is very convenient that
nodes can configure themselves in an autonomous way. When an actor (an ac-
tor is a node/device that can expose its functionality by means of an object
interface) is connected o returns from a sleep state, the node sends an announce-
ment message (adv()) to a specific event channel (called ASD.announce). Op-
tionally, these announcements can also be sent periodically. The adv() mem-
ber function is part of the iListener interface. Because of this, all the ap-
plications or actors that are interested in announcing their services, must im-
plement the aforementioned interface. The description of this interface is as
follows:

module ASD {
interface iListener {
idempotent void adv(Object* prx, iProperties* prop);

};
};

The argument prx is a proxy to contact the object that sends the event. The
argument prop is an object that serves to access the node properties (see 4.3).
The next listing exposes the content of an adv() message:

Magic Number: ’I’,’c’,’e’,’P’
Protocol: 1,0 - Encoding: 1,0
Message Type: Request (0)
Compression Status: Uncompressed (0)
Message Size: 54, Request Message Body

Request Identifier: 0
Object Identity Name: publish
Object Identity Content: asdf
Operation Name: adv - Ice::OperationMode: normal (0)
Input Parameters Size: 16
Input Parameters Encoding: 1,0 - Encapsulated parameters (10 bytes)

Sometimes, the adv() message arguments are fully static. In these cases, since
the total message size is about 80 bytes, these arguments can be stored in the
device ROM.

The clients and services interested in the potential announcements that may
occur must subscribe to the event channel ASD.announce. When a subscriber
receives an adv() event, it gets the object proxy of the announced actor and
uses the introspection mechanisms to interrogate the actor. The subscriber can
also list and request the actor properties by means of the argument prop.

Although this announcement procedure has a high abstraction level, it can
be implemented on very simple devices with an identical behaviour respect to a
conventional “object”.



Minimalist Object Oriented SDP for WSN 477

4.3 Properties

As mentioned before, the parameter prop in the adv() message is an object
proxy for a “property server”. The property server allows the clients to access
the actor properties. There are several alternatives:

– The argument prop can be a null proxy when it is not necessary or there is
not a property server for the actor.

– The proxy prop can point to a remote object in a different localization.
This allows to implements corrective property servers for many actors whose
properties are stored out of the actor, even in a big database. A single servant
can dispatch many objects using a “default servant” strategy.

– If the device has enough computing resources, the property server can be
implemented in the own device. In this case, both adv() arguments, prx
and prop, point to the same object.

The property servers implement the iProperties interface:

module ASD {
interface iProperties {
Ice::ByteSeq propget(string key);
void propset(string key, Ice::ByteSeq value);
Ice::StringSeq proplist(void);

};
};

The properties are specified by means of a string key. The property value is a
byte sequence and thereby it can store strings, configuration files, binary drivers,
images, maps, Java applets, etc

In any case, the actor properties are considered optional -not required- infor-
mation. This information is useful for administration, configuration and mon-
itoring tools but it doesn’t affect the system basic functionality. The system
services never depend on property values or their availability.

4.4 Basic Interface for Actors

All actors (sensors or actuators) implement a very simple interface to expose their
state value. The sensor state is the measured value of the physical magnitude.
There are different interfaces that depends on the type of data they manage.
Some of them are shown next:

module iBool {
interface W { void set(bool v); };
interface R { nonmutating bool get(); };

};

module iByte {
interface W { void set(byte v); };
interface R { nonmutating byte get(); };

};
...
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4.5 Interaction Model for Actors

Depending on the application interacts with actors, there are four basic types
of actor behaviors: Passive) To get the state value of a passive sensor, the
client needs to invoke explicitly the actor’s get() method and then will receive
the reply in a synchronous way. Active) The active actor is able to send a
set() message in a pre-programmed way to another object (usually an event
channel). That message indicates the current state of the actor. Proactive)
It’s also an active sensor but it sends the set() event when a change occurs
in its state. Reactive) A reactive sensor is an active sensor that sends set()
events only if a client invokes its standard ice ping() method. The ice ping()
standard functionality has been extended so when this method is invoked, the
actor, besides the conventional ice ping() behaviour, sends an event to the
pre-defined event channel to publish its state.

Therefore, when we talk about active actors (or active sensors), we refer to
both, reactive and proactive ones. All active objects implement the interface
iActive that is shown below:

module ASD {
interface iActive { idempotent void topic(Object* prx); };

};

The passive actors requires a two-way communication model while the active
ones could use a one-way communication model.

Using the topic() method, an specialized service can instruct the actor about
the remote object (event channel) where the actor must send its events.

4.6 Actor Set-Up

The active sensors need an event channel to send their state updates. When
an actor announces itself, a “channel monitor” service does the following tasks
(figure 1):

1) Using the middleware introspection features, it asserts that the new actor
is actually an active actor (it implements the iActive interface). 2) It creates an
event channel using the object identity as the channel name. If that event channel
already exists (it has been created before) then no further actions are needed
and the process finishes. 3) After creating the corresponding event channel, the
monitor invokes the actor’s topic() member function with the proxy for the
new event channel as the argument.

This process is designed keeping in mind that actors are implemented as
picoObjects: this means that they are not able to create event channels by
themselves and need of the existence of the channel monitor. For a more powerful
device, capable of running a standard middleware, the monitor makes no sense,
since its functionality is performed by the standard middleware procedures.

Since every actor creates its own specialized event channel to send its events,
this approach allows to take under control the message flow, improving at the
same time the system scalability.
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Fig. 1. Sequence diagram for Channel Monitor Service

4.7 Multi-requests

In WSNs, it is usual that a service requires to query to a certain set of sensors:
for example, the service may need to compute the temperature average in a big
room with many installed sensors. As a way to simplify this operation, we use
reactive actors (see section 4.5).

Fig. 2. Sequence diagram for multi-requests

If a client is interested in the value of a set of sensors, it can create a new event
channel. All involved sensors event channels are linked to the new one (if it is
known that several nodes share some kind of functional or structural relation the
new event channel may be created by default). The clients that are interested in
the state of this set of sensors may subscribe to the new channel.

The most efficient way to send the ice ping() to a set of actors is that they
hold an additional multicast endpoint. But this is not always possible because
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it depends on the underlying network technology. For these cases, an alternative
solution is proposed (as shown in figure 2).

To make it possible a multiple request, another new event channel is created.
All the involved sensors are subscribed to it. This task can be done by an external
application, transparently to the nodes. From this moment, when a client sends
an ice ping() message, all the nodes receive it.

With the multi-request procedure and thanks to the ICE Storm channels event
federation mechanism any external application can configurate its particular
vision of the world attending to different aspects like functionality, position,
security, etc.

4.8 Service Lookup

When an application needs to find a object that provides certain service, the
application creates an event channel to be used as “callback” and subscribes
to it. Then, the application invokes the lookup() method over the ASD.search
event channel indicating the property values it wants and the callback event
channel proxy. The lookup() method belongs to the ASD::iSearch interface.
The application is responsible for the event channel dispose.

interface iSearch {
dictionary<string, ByteSeq> PropDict;
void lookup(Object* prx, PropDict query);

};

The actors (subscribed to the ASD.search channel) that match the criterion
send an adv() message to the channel proxy specified by the application in the
lookup()message. If other applications or services are interested in the potential
replies, they can subscribe to the published channel proxy. A sequence diagram
of this procedure is shown in figure 3.

To ensure that actor replies are not sent before others can subscribe to the
callback channel, the actor waits for a fixed time before the announcement event
is sent. Also, other additional random timeout can be implemented to improve
the system scalability.

4.9 Legacy SDP Integration

In large heterogeneous pervasive environments where different networks are de-
ployed (multimedia network, personal body networks, control networks, etc.) it
is not likely than only one SDP covers all the different networks. It is also un-
realistic to assume that all devices implement just the same SDP. Devices and
services from different manufacturers will probably implement several SDPs.
Again, a real deployment will require interoperability of several SDPs, at least,
for a basic interaction.

We are working on the design and implementation of new procedures that
allow a complete interoperability with other SDPs. Looking at the current de
facto standard protocols (UPnP, Bluetooth SDP and JINI are being considered)
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Fig. 3. Sequence diagram for service lookup

Table 1. Size of messages employed in ASDF

Name of the ASDF Message Size of Message (in bytes)

Ice::Object::ice ping 46
IceStorm::TopicManager::create 71
IceStorm::Topic::subscribe 97
IceStorm::Topic::link 91
ASD::iListener::adv 96 (+46 if prop. server)
ASD::iActive::topic 88
ASD::iSearch::lookup >92 (depends on query)
iByte::W::set 42

a set of common primitives will be derived so as to make it easy the development
of bridges between the ASDF and other SDPs.

Our target is to provide the ASDF with a basic interoperability to, for exam-
ple, localize and execute services that are offered by a specific WSN node from
an UPnP service and without any modification of such a service. To achieve this,
we are working on matching the UPnP primitives with the events that can be
directly interpreted by the ppicoObjects that are installed in the WSN nodes.

The choice of the primitives to be implemented and the granularity of the
implementation have to be carefully selected and will strongly depend on the
SDPs to be integrated.

5 Experimental Results

The table 1 shows the size of the messages used in the ASDF protocol, assuming
that it has been implemented in ICE. Some of them are standard ICE messages.
In the tests, the object identity was 8 bytes long and it used IPv4 endpoints.

In the current prototypes, we are using a 8-bit micro-controller although it is
underutilized. Its characteristics are:

– Model: Microchip PIC 16LF876A, 10MHz
– Program memory: 8 KiB
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– RAM: 368 bytes
– I/O: 1 USART, 22 i/o pins, two 8-bit timers and one 16-bit timer.

The table 2 shows the size of several prototype actors. The indicated size
includes the complete implementation that runs in the aforementioned micro-
controller. No other library or software component is needed. The picoObject
execution model is composed by a automaton specification (the bytecode) and
a small interpreter (a virtual machine, VM) implemented in assembly language.
All of them are about two orders of magnitude smaller than any other previous
implementation of small embedded standard middlewares.

Table 2. Footprint for several picoObject nodes (in bytes)

Type of actor bytecode VM total footprint RAM used

TCP passive (without adv()) 350 333 683 36
TCP passive (periodic adv()) 455 411 866 36
TCP reactive (periodic adv()) 527 411 938 64
UDP reactive (periodic adv()) 368 411 779 64

6 Conclusions

In this paper we have presented a SDP (called ASDF) suitable for low-cost
nodes in the WSN field. This SDP allows a place & play behavior, so nodes and
services can be deployed in a easy and flexible way without any configuration
procedure.

Based on a previous work (picoObjects), the proposed SDP provides the
WSN nodes with an advertisement service by means of events. Additionally, it
allows external applications to lookup services offered by the WSN nodes.

The design of the ASDF allows incremental addition of functionality according
to the device capabilities. Moreover, we have implemented an ASDF prototype
using an standard distributed middleware whose common services (event chan-
nels, replication, persistence, location transparency, security, etc.) have allowed
an easy and reliable implementation.

Due to the interfaces shown in this paper, an application does not distinguish
between the advertisement generated by a service resident in a conventional PC
or by a node in a WSN. This fact represents a great advantage for quickl devel-
opment of applications which use WSN services making unnecessary either to
integrate in such applications complex WSN specific protocols or to use different
programming languages.

In a near future, our work is mainly focused on widening the range of plat-
forms supported by the picoObject compiler at same time that we integrate
third party services using different SDPs (UPnP and Bluetooth SDP bridges are
currently under development) making it possible the real deployment of large
heterogeneous pervasive environments under a place & play philosophy.
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Abstract. Grid systems are well-known for its high performance computing or 
large data storage with inexpensive devices. They can be categorized into two 
major types: computational grid and data grid. Data grid is used for data 
intensive applications. In data grids, replication is used to reduce access latency. 
It can also improve data availability, load balancing and fault tolerance. If there 
are many replicas, they may have coherence problems while being updated. In 
this paper, based on the aggressive-copy method, we developed an algorithm 
using pipeline concept, such that the data transfer tasks can be done 
simultaneously. This novel Pipeline-based Aggressive Copy method can 
accelerate the update speed and decrease users’ waiting times. We used Globus 
toolkit for our framework. Compared with the existing schemes and from the 
preliminary simulation results, our method shows notable improvement in 
overall completion time. 

Keywords: Data Grid, Data Replication, Data Coherence. 

1   Introduction 

Grid [1] computing is a form of distributed computing that involves coordinating and 
sharing computing, application, data, storage, or network resources across dynamic 
and geographically dispersed organizations. Heterogeneous devices are connected 
together via networks to become a large-scale computing infrastructure. From users’ 
perspective, the grid is liked a single computer. Users can have the processing power 
or storage capacity they want.  

In grid computing, especially data intensive application, data management is a vital 
issue in high performance computing [2]. The data grid [3][4][5][6] is proposed to 
solve the problems of these applications. The infrastructure is to integrate the data 
storage devices and data management service into the grid environment. In the 
context of data grid technology, replication is mostly used to reduce access latency 
and bandwidth consumption. With replication mechanisms, data can be replicate to 
more than one place. This is useful to prevent the single site failure problem if the site 
is in charge of critical data storage. Also, if a data is very popular in the system, users 
can access the data from each replicated place. This can not only reduce the heavy 
load of the original site but also achieve load balance in the network system.  
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While replication mechanisms are processed, there will have coherence problems. 
Some of the sites may have the newest data while others still hold old ones. This may 
cause unpredictable errors in the system. Many mechanisms are proposed to reduce 
the side effects of the coherence problem. In this paper, we propose a novel Pipeline-
based Aggressive Copy (PAC) method based on the aggressive copy mechanism to 
reduce the effect. It can accelerate the update speed and decrease users’ waiting time. 

The rest of this paper is organized as follows. Section 2 presents an overview of the 
previous works about coherence problem. Section 3 introduces our method. 
Experimental results are shown in section 4. And finally, the paper is concluded in 
section 5. 

2   Related Works 

One of the common data coherence problem is the dirty read. This happens when an 
user is updating a replica and another user wants to access the same data from another 
replica. Traditionally, the problem can be solved by locking mechanism. In [7], two 
kinds of locking method are described: standard locking and optimistic locking. 
Standard locking obtains a file write lock before performing the file access and 
release the lock after processing. Optimistic locking is used in case of a very low 
probability of lock contention on the file. One could alternatively access without 
getting a lock and test the modification date of the file after the process. In case the 
file was updated, one then gets a lock and retries. The tradeoff between these two 
methods is locking and retransmission overhead.  

An improvement of locking methods is the master-slave replication model. The 
Home-Based Lazy Release Consistency (HLRC) [8] belongs to this model. Every data 
has its designated home (master) to manage its state. When an update is propagated, 
differences of each modified data are sent to its home at the end of an interval. This will 
make the home up-to-date at any time but ignore the other sites (slave). At the time of 
data acquisition, acquiring process receives write notices from releasing process and 
invalidates pages indicated by them. When an actual access happens on an invalidated 
file, faulting process update its stale copy by fetching the fresh copy from the home 
location. The method was improved in [9]. The new lock protocol for HLRC updates 
data that is expected to be accessed inside a critical section. The operations have three 
phases: lock request, lock grant, and data fault handling. The advantage of their 
proposed protocol reduces page fault handling time and lock-waiting time. [7] also 
addresses a “snapshot” method, which keeps an old version of the file until the access 
process is finished, but allow writers to update simultaneously. This is also a master-
slave model that does the mechanism in single machine.  

EU Data Grid project [5] has implemented a master-slave replica model named 
Reptor described in [10]. [11] improves the model by additional rules. A master copy 
can only be modified by end users. In opposition to the master replica, a slave replica 
is read-only. A slave replica is forced to renew according to the last contents of the 
master replica as a it is altered. The replica catalogue should be in conformity with the 
master replicas in order to keep track of the up-to-date file information.  

Besides of solving dirty read problems, many researches are focused on data 
replication frameworks. Data replication copies a dataset from one site to another. But 
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replicating a high volume dataset from a single server has significant drawbacks of 
single server dependency, unequal network load, poor performance, etc. Thus, the 
practice of transferring datasets from multiple servers in parallel is rising. Most of 
data replication frameworks can be categorized into the following three types: client-
server, peer-to-peer file sharing, and BitTorrent liked file sharing. 

Client-Server mode is the simplest method for data replication. The dataset owner 
will become a server, while the demander acts as a client. The transfer is handled by a 
protocol, such as FTP or HTTP. The transfer speed is affected by the amount of traffic 
on the server and the number of other computers that are replicating the file. If the file 
is large and popular, the demands on the server are more, and the download will be 
slower. Two protocols, which are named lazy-copy and aggressive-copy, were 
introduced in [12]. Replicas are only updated from the server as needed if someone 
accesses it in the lazy-copy based protocol. It can save network bandwidth resources 
without transferring up-to-date replicas every time when some modifications are 
made. However, lazy-copy protocol has to pay the penalties for access delay when 
inter-site updating is required. For the aggressive-copy protocol, replicas are always 
updated immediately when the original file is modified. In our experiments, we 
reference the aggressive-copy protocol as “1 to 1” and “1 to All” methods, which 
correspond to linear and star topologies in the network architecture. 

In peer-to-peer file sharing framework, the file-transfer load is distributed between 
the computers exchanging files. When a site finished its downloading, it then 
becomes a dataset provider. With suitable search or pre-arranged mechanism, 
multiple sites can replicate data at the same time. Fast Parallel File Replication 
(FPFR) [13] is this kind of point-to-multipoint transfer in peer-to-peer file sharing 
manner. It starts from creating multiple distribution trees and replicates data to 
multiple sites simultaneously by pipelining point-to-point transfer. It can reduce the 
total time of replication procedure. We reference the FPFR as “N to N” model in our 
experiments. 

In BitTorrent [14][15] liked file sharing protocols, files are split up into pieces. The 
demanders of a file barter for pieces of it by uploading and downloading them in a tit-
for-tat-like manner to prevent parasitic behavior. Each peer is responsible for 
maximizing its own download speed by contacting suitable peers, and peers with high 
upload speeds will with high probability also be able to download with high speeds. 
When a peer has finished downloading a file, it may become a seed and share the file 
for others. But it cannot directly be implemented in the grid environment due to its 
limitations such as, data security, requirement of separate software, lack of flexibility 
with centralized tracking and the lack of partial usage. For these reasons, we didn’t 
compare this type of protocol in our simulation. 

Concluding active methods, such as aggressive-copy or FPFR, full consistency for 
replica is guaranteed. This can reduce the access delay time while access data in high 
performance computing. With sufficient bandwidth, it is better than passive methods, 
such as HLRC or lazy-copy, which suffer from long update time during each replica 
access. For this reason, in the following section, based on the aggressive copy 
mechanism, we propose a novel pipeline-based method to enhance the update speed 
in data grid. 
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3   The Pipeline-Based Aggressive Copy  

3.1   Network Architecture 

As shown in Fig. 1, the network architecture is composed of several regions. All 
regions are connected with broadband network. Each region has many sites inside. 
We assume that replicas are already existed in our system. In each region, there is a 
home node which is used to manage the information of other replicas. 

Home node
Region BRegion A

Site

Region C Region D

Router

 

Fig. 1. The network architecture 

3.2   Integration with Pipeline Transfer Method 

The method adopts the pipeline concept to improve the update speed. We name it 
Pipeline-based Aggressive Copy (PAC in brief). Most of the networks today are 
running in full-duplex mode, which means each site can download and upload data 
simultaneously. If each of them can act as a proxy node for other waiting sites after 
being updated, the overall performance will increase. To go into details, when a site is 
receiving data, it can send out the previous data which it already received to another 
site that does not have this part yet. The inbound and outbound traffic will not conflict 
with each other due to the full-duplex communication. With suitable arrangements, all 
the sites can be sorted as a chain and the data may transfer one after another. This 
pipeline method is shown in Fig. 2(a).  

In most cases of data coherent in data grid, only one file is processed in a site. To 
apply the pipeline transfer with a single file, we cut the file into several blocks. 
Therefore, the transfer can be seen as many small files pipelined. For example, in Fig. 
2(a), the file is divided into five blocks. Assume the transfer time of each block is 2 
secs. In the first step, the first node transfers block 1 to the second node and it needs 2 
secs. Next, the second node received block 2 from node 1 and transfers block 1 to the 
third node at the same time, and so on. Therefore, after eight steps, the transmission 
will finish. Compared with Fig. 2(b) which doesn’t use pipeline method, the 
completion time can be reduced from 10*4=40 secs to (10/5)*8 =16 secs.  
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(a) (b) 

Fig. 2. (a) Pipeline method; (b) Without pipeline method 

In a perfect system, assume a file with size M has to be transfer to N nodes, and the 
network speed is S. Without pipeline transfer method, the total time Tnp (the lower 
index word “np” means with No-Pipeline process here) to finish the process will be: 

N
S

M
Tnp *=  (1) 

And for those with P-level pipeline transfer method, the total time Tp (the lower 
index word “p” means with Pipeline process here) to finish the process will be: 
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M
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Theoretically, the more pieces we cut the better performance it will show. But it is 
also true that the more pieces we cut the more overhead it will bring. Processing each 
block will take some extra overhead. Assume the environment is homogenous and for 
each block processing the overhead is δ. We must modify (1) to (3) and (2) to (4). 
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Fig. 3. Block-time relation chart (big dataset) 
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From Fig. 2, assume a scenario with a large dataset M=100MB, S=10Mbps, and 
N=4. Ifδ=850ms, we can plot a block-time relation chart as Fig. 3. From the figure, 

we can find that the minimum #
pT  occurred when P=7. It can also be calculated from 

first order differential equation from (4). 
If M is quite small, because the δoverhead will become significant than the 

pipeline acceleration, the relationship between blocks and time will like Fig. 4. In this 
case, we assume M=1MB. In small file replication, the pipeline method can not be 
better then the one without pipeline. But the two curve will cross at P=1. Thus, we 
can categorize this situation into 1-level pipeline category in our PAC. 
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Fig. 4. Block-time relation chart (small dataset) 

Furthermore, if the grid is constructed in a heterogonous environment with 
different network speed and process overhead at each site. Assume each site i is 
attached to a speed Si network and its processing overhead is iδ . The bottleneck site b 

which causes the longest propagation delay in the environment is found from (5).  
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This becomes a discrete problem and we are unable to solve P by using differential 
equation. 
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Based on the concept of pipeline which truly shows benefit in the previous 
analysis, we proposes our novel data grid coherence algorithm, PAC, in the following.  

3.3   Algorithm and Example of PAC 

We use the pipeline method to improve the previous aggressive copy coherence 
protocol. Assume the home node of each region has the information of other regions 
and sites in its region. The pipeline method is used to construct a new three step fast 
file transfer structure.  

Algorithm PAC: 

Predefine: <initialization> 
1. define number of blocks to be cut for each file 
2. define pre-ordered home node sequence circle 
3. define pre-ordered local site sequence 

Step 1: <update site> 
1. Inform corresponding home node 
2. Cut the file into pre-defined pieces 
3. Starts to transfer block by block 
4. When corresponding home node received first 

block, it goes to Step 2. 
Step 2: <home node replication> 

1. Corresponding home node breaks its incoming path 
from pre-ordered home node sequence circle 

2. Inform next home node 
3. After each block received, pipeline it to next 

home node 
4. If there is no blocks to be transferred, go to 

Step 3 
Step 3: <local sites replication> 

1. If it is the corresponding home node of updated 
site, delete the updated site from pre-ordered 
local site sequence 

2. Home node begins to transmit blocks to next site 
in pre-ordered local site sequence 

3. After each block received, pipeline it to next 
local site 

Until all processes finish 
 
Take Fig. 5 for example. Site D.3 updates a file. The pre-ordered home node 

sequence circle is A->C->D->B->A. The pre-ordered local site sequence is sorted by 
site ID in ascending order, such as D.1->D.2->D.3->D.4->D.5 The pre-defined 
number of blocks is 3 in the grid. In Step 1.1, Home Node D will be informed the 
dataset is being modified. In Step 1.2, D.3 will split the file into 3 blocks: block1, 
block2, and block3. In Step 1.3, D.3 starts to transfer block1 followed by block2 and 
block3 to Home Node D. In Step 1.4, when Home Node D received block1, it goes to 
Step2. 

In Step 2.1, Home Node D breaks its incoming path from the pre-ordered home 
node sequence circle, which makes the circle become a simple sequence D->B->A->C 
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without loop. In Step 2.2 and Step 2.3, PAC is performed in Home Node D -> Home 
Node B -> Home Node A-> Home Node C. When Home Node D finished replication 
process with Home Node B, it goes to Step3. So for the other Home Nodes, except the 
last Home Node C. Because there is no next home node for Home Node C, it will goes 
to Step 3 immediately after it received block1. 

In Step 3.1, Home Node D will delete site D.3 from the pre-ordered local site 
sequence. Thus, the local site sequence in region D becomes D.1->D.2->D.4->D.5. 
This sequence is used in Step 3.2 and Step 3.3 to do local PAC. Home Node B, Home 
Node A, and Home Node C will do their local PAC based on their pre-ordered local 
site sequence, too. The whole process will be finished in Step 3.4. 

Region C Region D

Region BRegion A
A 2

A 1

B 1
B 2

B 3

B 4

D 3

D 1 D 2

Step 1

Step 2

Step 3update

D 4
D 5

Home
node A Home

node B

Home
node D

Home
node C

C 5

C 4

C 3

C 2

C 1

A 3

A 4

A 5

 

Fig. 5. The transmission in the entire network 

4   Experimental Results and Analysis 

We implement our PAC algorithm using Globus Toolkit version 4.0 [16][17] and run 
it on our grid environment named Taiwan UniGrid [18]. The experiments were doing 
on the scenario with two regions. In region 1, there are five servers which are named 
from uniblade01 to uniblade05.  The sites are located in National Tsing Hua 
University, Taiwan. The region 2 contains six servers which are named from grid1 to 
grid6, which are placed in National Dong Hwa University, Taiwan. The uniblade01 
and grid1 were assigned to be the home node in each region. Two regions are far 
away and connected via Internet.  

4.1   Suitable Number of Blocks 

According to section 3.2, we know that the pipeline will increase the transfer speed. 
We need to cut a file into pieces to perform our PAC algorithm. It is not hard to 

calculate the best P value of minimum #
pT  from (4) with first order differential. But in 

real environments, even in a homogeneous scenario, the exactδis hard to be 
measured. And also the condition may be complicated as (7) for heterogeneous 
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devices and networks. So we do some experiments in region 2 with different updated 
file size to observe the block-time relation curve.  

From Fig. 3, it is straightforward that block-time relation will be a U-type curve. 
Thus, after multiple measurements, we average the data and use quadratic regression 
analysis to find out the fitting polynomial curve for each dataset, as shown in Fig. 6. 
For different file replication size: 200M, 500M and 1000M, we have the following 
polynomial curves equations: 

34.12537.19*25.1 2
200 +−= PPT M  (8) 

75.31780.43*66.2 2
500 +−= PPT M  (9) 

53.62638.82*10.5 2
1000 +−= PPT M  (10) 

To find out the best P for minimum T in (8), (9), and (10), we let 0=
dP

dT
.  

From (8), 75.7037.195.2200 ≅⇒=−= PP
dP

dT M      (11) 

From (9), 23.8080.4332.5500 ≅⇒=−= PP
dP

dT M    (12) 

From (10), 07.8038.822.101000 ≅⇒=−= PP
dP

dT M   (13) 

Because P must be an integer, to round to the nearest, P=8 in all (11), (12), and 
(13). The three polynomial curves show the finish time will reach the minimum value 
when the number of blocks is eight in our environment. Thus, in the following 
experiments, we cut each file into eight blocks.  
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Fig. 6. The blocks-time relation in region 2 
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4.2   Comparing the Transmission Speed 

In this section, we compare our PAC method with three different methods: 1 to 1, 1 to 
All, and N to N. 1 to 1 means the file is transferred one site after another sequentially 
until all relevant sites are updated. It is also the traditional aggressive copy protocol 
with linear topology. 1 to All means all sites request the file from one site. It performs 
traditional aggressive copy protocol with star topology. N to N means sites will 
construct a hierarchical structure, and transfer in FPFR manner.  

At the first experiment, we test in region 2 only for a local data grid environment. 
Then, we use all the sites in two regions to test a cross regions situation. 

Local Data Grid Test. For more accurate results, we test the update time of each file 
for 50 times and average the values. In this test, the grid2 is acted as the first updated 
server. A pre-defined update sequence is grid1(Home node)-> grid2 -> grid3 -> grid4 
-> grid5 -> grid6. The 1 to 1 method transfers the file with same sequence but without 
pipelining. The 1 to All method transfers in six steps: grid2 -> grid1(Home Node); 
grid2 -> grid3; grid2 -> grid4; grid2 -> grid5; grid2 -> grid6. The N to N method 
transfers in three steps: grid2 -> grid1(Home Node); grid2 -> grid3 and grid1 -> 
grid4; grid2 -> grid5 and grid1 -> grid6. 

Fig. 7 shows the average results of our tests in a local data grid. The 1 to 1 method 
is the worst and followed by the 1 to All method. The N to N method improves a lot 
but our PAC method does better. In the biggest file we test, our PAC method can 
reduce 48% finish time in compare with “1 to 1” method, 35% finish time in compare 
with “1 to All” method, and  17% finish time in compare with “N to N” method. 
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Fig. 7. The finish time in local grid 

Cross Region Data Grid Test. Fig. 8 shows the experimental results in cross regions 
data grid. Because the number of sites is increased and the two regions are far away, 
the update time increases a lot. We also do 50 tests. The methods used are the same. 
In the test, because the 1 to All method will transmit file to 5 or 6 cross region sites 
(based on the randomly picked up first updated server), it performs worth than 1 to 1 
method which only has one cross regions file transfer here. In the biggest file we test, 
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our PAC method can reduce 52% finish time in compare with “1 to 1” method, 57% 
finish time in compare with “1 to All” method, and  44% finish time in compare with 
“N to N” method. 
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Fig. 8. The update time in cross region grid 

The PAC is an event driven protocol. When a dataset has to be cohered, the 
process will pipeline each subset of data one by one. The datasets those have only a 
read pattern of access will remain unchanged after their first synchronization.  Their 
corresponding home node will take care of their status. From the experimental results 
above, the better performance is shown in compared with other protocols no matter in  
local or cross regions data grid environments.  

5   Conclusions 

In data grid systems, data replication is necessary in many kinds of situations. Many 
researches have proved that aggressive copy is a good solution to reduce the data 
coherence problem in grid computing. In this paper, we contribute another aggressive 
copy method based on the pipelined concept, which is named Pipeline-based 
Aggressive Copy (PAC). In theoretical analysis, we prove that the PAC can accelerate 
the replication process with suitable pipeline level choice. In the worst case, if 
replication dataset is small, the PAC will act as 1-level pipeline which is the same as 
no pipeline method to reduce the significant overhead in cutting small dataset into 
smaller pieces.   

In the experiments, we first find out the best pipeline level in our environment by 
test and analysis. Then we apply this value in local and cross regions experiments, to 
compare our PAC method with other “1 to 1”, “1 to All”, and “N to N” methods. 
Comparing with other methods for the total finish time, the results show that our 
method is over 17% better in local grid tests and over 44% better in cross region grid 
tests. These definitely support our method that the pipeline concept in PAC outweighs 
the overhead it brings. 
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Abstract. Resource sharing computing is a project that realizes high performance 
computing by utilizing the resources of peers that are connected to the Internet. 
Resource sharing computing provides a dynamic internet environment where 
peers can freely participate, but it raises questions on the reliability of operation 
processing. Existing resource sharing computing stores intermediate operation 
results in peers’ local disks. Thus, when faults happen on peers’ side, some peers 
need to wait for processing to reconnect with possibility of considerable delay. In 
case there is no reconnection, the intermediate operation results cannot be used. In 
addition, it is difficult to support cooperation due to incompatible modes of 
operation processing among heterogeneous systems. This thesis is to propose a 
cooperation management system, and define cooperation and cooperation groups 
necessary to improve the reliability in the resource sharing computing 
environment. Cooperation is a series of tasks that involve sorting tasks, processing 
tasks sequentially, and producing results. Cooperation group is a gathering of 
peers that can cooperate. Groups are created among different types of systems to 
enable cooperation among peers within the same group. Also, middle DB Server 
is proposed in a hierarchical structure to shorten delay and increase the reusability 
of intermediate operation results. As the intermediate operation results are stored 
in the middle DB Server in case there occurs a fault on peers’ side, waiting time 
for reconnection is reduced through cooperation, and the reusability of 
intermediate operation result is improved. In this paper, we propose a structure 
that can store intermediate operation result in middle DB Server to improve 
reliability in resource sharing computing environment, and suggest a design for 
cooperation group service, discovery service, and task management service of 
cooperation management system. 

Keywords: Resource Sharing Computing, Cooperation System. Reliability. 

1   Introduction 

The advancement of the Internet has accelerated information sharing and distribution, 
and the existing client-server computing environment has turned into distributed 
                                                           
∗ Kwang Sik Chung is the corresponding author.  
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multi-server environment. Furthermore, the source of information has extended from 
World Wide Web, Database and to personal computers. Due to such changes, users 
have begun to look for the other alternatives due to limitations in information search, 
the inaccuracy of search results, and various information search formats. As a result, 
P2P(Peer-to-Peer) computing where users themselves share computer resource and 
service via direct exchange has emerged[1,2].  

Napster[3] and Soribada[4] that are examples of P2P systems are services to share 
MP3 music files. These services are gaining popularity in that they do not have files 
in the center server but just provide location information for personal computers to 
share files[1]. As P2P systems gained notice, P2P computing began to require more 
than just sharing files and thus distributed systems that utilize P2P technology were 
introduced. This is known as resource sharing computing. So far, studies on 
distributed systems focused on data processing by servers. However, 
SETI@HOME[5], through SETI@HOME project, has used the computing power of 
clients in order to gain huge computing power needed to analyze external radio 
signals, instead of composing distributed computing systems that required expensive 
servers. Similar movements are found in Korea. KOREA@HOME[6] project has 
started and some of its projects such as New Drug Candidate, Protein Folding 
analysis, Global Disk Management, etc. have been completed or are still under way. 
@HOME projects such as SETI@HOME, KOREA@HOME, etc. ensure that servers 
request clients to process data and the clients, in return, process data, which is 
opposite to how distributed systems process data. Since Internet-based distributed 
system allows individual peers to freely participate in operation or give up in the 
middle of operation, techniques to improve reliability in existing distributed 
computing cannot be directly applied to resource sharing computing [8].  

In this paper, we attempt to design a cooperation management system that acts in 
the dynamic internet environment, in order to improve reliability in resource sharing 
computing environment. Cooperation enables one to carry on implementing halted 
operation after receiving the intermediate operation result from peers experiencing 
faults. Cooperation management system is composed of cooperation group service 
that creates and deletes groups among heterogeneous systems, of discovery service 
that analyzes peer information, searches for faulted peers, and explores peers 
available for cooperation from cooperation groups, and of task management service 
that distributes tasks to peers available for cooperation and requests intermediate 
operation results from faulted peers. Cooperation management system transmits or 
receives messages by XML for communication between these services. 

2   Related Works 

2.1   P2P System  

P2P systems can be classified by system structures and objects for sharing. System 
structures include Hybrid P2P structure that puts a server in the middle for efficient 
communication and information flow among peers, Pure P2P structure that is 
consisted of only peers without central server, and Hierarchical P2P structure that 
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utilizes the advantages of Hybrid P2P structure and Pure P2P structure by putting a 
middle server between servers and peers. In terms of objects for sharing, information 
sharing systems equals to data-oriented system that shares files and data, or exchanges 
messages, while resource sharing systems equals to distributed systems that borrowed 
P2P technology in order to share computer resources such as CPU, memory etc. 
Resource sharing system divides a big task - that cannot be processed by a single 
system - into small bits for distributed processing, and finally transmits operation 
results to a central server for combination. SETI@HOME, KOREA@HOME etc. are 
a few examples of @HOME project related to such systems. 

SETI@HOME is a project led by Berkeley University, and it analyzes data sent by 
Arecibo - world’s largest radio signal astronomical telescope - to find intelligent 
extraterrestrial life. SETI@HOME project involves installing Screen Saver on 
personal computers, and analyzing data when the computers are not in use. 

KOREA@HOME is a project to analyze huge of information such as New Drug 
Candidate, Protein Folding analysis, Global Disk Management, etc. KOREA@HOME 
system is composed of platform server, agent, and client, and it was developed with 
focus on detailed functions. Functions of platform server include resource-volunteers 
PC management, implementation and management of task management DB, 
Homepage operation and management, etc. Agent has basic functions of P2P, 
interacts with platform server, and carries out tasks. Client creates and submits 
application tasks, and implements distributed application programs, etc. [15]. 

2.2   Reliability Problem 

Reliability issues remain with both SETI@HOME and KOREA@HOME. Though 
solutions have been presented, the reliability issues are still to be tackled. To solve 
reliability problems, SETI@HOME uses techniques to register intermediate operation 
result every 10 minutes just in case peers fault. It stores intermediate operation result 
in peers’ local disks and runs operation continuously once peer fault is solved. But, if 
peer fault is not solved, one needs to wait indefinitely until the peer restarts. This 
causes operation delay. Since intermediate operation result is stored in local disks, the 
result cannot be reused unless the peer restarts.  

There are no operation reliability techniques proposed by KOREA@HOME. It 
uses a method that reassigns the same operation to a new peer by canceling the 
operation in case peer fault happens. Projects such as Avaki, FightAIDS@HOME, 
and Distributed.net etc. also have the reliability issues like SETI@HOME and 
KOREA@HOME. 

3   The Design for Cooperation Management System  

3.1   Definition of Cooperation and Cooperation Group 

Cooperation is a method that enables several peers to process a task through collaboration, 
just like many labors collaborate in production process. Cooperation can be classified by 
either synchronous or asynchronous cooperation. Synchronous cooperation means 
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producing result by dividing a task for simultaneous processing, while asynchronous 
cooperation means tasks that involve sorting tasks, data processing tasks sequentially, 
and producing results [17]. 

In this paper, cooperation means asynchronous cooperation. That is, in case a peer 
cannot carry on a task allocated by a server due to faults, another peer that can solve 
these faults can take over the intermediate operation results and continue the 
remaining operation. Cooperation group is a peer set that can cooperate. In the 
existing resource sharing computing, peers from heterogeneous systems take part in 
operation. However, it is difficult to support cooperation among heterogeneous 
systems due to incompatible modes of processing. Thus, the solution is to create 
groups among heterogeneous systems so that peers within the same groups can 
cooperate. 

3.2   Environment and Structure of Cooperation Management System 

Cooperation management system has a hierarchical structure that is compose of a 
central server, a high-capacity central DB server, a middle server, a middle DB server, 
and task nodes of peers. The hierarchical structure of cooperation management system 
can reduce the bottleneck by balancing the load that is normally centralized on a 
server in a centralized structure of resource sharing computing, and it ensures the 
network scalability. However, it is difficult to select a middle server and a middle DB 
server in a hierarchical structure. 

In this paper, we assume an environment where a central server, a high-capacity 
central DB server, a middle server and a middle DB server are already established, 
and we do not consider selecting a middle server and a middle DB server. A central 
server assigns tasks to a middle server, manages the middle server status (such as fault 
information, CPU, memory etc.) and peer status information, and processes the results 
received from the middle servers. A middle server observes the peer status, receives 
tasks from a central server, and allocates them to peers. It also receives operation 
results from peers, and transmits the result value to the central server after processing 
them. When a peer fails, the peer’s intermediate operation results are stored not in a 
local disk but in the middle DB server, making it unnecessary to wait for the peer to 
restart the operation. Peers available for cooperation pick up the intermediate results 
from the middle DB server and continue the operation, which shortens the delay time 
and ensures the reusability of intermediate operation results. Peers process the tasks 
allocated from the middle server and transmit their status information and the 
processed results. 

Figure 1 shows the relationship between a central server and a middle server, 
between a middle server and a peer, cooperation relationship among peers, and the 
flow of message transmission and reception in a resource sharing computing 
structure. The hierarchical system structure, even if the central server fails, enables 
independent operation on intermediate results that are stored in the middle server. 
When the middle server stops and fails, another middle server can pick up the task 
and continue the operation as long as the intermediate results are stored in a high-
capacity central DB server. 



500 J.S. Park, K.S. Chung, and J.G. Shon 

 

Fig. 1. Structure of System 

3.3   System Design 

3.3.1   Service Structure 
Cooperation management system is composed of a cooperation group service, a 
discovery service, and a task management service. Figure 2 shows the service 
structure of cooperation management system. Application is a program that is applied 
to areas such as new drug candidate search, protein variation analysis, etc. in resource 
sharing computing, and its core layer represents a protocol for operating a task. 

 

Fig. 2. Service structure of cooperation management system 

Cooperation group service is a service that creates and deletes groups that have the 
same CPU, OS etc. among heterogeneous systems. Cooperation group service mainly 
creates a cooperation group for peers available for cooperation, adds peers to the group, 
and deletes faulted peers and groups. Discovery service is a service that searches for 
peer information to find failing peers, and discovers peers available for cooperation in a 
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cooperation group. Discovery service mainly observes the peer status by constantly 
examining the peer information received from a cooperation group. And, according to the 
peer status, it sends the peer information to a task management service and a cooperation 
group service so that they can carry out tasks, respectively. Task management service 
mainly allocates tasks to new peers, assigns tasks to peers available for cooperation, and 
returns the intermediate operation results produced by faulted peers. 

3.3.2   Message Flow in Cooperation Management System  
Cooperation management system transmits and receives messages for 
communications among services, and the messages are expressed in XML. In this 
paper, we refer to the messages as the peer information. Figure 3 shows a message 
flow in cooperation management system. A peer, when registering, transmits its 
information to a cooperation group service, while the cooperation group transmits the 
peer group information to a discovery service. A discovery service grasps the peer 
status and transmits the information to a task management service and a cooperation 
group service. The peer information includes the information on the peer, the peer 
group, and the peer status. A peer, when registering in the cooperation group service, 
records its basic information such as CPU, OS, memory capacity, hard disk capacity, 
location, IP address, etc. The cooperation group service receives the peer information, 
creates a group, and adds the group information to the peer information with the 
group name. It also transmits the peer information to the discovery service. The 
discovery service receives the peer information and records the peer status 
information after analyzing the status of new peers and the exiting peers in the 
cooperation group. The peer status information is transmitted to the task management 
service and the cooperation group service. 

 

Fig. 3. Message flow in cooperation management system 

3.3.3   Cooperation Management Service  
The main job of the cooperation group service is to create and delete cooperation 
groups.  
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Fig. 4. Flowchart of creating a cooperation group 

Figure 4 shows the flow of creating a cooperation group. When registration is 
requested from a peer, the cooperation group service receives and analyzes the peer 
information. After analyzing the peer information, it checks whether there is any 
group that corresponds to the peer’s system, and adds the peer to an existing group or 
to a new group. Once the peer is added to either a new group or an existing one, the 
cooperation service group transmits the peer information to the discovery service after 
adding or modifying the group name information to the peer information.  

Figure 5 shows the flow of deleting a cooperation group. When receiving 
information from the discovery service about a peer that failed, it searches for the 
group the peer belongs to, and deletes the peer. If the deleted peer is the last one in the 
group, the service deletes the whole group.  

 

Fig. 5. Flowchart of deleting a cooperation group 

Table 1 shows the functions of a cooperation group service. 

Table 1. Function of a cooperation group service 

Method Function 

addPeerInfo() add Peer information 
isExistGroup() confirms exist group 
genGroup() create group 
delGroup() delete group 
addPeerGroup() add peer of group 

delPeerGroup() delete peer from group 

searchGroupPeer() search peer from group 
sendGroupMsg() transmit peer group information 
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3.3.4   Discovery Service  
Discovery service receives, from the cooperation group service, the peer information 
to which group information is added, analyzes whether the peer is available for a task 
or for cooperation, and then transmits the peer information to the task management 
service. It continues broadcasting the peer information to see if there is any changes in 
the peer status, and when the status changes, it sends the peer information to the task 
management service and cooperation group service. It also analyzes the peer 
information periodically, and makes sure that the intermediate operation results are 
saved. Updated peer information is stored in the middle DB server and high-capacity 
DB server so that the latest information is kept.  

Figure 6 shows the flow of a discovery service. 

 

Fig. 6. Flowchart of discovery service 

Table 2 shows the functions of a discovery service. 

Table 2. Function of a discovery service 

Method Function 

acceptPeerInfo() receive peer information 
sendPeerInfo() transmit peer information 

queryPeerInfo() request peer information 

isPeerState() analyze peer state 

broadDiscovery() continue search and request 
savePeerInfo() store peer information 

3.3.5   Task Management Service 
A task management service receives the peer status information from a discovery 
service. If the peer status indicates that the peer is available for a task, the discovery 
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service requests the intermediate operation results and if there is any, it allocates the 
results to the peer. If there is nothing, it assigns a new task to the peer. If the peer is 
unable to carry out a task, it requests the interim result to be stored. But, the results 
cannot be stored if there is no connection due to a peer fault. So, it modifies the peer 
information, transmits the peer information to a discovery service and continues 
analyzing the peer status. Figure 7 shows the flow of a task management service. 

Table 3 shows the function of a task management service. 

 

Fig. 7. Flowchart of a task management service 

Table 3. Function of a task management service 

Method Function 

assignWork() allocate task 
saveWork() store task 
sendPeerStateInfo() transmit peer state information 
acceptPeerStateInfo() receive peer state information 
workCooperation() task cooperation 
isPeerState() analyze peer state 

3.4   Comparison with Other System 

The most well-known resource sharing computing systems are SETI@HOME in the 
U.S. and KOREA@HOME in Korea. As mentioned in 2.2, SETI@HOME and 
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KOREA@HOME do not ensure operation reliability. Table 4 shows the comparison 
with other systems. 

Table 4. Other system and comparison 

System trait 
SETI 

@HOME 
KOREA 
@HOME 

FightAIDS 
@HOME Proposed system 

intermediate operation 
results Store a place 

Local disk No store Local disk middle DB server 

intermediate operation 
results reusability 

Limitation to  
peer self 

Restart Limitation to  
peer self 

Peer in cooperation 
group 

Support of cooperation No No No Yes 

Group service no Yes no Support  of 
cooperation group 

structure server 
/client 

server 
/client 

server 
/client 

Hierarchical 

Since SETI@HOME and FightAIDS@HOME store the intermediate operation 
results in a local disk, the reuse of the operation results is limited to the peer itself. In 
addition, there is no cooperation between peers and message transmission and 
reception is conducted only between a server and a peer with no group supporting it. 
KOREA@HOME does not use the intermediate results, but restarts a task from the 
beginning when defects happen. But, it assigns several tasks within the same group so 
that other peers can pick up the task in case one peer fails and is unable to perform the 
task. The cooperation management system we proposed has a middle DB server so 
that the interim results are stored in the middle DB server. As it searches a peer from 
a cooperation group that is available for cooperation, it has higher reusability of the 
interim results than other systems, and reduces time spent on waiting for the defected 
peer to reconnect. Though its hierarchical structure makes it difficult to selection the 
middle server, network bottleneck is less seen compared with a server/client structure, 
and its scalability improves the reliability of resource sharing computing. 

4   Conclusion  

In this paper, we have designed a cooperation management system that supports 
cooperation to improve the reliability in resource sharing computing environment. 
The system we have designed is composed of a cooperation group service, a 
discovery service, and a task management service. For communications between 
services, the cooperation management system transmits or receives messages which 
we defined as peer information expressed in XML. A cooperation group service is a 
service that creates and deletes groups among heterogeneous systems. A discovery 
service searches for peer information, discovers faulted peers, and look for peers 
available for cooperation from cooperation groups. A task management service 
assigns tasks to new peers, allocates tasks to peers available for cooperation, and 
returns the intermediate operation results of faulted peers. Due to incompatible modes 
of processing, cooperation is hard to attain among heterogeneous systems. In order to 
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solve the issue, one can create a cooperation group and let peers within the same 
group cooperate. A hierarchical structure and a middle DB server are suggested for 
the cooperation management system so that the interim operation results are stored to 
the middle DB server. Therefore, the reusability of intermediate operation results is 
improved and the delay time to wait for a peer to reconnect is reduced. It is suggested 
that further researches be conducted on how to select a middle server and how to 
search peers in a cooperation group. 
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Abstract. We present an index system for locating files or other data
objects in a grid environment. The system is constructed using a dis-
tributed hash table, and is scalable, fault-tolerant, and self-organizing.
The index is dynamically updated to reflect the state of the storage
elements, and can hence deal with nomadic data. The system provides
extra services to ease integration with other systems: A registrant service
integrates existing storage elements into the system, and a query proxy
provides an easy way to query the system. A security model, which builds
on the existing grid security model is also provided. An implementation
has been created and its performance measured. The system is shown to
scale as more nodes are added to the system.

1 Introduction

Managing data is one of the fundamental challenges in grid, and is becoming in-
creasingly important as the amount of data in grids grow. As more data is stored,
the number of components increase, making failures and system changes more
common. Failures are usually solved by adding redundancy, e.g., file replication.
Replication however creates a new task: Managing the locations of replicas. A
data indexing system must provide a mapping from an identifier to the locations
of the data.

A replica may be unavailable due to a site crash or deletion, or even be no-
madic, i.e., move. While the problem with unavailable objects is reduced by
replication, nomadic objects are more problematic. In such cases, data is avail-
able, but cannot be used as its location is no longer known. To handle nomadic
data the index system needs to reflect the actual state of the storage system,
not just the state when data was entered into the system.

One event that can cause data movement is change of a hostname. In Nordu-
Grid [1], which has around 50 sites, this event has occurred at least twice. Such
changes are relatively rare, but requires manual intervention to get the systems
updated. Another case is when a storage element is taken offline. If the data
could be migrated to another storage element transparently, much trouble could
be spared.

The previous illustrates the requirement for an indexing system which reflect
the actual state of the storage system. Not only would such a system handle
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nomadic data, it would also become easier to react on changes in the system,
e.g., create a new replica if the number replicas falls below a certain threshold.

An index service should be fault-tolerant as other parts of a grid are highly
dependant on it. If data cannot be located, a grid can essentially come to a halt.
To support a growing storage infrastructure, an index system should be able to
scale up by adding more resources.

This article presents a data index system based on a distributed hash table.
Together with cooperating storage elements, it provides a dynamically updated
index system. The index system can scale by adding more resources, is resilient
to faults, and self-organizing. Furthermore the system integrates with existing
systems, by adding two services for registering data, and querying. Additionally
a security model for the system is presented.

Related work is presented in Section 2. Hereafter Section 3 provides an
overview of the system, followed by an in-depth architectural description in Sec-
tion 4. A prototype implementation is described in Section 5, which Section 6
presents a performance evaluation of. Future work is listed in Section 7, and
Section 8 concludes.

2 Related Work

Several data indexing systems has been constructed. One is Globus RLS, based
on the Giggle architecture [2]. RLS servers send updates to each other using
Bloom Filters, and provide fault tolerance by replicating these to other servers.
While a group of RLS servers can act as a fault-tolerant index service, it does
not provide a structured way to scale up using more machines. Furthermore an
RLS system is very static, and requires manual intervention when adding more
servers.

P-RLS [3] is a replica location service based on RLS and the Chord DHT
algorithm. The system inherits scalability, load-balancing and fault-tolerance
from the Chord protocol. It is shown that latency is logarithmic bounded as the
size of the network increases. P-RLS does not deal with integration of existing
systems, security, or clashes in identifiers.

Boundary Chord [4] extends Chord with locality awareness, and is used in
ChinaGrid [5] for replica location. Due to its locality awareness, many lookups
can be performed with low latency. As P-RLS, Boundary Chord does not deal
with integration or security.

The EDG Replica system [6] is a distributed index, which maps from global
unique identifiers to data locations. The system is based on RLS, and hence
inherits the properties of that system.

OceanStore[7] is an infrastructure for storing data. The infrastructure is de-
signed to be highly scalable and fault-tolerant. It is assumed that infrastructure
cannot be trusted, and they rely on cryptography and replication to ensure data
integrity. Data is nomadic, and is allowed to flow and be cached freely, to provide
better availability and locality.
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3 System Overview

The purpose of the index system is to map from identifiers to locations. This
is achieved using a distributed hash table (DHT), which provide a distributed,
scalable, self-organizing, fault-tolerant mechanism for storing and querying key-
value mappings. Identifiers are the keys, and locations the values.

Figure 1 illustrates how we envisage the index system: As a layer between
storage and a higher layer which handles collections, metadata, or similar. The
upper layer refers to data identifiers, and the index system is used to locate data,
which is its only purpose. Identifiers are not meant as being the top level entry
to find a file, nor are they considered to have any semantic interpretation.

Storage Element

Index System
Location

Metadata System

Identifier

Fig. 1. The index system acts as a layer between storage and higher level services

Soft-state
registration Query

Storage Element

Index System

Client

Fig. 2. Storage Element register their data, and clients query for the location

Figure 2 illustrates interactions with the index system: Storage elements pop-
ulate the system by registering mappings, and clients query the system to locate
data. The registration is soft-state, so storage elements must periodically register
their data, or the mappings will disappear from the system.

Neither storage elements or clients are considered members of the DHT.
Clients are too volatile and short-lived to make it meaningful for them to enter
the DHT. There is nothing preventing storage elements to act as index nodes,
however we choose to model it as two isolated services.

For integration with existing systems, two services are introduced: Registrants
and query proxies. Registrants register mappings on behalf of storage elements
that cannot register mappings. Query proxies provides clients a single entry
to query the network. This removes the need for clients to support the DHT
protocol.

The group of index nodes is dynamic, however a valid certificate is necessary
in order to join the network. Furthermore only storage elements with a valid
certificate may register identifier-location mappings. This protects the system
from being poisoned. The mappings are considered public, so no authorization
is necessary to query the system.
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4 Architecture

This section describes an index architecture that is scalable, self-organizing and
fault tolerant. It meets these goals, by employing a distributed hash table, for the
underlying architecture. The reminder of this section describe the architecture
of the system.

4.1 Distributed Hash Tables

A distributed hash table (DHT) [8,9,10,11,12] provides a scalable and fault-
tolerant lookup mechanism. This is achieved by creating a structured overlay
network in which the nodes and data share the same address space. Data is
replicated to the nodes which has the address closest to the address of the data.
DHTs are self-organizing and resilient to faults. Their consistency guarantees
are quite weak, and they are primarily suited towards mapping flat data.

Lookups in a DHT takes O(log n) steps to perform, n being the number of
nodes in the network. In a worst case scenario, a user may have to perform
several high latency lookups to locate a data object on a machine down the
hall. This problem can be marginalized, by carefully selecting the size of the
routing tables and using parallel lookups. A recent study[13] has shown that a
very dynamic DHT with almost a million nodes can provide good performance.
By using a parallelism degree of three, the average lookup hop count was 3.08,
and the latency around three seconds. We assume that the set of index nodes is
relatively stable, and will also be much smaller; hence better performance should
be expected.

As the set of index nodes is considered stable, it may be questioned if DHTs
is a suitable solution for an index network. We believe that they are, as they
provide a structured address space combined with fault-tolerance and scalability.

Any distributed hash table algorithm can be used as a base for our index
system. As the DHT is populated and queried by hosts which are not members
of the DHT, the implementation must be able to distinguish between these. The
construction and searching of the DHT is performed as it would regularly be
done in the DHT architecture.

The next section describes the registration process, i.e., how the DHT is
populated.

4.2 Mapping Registration

To populate the system, storage elements register identifier-location mappings to
the index nodes. This registration is performed with certain intervals to ensure
that entries do not disappear from the system. Mappings which are not re-
registered after a certain time interval are purged from the system. This ensures
that mappings to dead or moved data will disappear from the system.

When a data object has been uploaded, the storage element will register it to
the index system. This registration will be kept at the index nodes for a certain
amount of time, e.g., four hours. Storage elements keep track of when mappings
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was last registered, and at regular intervals re-registers those which are about to
expire. The process when a storage element start up, is similar to the continuous
re-registration, with the exception that all data objects are registered.

As there are a low number of hosts which each register a high amount of
entries, the registration process has been modified to suit this. All registrations
are performed in batches. Before registration the identifiers are sorted and put
into a work queue. This causes the insertion process to walk the overlay network
in order, keeping the node cache “warm”. From the work queue a number of
concurrent registrations is dispatched, i.e., the queue has multiple consumers.

The purpose of this is twofold. It spreads the load over time, and hence avoid
bringing the system to its knees when performing registration of many mappings
(e.g., at start up). Additionally concurrent registrations prevents slow or crashed
index nodes from slowing the registration process significantly.

4.3 Integration

To ease integration, two additional services are added: Third party registrants
and query proxies. The purpose of these systems is to integrate with the indexing
system on behalf of services or clients which cannot communicate directly with
the indexing system. Registrants register mappings on behalf of storage elements,
and query proxies provides a single point of entry to query the index system.

Figure 3, illustrates how a user registers a location to the registrant after
uploading a file to a storage element. Hereafter the registrant registers the map-
ping to the index system, in the same manner that a storage element would. A
mapping can be registered to several registrants to provide redundancy.

No communication between registrant and service containing the data object
is assumed. Therefore the mapping must manually be removed from the regis-
trants when the object is deleted. The system can hence become inconsistent in
case the registered file disappears, but its registration is not removed.

Instead of having a mechanism to track where mappings are registered, the
registrants report which mappings they register. This is done by creating a hash
of the original object location prefixed with a registrant name space. This hash
is then registered to the indexing system, the location pointing to the registrant.
This makes it possible for a client to see which registrants registers a mapping,
making it possible to find and remove the mapping.

Soft-state
registration

Registrant

Index System

Client

Storage Element
Upload File

Register
Location

Fig. 3. A user registers a location to the registrant, which register a mapping to the
index system
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Instead of having a client querying the DHT directly, which requires that it
supports the native DHT protocol, the client can use a query proxy. As illustrated
on Figure 4, the client issues a query to a query proxy, which then queries the
index network, and returns the result to the client. This interface is supplied
through a standard protocol, e.g., a web service.

To speed up queries the query proxy employs a large node cache, and a short
lived cache of lookup results. As a query proxy is essentially stateless, the service
is trivial to replicate - the service merely has to be deployed and started.

Query

Query Proxy

Index System

Client

Query

Result Result

Fig. 4. The client queries the query proxy, which again queries the index network. The
result is relayed back to the client.

4.4 Security Model

Typically DHTs has provided no or little security, as their size and dynamics
makes conventional security models impractical. Furthermore there is often a
relation between the key and data content, e.g, the key being a hash of the data.
This, combined with the large number of nodes, makes it difficult for a single
attacker to disrupt the network, although attacks are possible e.g., the Sybil
attack [14]. The main security requirement for the index system, is that the
system should not be poisoned. Furthermore it should not be possible to remove
mappings from the system.

There are no restrictions on who can query the index system, as identifier-
locations mappings are considered public. The identifier has no meaning as it
is hash of a value, and locations are not considered useful by themselves. If
needed, client authorization could be added by propagating ACLs from the sto-
rage elements to the index nodes. This however would add greatly to the cost of
updating and querying the system.

It is assumed that authorized hosts are well behaving, e.g., they do not reg-
ister mappings they do not have. Identifiers are generated by storage elements
and registrants. They are created by creating a secure hash, e.g., SHA224 [15], of
random and host unique data. This ensures that identifiers do not clash acciden-
tally. By using this scheme, instead of having the users selecting the identifiers,
it is ensured that users cannot cause identifier collision.

The security model used, is the common grid model, where a resource has a
certificate signed by a certificate authority. To protect the system against poi-
soning, only resources with a valid certificate is allowed to register mappings to
the index nodes. A valid certificate in this context would be a storage element or
index node (due to inter-node-replication) certificate. As there is no confidential
data send, data only has to be signed, but not encrypted.
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As it would be expensive performing TLS handshake for each RPC, we suggest
using DTLS[16], which provide secure datagram communication. Alternatively
persistent TLS connections could be used, although this might limit scalability,
due to high number of connections in large systems.

To ensure that a node can only have one network identity, the hash of its
public key is used as its address. This prevents Sybil attacks, as a node cannot
insert itself into the DHT with more than one address.

A potential risk is that a storage elements can register an identifier to a data
object, which has been altered or constructed, in such a way that the user will
be deceived. However as storage elements are already trusted to store data, they
can most likely be trusted to register identifier-location pairs. If needed, a hash
of the data should be saved at a third party.

5 Implementation

We have implemented the architecture described in Section 4. As a special
query/registration scheme and insertion algorithm was needed, an implementa-
tion was created from scratch. The implementation is written in Python, using
the Twisted framework, and is around 1800 lines, excluding tests and bench-
marks. It uses a UDP protocol, which utilizes XML-RPC [17] for serialization.
Currently no security infrastructure has been implemented.

The DHT algorithm used is Kademlia [12]. Kademlia uses an XOR metric,
which means that the address space is non-euclidean. This means that there
is no successor function, even though the address space is one-dimensional and
discrete. No global ordering exists between nodes. Given an address, ordering
between nodes exists, but only relative to the address in question.

Each Kademlia node has a routing table, in which addresses to other nodes
are stored. The routing table contains many addresses for nodes close to itself,
and fewer further away. There is no neighbour set, but the routing table is
constructed such that the 2k − 1 closest nodes will never be evicted, k being the
bucket size of the routing table.

The Kademlia routing algorithm works by continuously looking up the closest
known node compared to an address. Once a node with a matching address or no
closer nodes has been found, the lookup has completed. As the routing algorithm
is the core of both the query and insertion algorithm, it is important that it
is efficient. Therefore the core walking function dispatches several concurrent
lookups. In the the case of hitting slow (e.g., high latency response time) or
unavailable nodes, this dramatically reduces lookup time [13].

6 Performance Measurement

This section presents performance measurements of the implemented system.
Three kinds of tests are performed: Single node, multi node throughput, and
multi node scalability. The single node performance test is done in order to
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establish a point of reference for multi node systems. All tests where run 16
times, with their minimum, average and maximum score reported.

A cluster with 36 homogeneous nodes where used in the tests. Each node is
a Pentium 4 2.8 GHz CPU with 2 Gigabytes of RAM. The nodes are connected
with 1 Gbps Ethernet duplex over a single switch.

6.1 Single Node Performance

In this test a single node is set up, and a single client performs queries and
insertions to a node at varying concurrency levels. This is used to establish the
throughput performance of a single node and which degree of concurrency should
be used in the following tests. As index node operations are more heavyweight
than client operations, the client should be able to fully saturate the node. The
test results can be seen on Figure 5.
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Fig. 5. Query and store performance of a single index node

Without any concurrency the node the system performed 880 queries, or 910
inserts per second. Increasing the degree of concurrency raises the number of
queries per second to 1550 and 1860 inserts per second. The higher number of
inserts is due to store being a very simple operation which only has to store the
incoming data, whereas querying needs to check for data existence and possibly
search the routing table.

These number where stable through several runs and to a concurrency degree
of sixteen. At higher concurrency levels, timeouts started to occur, supporting
the claim that server side operations are more expensive than client side opera-
tions. The graph illustrate that a relative low number of concurrent connections,
i.e., around four is enough to keep an index nodes busy, given the latency our
network infrastructure.

6.2 System Performance

A network of nodes should deliver higher performance than a single node, due
to aggregated performance. However a system composed of several nodes, must
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spend messages coordinating the system. These are intra-node replication and
routing table updates. Due to this, linear scale up cannot be expected. Further-
more store operations will produce low numbers as data is replicated to several
nodes. A crucial point about the network is not how it initially performs, but
that it can scale as nodes are added to the system. In turn, this is what will
make the system viable.

Intra-node re-replication and routing table updates was disabled during the
runs in order to have more consistent results. In a production environment the
functionality should of course be enabled. The addresses of the nodes where con-
figured in order to balance the network, again to obtain consistent results. The
replication factor used in the store operation is four, and lookup was performed
with a parallelism degree of one, i.e., sequential lookup. The bucket size of the
routing tables was eighth.

To measure system throughput, the number of nodes in the system is kept
constant, and the number of clients increased until the aggregated system per-
formance stabilizes. The test results are shown on Figure 6.

Store performance is lower than query performance, due to the store operation
consisting of more RPC calls. Whereas the query operation only needs to perform
a walk to find the node closest to a given address, the store operation must first
perform the walk, where after it stores the key-value pair in the k closest nodes
(k is set to four in the tests).

Query performance maxes out around 18.600 operations per second. Store
performance is around 3.700 operations per second. Both of these suggest linear
rise in throughput. It must be remembered that the test system has a low number
of nodes, so there is little overhead.

Scalability is measured the reverse way of throughput: The number of clients
is held constant, and the number of nodes is increased. This shows how the
system perform as more nodes are added. The performance should rise as nodes
added to the system. The results are illustrated on Figure 7.

As with the throughput test, store operations score lower due to being more
expensive. The graph shows that throughput of the system rises as nodes are
added to the system, verifying the scalability of the system. After adding
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sufficient nodes, the clients cannot keep the system busy, and performance flat-
tens. The slight decline in performance is probably because clients spending more
time in the routing table logic due to a higher number of nodes.

As it can be seen, query performance rises in steps, which was not expected.
The jumps where consistent throughout several runs. The reason could not be
found, but we believe that it is either due to the addressing scheme in Kademlia,
or a bug in our code.

Tests with random node addresses where also performed. These tests fluctu-
ated highly, with performance dropping as much as 50%, and on average around
25%, compared to the balanced network. Small systems are vulnerable to ad-
dress imbalances as there might be large ranges of the address space in which no
nodes exists. This puts a high load of the nodes around the unpopulated area.
Large systems will be less prone to this.

Average lookup jump count was not measured. In a system with 36 nodes, a
bucket size of 8, and a uniformly network with perfect routing tables, random-
to-random node average hop count would be 1.31, and maximum hop count 2.
By doubling the size of the bucket for nodes furthest away, as done in Kad [13],
the average hop count is lowered to 1.09. In a real world scenario with a random
distribution, and imperfect routing tables, the average hop count would be larger.
If a client is performing the lookup, one hop should be added. However if the
client knows more than one node, which is likely, the number again lowers.
Furthermore the replication factor lowers the lookup count, as the node closest
to the address does not have to be found, only one close enough.

Although the system tested was relatively small, we found the results encour-
aging. The throughput test showed little overhead as the system grow. Aggre-
gated system performance was also shown to rise, as more nodes are added to
the system. This means that the system can be grown as needed, enabling long
term survival of the system.

7 Future Work

Although a security model has been presented in Section 4.4, it has yet not
been implemented. The implementation and a following evaluation of feasibil-
ity, e.g., performance overhead, is required before the system can be used in
production.

The current de- and serialization scheme using XML-RPC uses a lot of CPU
time. For instance the 160 bit node identifiers are encoded as strings, which
is inefficient in both time and space. We believe that by using a specialized
serialization scheme node performance can be further increased.

As a further optimization it might be possible to reduce the number of RPCs
necessary to insert data, by batching them together. This would make the reg-
istration scheme more complex, but dramatically increase the number of regis-
trations that could be performed in an interval, as it is much cheaper to send
one packet containing many mappings, instead of many packets each with one
mapping.
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8 Conclusion

This article has presented an indexing architecture for objects in data grids. The
indexing architecture is constructed using a distributed hash table, and is hence
scalable, self-organizing, and fault-tolerant.

Along with cooperating storage elements, which register identifier-location
mappings, the index is continually updated to reflect the state of the storage
elements. Due to this scheme the system supports nomadic data, i.e., data which
move. To provide a stable set of nodes running the index, clients and storage
elements are not part of the index. To reduce system load, an efficient registration
scheme is used by the storage elements to register mappings.

Registrant and query proxy services are provided for integration with existing
systems. The registrant makes it possible to index data, even though the storage
element on which the data resides cannot communicate with the index system.
The query proxy provides a single point of entry to query the system; hence the
client does not need to support the DHTs protocol in order to use the system.
A security model utilizing DTLS was presented.

A prototype implementation based on the architecture has been constructed.
The implementation is based on the Kademlia DHT algorithm. Performance
measurements of the implementation has shown that aggregated system per-
formance rises, as nodes are added to the system, verifying the scalability of
the system. The system also showed little overhead when scaling to several
nodes.

Given the results, we believe that DHTs are a viable solution for indexing in
data grids, as they can provide a system which is scalable, fault-tolerant, and
self-organization. Furthermore they can provide a dynamically updated system,
which reflect the state of storage elements. Finally the system can scale by adding
more nodes, making it possible for a system to grow as needed, ensuring long
term feasibility.
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Abstract. In this paper, we have addressed the complex problem of de-
termining a recovery line for cluster federation and have proposed a fast
recovery algorithm to handle failures in cluster federations. The main
feature of the proposed algorithm is that it can be executed simultane-
ously by all clusters in the cluster federation. Besides, the number of
trips to the stable storage necessary for executing the algorithm is much
less compared to the same in some existing works. Also the proposed al-
gorithm does not suffer from any message storm unlike some noted work
in this area.

1 Introduction

Cluster federation is a union of clusters, where each cluster contains a certain
number of processes. A Cluster may be defined as an independent computer
combined into a unified system through software and networking. Clusters are
usually deployed to improve speed over that provided by a single computer,
while typically being much more cost-effective than single computers of com-
parable speed or reliability. Cluster computing environments have provided a
cost-effective solution to many distributed computing problems by investing in-
expensive hardware [1], [2], [9].

With the growing importance of cluster computing, its fault-tolerant aspect
deserves significant attention. It is known that checkpointing and rollback re-
covery are widely used techniques that allows a system to progress inspite of
a failure [4]. It may be noted that a distributed system / cluster federation is
said to be consistent, if there is no message which is recorded in the state of
its receiver but not recorded in the state of its sender [1], [2], [4], [5]. In clus-
ter computing, considering the characteristics of cluster federation architecture,
different checkpointing mechanisms should be used within and between clusters.
For example, a cluster may employ either coordinated checkpointing scheme or
independent (asynchronous) checkpointing scheme for its processes to take their
local checkpoints. We term this checkpointing as the primary level of checkpoint-
ing. Note that in cluster computing failure of a cluster means failure of its one
or more processes. It is also the responsibility of each cluster to determine its
consistent local checkpoint set that consists of one checkpoint from each process

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 519–530, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



520 B. Gupta et al.

present in it. But this consistent local checkpoint set (also known as cluster level
checkpoint of the cluster) may not be consistent with the other clusters con-
sistent local checkpoint sets, because clusters interact through messages which
result in dependencies between the clusters. Therefore, a collection of consistent
local checkpoint sets, one from each cluster in the federation, does not neces-
sarily produce a consistent federation level checkpoint (also known as federation
level recovery line). Consequently, rollback of one failed cluster may force some
other clusters to rollback in order to maintain consistency of operation by the
cluster federation.

Problem Formulation. Very few works have been reported so far for handling
the complex problems of recovery in cluster federation computing [1], [2]. In this
work, we address this complex problem of determining a recovery line for cluster
federations. Our objective is to develop a fast recovery algorithm for cluster
federations to determine a consistent federation level checkpoint with very less
number of trips to the stable storage in its each iteration. As in [1] and [2], we
also assume single cluster failure at a time and the failure model is fail-stop.

2 Relevant Data Structures

Before we state the relevant data structures and their use in our proposed al-
gorithm we need to define the following. A cluster level checkpoint (CLC) of a
cluster is defined as a set of local checkpoints, one from each process belonging to
the cluster, such that these checkpoints are mutually consistent. In other words
a CLC represents a recovery line for the cluster; however this CLC may not be
consistent with CLCs of other clusters. As in [1] and [2], we assume that inside a
cluster processes take these local checkpoints periodically in a coordinated way.
A CLC taken in this way is termed in this paper as regular cluster level check-
points. Besides, in our approach a cluster also takes a cluster level checkpoint in
a coordinated way if it receives an inter cluster application message from another
cluster. We call it a forced cluster level checkpoint. Therefore, a forced CLC may
be considered as a communication-induced one [6]. As in [2], we assume that the
two events of receiving an inter cluster application message and taking a forced
CLC occur together atomically. A consistent federation level checkpoint (i.e. a
federation level recovery line) is a set of the CLCs, one from each cluster, such
that these CLCs are mutually consistent; that is, there is no orphan message in
the system with respect to this set of the CLCs.

Let the cluster federation under consideration consist of N clusters, where each
cluster consists of a number of processes. The jth process of the ith cluster is de-
noted as pi

j and ith cluster as Ci. For cluster Ci consisting of r processes, its mth

cluster level checkpoint is represented as CLCi
m = {cpm

1 , cpm
2 , . . . , cpm

r−1, cp
m
r },

where cpm
j is the mth local checkpoint taken by process pj of cluster Ci. Note that

all these mth local checkpoints are taken following the coordinated checkpointing
approach and so are mutually consistent. That is, CLCi

m represents a recovery
line for cluster Ci. In this context, note that by the statement, a process pi

j in
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Ci stores the corresponding CLCi
m in the stable storage, we mean that process

pi
j stores its local mth checkpoint cpm

j that belongs to CLCi
m. Also in cluster

computing environment, communication between two clusters means communi-
cation between two processes belonging to these two clusters respectively and
failure of a cluster means failure of its one or more processes.

Corresponding to every cluster level checkpoint, for example say CLCi
m, every

process pi
j in cluster Ci maintains the following three vectors at its mth local

checkpoint, which are same for all processes in the cluster at their respective
mth local checkpoints. Since CLCi

m is the set of these mth local checkpoints of
the processes in Ci and these vectors are same for all processes in Ci, hence for
simplicity we will assume that as if cluster Ci maintains these three vectors at
CLCi

m. These three vectors are initialized with 0s at the initial state (starting
state) of a cluster (i.e. at the starting states of the processes in it). These vectors
are stated below.

1. V i
m(sent) = [vi,0

m , vi,1
m , . . . , vi,N−1

m ], where
∣
∣
∣V i

m(sent)

∣
∣
∣ = N = Number of clusters

in the cluster federation and vi,j
m represents the number of inter cluster ap-

plication messages sent from cluster Ci to any cluster Cj . Initially vi,j
m = 0,

for 0 ≤ j ≤ N − 1.
2. V i

m(recv) = [ri,0
m , ri,1

m , . . . , ri,N−1
m ], where

∣
∣
∣V i

m(recv)

∣
∣
∣ = N = Number of clusters

in the cluster federation and ri,j
m represents the number of inter cluster ap-

plication messages received by cluster Ci from cluster Cj . Initially rm
i,j = 0,

for 0 ≤ j ≤ N − 1.
3. CICi

m = [ci,0
0 , ci,1

1 , . . . , ci,m−1
m−1 ], and

∣
∣CICi

m

∣
∣ = m = Number of CLCs taken

by Ci, where:

CICi
m(m) =

{
CICi

m(m − 1) + 1 if the CLCi
m(m) is a forced checkpoint

CICi
m(m − 1) if the CLCi

m(m) is a regular checkpoint

For example, at the initial checkpoint CLCi
0, the vector CICi

0 = [ci,0
0 ] =

[0]. And at the second checkpoint CLCi
1, the corresponding vector CICi

1 =
[ci,0

0 , ci,1
1 ] = [0, ci,1

1 ], where ci,1
1 = ci,0

0 + 1 = 1, if the checkpoint CLCi
1 is a

forced cluster level checkpoint; and ci,1
1 = 0 if the checkpoint CLCi

1 is a regular
cluster level checkpoint. In a similar way all other entries in the vector CICi

m

are updated. In this work, note that when we do not need to specify a particular
checkpoint number, we will simply use the notations V i

(sent) , V i(recv), and CICi

to represent the three vectors. Each process in a cluster maintains a Boolean flag.
The use of this flag has been stated in the following section.

Observation 1. At any cluster level checkpoint CLCi
r in cluster Ci , the value

of the last element of the CICi
r vector denotes the total number of forced check-

points taken by cluster Ci till its checkpoint CLCi
r.

Observation 2. At any cluster level checkpoint CLCi
r in cluster Ci , the length

of the CICi
r vector (i.e. the number of elements in it) denotes the total number

of cluster level checkpoints, including both regular and forced ones taken by the
cluster Ci till its checkpoint CLCi

r.
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3 Working Principle

In this section we first present how different vectors are updated. We then briefly
outline how the proposed recovery mechanism works, followed by an illustration.
The updating of the vectors will become clear from the following example. Con-
sider the two cluster system as shown in Fig.1. Two application messages, m1
and m2, are sent from Ci to Cj . Initially, the two clusters take their respective
initial cluster level checkpoints CLCi

0 and CLCj
0 . The CIC vectors at the two

clusters are given in Table 1.

Fig. 1. An example to explain the updating of vectors

Table 1. Table of the values of vectors at different checkpoints

Check Checkpoint V(sent) V(recv) CIC

Ci
CLCi

0 [0 0] [0 0] [0]

CLCi
1 [0 2] [0 0] [0 0]

Cj

CLCj
0 [0 0] [0 0] [0 0]

CLCj
1 [0 0] [1 0] [0 1]

CLCj
2 [0 0] [2 0] [0 1 2]

CLCj
3 [0 0] [2 0] [0 1 2 2]

In Table 1 consider CICj at the cluster level checkpoint CLCj
3 . It is [0 1 2

2]. In this vector, total number of elements (= 4) represents the total number of
CLCs (including both regular or forced ones) taken by cluster Cj and the value
of the last element (=2) in the vector represents the total number of forced
CLCs taken. For a clear understanding of our approach, through out this paper
we will use the following interpretations needed to design the proposed recovery
algorithm: (1) by the statement a cluster Ck rolls back to its rth cluster level
checkpoint CLCk

r we mean that all processes in cluster Ck rollback to their
respective local checkpoints which form together the cluster level checkpoint
CLCk

r ; (2) by initiator cluster we mean the cluster that contains the initiator
process. In fact, in our work a failed process inside the initiator cluster actually
initiates the recovery mechanism after this process recovers from the failure;
(3) by the statement a cluster Ck receives a request from the initiator cluster
Ci and sends its vector and its Boolean flag to it, we mean that the process
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(∈ Ck) receiving the request from the initiator process (∈ Ci) sends its vector
and its flag to the initiator; (4) by the statement the initiator cluster sends /
receives a message it means that the initiator process in this cluster actually
sends / receives the message; (5) if any of the processes in a cluster rolls back,
the respective Boolean flags of all processes in that cluster are set at 1; otherwise
these flags are set at 0 each; (6) finally by a computation done or an action taken
by the initiator cluster associated with the recovery scheme it means that it is
actually performed by the initiator process belonging to this cluster. Similarly,
by a computation done or an action taken by any other cluster associated with
the recovery scheme it means that it is performed by a process of this cluster.

Recovery mechanism. Unless otherwise needed, we will simply use the nota-
tions V i

(sent) , V i
(recv) , and CICi to represent the three vectors. A failed process

pi
j inside a cluster Ci initiates the recovery mechanism after it recovers from

the failure. Therefore, cluster Ci acts as the initiator cluster. To start with, this
initiator cluster first rolls back to its latest cluster level checkpoint and then
sends a request message to each cluster Ck, for 0 ≤ k ≤ N −1, k �= i asking it to
send its V k

(sent) vector corresponding to its latest cluster level checkpoint. After
receiving the vector V k

(sent) from all clusters the initiator cluster Ci forms a two
dimensional array V N .

V N =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

V 0,0 V 0,1 . . . V 0,N−1

V 1,0 V 1,1 . . . V 1,N−1

− − . . . −
V k,0 V k,1 . . . V k,N−1

− − . . . −
V N−1,0 V N−1,1 . . . V N−1,N−1

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

= 0

where the kth row represents V k
(sent) corresponding to cluster Ck, for 0 ≤ k ≤ N−

1. The initiator cluster then computes the column sums to create the following
vector.

V C =
∣
∣v0

c , v1
c , v2

c , . . . , vk
c , . . . , vN−1

c

∣
∣ = 0

where vk
c = column sum of the entries of the kth column of V N and is given by

vk
c = ΣV N (l, k), for l = 1 to N. Therefore, vk

c represents the total number of
inter cluster messages sent to cluster Ck from all other clusters. The initiator
cluster then unicasts vk

c (= V c(k)) to each corresponding cluster Ck, for 0 ≤ k ≤
N − 1, k �= i. After receiving vk

c from the initiator, each cluster Ck adds the
elements of its V k

(recv) vector (actually as mentioned earlier this computation is
performed by the process pk

x (∈ Ck) which has received the unicast information
vk

c ). Let the sum be vk
r . Therefore, vk

r represents the total number of inter cluster
messages received by the processes in cluster Ck from all other clusters.

Cluster Ck (i.e. Process pk
x) now computes Dk = vk

r − vk
c . The difference

Dk (if > 0) between vk
r and vk

c gives the exact number of inter cluster orphan
messages received by a cluster Ck from all other clusters. Process pk

x now checks
the last element (let it be X) present in CICk vector at its latest checkpoint;
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this element is the number of forced CLCs taken so far by cluster Ck. Process
pk

x rolls back to its latest checkpoint (say, it is the lth checkpoint) where the last
element in its corresponding CICk vector is equal to X − Dk. It also unicasts
a message to all other processes in its cluster to rollback to their respective lth

checkpoints. Observe that all these lth checkpoints of the processes of cluster Ck

form the cluster level checkpoint CLCk
l . Thus, effectively it can be said that the

cluster Ck rolls back to its cluster level checkpoint CLCk
l . Observe that all these

lth checkpoints of the processes of cluster Ck are assumed to have been taken
during the lth execution of the coordinate checkpointing protocol.

We have already mentioned that if any of the processes in a cluster Ck rolls
back (i.e. Dk ¿ 0), the Boolean flags of all processes in Ck are set at 1. The
effect of this rollback is that the corresponding cluster Ck (i.e. actually process
pk

x) sends this flag value (=1) along with its V k(sent) corresponding to the
checkpoint to which it has rolled back. If the cluster does not roll back (i.e. Dk

0), then it will send only a flag value of 0. The algorithm will terminate when
for each cluster Ci, its corresponding flag value is equal to zero. That is, none
of the clusters rolls back. Otherwise, the algorithm starts its next iteration. In
this case, for any cluster that sent a flag of 0, its sent vector used in the previous
iteration is used again in the current iteration.

An Illustration. Fig. 2 gives an illustration of how cluster level checkpoints are
taken in our approach as well as how a federation level recovery line is deter-
mined. Each horizontal line represents a parallel execution on a cluster. Each
cluster Ci (i.e. each process in this cluster) maintains three vectors V i

(sent),V
i
(recv),

and CICi.
Initially all these vectors are initialized with zeros at the initial checkpoints.

Cluster C1 takes a forced cluster level checkpoint CLC1
1 as soon as it receives the

application message m2 and updates CIC1
1 from [0] to [01] (we take the last value

in the vector at prior checkpoint, increment it by 1 and append it to the vector
so that the last element of the new vector gives us the total number of forced
checkpoints taken so far) and V 1

1(recv) from [000] to [001] because it has received
an inter cluster application message from cluster C2. It also updates V 1

1(sent)

from [000] to [100] because it has sent an inter cluster application message m3

to cluster C0 after the checkpoint CLC1
0 was taken.

Consider the cluster level checkpoint CLC1
2 in cluster C1. As this check-

point is a regular CLC taken within the cluster, the CIC1
2 is updated from

[01] to [011], V 1
2(sent) remains same as [100]. V 1

2(recv) also remains same because
it has not received any inter cluster application message after the checkpoint
CLC1

1 . Similarly all checkpoints for all other clusters are taken and their vectors
updated.

Suppose at time t, a failure f occurs in cluster C1. After recovering from the
failure, cluster C1 first rolls back to the checkpoint CLC1

2 . The algorithm is now
initiated by cluster C1. To start with, initiator cluster C1 broadcasts a request
asking the clusters C0 and C2 to send their sent vectors corresponding to their
latest checkpoints. In this example cluster C0 sends the vector [001] and cluster
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Fig. 2. Federation level Consistent checkpoints CLC0
3 , CLC1

2 , CLC2
2

C2 sends [010]. After receiving the vectors the initiator creates a two dimensional
array and performs the column sum and calculates V 3 in the following way:

∣
∣
∣
∣
∣
∣

0 0 1
1 0 0
0 1 0

∣
∣
∣
∣
∣
∣

V 3 = column sum = 1 1 1

Now, cluster C1 unicasts vk
c to each cluster Ck, for k = 0, 2. In this example,

at the respective latest checkpoints of the three clusters we get the following:
D0 equal to 3 for cluster C0, D1 equal to 0 for cluster C1, and D2 equal to 0
for cluster C2. This implies that cluster C0 has received three orphan messages
with respect to its latest checkpoint CLC0

7 ; in fact the orphan messages are m4,
m5, and m6. Observe that cluster C1 and cluster C2 have received no orphan
messages. Now cluster C0 checks the last element (= X) of CIC0

7 . In this example
it is 4. Then it calculates the difference d (=X − D0); in this example d is 1 (=
4-3). C0 will now skip to a latest checkpoint where the last element of CIC0

vector is equal to 1. This checkpoint is CLC0
3 . Now cluster C0 rolls back by

4 checkpoints i.e. to CLC0
3 and sends a flag of 1 along with its V 0

3(sent) to the
initiator cluster. Cluster C2 sends only a flag of 0 because it has not rolled
back.Since the flag of cluster C0 is equal to 1 so the algorithm executes its next
iteration. After this second iteration, we get D0 equal to 0 for the checkpoint
CLC0

3 of cluster C0; D1 equal to 0 for cluster C1 for its checkpoint CLC1
2 and D2

equal to 0 for cluster C2 for its checkpoint CLC2
2 . This implies that there is no

orphan message in the cluster federation with respect to these three checkpoints.
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Now both clusters C0 and C2 send a flag of 0. Cluster C1 has its own flag also
set at 0. This is the termination condition of our approach. Hence the federation
level recovery line can be represented as the set CLC0

3 , CLC1
2 , CLC2

2 .

Lemma 1. If Di > 0, then cluster Ci has received Di number of orphan
messages from other clusters.

Proof. vi
r represents the total number of messages cluster Ci has received so far

and these are recorded in Cis latest CLC, and vi
c represents the total number

of messages sent by all other clusters to Ci as recorded in their latest CLCs.
Therefore Di(= vi

r −vi
c) > 0 means that at least some cluster Ck(k �= i) has sent

some message(s) to cluster Ci after taking its latest checkpoint. Since all such
Di messages have been received and recorded in Cis latest CLC, but remain
unrecorded by the sending clusters, therefore Ci has received Di number of
orphan messages from rest of the clusters.

Lemma 2. If Di ≤ 0, then cluster Ci has not received any orphan message.

Proof. Di = 0 means that the number of messages received by cluster Ci is equal
to the number of messages sent to cluster Ci and so the sending events of these
messages are already recorded by the sending clusters in their latest checkpoints.
Hence, the received messages cannot be orphan. Also, Di < 0 means that the
number of the received messages by cluster Ci is less than the number of messages
sent to it. It means that all the messages received by cluster Ci have already
been recorded by the senders. Hence none of such received messages can be an
orphan.

Theorem 1. Let Di > 0 at the rth checkpoint CLCi
r of cluster Ci and the last

element of the CICi
r vector at this checkpoint be X. Let CLCi

m be the latest
checkpoint prior to CLCi

r such that the last element of CICi
m is equal to XDi.

Then none of the checkpoints CLCi
r, CLCi

r − 1, CLCi
r − 2, . . . , CLCi

m+1 can
belong to any federation level recovery line.

Proof. According to Lemma 1, Ci has received exactly Di number of orphan
messages from all other clusters till its latest checkpoint CLCi

r. Given that the
last element of the CICi

r vector at the checkpoint CLCr is X, this implies that
the cluster Ci has taken X forced checkpoints so far according to Observation 1.
But a cluster takes a forced CLC whenever it receives an inter cluster application
message. Thus, in this case cluster Ci has recorded the events of receiving X
inter cluster application messages at the checkpoint CLCi

r. With respect to the
checkpoint CLCi

r it is clear that Di is the number of orphan messages received by
cluster Ci from all other clusters. So out of these X messages, only XDi messages
are such that their sent events are recorded by some other clusters. Thus cluster
Ci has to rollback to a latest checkpoint which has recorded the receiving event
of the (XDi)th inter cluster application message, skipping all the checkpoints
which have recorded the events of receiving the orphan inter cluster application
messages, received after the (XDi)th inter cluster application messages.
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We also have assumed that the CLCi
m is the latest checkpoint prior to CLCi

r

such that the last element of CICi
m is equal to XDi, thus CLCi

m is the latest
checkpoint that has recorded the receiving event of the (XDi)th inter cluster
application message. Thus, the application messages which have caused the cre-
ation of the checkpoints CLCi

r, CLCi
r−1, CLCi

r−2, . . . , CLCi
m+1 are orphan and

hence these checkpoints can not belong to any federation level recovery line.

Theorem 2. If Di ≤ 0 at the latest checkpoint of each cluster Ci, for 0 ≤ i ≤
N − 1 (i.e. flag of each Ci is 0), then the recovery algorithm terminates and
all such latest checkpoints form a consistent federation level checkpoint of the
cluster federation.

Proof. According to Lemma 2, Di ≤ 0 at the latest checkpoint of each cluster
Ci means that none of the clusters in the cluster federation has received any
orphan message till its latest checkpoint. Thus the set of all such checkpoints,
one from each cluster are mutually consistent and hence they form a consistent
federation level checkpoint of the cluster federation.

4 Algorithm Recovery

Input : Given the latest N cluster level checkpoints, one for each cluster Cj , 0 ≤
j ≤ N −1, for an N cluster system and the corresponding vectors V j

(sent), V j
(recv),

CICj at these checkpoints. Output : A federation level recovery line which is also
a maximum consistent state. Assumption: The algorithm will be restarted if any
cluster including the initiator one fails.

The responsibilities of each cluster Ci and the initiator cluster Ck are stated
below.

Initiator cluster Ck:

Step 1: it asks each cluster Ci for 0 ≤ i ≤ N − 1, i �= k, to send its V i
(sent)

at its latest checkpoint CLCi
r ;

Step 2: it receives all V i
(sent) for 0 ≤ i ≤ N − 1;

Step 3: it computes V c = v0
c , v1

c , v2
c , . . . , vk

c , . . . , vN−1
c ;

Step 4: it unicasts vi
c(=V c(i)) to each cluster Ci, for 0 ≤ i ≤ N − 1;

Step 5: it receives either a flag or (flag and V i
(sent)) from each cluster

if flag = 0 for each cluster Ci, for 0 ≤ i ≤ N − 1
cluster Ck asks every cluster Ci for 0 ≤ i ≤ N − 1, i �= k to restart the
application program from its last checkpoint corresponding to which Di ≤ 0
and cluster Ck does the same for itself; the algorithm terminates;
/* a federation level recovery line is determined */
else
control flows to step 3; /* for any cluster which has sent a flag of 0, its sent
vector received in the previous iteration is used again */
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Cluster Ci:

Step 1: cluster Ci receives request from cluster Ck ;
if Ck has requested to restart
processes in Ci restart from their respective local checkpoints corresponding
to the CLCi where Di ≤ 0;
else
it sends V i

(sent) at its latest cluster level checkpoint to the initiator cluster
Ck;
Step 2: it receives vi

c from initiator cluster Ck;
Step 3: it computes Di;
Step 4: if Di > 0 /* Ci needs to rollback */
it caluculates (X − Di); /* X is the last element in CICi

r */
it sends a flag of 1 and V i

(sent) corresponding to its checkpoint CLCi
m; (i.e.

CLCi
r is replaced by CLCi

m)
/* Ci rolls back to CLCi

m and CLCi
m is the latest checkpoint prior to CLCi

r

so the last element of CICi
m is equal to X − Di; that is, the checkpoints

CLCi
r, CLCi

r−1, CLCi
r−2, . . . , CLCi

m+1 can not belong to any federation
level recovery line*/
else
it sends a flag of 0 to cluster Ck.

Correctness Proof. Each Cluster Ci repeats its steps 1, 2, 3 and 4 to arrive at
a checkpoint that has not recorded the receipt of any orphan message from the
other clusters (using the observations of Lemmas 1 and 2). In other words, it
identifies the checkpoints that can not belong to the federation level recovery
line and skips them (using the logic of Theorem 1). This decision is made based
on the value of Di.

However, the initiator cluster Ck decides when to terminate the algorithm,
i.e., when the cluster level checkpoints can become mutually consistent. Cluster
Ck checks to see if Di ≤ 0 for each cluster Ci. If so, the algorithm terminates
according to Theorem 2. Note that the condition Di ≤ 0 must always occur
during the execution of the algorithm. It may be observed that in the worst
case, because of some typical communication pattern, the domino effect may
force processes in all clusters to restart from their initial states where for each
cluster Ci we always have Di = 0. Besides, since the algorithm starts with the
latest checkpoints, the number of events (states) rolled back at each cluster is
a minimum. This is true because, in its Step 4 each cluster Ci skips only the
checkpoints that can not belong to a federation level recovery line. Thus, the
algorithm determines a federation level recovery line which is the maximum
consistent state of the federation as well.

Message Complexity. Suppose the termination of the algorithm requires the
construction of the vector V N by the initiator cluster Ck to occur k times (i.e.
k number of iterations). During each such time every cluster in the N-cluster
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system exchanges a couple of messages with initiator cluster Ck. Thus, O(N)
messages are sufficient for each time. Thus, considering k times, the message
complexity of the algorithm is O(kN).

5 Comparison

Comparison with the work in [1]. In the architecture considered in [1] multiple
coordinated checkpointing subsystems are connected with a single independent
checkpointing subsystem, such that the multiple coordinated subsystems can
communicate with each other only via the independent subsystem. The assumed
restricted architecture is the main short coming of this work. Our proposed
approach is independent of any particular architecture.

Comparison with the work in [2]. The main drawback of the algorithm in [2] is
that if we consider a particular message pattern where all the clusters have to roll
back except the failed cluster, then all these clusters have to send alert messages
to every other cluster before the start of the next iteration. This results in a
message storm. But in our approach when a cluster fails, only the initiator cluster
broadcasts just one control message. Thus, our proposed algorithm does not
suffer from any such message storm. Also, in [2] a cluster may have to make much
larger number of trips to the stable storage compared to our approach, in order
to determine which checkpoint(s) need to be skipped. To compare this number of
trips for the two approaches, let us assume the following approximate analysis:
after a failure occurs and the system recovers from it, in both our approach and
in [2] each cluster will skip on an average r checkpoints per iteration. We also
assume that the algorithms will determine the federation level recovery line in k
number of iterations. In [2] the number of trips to the stable storage is (k+kr)
compared to just k in our approach. Table 2 summarizes the comparisons.

Table 2. Comparison with the work in [2]

Criteria Our Algorithm Algorithm [2]

Message Storm No Yes

Simultaneous execution by clusters Yes Yes

Architecture dependent No No

Number of trips to stable storage k k + kr

Message complexity O(kN) O(kN2)

6 Conclusion

In this paper, we have presented a fast and efficient recovery algorithm for cluster
computing environment. The main feature of the recovery algorithm is that
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it is executed simultaneously by all participating clusters while determining a
federation level recovery line. It offers fast execution. It is also independent of
the architecture of the cluster federation unlike [1]. Besides, we have shown that
the algorithm in its each iteration does not need to compare all vectors at all
checkpoints of the clusters: it identifies and skips those that can not belong to
the federation level recovery line. It reduces computational overhead to a good
extent and as a result its execution becomes even faster. We have also shown
that our algorithm offers much smaller number of trips to the stable storage
compared to the same in [2]. It does not also suffer from any message storm
unlike in [2].
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SONMAS: A Structured Overlay Network for 
Multidimensional Attribute Space 
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Abstract. In many distributed applications, each participating node can be 
characterized by one single set of attributes. The problem is to support complex 
queries, such as range and k-nearest-neighbor (KNN) queries, on this set of 
multidimensional attributes. Traditional peer-to-peer (P2P) systems either adopt 
an unstructured interconnection and use flooding to search for matching nodes, 
or implement a distributed hash table (DHT) to serve as a directory for indexing 
the attributes. The former suffers from excessive flooding traffic, while the 
latter has the overhead of updating and maintaining the directory. This paper 
introduces an attribute-based P2P interconnection strategy that uses the 
attributes to interconnect the peers instead of hash keys. Under the condition 
that each node is characterized by one set of attributes, the attribute-based 
networks can support range and KNN queries, guarantee lookup efficiency, and 
eliminate the need to maintain a directory. 

Keywords: Distributed system, information lookup, interconnection network, 
multidimensional attribute space, peer-to-peer overlay network. 

1   Introduction 

Consider a system in which there are N nodes. Each node is characterized by a set of 
attributes. The attributes represent characteristics of the nodes such as interests, 
resources, states, readings, etc. The problem is to answer complex queries on these 
multidimensional attributes such as range and k-nearest-neighbor (KNN) queries. To 
solve the problem in a fully distributed manner, traditional P2P systems either adopt 
an unstructured [4][12][13] interconnection and use flooding to search for matching 
nodes, or implement a distributed hash table (DHT) [8][10][11] to serve as a 
directory for indexing the attributes. Unfortunately, the former suffers from excessive 
flooding traffic, while the latter has difficulty of supporting range and KNN queries. 

In this paper, we propose an attributed-based approach. Since in our target 
applications every node is characterized by exactly one set of multidimensional 
attributes, the characterizing attributes can be used to interconnect the nodes. The 
attribute-based approach is different from unstructured P2P networks such as Gnutella 
in that the nodes are interconnected into a certain structure based on the 
multidimensional attributes. This gives theoretical upper bounds for looking up peer 
nodes. The attribute-based approach is also different from structured P2P systems 
using hash-based DHT. In DHT-based P2P systems, each node will manage a portion 
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of a distributed hash table, which serves as a directory for information indexing. 
Information in the system should be published to the distributed hash table. In 
attribute-based approach, the information to be looked up, i.e. the attributes, is the 
means by which the peers are interconnected. The advantages are the followings. (1) 
There is no need to publish the information to some unrelated peers. (2) It can support 
complex queries such range and KNN queries. (3) There will be no overhead for 
maintaining a directory and keeping the indices up-to-date. 

As an example of the attribute-based approach, we will introduce in this paper one 
such system, the Structured Overlay Network for Multidimensional Attribute Space 
(SONMAS). SONMAS is capable of handling range and KNN queries for 
multidimensional attributes, while still keeping a log(N) routing efficiency. Although 
a number of previous works have addressed the issue of complex queries in DHT-
based P2P systems [15] [16], they still require the indexing information be published 
to a directory, i.e. the distributed hash table. The most closely related work to 
SONMAS is skip graph [3]. A skip graph can be decomposed into levels of sorted 
link-lists. There is only one level-0 list and it contains N sorted nodes. There are 2 
level-1 lists, and each contains N/2 nodes. All nodes in level-0 list goes to either of 
the level-1 list with equal probability. The splitting process continues until the lists 
become singletons. The membership is probabilistic and determined by the 
membership vectors. Skip graphs have a routing efficiency of O(logN). In skip 
graphs, all that matters are the ordering of attributes instead of the exact attribute 
values of nodes. Skip quad-tree [5] is realized by adding skip pointers to a quad-tree. 
A skip quad-tree is defined for a two-dimensional space. This idea can be generalized 
to spaces of different dimensions [1] [5]. The Skip web [2] is an example of a P2P 
network based on the idea of skip quad-tree. However, the reliability issues that are 
critical for real world P2P scenarios are yet to be addressed. In addition, interest 
collision problems are not addressed in the current works. 

2   System Design 

Assume that each node in the system is characterized by exactly one 
multidimensional attribute. The basic idea of SONMAS is to divide the n-dimensional 
attribute space into a hierarchy of cubes, upon which an efficient interconnection 
among the nodes can be built. The cube structure reflects the proximity of nodes in 
the attribute space. To handle attribute collision, we add an extra dimension, node id, 
to the attribute space to eliminate any collision. 

2.1   Attribute-ID-Hybrid Space 

To resolve collision problems in attribute space, we transform the attribute space to an 
attribute-ID-hybrid space where collisions are not possible. In the attribute-ID-hybrid 
space, a node’s position is determined by appending a unique node ID after its 
multidimensional attribute: 

< attribute-ID-hybrid key > = <attribute key | multi-D node ID> 

The node ID can be obtained, say by a uniform hash function. Each attribute- 
ID-hybrid coordinate is an h-digit number of base b. The leading m digits of an 
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attribute-ID-hybrid coordinate specify a node’s attribute, and the rest s digits specify a 
node’s ID, where m + s = h. The value m is a system parameter and should be large 
enough to cover the size of the attribute space, and the value s should be large enough 
to cover the network size.  

Since the length of an attribute-ID-hybrid-key is h, the attribute-ID-hybrid space is 
bounded in each dimension. The base b of the hybrid key is related to the degree of a 
node and the routing efficiency consequently. As we will see later, the average link 
degree of a node is proportional to bd/d ln(b), where d is the space dimension. 
Therefore, we may trade off routing efficiency by reducing b to the minimum value, 
2, in exchange for a reduction in the number of states to maintain. 

2.2   Space Division and Interconnection Rules 

SONMAS interconnections are based on the sub-cell hierarchy of the attribute-ID-
hybrid space. The d-dimensional attribute-ID-hybrid space is divided into bd hyper-
cubic cells and every cell is sub-divided into bd sub-cells, where b is the base of the 
hybrid keys. The sub-cells are to be further subdivided until h levels of sub-cells are 
formed, where h is the length of the hybrid keys. Notice that when different bases are 
used in each dimension, the number of sub-cells of a cell will be b1•b2•…bd, where bi 
is the base used in the i-th dimension of the hybrid key. For simplicity, in the 
following discussions we will assume a common base in every dimension. 

In SONMAS, we classify cells or sub-cells by levels. The entire attribute-ID-
hybrid space, called the universe, is a level-0 cell. The level-h cells are the smallest 
cells and are called the atom cells. An atom cell occupies unity volume and contains 
at most one node. A level-m cell, where m is the length of the attribute part of an 
attribute-ID-hybrid coordinate, resolves the attributes to the finest resolution and 
contains all nodes of identical attributes. 

When the sub-cell hierarchy is established, we only need one rule to govern the 
SONMAS interconnection: a node needs to maintain one-way connections to all its 
non-empty child cells. When we say a node has a one-way connection to a cell, we 
mean the node has a one-way connection to an arbitrary member in that cell. Note that 
a node is a member of h+1 cells simultaneously and needs to maintain h sets of 
interconnections, one set of interconnections for each level except for level-h. Each 
set of interconnections has at most bd links to the bd sub-cells respectively. Note also 
that there will be altogether h sets of child cells for a node to maintain connections. 
We record these h sets of connections in the h levels of sub-tables of routing table 
respectively.  

The h levels of sub-tables of a node’s routing table are defined as follows. The 
level-i sub-table of a node’s routing table records the contact information of the child 
cells of the level-i cell which a node belongs to. Each level-i sub-table of a node’s 
routing table records at most bd entries, and these entries correspond to cells that are 
siblings to each other. Note that there is usually more than one member in a cell, and 
each one of them can serve as an access point to the cell. Different nodes are allowed 
to choose different members as their access to the same cell. Note also that the 
attribute-ID-hybrid space will be very sparse.  
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2.3   Basic Operations 

This section introduces some basic operations of SONMAS. Due to space limitation, 
operations such as handling attribute changes, network maintenance, and system 
optimizations will not be discussed here. 

 
Routing 

 
The basic idea of the SONMAS routing algorithm is to forward the messages through 
the cell hierarchy by narrowing down the intermediate locations of the messages level 
by level. Eventually the correct atom cell is reached and so is the destination node. 
The SONMAS routing algorithm is shown in Figure 1. The matching level is defined 
as the level of the smallest cell that simultaneously includes both the message holder 
and the message destination. In terms of the numerical representation of attribute-ID-
hybrid key, matching level is equivalent to the length of the common prefixes 
between the key of message holder and the key of message destination.  

Procedure routing 
Upon receiving a message, check matching level between current node and message 
destination. 
m  matching level  
if ( m equals h )  

{The current node is the message destination} 
else  

{Check level-m routing sub-table, and select the level-(m+1) sub-cell that contains the 
destination node} 
if (Selected entry is null)  

{Announce routing failed} 
else  

{Forward the message to the selected entry} 
} 

End 

Fig. 1. The SONMAS routing algorithm 

Join/quit 
 
By connecting to well-known portals, or any existing on-line peers, a node can send 
its join request to the network. The join request is addressed to the joining node itself 
and will be forwarded in the network according to the routing rule. We define the 
level that the join request terminates as the stopping level, the cell as the stopping cell, 
and the node as the stopping node. The responsibility of the stopping node is to 
process the join request by providing its routing table and sending the join success 
message to the new node, and sending the join notification message to all members 
within the stopping cell. In addition, the stopping node as well as those that receive 
the join notification message need to add the new node in their routing table. The join 
process is shown in Figure 2. When a node departs, the quitting node is supposed to 
send its quit notification to all nodes by multicasting through the cell hierarchy.  
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Procedure handling join request 
Upon receiving a join request, try to forward this message according to the routing rule.  
if (forward fail) 

{Announce the current node being the stopping node, and the matching level being the 
stopping level. 
Provide level-0 through level-(stopping level) of routing table to the new node. 
Send join success message to the new node. 
if (Stopping cell contains more than one member)  

{Notify all members in the stopping cell of the arrival of the new node by multicasting 
through the cell hierarchy.} 

else  
{Notify all members in the level-(stopping level – 1) cell of the arrival of the new node 
by multicast through the cell hierarchy.} 

Put the new node into the routing table and the new-node-list. 
} 

End 

Fig. 2. The join operations 

Query 
 

In SONMAS, a special form of range queries, by-cell-range-searches, can be 
supported easily by dividing the query into bd subtasks and rendering the sub-tasks to 
the bd child cells of the target cell. Each sub-task is then subdivided and rendered in a 
recursive manner. The query results are then collected in a reverse manner. The 
algorithm is shown in Figure 3. It has an O(logN) time complexity if the attributes are 
randomly distributed. 

Procedure handling range queries 
Upon receiving a query, check the matching level with the msg.target_ interest. 
if ( matching_level < msg.rang_ level )  

{Forward the message according to the routing rule. } 
else 

{Check task_level and resolution_level of the query. 
current_task_level  msg.task_level 
current_task_owner  msg.task_owner 
if (current task_level = msg.resolution_level) 

{Report the current node’s attribute-ID-hybrid key to the current_task_owner.} 
else 

{Divide the task into sub-tasks by: msg.task level  msg.task_level + 1 
msg.task_owner  current node 
Send the modified query to all non-empty entries in level-(current_task_level). 
Start timer and wait for reports. 
if (all sub-tasks results are reported or time is up) 

{Report all available results to current_task_owner}   
} 

} 
End 

Fig. 3. Handling by-cell-range-searches 
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In Figure 3, range level is the level of the target cell that specifies the size of the 
target range. The range level is an integer between 0 and m, where m is the length of 
the attribute key as defined in Section 2.1. Resolution level is the level when tasks can 
no longer be subdivided, and the reporting process should begin. The resolution level 
is an integer ranging from 0 to h, where h is the length of attribute-ID-hybrid key. 

True range queries in which the size and position of the target is not limited by the 
cell hierarchy can be implemented by a high-level manipulation of by-cell-range-
searches. The reason is that an arbitrary range can be decomposed into various target 
cells of various levels.  

3   Evaluation 

SONMAS is evaluated by simulations on time efficiency, traffic overhead, system 
reliability under dynamic environment, as well as query performance. The simulator 
is written in Java and run on JVM version 1.4.2_01-b06. Throughout all the 
simulations, uniform end-to-end delay is assumed, and node computation delay is 
neglected. TCP is assumed for the transportation layer protocol; however, the three-
way synchronization time is neglected.  

The network size simulated ranges from 10 to 5000 nodes. Three version of 
SONMAS are evaluated: the full function version equipped with all reliability-related 
designs including HSA, routing table exchange, and one level introduction; the 
baseline version in which the above functions are excluded; the intro-off version 
which contains all reliability-related designs but one level introduction. The metrics 
used to evaluate our system include average hop count, packet count, and connectivity 
score. Because of the uniform latency assumption, it is sufficient to represent routing 
time efficiency with average hop count. The connectivity is measured by querying the 
universe from a number of randomly selected peers. The connectivity score is defined 
as the average query score of all these queries. The full score of connectivity is 100. 

3.1   Time Efficiency and Traffic Overhead 

In the following experiments, the network size ranges from 10 to 5000 nodes, in 1 to 
6-dimensional attribute space with choices of bases ranging from 2 to 32. The 
experiments are conducted as follows. We bring up the network to the size of our 
choice at constant rate. After a short period of stabilization time, events are started as 
required by each experiment. For the measurement of routing efficiency, a number of 
arbitrary packets are sent, and the cumulated path length and packet success rate are 
recorded. As with the join overhead, a series of join and quit events are arranged after 
stabilization, and the total number of join operation related packets are recorded as 
well as cumulated message size in bytes. 

The dependence of path length as a function of network size is shown on Figure 4. 
Each data point is obtained by averaging the result of 100 random tests. Three sets of 
data, each of different choices of base and dimension, all showed straight lines on the 
log-scale plot. These results demonstrate that SONMAS has an O(logN) routing 
efficiency. The effects of path length are shown on Figure 5. Figure 5(a) shows that 
the routing hop count decreases as the dimensionality increase, while Figure 5(b) 
shows that the routing hop count decreases as the base increase.  
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Fig. 4. Path length as a function of network size 
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Fig. 5. Effects of overlay structure: (a) path length as a function of dimensionality (base 4), and 
(b) path length as a function of base (2-D) 

The message overhead of the join operation is shown in Figure 6, where the 
number of packets transmitted per join event versus N is plotted on a log scale. 
Straight lines are shown on the plot. In other words, the average packet counts for 
each join event is of O(logN).  

The maintenance traffic overhead is shown in Figure 7 in terms of number of 
packets. Two curves are shown on each plot, one corresponding to the baseline 
version of SONMAS, and the other corresponding to the full function of SONMAS. 
In terms of number of packets, the baseline version shows O(logN) and the full 
function version is a little worse than that. 
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Fig. 6. Join traffic overhead measured as the message count as a function of network size in 
log scale 
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Fig. 7. Maintenance traffic overhead measured as the message count as a function of network 
size 

3.2   Query Performance 

The following experiments demonstrate the performance of by-cell-range-searches. 
The network size varies from 100 to 5000. For the query performance, we ran a 
number of random queries for each range level of choice ranging from 0 to m, i.e. the 
length of the attribute part of the hybrid key. The resultant score and the time 
consumed for each query are recorded. On the other hand, to demonstrate the effect of 
resolution level, we issue a number of queries initiated from random nodes that 
argeted on the universe at various resolution levels. The node count of each query 
result is recorded. 
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As shown in Figure 8, SONMAS demonstrates a time efficiency of O(logN) for 
by-cell-range-searches, initiated by arbitrary nodes and centered on arbitrary values 
with range sizes of arbitrary levels. Figure 9 shows query latency as a function of 
range level for networks of 100 and 1000 nodes. From the plots, we can see the time 
consumption decreases linearly as the range level increases, where larger range levels 
correspond to smaller ranges. However, the curve stops decreasing and becomes a flat 
line as the range level exceeds. On the other hand, the resolution level also shows 
expected behavior: the smaller the resolution level is, the fewer the number of nodes 
found, as shown in Figure 10. 
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Fig. 8. Query latency as a function of network size with range level from 1 to 4 for 
dimension 2 and base 2 

0

4

8

12

16

0123456

range level

ti
m
e
 c
o
n
s
u
m
p
ti
o
n
 (
u
n
it
 c
h
a
n
n
e
l 
la
te
n
c
y
)

N=1000

N=100

 

Fig. 9. Latency as a function of range level for dimension 2 and base 2 
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Fig. 10. Node count as a function of resolution level with range level = 0 for dimension 2 and 
base 2 

3.3   Summary 

Here, we summarize the major results of the simulations bellow: 

• Routing efficiency: The Nbb
log  routing efficiency of SONMAS is verified. 

• Join overhead: The join operation takes O(logN) messages per event. The traffic 
mainly comes from the “join success” packet, in which the routing table of the 
stopping node is attached as the payload. Clearly, if a size limit is put onto the 
backup lists, the traffic overhead would be reduced to O(logN) bytes per event. 

• Maintenance overhead: While each node needs to maintain O( Nbb
log ) states, the 

maintenance overhead seen by a node is O(log2N) bytes per second. It is not hard 
to imagine that if a size limit is put onto the backup lists, the overhead would be 
reduced to O(logN) bytes per second. 

• Query: The O( Nbb
log ) query efficiency of SONMAS is verified. The query 

efficiency is also a logarithm function of target cell size.  

4   Conclusions 

SONMAS is an attribute-based P2P system for supporting complex queries on 
multidimensional attribute space. It targets at applications in which peers 
characterized by exactly one set of multidimensional attributes are queried to satisfy 
given range queries. SONMAS interconnects the peers according to the attributes. To 
deal with possible attribute collisions, SONMAS introduces the attribute-ID-hybrid 
space to map each node to a unique point in a multidimensional space. Simulation 
results of SONMAS show scalable routing efficiency and low traffic overhead.  
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However, there are some remaining issues need to be addressed. The first issue is 
the non-scalable dimensionality. Since the states a node needs to maintain is 

Nb db

d log⋅ , the maintenance overhead is not scalable with dimensionality. For this 

reason, SONMAS is limited to low-dimensional applications. To accommodate more 
dimensions, we can trade off the routing efficiency by reducing the base to the 
minimal value 2. The limitation will depend on peers’ computation powers and the 
Internet capacity.  

Another issue is that, although SONMAS provides interconnections between 
proximal nodes in the attribute space, it is not true for nodes sitting near the 
boundaries of large cells. Sometimes, a pair of adjacent nodes may fall into two 
completely different search trees. This is an intrinsic problem of SONMAS due to its 
cell hierarchy. Some ideas can be applied to improve the performance near cell edges. 
For example, we can add extra shortcuts between neighbors across the edge of large 
cells. We may also perform proximal neighbor selection in attribute space instead of 
in physical space, especially for those sitting near the edge of large cells. Further 
research is needed to study the effectiveness of these ideas. 
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Abstract. It is desirable to replace supercomputers with low cost networks of 
computers to run computationally intensive programs. To alleviate the burden 
of writing distributed programs, automatic translation of sequential to 
distributed programs is highly recommended. In this paper a new architecture to 
support automatic translation of sequential to distributed programs is offered. A 
formal specification of the structure and behavior of the architecture 
components is presented. The applicability of the specified architecture is 
demonstrated by presenting its implementation details and evaluating the 
performance of the resultant distributed program. 

1   Introduction 

The aim has been to provide an environment to automatically distribute the execution 
load of computationally intensive programs over a dedicated network of computational 
nodes. Automatic distribution of sequential programs is of great concern in applying 
networks of low cost computers to run computationally intensive code. 

There have been thorough investigations on automatic distribution of sequential 
code. However, most of the current approaches put some limitations on the program 
to be distributed or the distribution policy. Some researches have restricted the 
problem to cover only multithreaded programs [5][8]. Some others partition the 
sequential code in order to use remote resources across the network but have failed to 
achieve a faster distributed program [3][4][6][7]. In the approach presented in [2] only 
those objects whose accessible objects form disjoint sets can be converted to remote 
objects. We have developed a framework for automatic translation of a legacy 
sequential object-oriented program into a corresponding distributed one in order to 
achieve maximum concurrency in the execution of the program. A major difficulty 
has been to prove the correctness of the translation process. To resolve the difficulty, 
we developed a formal abstraction of the translation scheme and formally proved its 
correctness [11]. To demonstrate the feasibility and realizability of the specified 
translation scheme, a detailed description of its implementation and evaluation is 
presented in this paper. 

The remaining parts of this paper are organized as follows: An overall description 
of the building blocks of our proposed architecture for the final distributed program is 
presented in Section 2. In Section 3, a formal specification of the structure and 
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behavior of the architecture building blocks is presented. Implementation details are 
presented in Section 4. An evaluation of the performance of the resulting distributed 
program is presented in Section 5.  

2   Architecture 

The aim has been to translate sequential object oriented programs into corresponding 
distributed ones. To achieve this, in the first stage of the translation, the class 
dependency graph of the sequential code is extracted. Each edge of the graph is then 
labeled with the amount of concurrency achieved by assigning the classes at the two 
ends of the edge to different components of the ultimate distributed architecture. The 
aim has been to speedup the program execution by replacing ordinary method calls 
with remote asynchronous calls. Here, as shown in Figure 1, the objective is to 
achieve the maximum concurrency between the caller and the callee by means of 
asynchronous calls. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The amount of concurrency obtained in this asynchronous call is min(T1,T2) 

As shown in Figure 1, the caller may continue with its execution in parallel with 
the callee as far as the return value and any other values affected by the callee are not 
required. In order to locate the very first positions where the results and the return 
value of an asynchronous call are required a data dependency analysis algorithm 
among method calls has been used [1]. This data dependency checking, obviously, 
ensures preservation of the semantics of the sequential code. The proof is presented in 
[11]. The labeled class dependency graph is then clustered and the program code is 
partitioned into clusters with maximum concurrency in their executions. Each cluster 
is assumed to be executed on a different station. As shown in Figure 2, in order to 
translate ordinary sequential calls into remote asynchronous inter-cluster calls four 
components, Port, Distributor, Connector and Synchronizer are augmented to each 
cluster. These components and the resulting architecture are formally described in 
section 3. A Port component is created for each cluster to facilitate its incoming 
communications with the other clusters. The Distributor component performs 
outgoing inter-cluster invocations. The Synchronizer component makes it possible for 
a caller to receive the value of the call parameters and the results of remote method 
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calls. The Synchronizer keeps a record of each remote method call in a table. The 
record is updated with the values of reference parameters and the return value. A wait 
statement is inserted at the very first positions where one of the reference parameters 
or the return value is required. To locate these positions a data dependency analysis 
approach has been used [1].  The Connector component is the middleware aware part 
of the suggested architecture. All the inter-cluster communications are carried out 
through this component. A formal description of the above mentioned components is 
presented in the subsequent sections. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Proposed distributed architecture 

3   Formal Specification 

In this section a formal description, which follows the VDM language conventions, of 
the structure and behavior of the distributed code is presented. Each unit of the 
distribution is a cluster of highly related classes. A formal specification of the cluster 
structure and its associated distributing components is presented in section 3.1. The 
runtime behavior of the distributing mechanism is described in section 3.2.  

3.1   Distributed Program Structure 

As described above, each component of the resulting distributed program architecture 
contains a cluster of the original sequential source code and four other components, 
shown in Figure 2. In this Section a formal description of the structure of the 
distributed program, called PartitinedCode, is presented.  

 PartitinedCode = set of cluster,  
                  ∀ Clusteri ∈ PartitinedCode :   Clusteri = (CTi , Pi , Di , Gi ,Ri) 

Where, CTi addresses a table containing a description of all classes belonging to the 
Clusteri. The element Pi, is the cluster port, providing possibility of asynchronous 
remote access to the methods of CTi classes from within the classes of CTj where i≠j. 
The element Di  is the cluster distributor, which provides transparent remote access to 

Cluster i 
 

 Class C Class B 
Class A 

Cluster j 
 

 Class C Class B 
Class A 

Middleware

Distributori   Synchronizeri 

Connector Connector 

Port i Distributorj   SynchronizerjPortj 

Cluster i 
 

 Class C Class B 
Class A 

Cluster j 
 

 Class C Class B 
Class A 

Middleware

Distributori   Synchronizeri 

Connector Connector 

Port i Distributorj   SynchronizerjPortj 



546 S. Parsa and O. Bushehrian 

the methods of classes in other clusters connected to Clusteri. The element Gi is a map 
which relates a method in port Pi to a method in one of the classes of CTi. Ri is 
another map which relates one method in Di to a method of a remote port Pk where k 
≠ i. Before specifying these elements formally, some auxiliary definitions are 
required: 

3.1.1   Classes and Methods  
As described above, the class table of ith cluster, CTi, is defined as a set of classes: 

CTi = set of class  
   ∀sk ∈ CTi : sk= ( classnamek ,Tk,Fk , Mk)   

              where Tk  = seq of  t , t ∈ types,   
                      Fk = seq of id,  id ∈ identifiers, classnamek ∈ identifiers, len Tk = len Fk 

In the above definition, seq of defines a sequence and the function len returns the 
length of a sequence. The above definition defines class sk named classnamek, which 
has fields Fk with types Tk and methods Mk. Each method of a class sk is defined as 
follows: 

   ∀  mj  ∈ Mk : mj = (methodnamej,Tj ,Aj , rj , Ej)  ,   
   where Tj = seq of  t, t∈ types, Aj = seq of  id,  id∈ identifiers, methodnamej ∈ identifiers,  
              rj ∈ types, Ej=seq of e,e ∈ statements, len Tj=len Aj 

The above definition defines method mj of the class sk. mj addresses the method 
methodnamej of the class classnamek with formal parameters Aj of the types Tj and 
return type rj and the body of the method includes statements Ej. 

In a distributed program, there are two sets of call statements, intra-calls and inter-
calls, to define intra-cluster and asynchronous inter-cluster method calls respectively. 
In cluster Clusterr: 

    ∀ st ∈ intra-calls : st = ( sn , mi ,V)  
        Where: sn ∈ CTr , mi ∈ Mn  and V is a vector of the call statement parameters 
    ∀ st ∈ inter-calls : st=( mk , V)  
        Where:    mk ∈ Dr (defined below) 

3.1.2   Port and Distributor  
Each cluster Clusteri, is associated with two components, port Pi and distributor Di, to 
define methods provided and required by the cluster, respectively. Each cluster, Clusteri, 
has a single port, Pi, to communicate with the other clusters. The port is defined as a set 
of methods, which can be accessed from the other clusters by the asynchronous inter-
cluster call statements. Each method, mk, within Pi invokes a method, Gi(mk), of a class 
defined within the class table CTi of the cluster Clusteri. 

   Pi = set of   method,   ∀ mk  ∈  Pi   : mk = (methodnamek , Tk ,Ak , rk ,Ek) 
Map Gi of Clusteri is defined as follows: 

   Gi = map Pi to Mi
*,  Mi

*= ∪Mn where, sn∈CTi , sn=(classnamen , Tn ,Fn , Mn)  

Types  Set of all language types including primitive types and classes 
statements Set of all language statements  
identifiers Set of all valid language identifiers 
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Gi maps each method mk of the port Pi to a method mt belonging to a class like sn 
of Clusteri:  

Gi(mk)  ∈ Mn , Gi(mk) = ( methodnamet ,Tt , At , rt , Et)   

The called method, Gi(mk), has the same name as the method mk and belongs to 
one of the classes, sn, in the cluster Clusteri. The parameter list, Ak, of the method mk 
includes the name of the object “objectRef” which references an instance of the class 
classnamen and the parameters of method mt :  

   Tk = [ classnamen ].Tt       Ak =  [ “objectRef” ].At     rt = rk       

In the above definition the concatenation of two sequences are denoted by symbol 
'.' . Sequence Tk has one more element, classnamen, than Tt. Each cluster, Clusteri, has 
a single distributor Di as well. Di delegates the asynchronous inter-cluster calls of 
Clusteri to a remote port Pr. In the following definition, Ri maps each method mk of Di 
to a method Ri(mk) of  remote port  Pr.   

Di = set of method ,  Ri= map Di to  ∪Pr   for all r ≠ i 

∀ mk ∈ Di  : mk = (methodnamek ,Tk ,Ak , rk ,Ek) , 
    ∃ Pr : Ri(mk) ∈ Pr, Ri(mk) = (methodnamet, Tt, At, rt, Et), Tk = Tt, Ak = At, rt = rk   

Finally the following property can be stated for each distributed program 
PartitinedCode: 

∀ Clusteri , Clusterj ∈ PartitinedCode,i≠j :  CTi ∩ CTj = φ , Pi ∩ Pj = φ 

3.2   Runtime Elements 

In this section, the behavior of the final distributed program code is described as a set of 
runtime configurations. In order to perform a remote method call a new configuration is 
created for the called method at runtime by the caller. Each configuration represents the 
behavior of the thread created to perform the remote method. The configuration is 
removed after the termination of the called method, when the caller receives the return 
value. A configuration g is defined as tuple (σg, Sg, P

i
g, m

j
g, Ng , Stateg) where, 

σg  :      Memory space of the configuration g. 
Sg  :      Stack of synchronizers of the configuration g. 
Pi

g :      the target port of configuration g which belongs to Clusteri 
mj

g:      j
th method of port  Pi 

 which is executed by configuration g 
Ng :      Physical network node of configuration g 
Stateg : running state of g, Stateg ∈ {“Suspended”,“Running”,”Terminated”} 

In the above definitions each element of configuration g is subscripted by the 
configuration name, g. The configuration port Pi

g is the cluster port which provides access, 
through one of its methods: mj

g, to the method which should be executed by g. In the 
following subsections the elements of the configuration tuple are further described. 

3.2.1   Memory Spaces 
A new configuration g is created in a workstation Ng whenever an inter-cluster call is 
delegated asynchronously, through a local distributor D, to a method mj

g of a remote 
port, Pi

g. The memory space element of g retains the parameter’s value of the method 



548 S. Parsa and O. Bushehrian 

mj
g, before and after its completion. The memory space element also retains the return 

value of the method mj
g. The memory space σg of the configuration g consists of a 

mapping from variable names to values, written ( x  v), or from object identifiers to 
the existing objects, written (obj  (classnamek, Fk, Vk) ) indicating that identifier obj 
maps to an object of class classnamek. Fk and Vk are two sequences of the field names 
and their values of the class sk=( classnamek ,Tk ,Fk , Mk) , sk ∈ CTi. For instance 
consider the following memory space: 

σ = {(a (A , f1:b,f2:3) ),(b (B,f1:c ) ),(c (C) )} 

This map shows a memory space containing three identifiers pointing to the objects 
of types A,B and C, respectively. The set {a,b,c} is called the domain of this map and 
is denoted by dom σ. Here, the object pointed to by the identifier, a, has two attributes 
f1 and f2. f1 points to b which is an object identifier in its turn. The attribute f2 holds an 
integer value. There are two functions called og and serialized which operate on the 
memory spaces. The function og(σ,v) returns a subset of the memory space, σ, as an 
object graph containing the object identifier, v, and any object within σ which is 
accessible via v: 

                           og : 2σ × dom σ   2σ ,     

Below, is a recursive definition of the function, og: 

   
   og(σ,v) =        

 

The function og, traverses the memory space σ and forms a subset of the memory 
containing the node v and all the nodes accessible via v. The function fields(v), in the 
above definition of og, returns all the objects, oi ∈ σi, immediately accessible via the 
object σ(v). The serialized function returns the value of an object graph w in memory 
space of configuration g: 

                           serialized(g, w) ={(a, σg(a)) |  a ∈ dom w  }  w ∈ 2σ  
  

3.2.2   Stack of Synchronizers 
The synchronizer element, Sg, of a configuration g keeps a record of the names of all 
reference parameters, return value and a handle identifying the thread created to 
execute a remote method, mj

t, invoked via a method, m, within g, in a table. A new 
configuration t is created for each remotely invoked method within an existing 
configuration, g. The set Dr and the mapping Rr in the following definition are already 
defined in section 3.1.2. 

 Sg  =  map  (dom σg)  to  Threadsg 

 Threadsg = {t | t   is defined as (σt, St, P
i
t, m

j
t, Nt , Statet) }   

                   Where g is defined as: (σg, Sg, P
r
g, m

s
g, Ng , Stateg) 

                    ∀ t ∈ Threadsg  ∃ m ∈Dr ,  Rr(m)= mj
t  , m

j
t ∈ Pi

t 

The synchronizer table is looked up for the names of reference parameters and the 
return value at the very first positions where one of the reference parameters or the 
return value is required within g. A SYNC statement is inserted at each of these 
positions.  The SYNC(v) statement looks up the name v in the synchronizer table to find 

 
(v  σ(v)) ∪ og(σi,oi), oi ∈ fields(v),  σ1=σ-{v},  σi+1= σi - dom og(σi ,oi) 

φ ,   if v ∉  dom σ
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the handle of the corresponding invoked method. The handle is checked to determine 
the termination of the invoked method. A synchronizer table is created and pushed into 
the synchronizer stack, Sg, when entering a new method within g, at runtime.  

          Sg= seq of  Sg 

The SYNC method and another method called REG operate on Sg. SYNC(v) is called 
whenever a variable, v, affected by a remote method call is required within the caller. To 
get the value of v, the configuration t = hd(Sg)(v) is accessed through the synchronizer 
stack, Sg. The function hd(Sg) returns the first synchronizer on the top of the stack.  

    SYNC(v)  
      pre: v ∈ dom σg  ∧  t = hd(Sg)(v) 
      post:  Statet=”Terminated”   ∧ 
               σg = ^σg †  ( serialized(t, ∪og(^σg, vi) ) ∪ (∪og(σt,vi)) ), where ∀ vi : hd(Sg) (vi) = t 
                      

In the above definition of SYNC, ^σg indicates the memory space of the caller 
configuration, g, before the invocation of SYNC; † indicates overriding of ^σ with the 
memory space of the called method. After the invocation of SYNC, the caller is 
suspended until the state, Statet of the target configuration t, becomes “Terminated”. 
The SYNC operation uses the memory space of the configuration t, to update the 
memory space σg of the caller configuration, g. The updates are accessed via the 
serialized function, described in section 3.2.1. The REG(v,t) operation records a 
parameter v passed as a reference parameter in a remote call, together with the called 
method configuration, t, in the synchronizer table of the caller configuration. 

REG(v, t) 
pre: v ∈ dom σg 

            t  ∈ Threadsg 
post: 
       hd(Sg)= hd(^Sg)  † (v t) 

4   Implementation Model and Results 

In this Section considering the architecture design and structural and operational 
specification of the components applied to distribute a sequential code, the implementation 
details of these components and the required modifications to the sequential code to 
generate the desired distributed code is described. 

The parameter passing mechanism in asynchronous remote method calls is explained in 
section 4.1. The required modifications to convert ordinary method calls to corresponding 
asynchronous remote calls are presented in section 4.2. 

4.1   Parameter Passing 

There are two approaches for passing reference parameters in asynchronous remote 
method calls, namely system-wide object references [9] and copy-restore. In the 
system-wide approach a unique identifier is assigned to each object to be accessed 
remotely. This identifier includes the network address of the computational node 
where the object resides on and an indication of the object. All the method calls on 



550 S. Parsa and O. Bushehrian 

this object should be carried out on the computational node where the object is 
initially created. In contrast, the copy/restore approach makes it possible to run 
methods of an object on different computational nodes by copying the object state to 
the computational node, and restoring the object state back to the caller after the 
completion of the call. Applying the copy/restore approach for transferring call 
parameters in an inter-cluster asynchronous call, the callee may reside on any 
computational node with minimum load within the distributed environment. 
Therefore, in this approach an object may be accessed on different nodes during its 
life time and a specific predefined location is not required. As a result, the 
copy/restore approach provides a better load balancing of the distributed program 
code across the computational nodes. 

C6A

  B

C

E

F

c1
c2

 c3    c4

Class A{ 
Void main(){
 E e=new E();
 C c=new C(); 
 e.m(); //c2
c.n(e); //c1

     ... }

Class C{ 
void    n(E e){ 
   e.m(); //c6

….
}

c5

 

Fig. 3. A sample clustering of the classes 

For instance, in Figure 3 the program code is partitioned into two clusters. Here the 
clustering algorithm is only applied to determine which method calls deserve to be 
converted to remote asynchronous calls in the sense that they yield speedup in overall 
program execution. Considering the clustering in Figure 3, the invocations c1, c2, c3 
and c4 should be converted into remote asynchronous invocations whereas c5 and c6 
should remain intact. The method calls c6 and c2 are applied to a same instance, e, of 
class E. Applying a system wide reference approach, e is created as a local object in 
cluster 2 and is accessed as remote object in A and C. However, since E and C are in 
the same cluster, c6 should apply a local instance of E, rather than the remote object e. 
This problem can be resolved by applying the copy/restore approach in expense of 
incurred overhead of coping object states when performing remote calls. 

4.2   Implementation 

In order to translate an ordinary method call a.m(p1,p2,…,pn), in a cluster, Clusteri, into 
a corresponding asynchronous remote method call, the call statement is replaced with 
Di.m(this, p1, p2,…, pn) where, Di is a static distributor class, specified in section 3.1.2, 
assigned to the cluster, Clusteri, and the parameter this refers to the object a. As 
specified in section 3.1.2, each Distributor component has a number of methods to 
delegate outgoing calls. For each method: 

returnType  m(T1 p1,T2 p2,…,Tn pn){ … } 

Within a cluster, Clusterj, which is invoked from within another cluster, Clusteri, a 
delegator method which is also named m is augmented to the distributor component, 
Di, of the cluster, Clusteri, as follows: 
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Sample method in Distributor Di Semantics 
ResultHandle  m(A this,T1 p1,T2 p2,…,Tn pn)  
 { Object[] parlist={this,p1,p2,…,pn} ;  
   String portname= Ports.lookup(“A”); Map Ri is used to locate the target of call 
   ResultHandle h= 
   Connector.connect(portname,”m”,parlist); 

return h;  } 

Configuration t is created and call 
parameters are transferred to the memory 
space of t: σt =    ∪ og(σg , vi )   , vi ∈ V 

Fig. 4. A sample method in Distributor Di and its corresponding operational semantics 

In the above code, the name of the class, A, is looked up in the tables, addressed as 
CTi in the above formal specification, to find the cluster, Clusteri, to which A belongs. 
Then, the remote method call is performed by passing the port name of Clusteri, 
method name, m, and the parameters of m to the connect method of the Connector 
object. The Connector object then returns a handle, h, which includes a unique 
reference to the invoked method activation. This handle is then used by the caller to 
receive the values returned by the remote method, m. This is achieved by calling a 
method called Add(), of the Synchronizer component. This method inserts the handle 
object in an object table, which is an instance of a class called SyncTable. A new 
syncTable is created when entering a new scope. The table is pushed into a stack by 
calling of the pushSyncTable() method of the Synchronizer component. When exiting 
a scope, its syncTable is popped off the stack by calling the popSynchtable() method. 
Below, in Figure 5 the definition of the Synchronizer methods and their 
corresponding specification elements from section 3 are shown. 

Method Specification  
void Add(String varname,int seq,Object h){} Operation: REG 
void restoreObject(String varname,Restorable v){} Operation: SYNC 
Object restoreResult(String varname){} Operation: SYNC 
void pushSynchTable(){} Element : Sg 
void popSynchTable(){} Element : Sg 

Fig. 5. The Synchronizer methods 

The method add() implements operation REG specified in section 3.2.2. Two 
methods restoreObject() and  restoreResult() implement the operation SYNC. The 
former method is used to restore the values of all reference parameters transferred via 
the remote method call and the latter is used by the caller to receive the return value. 

To wait for the value of an object, o, affected by a remote call, m, the retoreObject() 
method is invoked. This method looks up the object name “o”, kept in the parameter 
varname, in the syncTable to obtain its handle and waits for the callee to return its value. 
The returned value is then stored in the object parameter v by calling its restore() 
method. To invoke restore(), the class of the object o implements the interface 
Restoreable described below: 

interface Restorable {void restore(Object remoteObject);} 
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The method restoreResult() acts the same as restoreObject() except that it returns 
the return value of the call statement. Each cluster, Clusteri, includes a port 
component, Pi, to receive incoming method calls. For each method m(T1 p1,T2 p2,…,Tn 
pn ) within Clusteri, which can be invoked remotely, there is a method m(A this,T1 
p1,T2 p2,…,Tn pn) within the port component where, A is the name of the class to 
which m belongs.  

5   Evaluations 

Our proposed distributing environment is implemented in Java. JavaSymphony 
middleware [10] is accessed via the Connector component to handle remote calls. The 
performance of the system is evaluated on a dedicated network of five Pentium 
2.4GH PC’s. In this section the performance of the distributing environment using 
two benchmarks is reported. In order to prepare each benchmark for distributed 
execution, ordinary method calls are replaced with calls to the Distributor class, 
described in section 4.1. To determine method calls to be converted to remote 
synchronous calls, the amount of concurrency in the execution of the caller and the 
callee is considered. A clustering algorithm which is not presented here, determines 
the method calls to be converted into remote asynchronous calls. The clustering is 
aimed at the highest concurrency in execution of inter-cluster method calls. 

5.1   ReadTest Benchmark 

ReadTest [1] is a synthetic benchmark which is used to measure how the variations of 
completion time of asynchronous method calls affect the total speedup achieved by 
distributing a program code across a dedicated network. ReadTest(m,n) is a program 
which creates m parallel asynchronous calls each with execution time of n 
milliseconds. Figure 6 presents the results of running ReadTest(50,n) with different 
values for n on four computational nodes.  
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Fig. 6. Effect of remote call execution time on the speedup 

This benchmark is a good indicator of the overhead of distributing a program using 
our distributing environment. As shown in Figure 6, the performance is relatively 
poor when the execution times of the asynchronous calls are relatively small. 
Apparently, when the execution time is too small the cost of serializing object states 
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to the remote node and creating, running and synchronizing asynchronous calls, 
outweigh the benefit gained from the distribution. As shown in Figure 6, the highest 
amount of speedup is achieved when the execution time of each remote call is greater 
than 5000 milliseconds. 

5.2   Warshall Algorithm 

We have applied a copy/restore mechanism to transfer parameters in remote calls because 
this mechanism makes it possible to retain an object state within the caller after the 
completion of the remote method. Thereby, applying a copy/restore approach it is possible 
to invoke different methods of an object on different computational nodes. However, this 
mechanism suffers from the overhead of passing the value of call parameters. In this 
section it is shown that despite the relatively long parameter passing time, copy/restore 
mechanism is beneficial to code distribution. This is demonstrated by applying Warshall 
algorithm to compute the connectivity matrix for a 1000×1000 matrix over a network of 1 
to 5 dedicated computing nodes within the proposed distributing environment. This 
algorithm entails many matrix multiplications and for a given digraph determines whether 
or not there exists a path between each pair of the nodes.  

 

Fig. 7. Speedups achieved by distributing the Java code for the Warshall algorithm 

The implemented code subdivides the matrix multiplication process among n 
methods. For instance for n = 2, 1000 multiplications required for computing the 
connectivity matrix is subdivided in to two 500 multiplications each performed on a 
separate computational node. In Figure 7, the speed ups achieved for values 2 to 5 for 
n is presented. It is observed that there is a relatively little growth in the speedups 
when the number of computational nodes is increased from 4 to 5. Apparently, the 
communication cost outweighs the benefit gained from the distribution when the 
number of computational nodes is increased. 

6   Conclusions 

In this paper the formal specification and implementation of a set of components to 
translate a legacy object oriented sequential program into a corresponding distributed 
program is presented. To distribute efficiently, the program is partitioned into clusters in 
order to achieve concurrency in the execution of the inter-cluster asynchronous calls. A 
major difficulty with remote method calls is to transfer and receive the value of 
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reference parameters. Formal specification of the structure of distributed program makes 
it possible to define the distributing components and their application precisely. 
Applicability of the formal specification is shown by presenting implementation details 
for the specified structure and behavior of the distributing components. It is shown both 
in theory and practice that a copy/ restore approach is beneficial for transferring 
reference parameters in a distributed environment. 
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Abstract. This article presents a dynamic data distribution method for data stor-
age in a P2P network. In our system named Us (Ubiquitous storage), peers are
arranged in groups called Metapeers to deal with account failure correlation. To
minimize end user traffic according to the reconstruction process, distribution
must take into account a new measure: the maximum disturbance cost of a peer.
In a previous work, we defined a static distribution scheme which minimizes this
reconstruction cost derivated from affine plan theory. In this paper we extend this
distribution scheme to deal with the dynamic behaviour of peer to peer systems.

1 Introduction

Peer to Peer systems are widely used mechanisms to share resources on Internet. Very
popular systems were designed to share CPU (XtremWeb [1], Entropia) or to publish
files (Napster, Kazaa, Gnutella). In the same time, systems were designed to share disk
space (OceanStore [2,3], Intermemory [4], PAST [5], Farsite [6]). The primary goal of
such systems is to provide a transparent distributed storage service. These systems share
common issues with CPU or files sharing systems: resource discovery, dynamic point to
point network infrastructure, localization mechanisms... But, for sharing disk systems,
data lifetime is the primary concern. P2P CPU or file publishing systems can deal with
node failures: the computation can be restarted anywhere or the published files resub-
mitted to the system. For disk sharing systems, node failure is a critical event: the stored
data are definitively lost. So data redundancy and data recovery mechanisms are crucial.

In this paper, we focus on the category of peer to peer systems devoted to storage.
After a short presentation of the peer to peer storage system named Us (Ubiquitous
storage) [7], we introduce some definitions and we present the problem formulation
based on a new measure cost: the user’s disturbance in a P2P network. We define the
theoretical cost of distribution according to the number of peers, number of blocks,
and fragmentation factor. We present static distributions based on prime number theory.
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Then we compare it with simulations to the most used distribution: the random dis-
tribution. Next we describe how to apply it in a dynamic environment over Metapeers,
taking into account the failure correlation. Experimental results show the benefit of such
distribution versus the random distribution.

2 Us System

For scalability reasons, data are distributed on thin peers using the well known Rabin
dispersal technique [8]. Contrarily to other systems like OceanStore [2], where data are
distributed on server peers, in Us, data are distributed on end user peers: each Us peer
is both storage space consumer and storage space provider. The main goal of Us is to
provide a virtual storage device to each user which insures data durability.

Us shares common features with the OceanStore project are data disseminated with
data redundancy mechanism. The advantage of such method is scalability. The draw-
back is that we have to face a higher failure rate of peer because the number of peers is a
several order of magnitude greater than the number of peers in OceanStore. Moreovers,
peers are less robust than OceanStore servers.

The main mechanism used to insure data durability is redundancy based on erasure
code. Such code is the mechanism used by OceanStore and Us to maintain data-survival.
To insure data durability Us use usual redundancy mechanism based on erasure code
techniques: peers (physical computers) send data blocks to be stored on other peers.
Each block is split into f fragments including redundancy information. For durability
reasons, each fragment is stored on a different peer.

When a peer fails, all fragments it stored must be rebuilt and redistributed to other
peers. To rebuild each fragment, f − 1 fragments must be grabbed from some other
peers. We take this hypothesis to consider the death of only one peer and then the
reconstruction of its fragments set. Thanks to this hypothesis, we can take into account
the peers availability, i.e. to be able to always receive the needed fragments for the
reconstruction process. For example, if the error correction code ReedSolomon is used,
we consider that it is always possible to receive the s fragments (needed to rebuild
the data block) between the f − 1 fragments. Because it is not reasonable to believe
that the s peers storing the s fragments will be all available at the same time for the
reconstruction.

For a fragment reconstruction, we consider that a peer is responsible to grab the f −1
fragments. Then it regenerates the original bloc and the lost fragment is identified and
regenerated.

2.1 Failure Correlation and Metapeers

Depending on geography, a peer failure may be correlated with other peers failures,
like electrical damage, flooding. Another kinf of failure due to geographical proximity,
would be, if the peers belong to the same physical network and if the network goes
down, so will the peers. The notion of failure correlation, introduced in [9], is an impor-
tant factor for fault tolerance technique. Peers selected for dissemination of fragments
of a data block must avoid correlated failures, otherwise correlated failures may catch
the redundancy mechanism out.
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In Us, peers are arranged in groups called Metapeer according to their correlated
failure. Each peer belongs to exactly one Metapeer. A couple of peers which exhibits
a high probability of correlated failure belong to the same Metapeer. So, a couple of
peers coming from two different Metapeers must exhibit low probability of correlation
failure. When a block of data is disseminated in Us, peers chosen to store fragments are
selected from different Metapeers. Two fragments of the same block cannot be stored
on peers of the same Metapeer. Due to the data redundancy information, all of the peers
of the same Metapeer can be down without data losses. In the current version of Us, the
number of Metapeers is fixed. How the Metapeers are constructed is not the topic of this
paper, interested reader can consult the Weatherspoon et al paper [9] which presents a
framework for online discovery of such Metapeers.

3 Definitions

Let us define some notions and definitions used in this paper. We describe what is a data
distribution and costs induced by the reconstruction process.

3.1 Notations

p is a peer, b is a block: a set of f peers, N the total number of peers, f the fragments
number of a block, f ≤ N , NB the number of blocks, αi the number of fragments
stored by peer i, P the set of peers, B the set of stored blocks, Bp the set of blocks p
stores a fragment of, i.e. the set of the blocks to rebuild for peer p failure. Cmax is the
reconstruction cost.

3.2 Data Distribution

A data distribution maps fragments from blocks over the peers. For durability reasons,
a distribution is restricted by the condition that the f fragments of one block are stored
on f distinct peers. Thus we assume that f ≤ N .

Each block b can be represented by the list of those f peers. The fragments of a peer
p belong to distinct blocks. A data distribution D can be defined by:

D : B �→ P f

∀b ∈ B, p1, p2, ..., pf ∈ P, p1 �= p2 �= ... �= pf ,
b �→ {p1, p2, ..., pf}

For any data distribution, and for any number of stored blocks, we have

NB =
1
f

∗
N∑

i=1

αi (1)

Now let us introduce the notion of communication cost for peers during the
reconstruction process.
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3.3 Local Communication Cost of a Peer

The local communication cost Cloc(p,q) is the number of fragments that a peer p sends
to rebuild fragments of a failed peer q:

∀p, q ∈ P, Cloc(p,q) = |Bp

⋂
Bq|

And the total number of fragments needed by the reconstruction is equal to the sum of
all local cost peers, except the dead peer q. So we have :

∀q ∈ P, αq ∗ (f − 1) =
N∑

p=1,p�=q

Cloc(p,q) (2)

3.4 Global Communication Cost of a Peer

For each failed peer q, we determine the most disturbed peer by the reconstruction pro-
cess. Given that two peers can send packets simultaneously, the global communication
cost is defined by the most sending peer, i.e. the global communication cost is the max-
imum of all local communication costs. Let Cglob(q) be the global cost to rebuild peer
q fragments:

∀q ∈ P, Cglob(q) = maxp∈P,p�=qCloc(p,q)

3.5 Maximal Communication Cost

We consider the worst disturbance which may appear in our reconstruction process.
Considering a fragment distribution peers, the maximal communication cost is the max-
imum of the global communication costs, considering that any peer can fail:

Cmax = max
q∈P

Cglob(q) = maxq∈P maxp∈P,p�=qCloc(p,q)

3.6 Problem Formulation

First, we define our objectives, i.e an optimal distribution. Then, we present the defini-
tion and property of an ideal distribution, a kind of optimal one.

Definition 1. Let f be the number of fragments, N be the number of peers, NB be the
number of blocks, an optimal distribution Dopt is a data distribution that minimizes
the maximal communication cost Cmax with the given number of stored blocks NB, so
let D be an another data distribution:

Cmax(Dopt) ≤ Cmax(D)

Let N and f be fixed parameters. Our goal is to provide an optimal distribution for a
given value of NB. By definition, this is equivalent to providing an optimal distribution
for a given value of Cmax.
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4 Distributions

In this section, we present some distributions. First, in 4.1, we present the random dis-
tribution that is usually used in data distribution. This distribution is a reference for our
work. In 4.2 and 4.2, we will see an optimal data distributions coming from mathe-
matical theory: finite affine plane distribution for N = f2 and finite projective plane
distribution for N = f2 − f +1. But these distributions are too restrictive for our prob-
lem. In 4.2, we give a new method of distribution which respects all of the conditions
of our problem : a General Case distribution for any value of N .

4.1 Random Distribution

The random distribution stores the f fragments of each data block on f distinct peers
chosen randomly among all the peers. Due to statistics, this distribution must be effi-
cient for a large number of peers. Indeed the probability to obtain equal lists of f peers
or with a big number of common peers is weak. Nevertheless, this distribution needs a
global knowledge of the full network, which is difficult to implement in a peer to peer
network. The storage system PAST [5] is an example of such a distribution use: each
peer and all resources have an unique identifier, associated with a dynamic routing sys-
tem depending on these identifiers. A file is stored on the peer the identifier is the closest
to the identifier file. The peer volatility implies that a new peer with a closer identifier
can appear after the storage. Then, additional communications must be generated to
find the file. Random data distribution is usually a good non optimal data distribution
to minimize the reconstruction cost such defined. But unfortunately this distribution
does not permit to exploit the physical network topology to avoid failure correlation. To
do so, structured distribution strategies must be applied.

4.2 Asymptotically Optimal Data Distribution

We defined distribution schemes which minimizes the reconstruction cost using a math-
ematical tool : the projective geometry. Distributions are : finite affine plane distribution,
finite projective plane and the General Case.

Finite affine plane distribution. Let take an optimal distribution based on the con-
struction of finite affine planes of order f , when this construction is possible. The order
of an affine plane is the number n, n ≥ 2, such that the total number of points is n2 and
the total number of lines is n(n + 1), all the lines share n points and all points share
n + 1 lines and the intersection of two lines is no more that one.

So, the analogy with our problem is the order n corresponds to the number f of peers
in a block, the points of the finite affine plane of order n are peers, so N = f2, the lines
of the finite affine plane of order n are blocks, so NB = f2 + f and the intersection of
two blocks is no more that one, this imply a Cmax = 1.

We have proved in [10], that this distribution is an optimal one. This distribution
requires N to be equal to f2, it is a high restriction. In addition, for some values of f ,
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finding a construction of an affine plane of order f is still an open problem. But this
distribution gives a good network structure.

Finite projective plane distribution. In this case, a distribution can be defined by
the construction of finite projective planes of order (f − 1), when this construction
is possible. The order of the projective plane is n, such that the number of points is
n2 + n + 1 and the number of lines is n2 + n + 1, all the lines share n + 1 points and
all points share n + 1 lines. The intersection of two lines is one.

The analogy with our problem is that the order n may correspond to the number
f − 1 where f is the number of peers in a block and the points of the finite pro-
jective plane of order n may correspond to the peers. It follows that the total num-
ber of peers is N = f2 − f + 1. The lines of the finite projective plane of order
n are blocks. So, we get NB = f2 − f + 1 and the intersection of two blocks
is 1.

Like the distribution based on finite affine plane: this distribution is optimal, but
requires N to be equal to f2 − f + 1. For some values of f , finding a construction of
a projective plane of order f − 1 is still an open problem. But this distribution gives a
good network structure.

General Case distribution (GC distribution). The GC distribution is designed for f
a prime number and any value of N , such that f2 ≤ N . First, we construct Mi matrices
that are used to build the distribution.

For more information about the GC distribution, please refere to this paper [10]. The
GC distribution was proved in [10] to be asymptotically optimal. The main disadvantage
is that this distribution is not flexible with N . When N moves, it is not reasonable
to redistribute always all of the data. This is the reason why we study now dynamic
distributions : distribution that allow N not to be a constant.

5 Data Distribution in a Dynamic P2P System

In this section, we present how the previously defined distributions can be used in a
dynamic P2P storage system. A first idea is to distribute data with the GC distribution
on all peers. However, when a peer fails, the rebuilt fragments must be stored on other
peers. On the one hand, several peers can store the new fragments. Then the structure
is blown. On the other hand, new fragments can be stored on the same new peer to
guaranty that the damaged structure is rebuilt. Then, the sending parallelization is avoid
by the reception.

Satisfying both conditions can be performed by the use of a peer group instead of a
single peer for each structure node. Such groups are called Metapeers, used in our peer
to peer storage system Us. Now we present the Metapeer distribution.

5.1 Metapeer Distribution

In such a distribution, the set of peers is partitioned in groups called Metapeers and the
set of Metapeers is structured by a optimal distribution . Recall that Metapeer stuctura-
tion of peers is well suited to tackle the problem of failure correlation. Due to failure
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correlation, our goal is to have a distribution adapted to the Metapeer structure, and that
allows variable values of N .

Let us define a dynamic Metapeer distribution, we use a particular distribution (like
GC distribution) and replace peers by Metapeer : node i from the distribution is re-
placed by Metapeer i. A fragment stored in node i will be stored in one of the peers of
Metapeer i.

In the next part, we explain how the routing can be made into the Metapeers and we
explain the reconstrution process.

With this structured distribution, we are able to define a mechanism for the manage-
ment of the dynamic behaviour of peer to peer storage systems. For instance, when a
new peer arrives, it first selects the Metapeer it will integrate. To improve data lifetime,
the Metapeer is selected in such a way that the new peer is geographically far from peers
of other Metapeers (w.r.t. some balancing criterions). The new peer also selects peers
of other Metapeers which have good communication bandwidth with it. Then, when a
reconstruction must be achieved, it sends fragments to those peers.

Fragments of a block are distributed over Metapeers of the structure. For each se-
lected Metapeer, a specific function selects the storing peer. In order to balance the stor-
age, this function is modified to tend to select the peer that stores the less. Afterwards,
the selecting function will take into account the network topology.

For the reconstruction process, if a peer fails in a Metapeer, fragments are rebuilt on
peers of the same Metapeer. The chosen peer set should optimise the reception process,
i.e. maximize the number of receiving peers. So, an optimal reception happens when
the Metapeer size is bigger than the number of sent fragments.

5.2 Over Metapeer Distribution

In the Metapeer distribution, node i from the General Case distribution is replaced by
Metapeer i in the dynamic one. A fragment stored in node i will be stored in one of the
peers of Metapeer i. The goal is to define which node must be selected in the Metapeer
to optimise the dynamic distribution. Now we present a new strategy based on the Gen-
eral Case distribution.

Let us consider the following notations : MP is the number of Metapeer, MPSize is
the Metapeer size (i.e. the number of peers inside a Metapeer), MPi is the ith Metapeer,
PMPi is the set of peers of MPi, and pi

j is the jth peer of MPi, with 1 ≤ j ≤ MP and
1 ≤ j ≤ MPSize.

Such matrices are called Metapeer matrices. Each row represents one block storage
in the General Case distribution applied on peers.

In a practical way, a function is used to select the storing peer for each Metapeer
indicated by the Metapeer matrices. This function can be based on the GC distribution
algorithm, when the Metapeer size is sufficient to apply it.

In this case, for each Metapeer matrices row, several blocks can be stored without
increasing the reconstruction cost. For example ,with the first row (MP1, MP4, MP7),
the f fragments of the first block are stored on peers (p1

1, p
4
1, p

7
1). Then, the next block

fragments that are stored on the same row are stored on peers (p1
2, p

4
2, p

7
2), and so on,

up to the last block that is stored on peers (p1
MPSize

, p4
MPSize

, p7
MPSize

).
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First we calculate the maximum number of block that can be stored on only one row
of the Metapeer matrices, without increasing the reconstruction cost.

Lemma 1. Let N be the total number of peers grouped in Metapeers, E a set of f
Metapeers and MPSize the size of each Metapeer, the Metapeers have the same size.
Let NB be the theoretical maximum number of blocks NB stored over E, one fragment
per Metapeer with a reconstruction cost of 1. Then NB = MP 2

Size.

Proof: Let p be equal to MPSize and E1, E2, ..Ef the f sets of E , where each set
has p elements. We want to create a family D of maximum cardinality of p-uples
(x1, x2, ...., xf ) that verify xi ∈ Ei and for each distinct couple of p-uples (a1, a2, ....,
af ) and (b1, b2, ...., bf ) of D. The number of indices i such that ai = bi must be at most
equals to 1.

Imagine that we have this family D. Necessarily, if we take two sets in E1, E2, ..Ef ,
all elements couple in these two sets must have only one element in D. So, the maxi-
mum number of elements of D is the maximum couples number: p × p.

Let us note that the maximum number can be obtained if p is a prime number and
p ≥ f .

Our goal is to find a distribution inside each Metapeer which allows a number of blocks
close to that theoretical bound. To do so, we use the same strategy as General Case
distribution applied on the peers inside Metapeers. For each row of the distribution
matrices, matrices are defined like First Matrices in section 4.2.

Let E1, E2, ..Ef be a row of the First Matrices. Let p = MPSize and pEi
z be a peer

such that 0 ≤ i ≤ f − 1. We consider the p matrices MM1, MM2, ..., MMp with
p rows and f columns defined by MMk =

(
ak

ij

)

1≤i≤p;1≤j≤f
where ak

i1 = pE1
k and

ak
ij = p

Ej
z where z = 1 + ([i − 1 + (k − 1) × (j − 2)]modp) ∀1 ≤ i ≤ p and

∀2 ≤ j ≤ f .
Let us remark that: for any couple of integers 1 ≤ z, t ≤ MPSize, the peers p

Ej
z

with j in the interval [1 + p × i; p × (i + 1)] only appear in the (i + 1)th column of
the matrices MM1, ..., MMk. And two different rows of the matrices MM1, ..., MMp

have at most one common element.
As in General Case distribution, the number of blocks is optimal if MPSize is a

prime number. So a Metapeer distribution implementation very close to GC distribu-
tion exists, but the MPSize must respect a fixed condition. So in a dynamic way, it is
not possible to always use this implementation. It is the reason why we use an hybrid
Metapeer distribution. This Metapeer distribution choose the selecting peer function
inside Metapeer depending on the value of the MPSize. If MPSize is not a prime num-
ber, then the selecting peer function is the random function, else it is the GC distribution
algorithm.

5.3 Intrinsic Cost of Metapeer Distribution

In this part we compare the distribution cost for random distribution and GC distribu-
tion with different Metapeer size. For our experimentations, we use a simulator that
computes the Cmax depending on the value N , f , and a given distribution.
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Fig. 1. Reconstruction cost depending on N for f = 5 (top) and f = 29 (bottom), for random
distribution and different Metapeer size

Figure 1 show the impact on the reconstruction cost depending on N . For these
simulations, each peer stores around 100 blocks, i.e. each peer can put and store 100
blocks, because the system is a peer to peer system.

The parameters of figure 1 are f = 5, N = 0 to 2000, NB = 0 to 200000. The
parameters of figure 1 are f = 29, N = 0 to 9000, NB = 0 to 900000.

We always consider that the Metapeer size is the same for all of the Metapeers. Con-
sequently, Figure 1 and 1 show the reconstruction cost for different Metapeer sizes,
depending on N . For example, the first point given by a Metapeer distribution is ob-
tained with a Metapeer size of one, i.e one peer per Metapeer, and consequently with a
value of N equals to the total number of Metapeers.

Figure 1 shows that for small values of the Metapeer size, the random distribution
cost is worth than the Metapeer one. It confirms the advantage to compute the GC
distribution versus a random distribution. Another observation, see Figure 1, is about
the Metapeer sizes: the Metapeer distribution cost is close to the random distribution
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cost, when the Metapeer size is bigger than two. So we do not need to choose a great
number of Metapeers. Hence we dont need to have a big structure to manage the failure
correlation.

Figure 1 shows that even if the Metapeer sizes grows, the Metapeer distribution cost
is always very close to the random distribution cost. We can conclude, that the cost to
manage the failure correlation and to have a dynamic distribution is not so high.

5.4 Analysis of Metapeer Distribution in a Dynamic Way

In this part, we observe the evolution of the communication reconstruction cost (Cmax)
during the life of the P2P system. To do so, we simulated distributions on a set of
peers, then peer failures are simulated: each time a peer fails, the fragments it stored
are redistributed over other peers, then a new peer appears in order to maintain the total
number of peers.
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Fig. 2. GC distribution with different Metapeer size

Figure 2 shows the evolution of Cmax in function to the arrivals and departures of
peers in time, called churn [11]. The number of failures is 1000, Cmax is measured
every 25 failures. Each peer saves 100 blocks. Distributions are:

– Random distribution: distribution over any distinct peer for the same block, as
explained in section 4.1. The reconstructions are performed using a random choice
between peers that did not failed, and that are not already used for the current block
storage.

– Number of Metapeers = 7: our distribution, presented in section 5.2, with f = 7,
and over MP = 7 Metapeers of size 285 and 286. The number of Metapeers is a
multiple of f to have good results with the GC distribution. The reconstruction is
performed using a random choice between the remaining peers in the
Metapeer of the failed peer.

– Number of Metapeers = 294: same distribution over MP = 294 Metapeers of
size 7 and 8.
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More Metapeers would have generate Metapeer sizes less than one.
Metapeers size other than this two extremes are less efficient.

At the beginning, our distribution cost is slightly lower than the random one. During
the first step, up to 250 failures, GC distribution cost grows faster than the random
one and almost reaches it. Then it definitively grows more slowly, increasing the gap
between the two costs. Hence, our distribution has a better behaviour with failures. As
a future work, simulations will be generated after churn analysis.

6 Conclusion

In peer to peer storage system we have to face a continuous stream of peer failures.
So to insure data durability data are usualy disseminated using a dispersal redundant
scheme and a dynamic data reconstruction process is used to rebuild lost data. There
is a important communication traffic to maintain data integrity. So, it is important to
reduce the impact of this reconstruction process on peer.

In this paper, we analysed the influence of data distribution on the cost of the re-
construction process. A good distribution of data is a distribution which minimizes the
maximum data set sent by each peer to rebuild data lost by a peer failure. We showed
that random distribution of data is usually a good strategy to minimize the reconstruc-
tion cost such defined, but unfortunately this random strategy does not permit to exploit
the physical network topology to reduce communication time. Moreover, a static opti-
mal distribution is too strict and is not well adapted to the dynamic behaviour of peer
to peer systems. So, we propose a distribution which mixes static optimal distribution
with a random one. In this distribution, the set of peers are partitioned in groups called
Metapeers and the set of Metapeers are structured by the static optimal distribution.
The number of Metapeers are selected in such a way we are able to achieve an opti-
mal distribution. Our simulation showed that this distribution is able to achieve better
performance than the random distribution.
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Abstract. Today large-scale applications require access to data stored
in heterogeneous storage systems located at geographically distributed
virtual organizations. In such applications, users are forced to deal with
different administrative policies and structures at each site, and various
data access mechanisms on each storage system. This implies a lot of hu-
man interventions in order to develop dedicated programs and scripts for
data transfer between theses systems. This paper presents GRid-enAbled
Virtual file sYstem (GRAVY) architecture which enables the automation
of data transfers between distributed file systems irrespective of their
heterogeneity. This feature enables high-level schedulers integrated with
GRAVY to control data placements like computational jobs. GRAVY
supports multiple data access protocols and provides an easy-to-use in-
terface for novice Grid users.

Keywords: Virtual File System, Grid-computing, Data Management,
Interoperability, Middleware.

1 Introduction

The Grid is rapidly emerging as the dominant paradigm for wide-area distributed
computing [1]. Its goal is to provide an environment for coordinated resource
sharing and problem solving in dynamic, multi-institutional virtual organiza-
tions [2]. Most of the current Grid deployments have focused on data-intensive
applications where significant processing was done on very large amounts of data
[3]. The data required by such applications is largely distributed in various stor-
age systems. The need to access the remote data with “near-local” performance
is crucial for scheduling and managing of application execution.

One of the Grid’s purposes is to provide users the ability to share and to use
data stored on heterogeneous storage systems as easily as if they were located on
a single computer. Unfortunately, this vision is still far from being achieved due
to the difficulty to deploy, use and maintain such environments. One of the fun-
damental problems is the existence of many different administrative domains,
different storage systems, different data transfer middleware and protocols in
Grid environments. This heterogeneity presents an important barrier for data
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sharing in the Grid. Novice Grid users, principally scientists who need the power
of the Grid to solve problems in their own fields, have difficulties in browsing and
transferring data. They may find it difficult and cumbersome to write scripts or
programs to perform the data transfer between different systems. Data manage-
ment appears to be a big challenge, time consuming activity and requires the
help of experts with significant expertise in data access related issues.

In this paper, we describe a novel architecture GRid-enAbled Virtual file sYs-
tem (GRAVY) which facilitates the collaborative sharing of data in the Grid.
GRAVY has the following features:

– Location transparency: GRAVY allows users to access data, which is geo-
graphically distributed in multiple domains in the Grid without the users
having any idea where the data is located.

– Protocol transparency: GRAVY provides a generic data transfer architec-
ture that shields users from the complexity of the underlying infrastructures
including system’s internal organization and data transfer protocols. As a
result, data in heterogeneous file systems can be accessed in a uniform way.

– Extensibility: GRAVY allows new protocols to be added as the Grid evolves
through a set of wrapper interfaces.

The next section of the paper describes data access problems in Grid environ-
ments in section 2, which lead to the motivation of our work. Then, we present
an overview of related work in section 3. Following this, we describe in section
4 the GRAVY’s design and in section 5 the architectural issues of the prototype
that we have implemented in Java. This prototype allows users to have the view
of a unified location-transparent file system of the Grid and to access to this
system without being familiar with protocol’s technical details. Next, in section
6 we show the experimental results. Finally, section 7 concludes the paper.

2 Data Access Problems in the Grid

Grid Is a Heterogeneous Environment. A frequent obstacle to the cre-
ation of applications that operate effectively in Grid environments is access to
remote data. This problem is challenging because the Grid is a heterogeneous
environment. Data at each site is accessed through different mechanism includ-
ing how the data is organized, which transfer protocols are supported, and how
the authentication is carried out. Users are forced to deal with such aspect when-
ever they want to access data at different storage system and it is difficult to
efficiently share data between these systems.

Grid Job Needs Distributed Data to Run. In order to run grid data-
intensive jobs, the input data need to be transferred to the appropriate location
at the time the computation needs it. This task is commonly referred to as file
stage-ins. The output data is moved back to its home storage systems as the
computation is completed. This task is commonly referred to as file stage-outs.

In the Grid, and on the Internet, files are accessible through a variety of
different protocols supported by storage systems, such as HTTP [4], FTP [5],



GRAVY: Towards Virtual File System for the Grid 569

SCP/SSH [6], and GridFTP [3], each has its own data interaction styles. The
diversity of data interaction styles (e.g., GUI, command-line, APIs) forces users
to switch from one interaction style to another for file staging between het-
erogeneous systems. Hence, it prevents the automation of data transfers. Some
interaction styles, such as GUI and command-line are only intended for manual
use or simple scripts. Others, such as APIs or Web-Services, allow file staging to
be performed in programs. Due to this diversity, users are obliged to manually
transfer files between heterogeneous systems by using different tools supported
or writing scripts and programs to perform file staging. Manual file staging is
not suitable for applications in Grid environments as it supposes users to know
in advance which files will be needed during the computation. Generally, users
don’t have the knowledge of the server that will be chosen for the computations.
The choice of computational server is done by job scheduler. So, it is important
for job scheduler to have a mediating system that is able to control the placement
of data needed for the computation.

3 Related Work

A number of initiatives to address data management in grid environments have
been initiated in recent years. We describe below some of these initiatives.

Based on the basic Globus services [7], the DataGrid [8] is a large and complex
project that defines a layered architecture of service components for transferring
large datasets in heterogeneous environment. This architecture is similar to ours
in the sense that both try to separate the physical location of data from its
logical view, which is called metadata.

GT4 [9] provides a number of components for data management. These com-
ponents fall into two basic categories: data movement, which is composed of
GridFTP tools and Reliable File Transfer (RFT) service, and data replication,
which consists of Replica Location Service (RLS). An important related compo-
nent, OGSA-DAI [10], provides data access and integration capabilities to data
resources, such as databases, within a WebService-based framework.

LegionFS [11] proposes a virtual file system based on NFS protocol. The core
of LegionFS functionality is based on an object based system that employs a
basic object providing access methods similar to UNIX system calls (e.g., read,
write, seek). NFS requests from client will be interpreted to appropriate methods
of this basic object.

Within the EGEE project [12], the data management system (DMS) [13] is
composed of several components. The first is storage elements (SEs) which are
the real element doing the storage of files. In the framework of the DMS, files
are available through two namespaces: logical (Logical File Name - LFN) and
physical (Storage File Name - SFN). The DMS is responsible for mapping an
LFN to one or more SFNs. Other components of DMS are data catalogs that
offer access to file replicas using LFN and data scheduler, which assures the
availability of data at the chosen site for computation.
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A standardization effort of the Global Grid Forum Grid File System working
group (GFS-WG) [14] is to provide a service oriented architecture for a Grid File
System (GFS) [15] that provides standard interfaces to facilitate the federation
and sharing of virtualised data. It should be noted that GFS is a specification,
not an implementation.

Adapting peer-to-peer data transfer methods, [16] and [17] propose to use Bit-
Torrent as a protocol for large file transfers in the context of desktop Grids. It is
shown that BitTorrent is efficient, scalable when the number of nodes increase,
but suffers from a high overhead when transmitting small files. The papers in-
vestigate the approachs to overcome these limitations.

Comparing with GRAVY, these solutions are designed to work primarily with
their own self-contained middleware, (e.g., LegionFS in Legion middleware, DMS
in gLite, RFT in GT4) or suppose to use a principal protocol for data transfers
in the Grid (e.g., BitTorrent). On the contrary, GRAVY is designed to integrate
into any global scheduling systems and an important feature of GRAVY is that
it supports multiple protocols at both server side and remote side.

4 GRAVY: Solution for Data Access Problems in the
Grid

In order to mask the heterogeneity of storage systems, our approach is to build
a virtual file system GRAVY on top of underlying file systems. This virtual
file system allows data to be transferred on-demand between heterogeneous file
systems in a uniform fashion irrespective of its access protocol. Fig. 1 shows
the conceptual overview of GRAVY. The dashed rectangle is the core services
of GRAVY including virtual layer and core layer which consist of four major
components: virtual interfaces, transfer manager, access manager and wrapper
interfaces. Their role is to provide the user layer with uniform and seamless access
and management of data transfers between remote file systems on physical layer.

The virtual interfaces, which consist of GridFileSystem and GridFile are de-
signed to simplify and unify the way in which users handle data from heteroge-
neous data sources. The user layer is able to remotely interact with the virtual
interfaces through variety of supported access protocols, including HTTP, FTP,
and Web-Services. Local access to virtual interfaces is possible through a set of
APIs that allow applications or job schedulers to control data placement.

The core layer is composed of four components: the FileActionQueue, the
transfer manager, the access manager and the wrapper interfaces. User requests
received from the virtual interface are queued in FileActionQueue, which exam-
ines each request in order to route each correctly to the transfer manager or the
access manager.

We classify the user requests in two categories: transfer requests and access
requests. Transfer requests need to be treated differently from access requests,
since transfer requests generally have long execution time and they can fail for
a variety of reasons at anytime during the execution. They need to be moni-
tored and rescheduled for restart in case of failure. Hence, the transfer manager
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Fig. 1. Conceptual design of GRAVY

is designed to execute transfer requests asynchronously. The transfer manager
performs the movement of files from one remote file system to the other. In case
of transfer failure due to dropped connections, machine reboots or temporary
network outages, the transfer manager will restart the transfers at another time
in order to assure the successful completion of transfers. In contrast, the access
requests (e.g., directory creation, file rename) have a short execution time, so
the access manager is designed to execute access requests synchronously. It per-
forms access operations on the remote file systems and returns immediately to
users the result of execution. The transfer manager and the access manager in-
teract with the remote file systems through wrapper interfaces. These interfaces
are implemented by the file-system-provider in an appropriate protocol that is
specific for each file system.

5 Architectural Issues

5.1 Protocol Resolution

GRAVY supports multiple access protocol in both server side and remote side
(Fig. 2). This is a crucial requirement of a virtual file system used in a hetero-
geneous Grid environment.

Server Side. At the server side, supporting multiple protocols not only allows
users to use their preferred file transfer protocol to interact with GRAVY but
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Fig. 2. Multiple access protocol in both server side and remote side

also allows GRAVY to be easily and flexibly deployed according to user needs.
For example, HTTP access allows GRAVY to integrate easily into web portals
of the Grid. Local access via APIs and Web-Services access allow GRAVY to
integrate into applications and job scheduler for data placement control. Besides
local access, GRAVY currently supports three protocols: FTP [5], HTTP [4], and
Web-Services. The implementation of FTP access is based on [18]. The protocol
Web-Services is deployed using WSRF framework implemented in GT4 [9].

Remote Side. At the remote side, supporting a variety of access protocols
allows GRAVY to support a large number of existing file systems. Although
GridFTP has been promoted as the standard protocol for data movement in the
Grid, there is a large number of existing file systems supporting other protocols.

From file-system-provider’s point of view, remote file system is simply a stor-
age system abstracted into directories and files and supported by an access pro-
tocol (e.g., FTP, GridFTP, HTTP) or a file server in other words. In order to
make a file system interoperable with others, he/she needs to develop connec-
tors between protocols supported by this system to all existent protocols in the
Grid. This practice is not suitable for the continually evolutional Grid architec-
ture as it requires adding a new protocol connector if a file system supported
new protocol is integrated to the Grid. In GRAVY, this task is simplified by
the wrapper interfaces that are in charge of creation and management of con-
nection between GRAVY and remote file systems. Wrapper interfaces play the
role of a bridge between GRAVY and remote file systems. They make GRAVY
completely modular, it is easy to add support to GRAVY for a new protocol.

Besides the implementation of wrapper interfaces for local file system, we have
used client-side libraries provided in GT4 [9] to implement wrapper interfaces
for FTP and GridFTP protocol, and JSch[19] for SSH protocol. It is the role of
file-system-provider to implement the wrapper interfaces in order to integrate a
new protocol in GRAVY.

Authentication. Since each protocol has its own authentication mechanism, it
enforces its own access control policy. This results the difficulty to establish the
confidence across different protocols. Our solution is to adopt the Grid Security
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Infrastructure (GSI) provided by Globus [20] because it avoids a centrally-
managed security system and supports single sign-on for users of the Grid. For
other protocols, authentication is performed through anonymous access.

5.2 Naming Management

In grid environment, management of data across multiple virtual organizations
presents challenging problems for data naming. The Resource Namespace Service
(RNS), a specification of the Grid File System working group of the Global Grid
Forum [21], is proposed to provide a naming mechanism to link existing data
sources. RNS proposes a three-tier naming architecture that consists of human
interface names, logical reference names, and end-point references. Mapping from
a human readable name to an actual data location can be realized in two levels
of indirection. The first level is mapping human interface names directly to end-
point references. The second level is realized by mapping human interface names
to logical reference names (that may not be very readable by humans), which in
turn map to end-point references.

In GRAVY, we applied the first level of indirection for the naming manage-
ment. The GridFileSystem interface is responsible for decoupling logical view
of the data from its physical location. This interface represents the virtual global
file system with hierarchical organization of virtual directories where leaves in
this tree correspond to physical data locations on remote file system. Users can
create their own logical view of grid data where a logical directory may not
necessarily correspond to the physical directory. Different users have a different
logical view if they have different rights on data resources. The GridFileSystem
instance is specified using a configuration file written in XML and is initialized
at the runtime.

5.3 File Access and File Transfer

GridFile - Virtual File Interface. The fundamental requirement for virtual
file systems used in the Grid is that all these file operations in different protocols
must be made completely transparent to users. Accessing local file system for
listing files, changing directories, etc. should be no different to accessing any
remote file system with any access protocol. Transfer operations (e.g., copy,
move) must be as applicable to local files as they are to data hosted on remote
file systems. With these concerns in mind, we design the GridFile as virtual
file object that provides the protocol-independent interface for file access and
file transfer in virtual file system. This uniform interface, which provides a set
of generic file operations should keep user shielded from protocol peculiarities.

Access Manager. The access manager is responsible for carrying out the ac-
cess requests and returns the result to the virtual layer. The access manager
translates these requests into specific protocol supported by the remote file sys-
tem and accomplishes it by interacting with the wrapper interfaces.



574 T.-M.-H. Nguyen, F. Magoulès, and C. Révillon
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Fig. 3. Server side results (left), Remote side results (right)

Transfer Manager. The transfer manager takes care of transferring files be-
tween remote file systems. Transfer requests forwarded from FileActionQueue
contain the information required for performing file transfers (e.g., protocol
name, source and destination address, file name). The transfer manager uses
“the first-come, first-served” strategy to execute these requests. It initiates a
third-party transfers between remote file systems that use the same protocol.
In another case, it opens two connections, one from the source and one to the
destination file system for file transfers.

6 Experimental Results

GRAVY’s latest version runs on any platform that supports the Java VM 5.0.
Firstly, we perform a series of data transfers to test the GRAVY’s feature of
supporting multiple protocols. Secondly, in order to evaluate the processing ef-
ficiency and performance of our prototype, we perform a set of concurrent file
transfers and use the modified Andrew benchmark [22] that is the well-known
benchmark to test the performance of a distributed file system. The benchmark
consists of five phases: (i) create directories, (ii) copy files into the directories,
(iii) list file attributes, (iv) scan the files and (v) compile the files.

The experiments are performed on four Pentium 4 3.2 GHz machines with 512
MB of RAM, each running Linux with kernel 2.4.x. They are directly connected
to 100 Mbps network adapter.

6.1 Support for Multiple Protocols

We perform file transfers at both server side and remote side in different protocols.
The experimental set up is shown in Fig. 2. “Server side” means that the transfers
are occurred between client and GRAVY. “Remote side” means that the transfers
are launched by GRAVY to move data between remote file systems. At the server
side, we compare the bandwidth delivered to client by GRAVY to that delivered
by native implementation of each protococol. At the remote side, we observe the
bandwidth obtained for each change of protocol at remote file systems.
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Server Side. In the first sets of experiments, our goal is to illustrate that the
bandwidth delivered by GRAVY at the server side is very similar to that of the
native server. The client asks GRAVY for transferring a file of 50MB in FTP,
HTTP and Web-Services respectively. Then we repeat the above transfer using
native protocol server (i.e., ProFTP for FTP and Apache for HTTP) to evaluate
the bandwidth delivered by GRAVY. The results in Fig. 3(a) show that the band-
width delivered by GRAVY is just a little lower than the one of the native servers.

Remote Side. We perform file transfers of of 10MBs from file server A to file
server B (Fig. 2) using different protocols. The transfers in GridFTP and FTP
are repeated with globus-url-copy command-line utility supplied with Globus
Toolkit to compare with the bandwidth delivered by GRAVY. The results in
Fig. 3(b) are averaged of 10 file transfers. We observe that the bandwidth varies a
lot across each change of protocol at the remote file system. We get better band-
widths for the transfers using the same protocol. The only exception is the trans-
fers in SSH protocol, the reason is that this protocol doesn’t support third-party
transfers like FTP or GridFTP. We note that the bandwidth of GRAVY for trans-
fers in FTP and GridFTP is very similar to that of the globus-url-copy tool.

6.2 Performance

Many Concurrent File Transfers. In order to test the stability and process-
ing efficiency of GRAVY, we write a client program using GRAVY to launch
several concurrent processes reading a remote file into a buffer and writing the
data out to a local file. The tests were done with files of 10MB. The result as the
transferred KB per second depending on the number of concurrently connecting
clients is shown in Fig. 4. Each value is an average of 5 tests. It shows that
GRAVY has a problem with many concurrent requests. It is predictable that
GRAVY achieves high performance for low numbers of connecting clients. For
increasing number of concurrent clients, its performance decreases smoothly but
it remains relatively stable.

AndrewBenchmarkResults. Weuse themodifiedAndrewbenchmark to com-
pare GRAVY’s performance to the one of Linux 2.4.x local file system and NFS v3.
For the NFS measurements, we run the benchmark on a NFS client accessing a sin-
gle NFS server. For the GRAVY measurements, we implemented a Java program
that performs a pattern of file system accesses equivalent to the one of the An-
drew benchmark because the current prototype implementation of GRAVY only
provides Java interfaces to the file system. We repeat the execution of our Andrew-
like Java program on GRAVY with three different configurations. Concretely, the
directory on which we run the benchmark is mounted to a different remote file sys-
tem for each execution. The remote file system is accessible in GridFTP, FTP and
SSH protocol respectively. Files used during compilation phase are stored locally
for the remote accesses on these remote file systems. The directory that we use
as input to the benchmark contains 15 directories and 96 C sources and headers
files for a total size of 511KBs. Table 1 shows the results of running the Andrew
benchmark on Linux 2.4.x local file system, NFS and GRAVY.
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Table 1. The Andrew benchmark results on Linux 2.4.x local file system, NFS and
GRAVY. Each table entry is an average elapsed time in milliseconds of five runs of the
benchmark. The rightmost column shows the average elapsed time of the benchmark
runs on GRAVY with three different configurations.

GRAVY
Phase Local NFS GridFTP FTP SSH Average
Create directories 8.04 361.66 96128.00 4172.20 17277.60 39192.60
Copy files 93.32 3293.31 194150.60 18635.40 100861.80 104549.27
List files 237.48 2856.21 50848.00 4397.00 39008.20 31417.73
Scan files 298.43 3466.46 17142428.80 15837.40 165160.80 117475.67
Compile 3773.75 4552.05 4015.20 3985.60 4038.60 4013.13
Total 4411.03 14529.68 516570.60 47027.60 326347.00 296648.40

As expected, the local file system has the best performance on all five phases be-
cause it performs no network communication. The benchmark results on GRAVY
have a high variance for each configuration. We achieve better performance with
FTP configuration, followed by SSH and GridFTP configuration respectively. In
the compilation phase, all file systems achieve a very similar performance because
the performance of this phase is primarily limited by the speed of the CPU. For the
other phases, GRAVY is slower than NFS due to the time needed for the authen-
tication and the resolution between logical names and physical data locations.

7 Conclusion

In this paper, we have introduced GRAVY, a grid-enabled virtual file system,
which enables the interoperability between heterogeneous file systems in the
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Grid. We have pointed out the current challenges for the data access in the Grid
and how GRAVY can provide solutions to them. GRAVY integrates underlying
heterogeneous file systems into a unified location-transparent file system of the
Grid. This virtual file system provides to applications and users a uniform global
view and a uniform access through standards APIs and interfaces.

Our approach is validated by a prototype implemented in Java. This prototype
shows that the way users access data is simplified and that data transfers between
heterogeneous file systems can be automated. This feature allows GRAVY to
integrate with high-level scheduler for handling data transfer jobs.

In the future, GRAVY will be enhanced and evolved. We will investigate
Peer-To-Peer approach to decentralize GRAVY network in order to improve
processing efficiency while ensuring the interoperability between file systems.
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Abstract. One of the challenges of Grid computing is the integration of
legacy scientific applications. The Web Services Architecture (WSA) is
an ideal technology to integrate legacy applications into the grid environ-
ment. Web Services Resource Framework (WSRF) extends Web Services
and makes them stateful. Based on WSRF, we implement a framework
which utilizes WSRF resource to submit applications and to monitor exe-
cution status. We deploy only one Factory Service to create the resources
and one Grid Service as the uniform interface for all the applications in
each computing resource. We can dynamically deploy some legacy ap-
plications in the Grid or remove these applications without stopping
the execution of entire system. Moreover, we present an implementation
of one meta-scheduler which integrates Grid resources in complex Grid
environment.

Keywords: WSRF, Dynamic Deployment, Application Integration,Web
services, Meta-Scheduler.

1 Introduction

A Grid is an Internet-connected computing environment where computing and
data resources are geographically distributed in different administrative domains,
often with separate policies for security and resource use. Because of the role
played by Grid technologies in large scale scientific collaborations, grid archi-
tectures have grown significantly in recent years. Consequently, many scientific
communities are feeling a growing need to integrate their legacy applications
into grid environment [1]. Web services are the next stage of evolution for Grid
Computing. In a few words Web services are services that can be dynamically
discovered and orchestrated, using messaging on the network. The Web Services
Architecture (WSA) is an ideal technology to integrate legacy applications into
the grid environment [2]. Web Services Resource Framework (WSRF) extends
Web Services and makes Web services stateful [3].

The primary goal of our research is to implement a framework for dynamic
deployment of scientific applications where the end-users can:
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– Apply any legacy code as WSRF-compliant service when they create Grid
applications.

– Deploy dynamically any scientific application into the Grid environment.
– Utilize a uniform interface to interact with any deployed application.

In our framework, the scientific applications are described as job description
files in XML format [4]. We utilize the WSRF resource [3] to contact a local job
manager through Globus [5] to submit the legacy computational job. The factory
service manages all these job descriptions and creates the resource according
to the client request. The instance service supplies a uniform interface for all
applications. This interface is used to submit and to monitor the applications.
Our framework has four primary components:

– A Factory service that manages all the application descriptions and returns a
list of applications to the client interested. It also has a mechanism to monitor
the creation, deletion, and modification of the application description. Thus
we can dynamically put some applications available or unavailable on the
Grid. According to the selected application by the client, the Factory service
creates a resource and returns an endpoint reference composed of the Grid
service and the recently created resource to the client;

– A Grid service that provides a uniform interface for the Client to invoke
the applications in the computing resource and to monitor the status of
application executions;

– An AdminTool which can interact with Factory service in a secure way. The
AdminTool has a graphic interface and can be used to add, delete and modify
the application descriptions by the local administrator;

– A Grid Scheduler is a meta-scheduler in our framework. The Grid Scheduler
manages and monitors all available computing resources in a VO [6]. Ac-
cording to the request of the client, it interacts with Factory service in each
computing resource to get the applications list, collects the dynamic and
static information of computing resources to make a scheduling decision,
invokes the Factory service in the computing resource to create a WSRF re-
source for the user, submits applications and monitors the execution status.

In each available computing resource, only one Factory service and one Grid
service run persistently. No other instance service is created. So the creation and
the management of application instance are standard and simple.

In this paper, our primary focus is the implementation of Grid service, Factory
service and Grid Scheduler. The rest of this paper is as follows. In Section 2 we
discuss related work. In Section 3 the model architecture and the implementation
are described. In Section 4 the evaluation of the implementation is presented. In
Section 5 we conclude with a brief discussion of the future research.

2 Related Work

There are several research efforts aiming at automating the transformation of
legacy code into a Grid service. Most of these solutions are based on the general
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framework to transform legacy applications into Web services outlined in [2],
and use Java wrapping in order to generate stubs automatically. One example
could be found in [7], where the authors describe a semi-automatic conversion
of legacy C code into Java using JNI (Java Native Interface) [8].

Compared to Java wrapping, some solutions [1],[8],[9] are based on a differ-
ent principle. They offer a front-end Grid service layer that communicates with
the client in order to pass input and output parameters, and contacts a local
job manager to submit the legacy computational job. The Grid service is de-
fined by OGSA [10] which supports, via standard interfaces and conventions,
the creation, termination, management, and invocation of stateful and transient
services as named and managed entities with dynamic and managed lifetime.
To deploy a legacy application as a Grid service there is no need for the source
code. The user only has to describe the legacy parameters in a pre-defined file
(description) and to transfer that file to a Factory service. But, the interface by
which we can interact with the deployed applications is not uniform. Because
the Factory needs a description of the service to create an instance of applica-
tion. The different description providers could define various service port-types
in the descriptions. Therefore the interface of application instance varies accord-
ing to different service port-types. The other problem is the quantity of service
instances. The application is created and deployed as service instance. In this
case, if we deploy a large quantity of needed applications in a computing re-
source, there will be too many service instances to be created. The management
of these instances is truly a delicate job.

The GridLAB [11] project aims to provide application tools and middleware
for Grid environments. It uses the Grid Application Toolkit (GAT) [12] which is
a set of APIs that Grid application programmers can use for uniformly accessing
numerous Grid Services and middleware. However, GAT does not address the
problem of wrapping existing applications as Web Services [1].

3 Model Design and Implementation

The Globus Toolkit (GT) has been developed since the late 1990s to support
the development of service-oriented distributed computing applications and in-
frastructures. The Web services-based GT4 is the latest release of GT, which
provides significant improvements over previous releases in terms of robustness,
performance, usability, documentation, standards compliance, and functionality
[13]. The implementation of the framework is based on GT4, so before discussing
the framework, we will introduce some basic concepts:

The resource approach. Giving Web services the ability to keep state infor-
mation while still keeping them stateless seems to be a complex problem.
Fortunately, GT4 has found a very simple solution: simply keep the Web
service and the state information completely separate. Instead of putting
the state in the Web service (thus making it stateful, which is generally re-
garded as a bad thing) we will keep it in a separate entity called a resource,
which will store all the state information. Each resource will have a unique
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key, so whenever we want a stateful interaction with a Web service we simply
have to instruct the Web service to use a particular resource [3].

GRAM. The GT4 Grid Resource Allocation and Management (GRAM) ser-
vice addresses the issues of running a task on a computer, providing a Web
services interface for initiating, monitoring, and managing the execution of
arbitrary computations on remote computers [13].

MDS. The Globus Toolkits Monitoring and DiscoverySystem (MDS) defines and
implements mechanisms for service and resource discovery and monitoring in
distributed environments [14].

3.1 The Model Architecture

Fig. 1(a) illustrates the architecture of the model. A Grid Resource is a comput-
ing resource on which GT4 has been installed and on which the Factory service
and Grid service have been run persistently. We have one Grid Scheduler run-
ning as meta-scheduler of the VO. The meta-scheduler is the Grid portal for
clients and it manages all the Grid Resources in the VO. It interacts with the
Factory service and Grid service to create resources, submit computational jobs
and monitor the jobs status for clients.

Factory Service Grid Service

WSRF Resource

MDS GRAM ...GT4

Computing Resource

Factory Service Grid Service

WSRF Resource

MDS GRAM ...GT4

Computing Resource

MDS GRAM ...GT4

Grid Scheduler Client

Meta−scheduler

Grid Resource

(a)

Performs operation

AdminTool

Grid Service

Application

Factory Service

Storehouse

GT4GRAM MD4 ......

Creates a resource

Resource

R1 R2 R3

Security

Computing Resource

(b)

Fig. 1. (a) The Architecture of our Model; (b) The Architecture of Grid Resource

MDS can be configured in a hierarchical fashion with upper levels of the
hierarchy aggregating information from the lower-level MDS (Index Services).
The upper levels are identified as upstream resources in the hierarchy, and the
lower levels are identified as downstream resources [15]. Thus from the local
MDS, the Grid Scheduler can gather the dynamic and static information from
each Grid Resource in the VO.

The architecture of Grid Resource is shown in Fig. 1(b). An application store-
house stores the application descriptions which support the Job Description
Schema [16]. An AdminTool interacts with the Factory service to add, delete
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and modify application descriptions. According to the request of Grid Sched-
uler, the Factory service can create a resource and submit a computational job
for the user. The resources use GRAM to really submit a job to the Comput-
ing Resource and subscribe to the Notification of job status [17] to monitor the
job execution [3]. The information of application execution is stored inside the
resource and, more specifically, in resource properties.

But how can the user set the arguments and stage files of the application? In
the Job Description Schema, we have three elements : argument, fileStageIn and
fileStageOut [16]. After a Grid Resource has been selected by the Grid Scheduler,
the user specifies all the input parameter values (include argument, fileStageIn
and fileStageOut) and sends a submission request to the Grid Scheduler. Then
the Grid Scheduler sets these elements in the Job Description and invokes the
operation createResource of Factory service with the Job Description as the pa-
rameter. The Factory service uses the Job Description to initialize the resource.

3.2 Service Implementation

Based on the GT4 and WSRF, we realize our Grid Scheduler, Factory service
and Grid service. The PortType [18] of each Service is illustrated in Table 1.

Fig. 2 illustrates the sequence of an user job submission.

1. The user invokes the openSession operation of the Grid Scheduler to get a
client number.

2. The user invokes the findApplication operation with client number and the
requested application as parameters.

3. The Grid Scheduler searches in all the application lists. If it finds the re-
quested application, a Boolean “true” is returned to the user.

4. The user gets “true”, so it can invoke the scheduler operation in order to
submit the application.

5. The Grid Scheduler invokes createResource of the Factory Service to create
a resource for the user.

6. After having created the resource, the Grid Scheduler submits the job to
Grid Service

7. The user uses getJobStatus to query the job status.
8. If the execution of application is finished, the user invokes closeSession to

destroy the session.

In the Grid Scheduler and Factory Service, a mechanism is integrated to
detect the modification of application descriptions. When the local administra-
tor uses the AdminTool to add, delete and modify the application descriptions,
the operations (addApplication, modifyApplication and deleteApplication) of the
Factory Service are invoked. The Factory Service then updates the application
list and modifies the job description files in the application storehouse. It sets
also a signal to notify the Grid Scheduler the modification of the application
list. The Grid Scheduler monitors the signal status. When it detects the change
of signal status, it updates its application lists within a reasonable delay.
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2: findApplication()

1: openSession()

4: scheduler()

7: getJobStatus()

8: closeSession()

5:createResource()

3:getApplicationList()

6: submit()

: User : SchedulerService : FactoryService

: GridService

Fig. 2. The Sequence diagram for an user job submission

Table 1. The PortType of Services

The PortType of Grid Scheduler

PortType Description

1 openSession open a session for user

2 closeSession close the user session

search the application in the Grid Resource.
3 findApplication If there are more than one available Grid Resource,

we use MDS information to select the best
resource for user

4 scheduler submit the application to Grid Factory
5 getJobStatus return the job execution status

The PortType of Factory Service

PortType Description

1 getApplicationList return a list to client

2 createResource create resource for client

3 addApplication add Job Description

4 modifyApplication modify Job Description

5 deleteApplication delete Job Description

The PortType of Grid Service

PortType Description

1 submit invoke operation submit of resource to submit the job
to GRAM

2 stop stop the job execution

3 getJobStatus get job status from resource
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3.3 MDS and Scheduling

As mentioned, we know that the Globus Monitoring and Discovery System
(MDS) is a collection of Web services to monitor and discover the resources
and services available in a grid. MDS gathers information about resources. This
information includes : static information, such as the number of CPUs, clock
speed, amount of physical memory, virtual memory, and available disk space,
and dynamic information, such as the number of CPUs available, the number of
jobs in the queue waiting to be executed, and current resource utilization [15].
The information can be queried via XPath [19].

In the Grid Scheduler, we implement a simple scheduling algorithm. When the
Grid Scheduler finds that there are more than one available Grid Resource for
the user, it compares the number of available CPUs of each Grid Resource. The
Grid Scheduler selects the resource which has the most available CPUs. If the
number of available CPUs is similar, the Grid Scheduler calculates the value of
Waitingjobs/TotalCPUs for each Grid Resource. Waitingjobs is the number
of jobs waiting in the local job queue, and TotalCPUs is the number of CPUs
on each Grid Resource. The resource which has the smallest value is selected.
The scheduling algorithm more complex will be considered in the future.

3.4 Security

In any networked environment, security is a paramount concern. GSI is the GT4
component that addresses all security requirements and allows privacy, integrity,
and replay protection for grid communication [20]. GT4 provides command-
line tools to generate certificate requests that can be mailed out to the CA for
verification and signing. Once signed, the CA returns the signed document to
identify the entity for which the request was generated. Up to this point, the
certificates for the Client and the Web Service container (host certificate) are
obtained. As for how to associate Client certificate DNs to local user accounts,
Grid map files are to serve, and Globus tools perform the mapping of DNs to
user accounts by using the grid map file. Once the Client is authenticated by
Web Service container, it can send request to these services.

4 Evaluation

The most important aspect for the job submission is the turn-around time.
Turn-around time is the time from a job being accepted by the Grid Scheduler
or Factory Service till the completion (i.e. the job has reached the done state).
The turn-around time is measured in 2 cases:

– An application is added dynamically in a Grid Resource
– The Factory Service and Grid Service are used directly to submit a job

without the Grid Scheduler
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4.1 Dynamic Deployment Experiments

As discussed in Section 3, the application can be added dynamically in the sys-
tem. Thus at first the performance of dynamic deployment is measured. The ex-
perimental setup is as follows. The Factory Service and Grid Service are deployed
and tested at two Condor clusters: a cluster named C1 with three servers, an
other cluster named C2 with two servers. Each server has 2 Pentium 4 3.20GHz
with 1 GB RAM. The Grid Scheduler is installed in a PC powered by Pentium
4 3.00GHz with 512 MB RAM. All the machines are connected by 100 Mb Eth-
ernet. GT 4 is installed in the central manager of Condor pool, and Scheduler
Adapters are configured to support the job submission into the Condor pool.

From a laptop, the user submits 30 jobs to the Grid Scheduler and the in-
terval of submission is 30 seconds. In the user’s opinion, a job is a sequence of
openSession, findApplication, scheduler, getJobStatus and closeSession. At the
beginning, the application which the user needs is deployed on C1. The appli-
cation is a simple C program. It waits 5 minutes and then returns. In order
to execute the application in the standard universe, condor compile must be
used to relink the application with the Condor libraries [21]. After the user has
submitted 8 jobs, the local administrator of C2 runs AdminTool to add the
application in C2. For comparisons, the user submits 30 jobs once again. The
difference with the first time is there is not a dynamic deployment.

Fig. 3(a) shows that the turn-around time of followed jobs dropped down when
the application is added in C2 (after eighth job). Because the Grid Scheduler
detects the modification of applications list in C2 and it can submit the user
job to C2. Thus the ninth job does not wait to be submitted to C1, instead it
is submitted to C2 and is executed immediately. Since the system MDS takes
time to gather resource information, the Grid Scheduler uses the information
a little delayed to schedule the jobs. When the fifteenth job is submitted, the
Grid Scheduler submits continually the job to C2, because the Grid Scheduler
thinks that there are still some free CPUs in C2. This is the reason why the
turn-around time of the fifteenth job is a little longer. After the submission of
the fifteenth job, the turn-around time of followed jobs in the case of dynamic
deployment is much more dropped than in the case of the absence of dynamic
deployment because of the distribution of job on two clusters.

4.2 Grid Resource Experiments

The Grid Resource is the Computing Resource where the Factory Service and
Grid Service, called User Service, are deployed. Globus provides a standard inter-
face for communicating with Condor using a standard message format. Similarly
the User Service is deployed on Globus to provide a uniform interface for the
job submission. Jobs are submitted separately to the User Service and Globus
in order to evaluate the performance of the User Service.

In these experiments, the application used is a simple MPI program (in C). It
calculates parallel the value of Pi using numerical integration in two machines.
In order to execute the application in the MPI universe in Condor, the program
to be submitted for execution under Condor will be compiled using mpicc [22].
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Fig. 3. (a) The performance of submission with meta-scheduler; (b) The comparison
of submission among the User Service (Factory Service and Grid Service) and Globus

All the experiments are done on C2. In order to execute parallel applications,
MPICH (version 1.2.4) [23] is installed on each server of C2. From a laptop, a
program submits separately 10, 30 and 50 jobs to local User Service with interval
of submission of 5 seconds. Then the Globus command “globusrun−ws” is used to
submit jobs. The command submits also 10, 30 and 50 jobs with the same interval.

Fig. 3(b) shows the result. It is shown that the average turn-around time of
User Service is a little longer than the time of “globusrun−ws”, except the case
of 30 jobs. The performances of the two infrastructures are very close.

5 Conclusion and Future Work

The framework for dynamic deployment of scientific applications into grid envi-
ronment has been described. The framework addresses dynamic applications
deployment. The local administrator can dynamically put some applications
available or unavailable on the Grid Resource without stopping the execution of
the Globus Toolkit Java Web Services container. A Grid Scheduler has been inte-
grated in the framework, which can realize simple job scheduling, select the best
Grid Resource to submit jobs for the users. The performance of the framework
has been evaluated by some experiments. All the components in the framework
are realized in the standard of Web Service, so the other meta-schedulers or
clients can interact with the components in a standard way.

We plan to complete the Grid Scheduler to realize more complex scheduling
algorithm and to integrate the workflow. The Grid Scheduler is a Web Service.
The interaction between the Grid Scheduler or between a Grid Scheduler and
the other meta-scheduler can be realized in the standard of Web service. So
we would like to create a hierarchy of meta-scheduler to realize a distributed
scheduling.

The rescheduling mechanism in the Grid Scheduler should be implemented in
the future work. The mechanism ensures the execution of jobs, even if requested
applications in some containers are removed dynamically or a container in the
Grid breaks down.
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Abstract. Many grid architectures have been developed since the first proto-
grid systems in the early 70’s, but there are not so many based on groups using 
an efficient node neighbor selection. This paper proposes a grid architecture 
based on groups. The architecture organizes logical connections between nodes 
from different groups of nodes allowing sharing resources, data or computing 
time between groups. Connections are used to find and share available re-
sources from other groups and they are established based on node’s available 
capacity. Suitable nodes have higher roles in the architecture and their function 
is to organize connections based on a node selection process. Nodes’ logical 
connections topology changes depending on some dynamic parameters. The ar-
chitecture is scalable and fault-tolerant. We describe the protocol, its manage-
ment and real measurements. It could be used as an intergrid protocol.  

Keywords: Grid architecture, group-based logical network, neighbor selection, 
peer-to-peer network, intergrid protocol. 

1   Introduction 

Grid computing provides always-online computer services to users. It reduces signifi-
cantly computation time on complex problems. A grid is a system that is concerned 
with the integration, virtualization and management of services and resources in a 
distributed and heterogeneous environment. It supports collections of users and re-
sources across traditional administrative and organizational domains that are able to 
manage and run some processes to carry out an objective [1]. It enables the integrated 
and collaborative use of high-end computers, networks, databases and scientific in-
struments, owned and managed by multiple organizations, giving coordinated re-
source-sharing and problem-solving capabilities to its users. 

There are many projects around the world working on developing grids for differ-
ent purposes at different scales from the academic research communities, from the 
industry and from government-sponsored infrastructure projects. Grid computing was 
primarily used to support scientific research into large problems concerning weather, 
astronomy, and medicine, but the number of potential applications seems to grow 
every year, because of the increasing corporate interest in turning the technology into 
business. New applications are based on protocols developed for specific purposes 
such as the parallel filesystem [2], data storage systems [3], data replication and re-
trieval systems [4] and data processing systems [5]. 

The paper is structured as follows. Section 2 examines some Grids architectures, 
works related with our proposal such as neighbor selection, hierarchical architectures 
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and architectures based on groups, and explains our motivation. There is a description 
of our architecture proposal in section 3. Analytical model for some types of topolo-
gies of nodes used in our architecture and our analysis is explained in section 4. The 
protocol operation, recovery algorithms and designed messages are shown in section 
5. Section 6 shows the performance operation when the architecture is running. Fi-
nally, section 7 gives our conclusions and future works. 

2   Previous Works and Motivation 

In this section we will relate several known grids architectures, we will describe sev-
eral strategies to establish connections between nodes and, finally, we will explain 
several works where nodes are divided into groups. It will give the lecturer the state 
of the art related with our architecture, because it establishes connections between the 
more suitable nodes from different groups. 

Condor Project was born to take advantage of the idle time of the computers in the 
network. It is a high-throughput distributed batch computing system. Condor is based 
on a centralized architecture where users submit their jobs, and it chooses when and 
where to run them based upon a policy, monitors their progress, and finally informs 
the user upon completion. The NorduGrid project’s primary goal is to meet the re-
quirements of production tasks of LHC (Large Hydron Collider) experiments. The 
NorduGrid topology is decentralized, avoiding a single point of failure. It is a light-
weight, non-invasive and dynamic one, while robust and scalable, capable of meeting 
most challenging tasks of High Energy Physics. These infrastructures use a software 
platform to organize and run the jobs. Although Globus ToolkitTM is one of the most 
used, there are others such as Netsolve, Nimrod and AliEn. These production envi-
ronments implement virtual topologies in distributed ways were nodes establish con-
nections, to become neighbors, as needed to coordinate resources and services.  

Throughout the years different types of strategies for neighbors’ selection have 
been developed. Simon et al., in [6], proposed a genetic-algorithm-based neighbor-
selection strategy for hybrid peer-to-peer networks, which enhances the decision 
process performed at the tracker for transfer coordination increasing content availabil-
ity to the clients from their immediate neighbors. There are proposals where nodes’ 
connections are based on the underlying network, such as Plethora [7] or on their 
geographic location such as the one described by K. Liu et al. in [8]. Others systems, 
such as the one presented by X. Zhichen in [9], locate nodes in the topology taking 
into account that are possibly close to a given node, and then perform RTT measure-
ments to identify the actual closest node.  

There are several works in the literature where nodes are divided into groups and 
connections are established between nodes from different groups, but all of them are 
developed to solve specific issues. To the extent of our knowledge, there is not any 
previous interconnection system to structure connections between groups of nodes 
like the one that will be presented in this paper. A. Wierzbicki et al. presented Rhu-
barb [10]. It organizes nodes in a virtual network, allowing connections across fire-
walls/NAT, and efficient broadcasting. The system uses a proxy coordinator. When a 
node from outside the network wishes to communicate with a node that is inside, it 
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sends a connection request to the proxy coordinator, who forwards the request to the 
node inside the network. Rhubarb uses a three-level hierarchy of groups, may be suf-
ficient to support a million nodes, but when there are several millions of nodes in the 
network it could not be enough, so it suffers from scalability problems. On the other 
hand, all nodes need to know the IP of the proxy coordinator nodes to establish con-
nections with nodes from other virtual networks. Z. Xiang et al. presented a Peer-to-
Peer Based Multimedia Distribution Service [11]. It proposes a topology-aware over-
lay in which nearby peers self-organize into application groups. End hosts within the 
same group have similar network conditions and can easily collaborate with each 
other to achieve QoS awareness. When a node in this architecture wants to communi-
cate with a node from other group, the information is routed through several groups 
until it arrives to the destination. There are some hierarchical architectures were nodes 
are structured hierarchically and parts of the tree are grouped into groups such as the 
one presented by Liu Hongjun et al. in [12]. The information has to be routed through 
the hierarchy to achieve nodes from other groups, so all layers of the hierarchy could 
be overloaded in case of having many data to be transferred. On the other hand, in 
case of many groups, the hierarchical structure could become unstructured because 
there could be many connections establishments between nodes from different groups 
placed on different layers of the hierarchy.  

Grids architectures could be deployed different according to the necessities of the 
final purpose. Let’s suppose we need to organize the grid into groups in order to proc-
ess parts of an application in parallel, but in certain moments, nodes from a group 
need some resources, data or computation time from other groups. All architectures 
previously shown don’t solve that problem efficiently, because in the case of central-
ized architectures, such as Condor project, the server will have many logical connec-
tions at the same time to distribute jobs, so it will need many resources. On the other 
hand, there is a central point of failure and a bottleneck. In the case of fully distrib-
uted architectures, the control system use to be very difficult to be implemented and it 
needs much time to process tasks because of the time needed to reach far nodes. It 
decreases the performance of the whole system. To address this problem, we propose 
an architecture based on groups where nodes work in their group as in a regular grid, 
but they can reach all other groups, if needed, in one hop, diminishing the time to 
reach resources, data or computing from other groups enhancing the performance of 
the whole system.  

3   Architecture Outline 

We propose to split the grid network in groups of nodes. Nodes can reach all nodes in 
their group to coordinate and sharing resources and services and some of them will 
have logical connections (from now we will call just connections) with nodes from 
other groups based on some parameters defined later. A node will collaborate with 
nodes from its group as a small network and when a node (or the group of nodes) 
needs data, resources or computing time from another group, one of them requests it 
to the other group. The reply is sent to the requesting node, and in case of data, it can 
share it acting as a cache for its group.  
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Nodes in the proposed architecture could be a regular node or could have one or 
several of the following roles (a node could run all them simultaneously, depending 
on its functionality in the group): (i) Distribution role node (DN): A DN will have a 
connection with one node (becoming adjacent) from each other groups as a hub-and-
spoke. The number of connections to other groups can be limited by several parame-
ters described later. Connections are used to send searches for resources, data or com-
puting time between groups. (ii) Area controller role node (AC): ACs organize DNs 
in zones to have an scalable architecture. They are able to reach a GC in its group and 
to choose the best DN in their area. (iii) Group controller role node (GC): It could be 
one or several in each group, depending on the number of DNs in the group. GCs 
have connections with GCs from other groups. A GC has AC functionalities too, so it 
has connections with ACs from its group. Both ACs and GCs have DN functional-
ities. GC organizes nodes in its group and adjacencies between DNs from different 
groups. From now, we will not consider regular nodes because the proposed architec-
ture works without these leaf nodes, but regular nodes will know how to reach a DN 
in its grid (it could be announced as a service in the grid protocol).  

Figure 1 show a topology example. The network topology of each group could be 
different, but all nodes in the topology run the same application layer protocol. 

When a node joins a group it acquires a unique node identifier (nodeID). The first 
node in a group will have nodeID=0x01, and it will assign nodeIDs sequentially to new 
ones. All nodes in a group have the same groupID. We define δ as the node promotion 
parameter. It depends on node’s bandwidth and its nodeID. It is used to know which 
node is the best one to have higher role. Nodes with higher bandwidth and older (lower 
nodeID) are preferred to promote. Every β DNs, the DN with higher δ in the group will 
start AC role and it will create a new area. Every α ACs, the AC with higher δ will 
start GC role. α and β values depend on the number of nodes in the group and the 
network topology of the group and they will be discussed in the analytical model sec-
tion (next section). We define λ as the node capacity. It determines the best node to 
have an adjacency with. It depends on node’s bandwidth, its number of available con-
nections, its maximum number of connections and its % of available load.  

We have chosen Short Path First (SPF) algorithm to route information between 
GCs and between ACs using a two-level SPF-Based System such as the one described 
by some authors of this paper in [13]. It is fast and allows sending fast searches to 
find DN adjacencies, but it can be changed by other routing protocol depending on the 
networks’ features. GCs route information using groupID parameter and ACs route 
information using nodeID parameter. Link cost (C) between nodes is based on node’s 
capacity. The more the node’s capacity is, the lower its cost is. Every GC or AC runs 
SPF algorithm locally and selects the best path to a destination node based on a met-
ric. The metric is based on the number of hops to a destination and the link cost of 
those nodes involved in the path. Experiments given in [14] show that a database 
having 104 external updates from other GCs will consume 640 Kbytes of memory. 
Table 1 summarizes all parameters described. Expressions proposed in table 1 for δ, 
λ, C and Metric are based on proves and simulations used for Multimedia Networks 
[15]. We estimate they fit our architecture proposal requirements.  
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Fig. 1. Architecture organization 

Table 1. Parameters summary 

Description Symbol Expression 
Node identifier nodeID - 
Group identifier groupID - 
Parameter to promote a new AC β - 
Parameter to promote a new GC α - 
Maximum number of Connections Max_Con - 
Available number of Connections Available_Con - 
Constants used to adjust the weigh of 
some parameters in the expressions 
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4   Analytical Model and Analysis 

In this section we are going to describe the architecture analytically in terms of group 
of nodes and we will suppose several types of logical topologies for all groups. It 
allows us to know how many connections will be in our proposal using each one of 
the logical topologies implemented to validate our model. 

Given G = (V, λ, E) a network of nodes, where V is a set of DNs (ACs and GCs are 
DNs too), λ is a set of capacities (λ(i) is the i-DN capacity and λ(i)≠0 ∀ i-DN) and E 
is a set of connections between DNs. Let k be a finite number of disjoint subsets of V. 
Vk is the subset k and V= ∪ (Vk). Given a DNki (i-th DN from the k subset), it will not 
have any connection with DNs from the same subset (eki-kj=0 ∀ Vk). Every DNvki has 
a connection with one DNri from other subset (r≠k). Let’s suppose n=|V| and k the 
number of subsets of V, then we obtain equation 1. 
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Every Vk has regular nodes and DNs (GCs and ACs are DNs too). So, nodes of 
every group are the sum of all of them. Now we can describe the whole network as a 
sum of regular nodes and DNs by expression 2. 
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Regular nodes will be the interior nodes of the topology and DNs will be edge 
nodes. There are several known laws where the number of interior nodes is related to 
the edge nodes. 

M. Faloutsos et al. show in [16] that many networks could be modelled following 
several mathematical models. It also shows that the power law fit the real data in 
correlation coefficients of 96% in Internet. Based on power law we can find Zipf’s 
law, which states that few nodes have many connections while there are many nodes 
with few connections. B. A. Huberman and L. A. Adamic in [17] proposed the Zipf’s 
law for Internet and Z. Ge et al. proposed Zipf’s law for Gnutella and Napster net-
works in [18]. The mathematical expression for power law that relates edge nodes 
with interior nodes, and adapted to our case, is given in expression 3. 
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Where nDN is the number of edge nodes, nregular is the number of interior nodes and 
R varies as a function of the network where it is applied. In the case of Internet it has 
been varying along the years having -0.81, -0.82 and -0.74 values. 

György Hermann introduced another mathematical model in [19]. It proposes, us-
ing D. J. Watts and H. S. Strogatz networks model [20], where network connections 
are established based on efficiency, stability and safety properties. Expression 4 gives 
their proposed relationship. 

)ln( regularregularDNregular nncnnc ⋅⋅≤≤⋅  (4) 

Where nDN is the number of edge nodes, nregular is the number of interior nodes and 
c is a constant which value depends on the network model 

In [13], the same authors of this paper propose different relationship between regu-
lar nodes and distribution nodes for partially centralized P2P networks. If we are 
talking about an hybrid P2P network, the number of edge nodes could be equal to the 
number of regular nodes, but in case of a superpeer P2P network, it is needed a distri-
bution node every 96 regular nodes. Expression 5 summarized these values. 

nDN= 
regularn                in case of a hybrid P2P network 

 

96
regularn              in case of a superpeer P2P network 

(5) 

Figure 2 shows the number of nodes in a group as a function of the number of 
regular nodes in a group of the proposed architecture. The hybrid P2P network is the 
same case of minimum value of the Hermann model (Hermann_min).  
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Fig. 2. Number of nodes in a group as a function of the regular nodes 

Using Herman maximum value (Hermann_max), we need many nodes in the 
group, so there will be many DNs. On the other hand, the one that will need less DNs 
in the group will be topologies such as the superpeer P2P network  

5   Protocol Operation 

First node in the network starts with groupID=0x01 and nodeID=0x01 and has all 
roles in its group. Next new nodes in that group enter as DNs and will acquire roles as 
a function of their δ. In order to join new groups to the architecture, the GC of the 
new group must to send a “GG discovery” message, with its groupID, to GCs from 
other groups known in advance or by bootstrapping [21] (a groupID value of 0xFF 
indicates the architecture must assign next available groupID value, and if the new 
GC has a groupID value that is used, it will be invited to change the groupID indicat-
ing next groupID available). If there is not any reply in a certain period of time, it will 
begin the process again. GCs from other groups reply this message with their net-
workID and their λ parameter in the “GC discovery ACK” message. It chooses GCs 
with higher λ and sends them a “GC connect” message. Then, they reply with a “GC 
welcome” message indicating that it has joined the architecture. After that, it sends 
them its neighbor list using “GCDB” message. Its neighbors add this entry to their 
topological database and recalculate routes using SPF algorithm. When they finish, 
they will send their database to the new GC to build its database. Next database mes-
sages will be updates only. Finally, it will send them “keepalive GC” messages peri-
odically to indicate that it is still alive. If a GC does not receive a “GC keepalive” 
message from a neighbor for a holdtime, it will erase this entry from its database. 

New joining nodes in a group will be DNs. A DN sends a “D discovery” message 
to ACs previously known or by bootstrapping. Only ACs of its group will reply using 
“D discovery ACK” messages with their groupID and λ. DN will choose the AC with 
higher λ and it will send it a “D connect” message. AC will reply a “Welcome D” 
message with assigned nodeID. Then, it will add DN’s entry to its access table (the 
owner is the AC of an area and it is formed by all DNs in that area). Finally, DN will 
send it “Keepalive D” messages periodically. If the AC does not receive a “Keepalive 
D” message from a DN for a holdtime, it will erase this entry from its table. Next, DN 
has to establish an adjacency with DNs from other groups, so it will send a “DDB 
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request” message to the AC in its zone. This message contains sender’s groupID, 
sender’s nodeID and its network layer address and the destination groupID (0x00 in 
case of “all groups”). Then, AC routes it to the GC in its group. GC will send this 
request to all GCs from other groups in its distribution table (GCs’ distribution table 
is formed by all GCs the owner can reach). When a GC receives this message from 
other group, it will send a “Find DN” message to ACs in its group in order to find the 
DN with highest λ in the group. Every request has a unique sequence number to avoid 
route loops in the group. ACs will reply with their 2 DNs with highest λ using the 
message “Found DN”. GC waits replies for a certain period of time. It chooses 2 
highest λ DNs and sends them a “Elected DN” message. The highest one will be the 
preferred; the second one will act as a backup. This message contains the nodeID and 
the requesting DN’s network layer address. When these DNs receive that message, 
they will send a “DD connect” message to connect with the DN from the other group. 
Next, they send a “D elected ACK” message to the GC in its group to indicate a con-
nection has established with other group DN. If GC does not receive this message for 
a hold time, it will send a new message to the next DN with highest λ. This process 
will be repeated until GC receives both confirmations. When the requesting DN from 
other group receives these connection messages, it will add DN with highest λ as its 
first neighbor and the second one as the backup. Then, it replies these connection 
messages to acknowledge the connection using the “DD welcome” message. If the 
requesting DN does not receive any connection from other DN for a holdtime, it will 
send a requesting message again. Finally, both DN will send “keepalive DD” mes-
sages periodically. If a DN does not receive a “keepalive DD” message from the other 
DN for a holdtime, it will erase this entry from its DN’s distribution table (it is formed 
by all neighbor DNs from other groups).  

When a GC receives a new groupID in a “GC connect” or in a “GCDB” message, 
it will send a “New group” message to all ACs in its group with a sequence number to 
avoid route loops. Then, ACs will forward this message to all DNs in their zone. Sub-
sequently, DNs will begin the process to request DNs from the new group.  

When a GC sees there are β more ACs in its group, it will send a “GC conversion” 
message to the AC with highest δ in its AC distribution table (ACs’ distribution table 
is formed by all ACs in the group). Highest δ AC will send a “change level” to its 
neighbors to inform them it has changed its level and it will begin the process of au-
thenticating with other GCs.  

When the oldest GC sees there are β more DNs in its group, it will send an “AC 
request” message to all ACs to request a new AC. All ACs will reply an “AC reply” 
message with the nodeIDs of the first and the second DNs with highest δ in its group. 
GC will process all replies and will choose 2 DNs with highest δ from the whole 
group. Then, it will send an “AC conversion” message to the first DN with highest δ. 
This message will be routed to the chosen DN. This DN will become an AC and will 
send an “AC disconnection” message to its AC. If GC does not receive changes in 
ACs’ distribution table for a hold time, it will send a new “AC request” message to 
the second DN with highest δ. If this time it fails again, it will begin the process, but 
avoiding those DNs. New ACs must authenticate with ACs in their group. It can es-
tablish its first connections with any AC known in advance or by bootstrapping [21]. 
First, it sends an “AC discovery” message with its groupID. Only ACs with the same 
groupID will reply with their λ. New AC will wait for a hold time and will choose 



598 J. Lloret et al. 

ACs with highest λ. If there is no reply, new AC will send an “AC discovery” mes-
sage again. Then, new AC will send an “AC connect” message to the chosen ACs. 
They will reply with a “Welcome AC” message indicating it is connected to the archi-
tecture and they will become its neighbors. New AC will send its neighbor list using 
“AC neighbors” message to all of them to update their AC distribution database and 
all of them will recalculate new routes using SPF algorithm and the metric aforemen-
tioned. Then, they send their database to the new AC using “ACDB” in order to build 
its ACs’ distribution database. Next times it will only receive updates. New AC will 
send “AC keepalive” messages to its neighbors periodically. If it is not received from 
a neighbor for a holdtime, it will erase this entry from its database. 

5.1   Recovery Algorithms 

Every GC sends its backup information to the highest δ AC in the group periodically. 
When a GC leaves the architecture voluntarily, it will send a “Failed GC” message to 
the highest δ AC announcing it. The highest δ AC becomes a GC and acknowledges 
with a “Failed GC ACK” message. Then, GC leaves the architecture sending a “GC 
disconnect” message to its neighbors. If that GC does not receive the acknowledge-
ment, it will begin the process with the second highest δ AC. Next, new GC sends a 
“Change level” message to its neighbors to advertise it has changed its level. It will 
try to have the same neighbors as the old one using the backup data. Then, it will 
begin its functionalities as a new GC. When a GC fails, it will be detected by its AC 
neighbors because the lack of “AC keepalive” messages for a holdtime. First AC 
detects this failure, updates its ACs’ database and propagates it through the group 
using “ACDB” messages. When the highest δ AC receives this update, it will use the 
backup information and it will become GC. 

Every AC has a table with all DNs in its area and information related with its AC 
neighbor closest to the GC. They will use this table to know their δ and λ. DN with 
highest δ will be the AC backup DN and it will receive AC backup data from its AC by 
incremental updates using “Backup AC” messages. This information is used in case of 
AC failure. AC sends “AC keepalive” messages to the backup DN periodically. When 
an AC leaves the architecture, it will send a “Failed AC” message to its closest GC 
with information about its backup DN. The GC will reply it with the “Failed O1 ACK” 
message, and then, AC will send an “AC disconnect” message to its neighbors and it 
will leave the architecture. Next, GC, using the received backup data, chooses the 
highest δ DN in the group (as it has been explained before) and sends it an “AC con-
version” message. New AC will send a “DN disconnection” message to its AC, and 
then, it will connect with the backup DN to have the backup data and become an AC. 
Then, new AC sends a “Keepalive D” message to all DNs in its zone. If the GC does 
not receive changes for a hold time, it will send a new request message to the second 
DN with highest δ. If the backup DN does not receive this message for a hold time, it 
will become the new AC. When an AC fails, backup DN can check it because the lack 
of “keepalive D” messages for a holdtime. If it happens, backup DN sends a “Failed 
AC” message to the failed AC neighbor. It will be the helper AC to help the failed AC 
substitution. Helper AC will forward the “Failed AC” message to its closest GC to 
request a new AC. Then, the process will begin as it has been explained before.  

When a DN leaves the architecture voluntarily, it will send a “DN disconnect” 
message to the AC in its zone and to all its adjacent DNs from other groups. They will 
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delete this entry from its DN’s distribution database and adjacent DNs will substitute 
it with a new DN for that group as explained before. When a DN fails down, AC and 
adjacent DNs will check it because they do not receive a “keepalive D” message for a 
hold time. Then, AC will delete this entry from its access table and adjacent DNs will 
delete this entry from its DNs’ distribution database and they will request a new DN. 

5.2   Protocol Messages 

We have designed and developed 46 messages for the architecture operation. We have 
considered that networkID, nodeID, λ and δ parameters use 32 bits, so we can classify 
them in 40 fixed size messages and 6 messages which size depends on the number of 
neighbors, the size of the topological database or the backup information. Longer mes-
sages are the ones that contain the topological database and the backup information. 
First time, both messages send the whole information, next times only updates are sent. 

6   Performance Evaluation 

To evaluate the performance of our proposal under real constraints, we have devel-
oped a desktop application using Java programming to run and test the proposed ar-
chitecture and its protocol. It allows the node to run DN, AC and GC roles, as it is 
described previously, to work the architecture properly. The application let us choose 
the group connected to and we can vary some parameters such as k1, k2, k3, Max_Con, 
upstream and downstream bandwidth, keepalive time, timers and so on. 

6.1   Testbed 

We have used 42 computers (AMD Athlon™ XP 1700+, 1.47 GHz, 480 MB RAM) 
with Windows XP Professional Operative System. They were connected to several 
Cisco Catalyst 2950T-24 Switches over 100BaseT links. The implemented scenario 
has 3 groups interconnected. All these groups have only one GC (which is also an 
AC). First group has 12 DNs, second group has 13 DNs and the third group has 17 
DNs. In order to take measurements from the scenario, we have connected every 
group to a switch and all Switches were connected to a switch as a star topology. GCs 
are connected physically to the central switch, although they pertain to their group. 
One port of the central switch was configured in a monitor mode (receives the same 
frames as all other ports), to be able to capture data using a sniffer application. We 
began to take measurements before we started the GC from the first group, 10 seconds 
later we started the GC from the second group, 10 seconds later we started the GC 
from the third group, 10 seconds later we began to start all DNs from the first group, 
10 seconds later, we started all DNSs from the second group and finally, 10 seconds 
later, all DNs from the third group. 

6.2   Measurement Results 

We have used the testbed in 2 cases with different values for keepalive time (20 vs 30 
sec.) and timer (4 vs 10 sec.) to evaluate the performance of the system.  

Figure 7 a) shows the bandwidth consumed in the testbed for the first case. The 
number of Bps (Bytes per sec.) oscillates from 4,000 to 8,000 Bps when the network 
has converged. Peaks because of keepalive messages are not so significant in this 
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case. Figure 7 b) shows the number of messages per sec. in the network when the 
architecture is running using values of the first case. There are peaks every 20 sec. 
starting from a 70 sec. approximately because discovery messages and keepalive 
messages (every 20 sec.), between DNs and the GC, are added. Figure 7 c) shows the 
number of broadcasts per sec. in the scenario for first case parameter values. The 
highest peak appears around 70 sec. (when DNs from the third group were started). 

Figure 8 a) shows the bandwidth consumed in the network when the architecture is 
running using values of the second case. The number of Bps oscillates from 2,000 to 
8,000 Bps when the network has converged (the number of octets minimum is lower 
than the first case). Figure 8 b) shows the number of messages per sec. in the scenario 
for first case parameter values. There are fewer messages per sec. than in the first case 
and the minimum peaks are lower. Figure 8 c) shows the number of broadcasts per 
sec. in the testbed for the second case. When the network has converged, there is an 
average between 2 a 4 of broadcasts per sec. (less than in the first case).  
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When we increase the keepalive time, peaks values are lower and there are less bits 
per second and messages inside the network, but the time to check a node failure 
increases. We have observed that when we increase the number of groups in the net-
work, but maintaining the number of nodes constant, the number of broadcast mes-
sages is almost the same. Although the number of nodes in the architecture is in-
creased, there is not any proportion with the number of messages sent. If we cause to 
fail a DN with many connections with DNs from other groups, we can observe that 
the number of messages increased is not so significant to be seen in the graphs having 
a quick look. It is needed many DNs to have higher impact in the graphs. 

7   Conclusions 

We have presented a Grid architecture based on groups that is able to self-organize 
connections between nodes from different groups based on their available capacity. It 
is based on three types of roles for nodes of the architecture and their role is based on 
a promotion parameter. ACs organize DNs in zones to have a scalable architecture 
and help to establish DN connections routing DN information inside the group and 
choosing DNs with highest capacity. DNs have connections with DNs from other 
groups to share resources, data or computing time between groups. GCs have connec-
tions with GCs from other groups allowing groups interconnection and helping to 
organize DN connections. This design allows changing nodes’ connections based on 
the available adjacencies and load from other ASs or DNs. Once the connections are 
established, to share resources, data or computing time between groups could be done 
without using ACs and GCs because they are used only for organization purposes. We 
have chosen SPF algorithm to reduce the latency to request new DNs when there are 
DN failures or leavings. 

We have presented the analytical model and show the number of DNs in the net-
work related with the number of regular nodes for several types of topologies. We 
have described the protocol operation and the recovery algorithm when any type of 
node leaves the architecture or fails down. The protocol does not consume so much 
bandwidth. We have shown that messages with more bandwidth are the backup mes-
sages and the one which sends the topological database, so, they are maintained by 
incremental updates. Real measurements demonstrate it is a feasible architecture be-
cause of the bandwidth consumption to manage the system is low and it can be used 
as an intergrid protocol or to replicate data from a group to other groups.  

As future work, we will do some experimental results to adjust δ and λ parameters. 
On the other hand, we will test very short keepalive time and holdtime in order to 
reduce convergence times and to have a fast recovery algorithm for critical systems. 
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Abstract. With the rapid development of technologies related to Ubiquitous 
Sensor Network (USN), sensors are being utilized in various application areas. 
In general, a sensor has a low computing capacity and power and keeps sending 
data to the central server. In this environment, uncertain data can be stored in 
the central server due to delayed transmission or other reasons and make query 
processing produce wrong results. Thus, this paper examines how to process 
uncertain data in ubiquitous sensor networks and suggests an efficient index, 
called UR-tree, for uncertain data. The index reduces the cost of update by 
delaying update in uncertainty areas. In addition, it solves the problem of low 
accuracy in search resulting from update delay by delaying update only for 
specific update areas. Lastly, we analyze the performance of UR-tree and prove 
the superiority of its performance by comparing its performance with that of  
R-Tree and PTI using various datasets. 

Keywords: Ubiquitous Sensor Network (USN), Uncertain Data, Index, 
May/Must Query, Uncertainty. 

1   Introduction 

With the recent development of various sensor technologies including temperature 
sensor, RFID (Radio Frequency IDentification) and GPS (Global Positioning System) 
and wireless communication technologies such as CDMA, WiFi and WiBro, there are 
increasing interest and research in technologies related to Ubiquitous Sensor Network 
(USN) such as environment monitoring and car theft detection [1]. In particular, 
research is being made actively for efficient query processing in devices with low 
computing capacity and power like sensor nodes composing USN [2,4]. 

In general, data sensed by each sensor node on USN are stored into the central 
server (or an external server) for efficient search. For this, data have to be transmitted 
from a sensor node to the central server at a high cost. The cost of data update can be 
saved by reducing the number of times of data update through delaying update. 
Because of random errors caused by inadequacy in measuring methods such as update 
delay and systematic errors in data, data sensed by a sensor node may have 
uncertainty. In addition, due to the uncertainty of sensed data, query processing may 
produce wrong results [1,10]. 

Thus, this paper examines how to process uncertain data in USN. Moreover, we 
propose Uncertainty R-tree (UR-tree), which is an index for uncertain data that can 



604 D.-O. Kim et al. 

reduce the cost of update in consideration of the uncertainty on sensed data. UR-tree 
can index data sensed by each sensor node using uncertainty areas. 

An uncertainty area is an area(i.e., rectangle around sensed data) where 
uncertainty is likely to exist. Figure 1 shows sensed data and uncertainty areas used in 
UR-tree. Figure 1(a) shows data, called N1,…,N5, sensed by humidity and temperature 
sensors and query window q. Figure 1(b) shows the uncertainty areas which are 
represented by shaded rectangles around the sensed data and query window q. 

 

Fig. 1. Sensed data and uncertainty areas 

UR-tree can reduce the cost of update by delaying update in uncertainty areas. 
However, if update is delayed in uncertainty areas, the accuracy of search may go 
down. That is, there can be case that should not be included in search as in Figure 1(a) 
but is included when uncertainty areas are considered as in Figure 1(b). To solve this 
problem, UR-tree delays update only for specific domains, preventing the low 
accuracy of search.  

This paper is organized as follows. Chapter 2 explains how to process uncertain 
data based on related researches. Chapter 3 presents the index structure of UR-tree 
and relevant algorithms. Chapter 4 analyzes the performance of UR-tree and proves 
the superiority of its performance. Lastly, Chapter 5 draws conclusions. 

2   Related Works 

Research on data processing in consideration of uncertainty began from the area of 
data modeling for expressing the location of moving objects. In addition, there have 
been researches for improving the efficiency of query processing algorithms on the 
location of moving objects and minimizing data transmission to the central server to 
reflect frequent location changes [6,10]. Particularly for objects moving within a 
limited space like cars running on the road, the uncertainty of the location of moving 
objects can be minimized and the cost of update also can be reduced by using road 
data [3]. 

With the development of USN, data are being sensed by various sensors including 
those for reporting the location of moving objects. Therefore, research has been made 
on data models, query types and query processing methods for uncertain data and on 
query processing strategies for each query type in order to deal with the uncertainty of 
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data sensed by various types of sensors. Queries on uncertain data are largely divided 
into probabilistic queries and may/must queries [1].  

A probabilistic query specifies the range and probability of specific data as query 
conditions. For example, “What are the IDs of sensors in which the probability for the 
current temperature to be over 30℃ is 50% ?” A may/must query specifies the range 
of specific data and a keyword out of may/must. For example, “What are the IDs of 
sensors in which the current temperature must (or may) be over 30� ?”In this paper, 
we used may/must queries, which are faster than probabilistic queries, for uncertain 
data. 

In addition, there have been researches on efficient algorithms for the nearest 
neighbor query of uncertain data and on efficient indexes, called PTI, for search by 
probabilistic threshold query [2]. There were also indexes for efficient search of 
uncertain data in which each data value has its probability [4] and probabilistically 
constrained regions for efficient processing of polygon-shaped uncertainty areas in 
data search [9]. Although these algorithms and indexes improved search performance 
for uncertain data, however, they did not consider update performance, which should 
be taken into account in ubiquitous sensor networks with limited resources.  

In order to improve update performance in the area of moving objects, the 
suggested index uses a secondary index for direct access to the IDs of moving objects, 
or extends MBR and delays update within the extended MBR [7]. Moreover, using 
the fact that data sensed by each sensor node in USN are very changeable but the 
variation of the value is very small for a long time, an index was suggested that 
updates only when a new value deviates from the range of average deviation [11]. 
However, these indexes were focused on update performance without considering 
uncertainty. 

Lastly, there was a research to process sensed data by expressing them as specific 
ranges because the cost of update is high if sensed data is directly stored into a cache 
for efficient search in USN, and another research was made to minimize update 
within uncertainty areas in aggregate queries [8]. Such a research improved update 
performance by considering uncertainty elements such as errors in sensed data but 
lacked consideration of indexes for improving search performance.  

3   UR-Tree 

UR-tree is an efficient index for sensor data with uncertainty, which can improve 
update performance in consideration of the uncertainty of data. This chapter describes 
the index structure of UR-tree and its search, insert and update algorithms. 

3.1   Index Structure  

USN is composed of sensor nodes. In this paper, we assume that each sensor node N 
has a unique ID and sensor R and O in charge of sensing. A sensor node with sensor 
IDi is called Ni. Data sensed by sensor R and O of sensor node Ni is (Ni.r, Ni.o), and 
the uncertainty areas of sensor R and O are (-Ur, Ur) and (-Uo, Uo), respectively. 
Here, the index entry for sensor node Ni is (Ni, (Ni.r -Ur, Ni.o -Uo), (Ni.r +Ur, Ni.o 
+Uo)). That is, sensed data is expressed as a two-dimensional point (Ni.r, Ni.o), and 
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the uncertainty area of the corresponding data is expressed as a two-dimensional 
rectangle ((Ni.r -Ur, Ni.o -Uo), (Ni.r +Ur, Ni.o +Uo)). At this point, the uncertainty 
area of sensed data is called Uncertainty Bounding Box (UBB).  

The index structure of UR-tree is similar to R-tree [5], but is distinguished in that it 
uses the uncertainty area in search and uses the update area in update to delay update. 
In UR-tree, a request for update is composed of ID of a sensor node and newly sensed 
data. A secondary index is used for fast access to the leaf node that has the 
corresponding ID. Each node in the secondary index has ID and a leaf node pointer. 
The secondary index can be implemented with a hash table or B-tree. Figure 2 shows 
examples of UR-tree and secondary index. 

Figure 2(a) shows relationships between Ui’s, which is UBB of sensor node Ni, and 
Mj’s, which is MBR of tree nodes. As shown in Figure 2(a), U1 is UBB of sensor 
node N1. M3 which contains U1 and U2 is MBR of a tree node of UR-tree. Figure 2(b) 
shows UR-tree and a secondary index for Figure 2(a). UR-tree is in the form of a tree 
structure like R-tree. In this case, the maximum number of entries that will fit in one 
node is three. The leaf node in UR-tree is composed of UBB of each sensor node. The 
secondary index of Figure 2(b) is pointing the leaf node that has the corresponding 
sensor node’s ID for fast update, delete, and select operations.  

 

Fig. 2. Examples of UR-tree and secondary index 

Figure 3 shows when and how to update data in UR-tree and reason why the 
update area is necessary to update data in UR-tree. According to Figure 3(a), if update 
is delayed in UBB, query window q1 overlaps with UBB due to the update delay 
although UBB should not be retrieved, and query window q2 does not overlap with 
UBB although UBB should be retrieved. For this reason, update delay can lower the 
accuracy of search.  

Accordingly, in order to enhance the accuracy of search, UBB has the update area to 
restrict update delay. The update area exists inside UBB and is defined to prevent data 
update. In UR-tree, if sensed data does not deviate from the update area, the index is not 
updated, and if the sensed data deviates from the update area, UBB is restructured. In 
addition, if UBB deviates from the MBR of the index node, the index is restructured. In 
Figure 3(b) where an update area is defined, UBB is restructured and, as a result, query  
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Fig. 3. Data update in UR-tree 

window q1 does not overlap with UBB and query window q2 overlaps with UBB. The 
update area results in tradeoff between update performance affected by update delay in 
uncertainty areas and search accuracy affected by frequent updates. 

3.2   Search Algorithm  

UR-tree supports ID-based search and window-based search. Window-based search can 
use the may/must keyword. Figure 4 shows the ID-based search algorithm of UR-tree. 

 

Fig. 4. ID-based search algorithm 

In Figure 4, the ID-based search algorithm finds the corresponding node with id 
directly using the secondary index. If sinode isn’t NULL, the node that contains ubb, 
which is sinode.objpt, is returned. In this way, the use of the secondary index enables 
fast access to a node of specific ID, so it improves performance in ID-based search or 
update but raises overhead in insert because of the secondary index.  

Figure 5 shows the window-based search algorithm of UR-tree. In Figure 5, the 
window-based search algorithm checks if the corresponding node is contained in or 
overlaps with the window area. In case it is contained in the window area, the objects 
of all child nodes of the corresponding node are added to the search results. In case it 
overlaps with the window area, if it is not a leaf node Search_Window() is executed 
recursively, and if it is a leaf node the algorithm is processed differently according to 
keyword. If keyword is “MAY” and its child nodes are overlapped with the window 
area, the child nodes are added to the search results. If keyword is “MUST” and its 
child nodes are contained in the window area, the child nodes are added to the search 
results. Lastly, the search results are returned.  
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Fig. 5. Window-based search algorithm 

3.3   Insert Algorithm  

In UR-tree, the insert algorithm is executed when a value sensed by the sensor node 
of the corresponding ID is inserted for the first time. Figure 6 shows the insert 
algorithm of UR-tree. In Figure 6, the insert algorithm checks if the corresponding ID 
is in the secondary index or a new one. Then, it creates structure ubb using 
MakeUBB() to store the uncertainty area with the ID and the sensed data. In addition, 
it finds a node to insert ubb using Findleaf(). Lastly, if the degree of the 
corresponding node is the same as the number of child nodes, the algorithm splits the 
corresponding node, or inserts ubb into the corresponding node.  

Figure 7 is function Findleaf() used in the insert algorithm. In Figure 7, Findleaf() 
assigns the child node that contains ubb among the child nodes of node to tnode. If 
tnode is NULL, among the child nodes of node, the child node with the smallest MBR 
 

 

Fig. 6. Insert algorithm 
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Fig. 7. Findleaf() function 

containing ubb is assigned to tnode. Finally if tnode is a leaf node, tnode is returned, 
or tnode is assigned to node and the loop is executed again. 

3.4   Update Algorithm 

In UR-tree, the update algorithm does not make the index updated if sensed data does 
not deviate from the update area. However, if the sensed data deviates from the 
update area, UBB is restructured and, if UBB deviates from the MBR of the index 
node, the index is restructured. Figure 8 shows the update algorithm of UR-tree.  

 

Fig. 8. Update algorithm 

In Figure 8, the update algorithm finds the node of the corresponding ID using 
Search(). Then, if the sensed data is contained in the update area of the corresponding 
node, update is finished. If not, uncertainty area ubb is created by MakeUBB() using 
the ID and sensed data. Besides, after update, it is checked whether the MBR of the 
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node changes or not, and if the MBR does not change only ubb is updated and if it 
does the corresponding node is deleted and inserted again. 

4   Performance Evaluation 

This chapter compares search time, update time, omission error and commission error 
of UR-tree, R-tree and PTI according to the update area, the uncertainty area, and the 
window size. A performance evaluation was conducted using a PC with Intel 
Pentium4 2.53GHz CPU and 1GB memory. Data used in the performance evaluation 
is presented in Table 1. 

Table 1. Performance evaluation data 

Name 
No. of 
sensor 
nodes 

Distribution 
function 

Range of 
starting 

data 

Average 
range of 

movement

Min/max 
range of 

movement 
Total data 

range 
No. of 
sensors 

DataSet1 500 Gaussian 10, 20 0.2 -0.5, 0.5 10, 20 2 

DataSet2 500 Gaussian 15, 20 0.2 -0.5, 0.5 10, 20 2 

For the performance evaluation, we constructed an index using data corresponding 
to time Ti as uncertain data, assuming that data uncertainty is caused by the delay of 
update, and compared it with data corresponding to Ti+1, which was assumed to be 
certain real data. If Ri is the number of results retrieved from Ti data, Ri+1 that from 
Ti+1 data, and Re the number of results contained in both Ti data and Ti+1 data, the two 
factors below are to measure the error of search results. 

Omission error = ( Ri+1 – Re ) / Ri+1 (1) 

Commission error = ( Ri – Re ) / Ri (2) 

Omission error is the rate of appearing in the result of actual search but not in the 
result of index search. If this rate is low, it means high accuracy. Commission error is 
the rate of appearing in the result of index search but not in the result of actual search. 
If this rate is low, it means high accuracy.  

For example, if the result (IDs) of search using query window q at time T5, namely, 
the result of index search is {3,5,8,9,11,15}, and that at T6, namely, the result of 
search at each sensor node is {5,8,12}, then R5, R6 and Re are 6, 3 and 2, respectively. 
Accordingly, omission error is (3-2)/3 = 0.33 and commission error is (6-2)/6 = 0.67. 
Omission error is 0.33, which means that IDs to be included are not searched, and 
Commission error is 0.67, which means IDs not to be included are searched. This 
shows that the accuracy of search has decreased. 

Figure 9 shows search time, update time, omission error, and commission error 
measured with changing the update area from 0.1 to 0.5 when the uncertainty area is 
0.1, 0.3 and 0.5 in UR-tree.  

As in Figure 9(a), the larger the uncertainty area is, the longer search time is. As in 
Figure 9(b), the larger the uncertainty area and the update area are, the shorter update 
time is. In Figure 9(c), if the uncertainty area is too small, the accuracy of search goes 
down because data to be included in the result are not searched. In addition, as in 
Figure 9(d), the accuracy of search goes down with the increase of the uncertainty area 
regardless of the update area because data not to be included in the result are searched. 
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Fig. 9. Comparison of performance with update area 

Figure 10 shows search time, update time, omission error, and commission error 
measured with changing the uncertainty area from 0.1 to 0.5 in UR-tree, R-tree, and 
PTI. Let UR-tree<p> is UR-tree with the update area of p from now on. 

 

Fig. 10. Comparison of performance with uncertainty area 
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As in Figure 10(a), the search time of UR-tree is shorter than that of R-tree but it is 
a little longer than that of PTI. As in Figure 10(b), the update time of UR-tree gets 
shorter than that of R-tree and PTI when the uncertainty area and the update area 
become large. In Figure 10(c), the omission error of UR-tree gets a bigger than that of 
R-tree and PTI when the uncertainty area and the update area become large. Lastly, in 
Figure 10(d), the commission error of UR-tree is always similar to that of R-tree and 
PTI.  

Figure 11 shows search time, omission error, and commission error measured with 
changing the window size from 0.1 to 10 in UR-tree, R-tree, and PTI. 

 

Fig. 11. Comparison of performance with window size  

As in Figure 11(a), the search time of UR-tree gets shorter than that of R-tree but it 
gets a little longer than that of PTI when the window size is large. In Figure 11(b), the 
omission error of UR-tree gets a little bigger than that of R-tree and PTI when the 
window size is small. In addition, in Figure 11(c), the commission error of UR-tree is 
similar to that of R-tree and PTI. 

5   Conclusions 

If data are stored into the central server in order to improve search performance in 
USN, update performance becomes a problem. Thus, this paper examined how to 
process uncertain data in USN and proposed UR-tree, an index for uncertain data that 
can reduce the update cost of sensed data. UR-tree improved the performance of 
index update in consideration of uncertainty of data sensed by various sensors. In 
addition, it minimized the decrease in the accuracy of search caused by update delay 
by defining an update area.  

According to the result of the performance evaluation, the update performance of 
UR-tree gets better than that of R-tree and PTI when the uncertainty area and the 
update area become large, but the search performance and the accuracy of UR-tree 
gets a little worse than that of PTI when the uncertainty area and the update area 
become large. And, if the window size is too small, the search performance of UR-
tree is better than that of R-tree, but the accuracy of UR-tree is a little worse than that 
of R-tree and PTI.  
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Abstract. With the development of theory and technology of Web Service, 
Web Service Composition (WSC) has become the core Service-Oriented Com-
puting technology. It is important for business process to select the best compo-
nent services with multi-dimensional QoS assurances to construct a complex 
one. But there exist some problems, such as evaluation for QoS properties of a 
service is not full-scale and the criteria is not clear, the weight for each QoS 
metric doesn’t consider both subjective sensations and objective facts. In this 
paper we propose a WSC model to provide multi-dimensional QoS supports in 
service selection and replacement. We consider SLA and recovery mechanism 
for the service failure during its execution. A utility function is defined as the 
evaluation standard, which aggregates all QoS metrics after normalizing their 
values. Then we use Subjective-Objective Weight Mode (SOWM) to set the 
weight of each QoS metric. Finally we introduce our prototype and evaluations, 
test the availability of the decision mode and the results prove it is predominant 
compared with other decision modes. 

1   Introduction 

With the development of theory and technology of Web Service, a single service 
often can’t satisfy the functional need in practical application. Web Service Composi-
tion (WSC) has become the core Service-Oriented Computing (SOC) technology. 
Dynamic resource aggregation and flexible application integration make service com-
position in a more natural way. Service composition can realize value-added service 
by the service reuse. It constructs big granularity service function through the com-
munication and collaboration between many small granularity services. It may be 
used to solve more complex problem to realize value-added service by efficiently 
collaborating some simple services different in function. Service composition shows a 
desirable flexibility in system integration and automatic interaction. 

However, the composition flexibility comes at the cost of the increasing system 
engineering complexity. A complex composite service may have a great deal of com-
ponent services to select; have the different composition possibility, and various  
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performance requirements especially in QoS issues such as delay, service time, ser-
vice cost and availability. Service composition thus brings a series of QoS problems. 
Component services often need offer different service levels so as to meet the needs 
of different customer groups. Many of them have same or similar functionality but 
with different nonfunctional properties such as service time and availability. The QoS 
problem of Web Service may be defined and offered by different Service Level 
Agreements (SLAs) between service providers and users. Currently research work in 
the QoS problems of WSC mainly includes: 1) build up the QoS-based service com-
position model; 2) component service selection with QoS assurance; 3) dynamic ad-
aptation and failure recovery mechanism. 

In this paper we propose a WSC model called ZebraX to provide multi-
dimensional QoS supports in service selection and replacement. We also consider the 
SLA issue and the recovery mechanism for the service failure during its execution. A 
utility function is defined as the evaluation standard, which aggregates all QoS met-
rics after normalizing their values. Then we discuss the decision modes and use the 
Subjective-Objective Weight Mode (SOWM) to set the weight of each QoS metric. 

The rest of this paper is organized as follows. Section 2 reviews some related work. 
Section 3 proposes a model for service composition and the utility function definition 
with QoS assurance, and discusses the decision modes to set the weight for each QoS 
parameter. Section 4 presents the implementation of our prototype. Section 5 shows 
the validation of the composition model, evaluation and comparison of the different 
decision modes. The paper is concluded in Section 6. 

2   Related Work 

Web service composition has attracted more attention for supporting enterprise appli-
cation integration. Many industry standards have been in use, such as BPEL4WS (Bu-
siness Process Execution Language for Web Services) [1] and BPML (Business Proc-
ess Modeling Language) [2]. 

Many projects have studied the problem of Web Service composition. The 
SWORD project [3] gives a simple and efficient mechanism for offline Web Service 
composition. It uses a rule-based expert system to check whether a composite service 
can be realized by existing services and generate the execution plan. SWORD is more 
focused on the service interoperability and no QoS issue has been addressed. The 
eFlow project [4] provides a dynamic and adaptive service composition mechanism 
for e-business process management. In eFlow, each service node contains a search 
recipe, which defines the service selection rules to select a specific service for this 
node. But the selection rules are based on local criteria and not address the overall 
QoS assurance problem of the business process. SELF-SERV [5][6] proposes the 
concept of Service Community that used to classify the services which can be substi-
tuted for each other in functionality but has different nonfunctional properties (i.e. 
QoS value). The authors propose a quality driven approach to select component ser-
vices during the execution of a composite service in consideration of multiple QoS 
metrics such as price, duration, reliability and global constraints. They also describe 
two selection approaches, one based on local (task-level) selection of services and the 
other based on global allocation of tasks to services using integer programming.  
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METEOR-S [7][8] proposes a framework for semi-automatically marking up Web 
Service descriptions with the ontology. They identify four categories of semantics in 
the full web process lifecycle as Data Semantics, Functional Semantics, Execution 
Semantics and QoS Semantics, and annotate WSDL files with relevant ontologies. 
The system selects best component services based on the semantic annotation during 
the service selection. METEOR-S [7] and SELF-SERV [5] have studied a similar 
approach. Both of them use the integer linear programming method to solve the ser-
vice selection problem, which is too complex for runtime decisions. The SLA frame-
work [9] proposes the differentiated levels of Web Services using automated man-
agement and service level agreements (SLA). The service levels are differentiated 
based on many variables such as responsiveness, availability and performance. Al-
though it included several SLA monitoring services to ensure a maximum level of 
objectivity, but no end-to-end QoS management capability was implemented. 

Tao Yu et al. [10] design the service selection algorithms to meet the multiple QoS 
constraints. Their works are not focused on the trustworthiness of QoS criteria of the 
service. Although the global quality constraints can be satisfied, service selection may 
not be locally optimized. Therefore, good component service often fails to exert its 
potential and embody its personality. Our method can raise the efficiency and utility 
of Web Services reservation by sorting them. In addition, it can help to improve both 
the total QoS of composite service and that of single Web Service based on users’ 
preference and objective impact. Rainer et al. [11] design and implement a proxy 
architecture WSQoSX. They present a heuristic that uses a backtracking algorithm on 
the results computed by a relaxed integer program. But they have not well considered 
the dynamic runtime failures, and the object function isn’t normalized. Our utility 
function is well for evaluation and we also discuss the weight mode problem. 

3   QoS-Based Service Composition Model 

During the process of Web Service composition, we should consider not only the 
functionality and behavior of services but also the nonfunctional properties, especially 
the QoS metrics, which normally include response time, service time, availability, 
reliability, service cost and loss probability, etc. It is important to the service selection 
issue to choose right service candidates with multiple QoS metrics to construct a 
complex one and fulfill the business process. While meet the user’s QoS requirements 
and optimize the performance of the composite service (i.e. maximize the total utility 
of the composite service). Here we propose a composition model with multiple QoS 
assurance. We define the utility function which aggregates all QoS metrics of a ser-
vice, and use this function value as the criteria of nonfunctional properties. The utility 
function is the sum of each QoS metric value with different weight. We consider 
many factors to set the weight of each QoS metric. 

3.1   Definition of the Concepts 

In this paper we use service class as a collection of the component services with the 
common functionality but with different nonfunctional properties, denoted as S. The 
service is each component service in the service class, denoted as s. A class interface 
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parameter set (Sin, Sout) is defined for each service class. We also assume each service 
in the service class can provide a service according to the class interface. The candi-
date is the service level of the service s, denoted as sl. Each candidate associates with 
a QoS vector q= [q1,…,qm]. Fig. 1 shows the relation between the service class, ser-
vice and candidate.  

Service Class

Service Level sl, q=[q1, ..., qm]
service time,cost,realiablity,availablity

Service Level sl1

Service si(Sin, Sout)

Service Level sln...  

Fig. 1. The relation between the service class, service and candidate 

The famous Travel Planning Service [12] is used here as an example in Fig. 2. The 
full business process has a staged graph structure. 

Attraction
search
(AS)

Attraction
selection

(ASL)

Domestic flight
booking (DFB) Credit

card
charging

(CC)International travel
arrangement (ITA)

Event
planning

(EP)
Car

rental (CR)

Accommodation
booking(AB)

Taxi booking
(TB)

Public
transportation
search (PTS)

Bicycle
rental (BR)

stage 1 stage 3 stage 4 stage 5 stage 6 stage 8stage 2 stage 7

 

Fig. 2. Travel Planning Service Example 

3.2   Definition of the Composition Model 

Here we introduce our Web Service composition model called ZebraX with the mul-
tiple QoS constraints in the Fig. 3. Our model mainly includes: 

1) Process Engine (PE): Maintains the business process plan information in the 
Repository. It includes Composition Planner, Composition Matcher, Execution En-
gine (WfMC [13]), Composite Service Manager (CSM) and Service Monitoring 
(SM). PE selects the best service candidates to construct a complex one to meet the 
service request. CSM manage the composite services after the aggregation. SM 
watches business process during its execution. When some component services fail, 
notify Failure Diagnosis (FD). At execution time the QoS parameters defined by the 
SLA are monitored by SM. SM analyses the data collected in execution process and 
compares them to the guaranteed metrics defined in the SLA. In case of deviations 
between SLA and measured data Failure Diagnosis (FD) is notified. 

2) Repository: It includes service candidates catalog and process plan (service exe-
cution path) information as showed in Table 1 and Table 2. Service class catalog, 
rules and QoS metadata also are included. A process plan is defined by a set of ser-
vice classes and the connection relationships among them. 
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Fig. 3. The Web Service Composition Model with multiple QoS constraints 

Table 1. Service Execution Path (Plan) 

Exec. Path ID Service classes in path 
EP1 SAS, SASL, SDFB, SPTS, SAB, SBR, SEP, SCC 
… … 

Table 2. Service Candidates Information 

ID Service Name endpoint Opera. service level QoS ID service class 
1 sl11 q11 
2 

op1 
sl12 q12 

3 
s1 http://www. 

op2 sl13 q13 
SAS 

4 …     … 

3) QoS Aggregation Group: QoS Analyzer (QA) handles the user’s QoS require-
ments and gets the each QoS metric information by QoS Information Manager (QIM) 
from QoS metadata in Repository. The information in QoS metadata as showed in 
Table 3 and Table 4. QIM maintains QoS metric information (such as response time, 
service cost and availability and so on) and the QoS information of service candi-
dates. Multiple-QoS Aggregation Engine (MQAE) takes into account each QoS met-
ric and computes the utility of each service candidates. It excludes some service can-
didates by using rules-library R= {R1,R2,…,Rm} as showed in Table 5. In practice we 
transform the problem of service selection with multiple QoS constraints into MMKP 
(Multi-dimension Multi-choice 0-1 Knapsack Problem)[14] and MCOP (Multi-
Constraint Optimal Path) problem. 

4) Failure Diagnosis (FD)/Failure Recovery (FR): When some component services 
fail and the process is interrupted, FD checks the problem and FR deals with the  
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failure by the path replacement. A failure recovery mechanism is designed to ensure 
that the running process is not interrupted and the failed service can be replaced 
quickly and efficiently. Bad-performing services can be automatically substituted by 
other services with the same functionality sending a message to CSM. Guaranteed 
delivery and Store and forward mechanism also are considered. Furthermore we use 
Clustering Web services. Clustered service improves the probability of Web service 
completion by allowing similar Web services to form a cluster (i.e., service class) 
upon their registration. In case of failure, ZebraX can dynamically route requests to an 
equivalent backup service from the cluster by adjusting the execution path. 

Table 3. QoS Metric Information in QoS metadata 

QoS Metric denotation property evaluation for single metric 

Service time ST Cost Property 
i

n

s
i 1

ST ST
=

=∑  

Availability AP Benefit Property 
i

n

s
i 1

ln AP ln AP
=

=∑  

Loss probability LP Cost Property ( ( )
i

n

s
i 1

ln 1 LP) ln 1 LP
=

− = −∑  

…  … … 

Table 4. QoS Information for SLA in QoS metadata 

QoS ID qcost(si) qtime(si) qrel(si) qav(si) … 
q11 0.14 175 0.90 0.92 … 
q12 0.20 150 0.95 0.98 … 
q13 0.10 158 0.92 0.91 … 
… … … … … … 

Table 5. Rules-library for Multiple-QoS Aggregation Engine 

Rules Name description 

R1 
If two items a and b in the same class Si, QoS metrics satisfy qia ≤ 
qib and the utility values satisfy ia ib≥F F , i=1,2,…,m. then an op-

timal solution to MMKP with xib =0 exists. Item b can be deleted. 

R2 For single QoS metric qv, satisfy: 
v

n

iv q
i 1

q
=

≤∑ C . 

… … 

3.3   Definition of the Utility Function 

The computation of the utility function considers each QoS metric of the candidates in 
order to reflect the non-functionality of the service candidates deeply and thoroughly. 
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For there exist some differentiations such as metrology unit and metric type between 
each QoS metric. In order to rank the Web Services fairly we do some mathematics 
operations to normalize the metric values. Subsequently we can get a uniform meas-
urement of service qualities independent of units. 

Definition 1 (Utility Function). Suppose there are α QoS metric values to be maxi-
mized and β QoS metric values to be minimized. The utility function for candidate k in 
a service class is defined as follows: 

min
( )( )

( ) ( )max

i j

bj bjai ai

i 1 j 1i j

q q kq k q
 (k)= w w

βα

= =

−−
∗ + ∗

∂ ∂∑ ∑F  (1) 

min min min
, ( )

max maxi ai ai ai ai ai ai iif else 1q q   q q 0,  (q k q )  ==∂ − − ≠ − ∂ ,

min min
( ))

max max maxj bj bj bj bj bj bj jif else 1q q  ,   q q 0,  (q q k ==∂ − − ≠ − ∂ . 
 

Where w is the weight for each QoS metric set by user and application requirements 

(0 < wi,wj < 1; i ji=1 j 1
w w 1, 

α β

=
+ =∑ ∑ mα β+ = ). i∂ , j∂  are the difference be-

tween maximum and minimize value in the same column. The concrete QoS metrics 
are defined in the matrix QoS= [qi,j]n×m. qai max (qbj max) is the maximum value among 
all values on column i (j) in submatrix [qa k,i]n×α ([qb i,j]n×β) and qai min (qbj min)is the 
minimum value among all values on column  i (j) in submatrix [qa k,i]n×α ([qb i,j]n×β). 

Each row in QoS matrix represents a Web Service candidate sli (1≤i≤n, and n repre-
sents the total number of candidates) while each column represents one of the QoS 
metrics qv (1≤v≤m, and m represents total number of QoS metrics). 

3.4   Weight Computation 

We need make mode decision to select component services according to disproport-
ional QoS attributes of the candidates, which can be formalized into multi-attributes 
decision problem. The focus is that how to set the weight for each QoS metric. The 
weight should embody the attention emphasis of the users; the relative importance 
among different QoS metrics; and reliability of each service candidate. In a word, the 
weight should consider not only subjective sensations but also objective facts. 

Definition 2 (Weak Order). The set of the candidates Sc satisfies weak order, namely 
satisfies: 1) connectivity: ∀ si, sj ∈S, then si sj, or sj si, or both; 

2) transitivity: ∀ si, sj, sk ∈S, if si sj and sj sk, then si sk ; 
3) equivalence: si ≅sk if and only if si sj and sj si . 

Theorem 1. Assumed the relation “ ” denotes weak order in Sc, Sc ={ s1, s2,…, sm }, 
then there exists value function of ordinal number with real number value, denoted as 
v, ∀si, sj ∈ S, then 

v (si) ≥v (sj ) ⇔ si sj 
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The proof of the theorem in detail can be found in [15]. The number of QoS met-
rics is not limited in this theorem. The value function v is not exclusive, and the func-
tion that can be acquired by any monotonously non-decreasing transformation about v 
is still the value function. The series about this theorem in detail can be found in [16]. 

There are four modes to set the weights in general: (1) Subjective Weight Mode; 
(2) Single Weight Mode; (3) Objective Weight Mode; (4) Subjective-Objective 
Weight Mode. And (2) is a special instance in (1). Taking into account both subjec-
tive sensations and objective facts, we use Subjective-Objective Weight Mode to set 
the weights [17][18].  

Definition 3 (Subjective-Objective Weight Mode). Assumed wj is the weight of the 

QoS metric qj, 
* '( ) , ,, , ..., ,
j

n

1 2 n j j
j 1

j=1,2, ...,nw w w w w w 1 w 0 
=

∈ = = ≥∑  can be deter-

mined by (2), then ∀ si, sj ∈Sc, si sj if and only if * *

i jB w B w≥ , i,j =1,2,…,m, B is 

the normalized decision matrix, B=(bij)m×n , *
jb = max{b1j,b2j ,…,bmj}. [ ]kj n nD d ×=  is 

the comparison matrix on the QoS metrics and the elements of matrix D satisfy dkj>0, 
djk=1/dkj, dkk=1, dkj≈wk/wj, k,j=1,…,n, where dkj denotes the relative weight of metric 
qk with respect to metric qj. 

*

min ( )

min ( ) , ,

n n
2

1 kj k
k 1 j 1

m n
2 2

2 j ij j j j
i 1 j 1 j=1

j

n

f d w w

 f b b w subject to w 1 w 0    j=1,2,...,n     

= =

= =

= −

= − = ≥

⎧
⎪
⎨
⎪
⎩

∑∑

∑∑ ∑
 (2) 

4   Implementation 

The prototype of our Web Service architecture is implemented in Java preliminarily. 
We use Apache Tomcat 5.0 as application server. Apache Axis 1.1 is employed as 
SOAP engine. We adopt Systinet’s WASP UDDI Standard 3.1 as our UDDI toolkit 
and Cloudscape 4.0 database is used as a UDDI registry. Our model provides an envi-
ronment for rapid composition of Web Services. The processes of integrating multiple 
component services are: When a service request comes, PE decomposes the user’s 
request as fundamental functions at first, which can be fulfilled by a simple Web 
Service. QA handles the user’s QoS requirements and gets the each QoS metric in-
formation by QIM from QoS metadata. Then PE constructs the process plan and finds 
the service candidates from Service Lookup (e.g. UDDI). By the help of MQAE that 
takes into account all QoS metrics and computes the utility of each service candidate, 
PE selects the best service candidates to construct a complex one to meet the service 
request. SM watches business process during its execution. When some component 
services fail and the process is interrupted, FD checks the problem and FR deals with 
the failure by the path replacement. 

First of all, the Web Service providers have to register their services at the portal 
according to pre-defined service classes (e.g. flight booking) (showed in Fig. 4). A 
corresponding SLA has to be referenced as well. 
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Fig. 4. List of registered Web Services and Service Classes 

Fig. 5 shows an excerpt of a SLA for a DFBService. Within this SLA an availabil-
ity of 99.6% and average response time of 0.5ms are assured and the validity of the 
Web Service is defined as well. 

 

Fig. 5. Excerpt of a SLA for DFBService 

The Web Service composition is realized in BPEL4WS. We use ActiveBPEL [19] 
as the engine for the execution of the BPEL4WS process. Fig. 6 illustrates an excerpt 
of the invocation of a Travel Planning Service modeled by BPEL4WS. 

SAS

SASL

SDFB SITA

OR

OR

<invoke name=ASService>
<invoke name=ASLService>
<switch name="Travel Destination">
  <case condition="isDomestic=true">
    <invoke name=DFBService .../>
  </case>
  <case condition="isDomestic=false">
    <invoke name=ITAService .../>
  </case>
  <otherwise>
    <throw name="dest-failure" .../>
  </otherwise>
</switch>  

(a) (b) 

Fig. 6. Excerpt of a Travel Planning Service by the BPEL4WS process 
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5   Validation of the Model 

5.1   Validation of the Composition Model 

We use the composition success ratio as the evaluation standard that is calculated by 
SuccessNumber/RequestNumber. A QoS-aware service composition is said to be 
successful, if and only if the composite service satisfies the function requirements and 
the user's QoS requirements (e.g., delay, execution time, loss probability) [20][21]. To 
evaluate the performance of dynamic service composition for failure recovery, we 
define the metric recovery success ratio that is calculated by SuccessNumber/ Fail-
ureNumber. Higher recovery success ratio represents higher failure resilience in the 
composed service provisioning. For comparison, we also implement two other com-
mon approaches: random and static algorithms. The random algorithm randomly 
selects a functionally qualified component service for each service class in the com-
position graph. The static algorithm uses pre-defined component service for each 
service class in the composition graph. Both random and static algorithms don’t con-
sider the user's QoS requirements. 
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(a) (b) 

Fig. 7. (a) Composition success ratio comparison among different approaches; (b) Failure 
recovery success ratio comparison among different approaches 

Second, we evaluate the efficiency of our failure recovery mechanism. We con-
sider a dynamic service overlay network where a certain percentage of overlay nodes 
randomly fail during each time unit. The business processes that include those failed 
nodes will be affected to experience failures. We measure how many affected proc-
esses can be recovered by our recovery mechanism. We use the degree-based Internet 
topology generator nem (network manipulator) [22], a software that can do several 
tasks related to network analysis and modeling for power law topology model. The 
graph size we have chosen to study is 4000 nodes and about 12,800 edges (average 
degree is 3.2). We randomly select 500 nodes as the service candidate nodes in a 
business process. Fig.7 (b) shows the measured recovery success ratio on this power 
law overlay network. The request rate is 150 requests per minute. Each recovery suc-
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cess ratio value is averaged over the whole 1000 minute simulation duration. The 
results show that the failure recovery can achieve high failure recovery success ratio 
on a moderately changing overlay network by our dynamic recovery mechanism. The 
recovery success rate degrades as the percentage of node failures increases. However, 
the failure recovery algorithm can still recover more than 50% failures even on a 
highly dynamic service overlay network where 50% peers randomly fail. Moreover, 
our failure recovery approach can achieve higher recovery success rate when higher 
maintenance overhead is allowed. 

5.2   Validation of the Decision Model 

In this section, we present the experiments in the testbed to evaluate the proposed 
Web Service Composition Decision Model of QoS criteria (WSCDMQ). We will 
give the experiment scenario and then some tests are done. We choose the Attraction 
Selection (ASL) Service SASL of the above Travel Planning Service in Fig. 8 as a 
sample to do the simulation experiments. Suppose there are 10 Web Services similar 
in functionality to SASL, and service providers have provided QoS information namely 
execution cost (qcost(si)), execution time (qtime(si) ), reliability (qrel(si)), availability 
(qav(si) ), and an additional criterion fidelity (qfid(si)) which is given by monitor broker. 
Suppose the 10 Web Services all satisfy the threshold points based on the users’ re-
quirements. QoS information of decision criteria is shown in Fig. 9(a). 

SAS SASL

SDFB

SITA STB

SPTS

SAB

SBR

SCR

SEP SCC

 

Fig. 8. Service Selection for SASL in the Service Graph 

qcost(si) qtime(si) qav(si) qfid
s1 0.14 175 0.92 (0.99,0.94,0.90,0.95)
s2 0.20 150 0.98 (0.95,0.89,0.93,0.92)
s3 0.10 158 0.91 (0.95,0.85,0.90,0.91)

s10 0.15 145 0.88 (0.92,0.90,0.92,0.90)

s8 0.16 155 0.96 (0.95,0.88,0.95,0.90)
s9 0.18 150 0.92 (0.92,0.92,0.90,0.95)

s6 0.20 175 0.88 (0.99,0.94,0.92,0.90)
s7 0.15 190 0.92 (0.95,0.95,0.92,0.95)

s5 0.18 165 0.98 (0.85,0.90,0.95,0.95)
s4 0.15 152 0.95 (0.88,0.90,0.90,0.88)

qrel(si)
0.90
0.95
0.92
0.85
0.92
0.90
0.94
0.88
0.92
0.92

qcost(si) qtime(si) qav(si) SWM
s1 0.59 0.31 0.38 0.3819
s2 0 0.79 0.92 0.7869
s3 0.95 0.60 0.27 0.5719

s10 0.46 0.90 0 0.6234

s8 0.38 0.68 0.72 0.5713
s9 0.18 0.82 0.38 0.6345

s6 0 0.31 0 0.2608
s7 0.48 0 0.38 0.3127

s5 0.17 0.50 0.95 0.6032
s4 0.44 0.76 0.62 0.5232

qrel(si)
0.45
0.93
0.63
0
0.67
0.46
0.83
0.29
0.63
0.64

OWM
0.4105
0.7400
0.6012
0.4490
0.5872
0.2523
0.4001
0.5217
0.5813
0.5836

SOWM
0.3388
0.7766
0.4908
0.4530
0.5908
0.2558
0.3081
0.5194
0.5952
0.5565  

(a) (b) 

Fig. 9. (a) Values of 10 Similar Web Services; (b) Utilities for 10 Similar Web Services 

In Subjective-objective weight mode (SOWM), we set α=0.3 and β=0.7 to reflect 
the relative importance of the subjective weight mode and objective weight mode 
respectively, the comparison matrix D= [1, 1/3, 1/4, 1/4; 3, 1, 2, 3; 4, 1/2, 1, 4/5; 4, 
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1/3, 5/4, 1]. We can obtain the weights w*= (0.10,0.42,0.27,0.21)', and Web Services 
are sorted, i.e., s2 s9 s5 s10 s8 s3 s4 s1 s7 s6. We also use the subjective 
weight mode (SWM) and objective weight mode (OWM) as a reference. In subjective 
weight mode (SWM), we can obtain the weights w*= (0.08,0.48,0.24,0.2)' according 
to matrix D, while in objective weight mode (OWM), weights w* =(0.15, 0.35, 0.31, 
0.19)', the result is independent of comparison matrix. 
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Fig. 10. Criteria Comparisons among Web Services Selected Under Different Decision Modes 

Based on these testing results above, we can conclude that WSCDMQ model 
strike a better balance and is more efficient compared with the other two. Subjective 
weight model and objective weight mode are simple to use but with some limitations 
in applications, while subjective-objective weight mode is flexible and reasonable for 
its applications, as it combines both subjective preference and objective impact. 

6   Conclusion and Future Work 

In this paper, we study the problem of complex service composition with multiple 
QoS constraints. We present a QoS-based service composition model and propose the 
utility function as the evaluating standard as a whole considering all QoS parameters 
of each component service. Also we discuss the decision modes to set the weights. It 
can help to select component services based on users’ preference and objective im-
pact. It lays down a sound theoretical basis for our further research of dynamic Web 
service composition. In the end we test the performance of our model and the avail-
ability of the decision mode and the results prove it to be viable. 

Issues not covered in this paper that are planned as future enhancements are: (1) 
Add heuristic algorithm to find service candidates with multiple QoS constraints; (2) 
Consider dynamic adaptation problems during the execution of the business process. 
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Abstract. In this paper we describe the execution model supported by
suma/g, a middleware built on top of Globus for execution of Java ap-
plications on the grid. This execution model allows a user to launch Java
applications that will run on a grid from her machine without requir-
ing this machine to be part of the grid (e.g. a gLite User Interface).
Additionally, it allows grid users to regard local file systems, i.e. file sys-
tems accessible from their local workstations, as part of the set of file
systems accessible within the grid. This eliminates the necessity of per-
forming previous uploads of classes and data files, which helps to meet
the grid goal of achieving seamless access to distributed resources. We
describe how to implement the services offered by this execution model
on Globus-based grids. We compare the use of this execution model with
the standard mechanisms for submission of Java jobs in lcg/gLite, a
flavor of Globus Toolkit 2. We present experiments showing that this
execution model can improve performance for running Java applications
on Globus-based grids.

1 Introduction

Distributed platforms for compute-intensive processing and resource sharing,
known as grids [1], provide basic technologies for integrating multi-institutional
sets of computational resources. A grid middleware is deployed for achieving the
integration goal. Globus [2] is the most widely used grid middleware, available
in several versions; it is distributed as toolkits that include basic services and
libraries for resource monitoring and management, security, file management,
job submission, and communication.

Grid users are typically grouped into Virtual Organizations (VO) [3]. Each VO
is granted the access to a subset of the resources available in the grid. We call VO
Working Space (VOWS) the set of computing resources accessible by members of
a particular VO. A VOWS is mainly composed of the computing platforms that
can be used by the VO and the file systems accessible by that VO. For instance, in
lcg [4, 5] and gLite [6], there are Storage Elements which can store the data files
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to be processed. These files were probably uploaded directly by a data provider, or
by users from a User Interface (UI). In this case, the set of file systems in a VOWS
is composed of the file systems directly accessed from UIs and working nodes, plus
the Storage Elements accessible by that VO, typically through gridFTP.

When a user wants to process some data files stored in her local workstations,
she must upload those files into her VOWS (e.g. into a file system accessible
from a UI) before the data can be processed within a grid. In addition, the data
files should be transferred from the UI into the file systems accessible by the
working elements before the execution starts. Storage Elements can always be
used as intermediate data containers in the grid.

Using the grid could be easier for most users if the file systems accessible from
the local workstation were part of the VOWS. For example, the files contained
in their laptops could be part of their VOWS. In this case, file prestaging is
necessary for the execution of applications on the remote node, and the prestage
could be partial (e.g. only a part of a file) or complete (the whole file). Notice that
such a feature is not provided by current Globus implementations, because local
machines are not part of the grid and the users must login to a UI before accessing
other grid components. Moreover, if such a feature is provided, it is desirable that
applications are not aware of the prestage phase. Ideally, applications should only
call standard I/O functions, instead of using location or grid dependent remote
access functions, such as secure RFIO (a GSI enhanced RFIO [7]) or based on
GFAL [8], a library for file access provided in lcg/gLite.

In this article we present an execution model for grids that incorporates local
file systems into a VOWS, eliminating the necessity of explicitly uploading the
data files and programs to a UI or of specifying location dependent file accesses
into the application. This execution model has been implemented in suma/g [9],
a grid middleware specifically targeted at executing Java bytecode on top of
Globus grids. This model includes a mechanism for dynamically loading data files
and Java classes directly from the local machine on demand, in a transparent way,
which means that programs designed for local file system access do not have to be
modified for grid execution. We describe how to implement the services offered
by this execution model on Globus-based grids. We compare our execution model
with a standard Globus-based interface for job execution.

suma/g has been partially implemented on top of the Java CoG Kit [10]. More
recently, similar platforms to suma/g have appeared, such as ProActive [11].
In their current status, suma/g and ProActive differ mainly in two aspects.
First, suma/g is conceived as a middleware to be executed within a Globus
environment, while ProActive defines interoperability interfaces with Globus and
other grids. Secondly, current version of suma/g is more oriented to data service
deployment, that is, it provides a meta-service for service installation [12].

The rest of this paper is organized as follows. Section 2 explains the execution
model of programs in Globus-based grids and section 3 explains the suma/g

execution model. Section 4 describes a scheme for providing suma/g services as
part of a Globus grid. Section 5 shows experiments comparing Java programs
performance under lcg/gLite and suma/g. Section 6 offers our conclusions and
future work.



Middleware Support for Java Applications on Globus-Based Grids 629

2 Execution Model in Globus-Based Grids

The Globus Toolkit offers building blocks (as services) that conform the grid
infrastructure. These services include resource monitoring and management, se-
curity, file management, job submission, and communication. A security infras-
tructure provides for the control of resources usage. Grid computing resources
are typically operated under the control of a scheduler which implements alloca-
tion and prioritization policies while optimizing the execution of all submitted
jobs for efficiency and performance.

Job submission can be done by using the bare services included in the toolkit.
They allow for interactive and off line remote applications execution. A user who
is granted access to a remote resource (often chosen by a scheduler) send her/his
application (i.e., executable files and libraries) to that resource, together with the
input data the application needs. Jobs and the resources required to run them
(e.g., parameters, resource usage, I/O files) can be specified through specialized
languages, such a the Globus Resource Specification Language (RSL). Globus
also supports uploading a program and its input data files; later, the user can
request for execution of the previously uploaded programs, and finally download
the output.

Our case study is a lightweight grid middleware called gLite [6], which is
based on a previous version called lcg (LHC Computing Grid) [4, 5], which in
turn is a grid middleware implemented on top of Globus services. As these two
middlewares share so many features (architecture, execution model, etc.) we will
refer to them as lcg/gLite.

2.1 LCG/gLite Architecture

Components of lcg/gLite are currently implemented with Globus Toolkit ver-
sion 2 (GT2). It also uses CondorG [13] for workload management. The basic
architecture is composed of the following modules, among others.

Security: The lcg/gLite security platform is based on Globus Security Infras-
tructure (GSI) and Virtual Organizations (VO). The GSI enables secure
authentication and communication over an open network. GSI uses pub-
lic key encryption, X.509 certificates, and the SSL communication protocol.
Extensions on these standards have been added for single sign-on and dele-
gation. The user authorization can be done: i) for the specific grid resource,
by matching the user certificate to a local account; or ii) through the VO
Membership Service, which allows for more detailed definition of the user
privileges.

User Interface (UI): The access point to the lcg/gLite grid is the UI. This
is a machine where lcg/gLite users have a personal account and where the
user certificate is installed. Users submit jobs and access other lcg/gLite
services from UI. One or more UIs are available to all VOs.

Computing Element (CE) and Storage Element (SE): A CE receives
jobs for execution on its associated computing nodes (Worker Nodes, WN).
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It is defined as a grid batch queue. Besides the WN, it is based on Local
Resource Management System (LRMS), such as PBS and a node acting as
a Gatekeeper, which plays the role of front-end to the rest of the grid. Stor-
age Elements provide uniform access to storage resources; a number of data
access protocols and interfaces are supported (e.g., GSI-secure file transfer
protocol, GSIFTP).

Information Service (IS): The Information Service (IS) provides information
about the grid resources and their status. This information is used by other
grid components, such as UIs and CEs. The data published in the IS con-
forms to the GLUE (Grid Laboratory for a Uniform Environment) Schema.
Currently, lcg/gLite uses Globus’ Monitoring and Discovery Service (MDS),
using LDAP as main provider of the Information Service. CEs publish their
resources information using a Grid Resource Information Server (GRIS); a
site’s resources information is compiled at a Grid Index Information Server
(GIIS) or, alternatively, a Berkeley DB Information Service (BDII). Another
component gathers information from several GIIS/BDII, acting as a cache,
storing information about grid resources status.

Job Management: The services of the Workload Management System (WMS)
are responsible for the acceptance of submitted jobs and for sending those
jobs to the appropriate CE (depending on the job requirements and the
available resources). For that purpose, the WMS must retrieve information
from the IS and the File Catalog. The Resource Broker (RB) is the machine
where the WMS services run.

2.2 LCG/gLite Job Submission

We summarize the main steps for executing a job in lcg/gLite.

1. Before using the services, a user must obtain a digital certificate, register
with a VO and obtain an account on an UI. The user logs to the UI machine
and creates a proxy certificate.

2. He/she submits the job from the UI to the Resource Broker node, providing
a job description file (in Job Description Language, JDL) specifying, for
instance, one or more files (Input Sandbox) to be copied from the UI to the
RB node.

3. The WMS looks for the best available CE to execute the job through MDS.
4. The WMS prepares the job for submission creating a wrapper script that

will be passed, together with other parameters, to the selected CE.
5. The CE receives the request and sends the job for execution to the local

LRMS.
6. The LRMS handles the job execution on the available local WN.
7. User files are copied from the RB to the WN where the job is executed.

While the job runs, SE files can be accessed through a number of protocols,
such as secure RFIO.

8. The job can produce new output data that can be uploaded to the grid (SE)
and made available for other grid users to use.
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9. If the job reaches the end without errors, the output (not large data files, but
just small output files specified by the user in the so called Output Sandbox)
is transferred back to the RB node.

10. At this point, the user can retrieve the output of his job from the UI using
the WMS Command Level Interface (CLI) or API.

3 Execution Model in SUMA/G

suma/g
1 (Scientific Ubiquitous Metacomputing Architecture/Globus) [9] is a

grid middleware that transparently executes Java bytecode on remote machines.
suma/g supports both sequential and parallel applications using mpiJava. su-

ma/g security and resource management are based on Globus components [14].
In suma/g, Java classes and files are loaded on demand from the user’s machines,
which means that it is not necessary neither previous installation of the user’s
Java code on the worker node nor packing all classes for submission. Instead,
only the reference to the main class is submitted; all Java class files, as well
as data files, are loaded on demand with prefetching and buffering support in
order to reduce communication overheads [15]. Bytecode and data files servers
may be located on machines belonging to the grid, or in user controlled external
servers. Compared to Globus job execution model, suma/g on demand loading
of classes and data provides a higher level of transparency, because there is no
need for job description scripts, which are commonly used in Globus platforms.

suma/g was originally built on top of commodity software and communi-
cation technologies, including Java and CORBA [16]. It has been gradually
incorporating Globus general services by using the Java CoG Kit [10]. While it
might be possible to implement most of suma/g services directly on the Java
CoG Kit, some suma/g components are still needed since a number of services
already provided by suma/g are not available in the Java CoG Kit. Some of these
services are on-line execution, off-line execution, and classes and data loading on
demand. The suma/g services are accessible through local clients as command
line and graphic interfaces. As an alternative to these standard clients, suma/g

includes a portal that provides a single web interface to the grid resources.
The Java CoG Kit offers a suitable abstraction of Globus services, and allows

for leveraging on Globus technology evolution. Thus, suma/g grids can be con-
nected to deployed Globus based grids. The suma/g architecture is depicted in
Figure 1; the components are described below.

3.1 SUMA/G Components

suma/g components, and their role in the execution of applications, are shown
below.

Proxy: Receives an object from Client Stub, containing application data such
as the name of the main class, scheduling constraints (optional) and data

1 http://suma.ldc.usb.ve
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Fig. 1. suma/g Architecture

structures to reduce the number of communications (optional); these are
called pre-loaded data. After checking user permissions, the Proxy asks the
Scheduler for a suitable execution platform, then sends the application ob-
ject to the selected one. In case of submitting off-line jobs, the Proxy keeps
results until the user requests them.

Scheduler: Responds to Proxy requests based on the application requirements
and status information obtained from the grid platform. Using the Globus
MDS service, the Scheduler learns about grid resources, obtaining informa-
tion about available execution platforms (including memory size, available
libraries and average load), data sets hosted at specific locations, and so on.
With this information, the Scheduler selects a suitable resource satisfying
the application requirements, while looking for load balance in the grid.

User Control: It is in charge of user registration and authentication. The GSI
is used for user authentication and authorization in suma/g, as well as a
mechanism for including all suma/g components in the grid security space.

Client Stub: It creates the application object, retrieves results and perfor-
mance data, and serves Execution Agent requests (callbacks) to load classes
and data dynamically. It is executed on the user machine or on a suma/g

entry server. In any case, the user must have a valid certificate installed on
that machine.
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Execution Agent: On starting, it registers itself at the Scheduler as a new
available resource. During operation, it receives the application object from
the Proxy and launches execution, loading classes and files dynamically from
the client or from a remote file system through the suma/g class loader
and the suma/g I/O subsystem. Once the application has finished, the
Execution Agent sends the results back to the client. In a parallel platform,
it plays the role of the front-end. Only the front-end of a parallel platform is
registered on suma/g either as an mpiJava enabled platform or as a farm,
for multiple independent job executions.

3.2 SUMA/G I/O Subsystem

suma/g implements a number of mechanisms to handle remote access to data
and classes. All data files and classes requests issued by applications are redi-
rected to the client, which in turn connects to local file systems (i.e., at the client
machine) or remote file systems specified by the user (e.g., at machines in which
the user has an account) to serve the requests. An alternative mechanism that
bypasses the client, directly connecting applications to data repositories (only
for data files), is also being implemented [17]. Figure 2 shows current suma/g

I/O subsystem.
The remote data and classes access mechanisms are:

1. Dynamic class loading. Each application instantiates its own suma/g Class
Loader, which handles the dynamic class loading from the client up to the
Execution Agent at run time.

2. Standard input, output and error redirection. For interactive applications,
the execution environment is modified such that the standard input, output
and error are connected to the client issuing the execution request, thus
behaving as if it were a local execution.

3. java.io redirection. A new package, suma.io redefines the basic classes in
java.io. Thus, through callbacks to the client, the data files can be accessed
by applications.

4. Buffering. Remote file accesses use buffering to improve performance, by
reading or writing blocks, hence reducing the number of callbacks to data
sources. The kind of buffering support provided in suma/g is different from
the buffering support provided by buffer cache components commonly found
in file system implementations. It rather resembles file prestaging, in the
sense that it consists of a single block, which actually could be the whole
file. At execution time a block size is specified (or an indicator for prestaging
the whole remote file) and the data transfer is performed on demand, when
the application executes a read on the file. The data block transferred from
the remote file system starts at the first byte accessed by the application. If
the application tries to access a byte not contained in the transferred data
block, another data block is transferred, overwriting the previous block.
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Fig. 2. suma/g I/O Subsystem

3.3 SUMA/G Portal

The suma/g Portal supports the suma/g remote file access mechanisms. The
main benefit of the portal is that a single grid user name provides access not
only to the resources allowed for the VO the user belongs to, but also to the file
systems accessible from the local workstation. In this case the local workstation
does not run a suma/g client, but a standard web browser. A modified suma/g

Client Stub runs in the web server side. The access to the local file systems is
made by this suma/g Client Stub, through a file server, such as sshd or apache,
which must be locally installed. Not only the local file systems can be accessed
from the grid side, but also other file systems available in different machines that
are not part of the grid. The user grants the access to his/her accounts, after
the connection from the web browser to the web portal is conceded. Figure 3
depicts the access scheme provided by the suma/g Portal. File access is done
through the portal on demand, relieving the user of uploading data and classes
into the grid.

The suma/g portal is based on GridSphere [18] and uses MyProxy [19] as the
credential manager.
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Fig. 3. suma/g Portal Access Scheme

3.4 SUMA/G Job Submission

The basics of executing Java programs in suma/g are simple. Users can start the
execution of programs either through a shell running on the client machine or
through the suma/g portal. They can invoke either Execute, corresponding to
the on-line execution mode, or Submit, which allows for off-line execution (batch
jobs). At this time a proxy credential is generated (by using GSI) that allows pro-
cesses created on behalf of the user to acquire resources, without additional user
intervention. Once the suma/g CORE receives the request from the client ma-
chine, it authenticates the user (through GSI), transparently finds a platform for
execution (by querying the MDS), and sends a request message to that platform.
An Execution Agent at the designated platform receives an object represent-
ing the application and starts, in an independent JVM, an Execution Agent
Slave, which actually executes the application. The suma/g Class Loader is
started in that new JVM, whose function is to load classes and data during
execution. Supported classes and input files sources, and output destinations,
include: a) the machine (client) where the application execution command is
run and, b) a remote file server on which the user has an account. A pluggable
interface allows for implementing several protocols to manage remote files ac-
cess. Currently, implementations for CORBA and sftp are available; support
for gridFTP and others will also be provided.
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To execute an application, either on-line or off-line, the user has only to specify
the main class name. In the case of Execute service, the rest of the classes
and data files are loaded at run-time, on demand, without user intervention.
Standard input and output are handled transparently, as if the user were running
the application on the local machine. For the Submit service, suma/g Client
transparently packs all classes together with input files and delivers them to
suma/g CORE; the output is kept in suma/g until the user requests it.

4 SUMA/G Services for Globus Based Grids

In this section we describe how to implement suma/g services for Globus-based
grids. The main benefit offered for Java applications on Globus-based grids con-
cerns the usability: for instance, there is no need for previous ssh login to a UI.
Additionally, the jobs are launched directly, without the need for job description
files or uploading/downloading of files and classes.

A suma/g infrastructure needs adaptation for Globus-based grids on some
basic issues. The first one is the security. GSI provides a suitable security plat-
form for the grid; it is used by both lcg/gLite and suma/g. Another issue
is related to resource control and administration. There must be a common,
global administration and control entity for the aggregated set of resources. In
this sense, integrating suma/g in a Globus-based grid, namely lcg/gLite grid,
implies a number of considerations, including:

• Handling cooperation between suma/g CORE and lcg/gLite components to
service requests

• Adding
– suma/g commands to lcg/gLite User Interface, for execution of Java

applications
– suma/g Execution Agents to lcg/gLite Computing Elements
– suma/g Execution Agent Slaves to lcg/gLite Worker Nodes.

The job flow and components interaction are depicted in figure 4. Next sections
give details on handling the security, resource control and administration, and
a description of the execution of Java applications using a suma/g middleware
integrated in a lcg/gLite grid.

4.1 Security

suma/g uses the Globus Security Infrastructure (through the Java CoG Kit)
for user authentication, authorization, and delegation. suma/g users must have
a valid certificate installed on their machines, instead of having the certificate
installed in the UI. Certificates in both suma/g and the lcg/gLite grid have
to be signed by a common Certification Authority. Before suma/g users can
use lcg/gLite grid resources, they must register with the lcg/gLite Registra-
tion Service, providing the Virtual Organization (VO) they belong to. VOs are
specially important for users authorization. One or more VOs for suma/g users
should be registered with lcg/gLite. As for privacy, all suma/g components
communicate through encrypted channels using SSL.
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Fig. 4. suma/g middleware in a lcg/gLite grid: component interaction during a job
submission

4.2 Resource Control and Administration

A simple implementation consists of delegating suma/g Resource Control
functions on lcg/gLite’s GIIS. Every Computing Element having a suma/g

Execution Agent is registered (labeled as a suma/g service) on its local GRIS,
which is periodically consulted by GIIS to keep a global knowledge of the grid re-
sources status. Hence, all resources status and control are handled by a common
entity, the lcg/gLite grid GIIS.

4.3 Execution of a Java Application

The steps for executing a Java application on a lcg/gLite grid using the added
suma/g service are:

1. The user executes a suma/g command to submit her/his job at the UI. The
command instantiates a suma/g Client Stub.

2. The Client sends the job request, together with a proxy certificate, to the
suma/g CORE.

3. Once suma/g CORE accomplishes user authentication, it consults lcg/
gLite’s GIIS to obtain a list of suitable Computing Elements with
suma/g Execution Agent; it then chooses one Computing Element.

4. suma/g enqueues the job at the selected Computing Element for execution.
5. When ready to execute, the Execution Agent at the Computing Element

launches an Execution Agent Slave on a Worker Node to execute the ap-
plication (or in several worker nodes if it is a parallel program).

6. During execution, applications transparently load classes and files, and write
output to files, from possible different sites, such as a Storage Element, the
UI, a user’s remote directory, etc.



638 Y. Cardinale et al.

7. When application finishes, results and output files are kept in suma/g

CORE; they can be retrieved by the user from the UI using command sumag
GetResults.

5 Experiments

We chose three applications to test the execution models described above. These
applications were executed on both lcg/gLite (using gLite 3.0) and suma/g

grids. The grids were deployed in a laboratory environment, over the same ex-
ecution platform, namely a dedicated cluster of PC’s running Scientific Linux
3.0.6 CERN. These PC’s have the following characteristics: double processor 800
MHz Pentium III, 512 MBytes of memory, connected with 100 Mbps Ethernet.
Applications, execution contexts and results are explained below.

5.1 Applications

MolDyn: is a Java application included in the JavaGrande benchmark suite [20].
It is an N-body code modeling particles interacting under a Lennard-Jones
potential in a cubic spatial volume with periodic boundary conditions. The
number of particles is given by N. In these experiments, we use the “Size B”
version, where N is 8788. The application is composed by five classes, plus a
package of five more classes (1003 total code lines); it does not have I/O.

PIC: is a Particle-in-Cell simulation code [21] in Java 2. It needs three command
line parameters: (tend, dt), and the output file name (about 64 KB). It
consists of four java classes. In these experiments, the parameters are fixed
to 100 (tend) and 0.2 (dt).

TSPmpi: is a Java application that solves the Traveling Salesman Problem us-
ing a parallel genetic algorithm. The goal is to find the shortest path visiting
N cities exactly once, starting and ending in the same city. The implemen-
tation is a master-slave message passing program, where the master sends
the best solution so far to the slaves, which in turn compute a new solu-
tion using a genetic algorithm and send it to the master. The number of
iterations is introduced as a command line parameter (10, for these experi-
ments). The slaves write to file the best solution they have found every while.
The program has 17 classes. In these experiments, the applications reads a
386 KBytes cities specification input file (usa13509.tsp), indicated in the
command line, and writes out 212 KBytes (the itinerary) both to file and
standard output.

5.2 Execution

5.2.1 LCG/gLite
The general steps followed for executing the applications in the lcg/gLite grid
are: 1) Identify all classes and input files used by application; pack them all in a
2 This code was kindly provided by Dr. Vladimir Getov.
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“tar.gz” file. 2) Adapt script3 that guides execution at the CE to each applica-
tion. The script includes the execution command and command line execution
parameters. 3) Create a (simple) Job Description Language (JDL) file, basically
specifying the script file, and input and output files (sandbox ). 4) Run com-
mands at the UI to submit the job (providing the JDL file) and get its status
and results.

The commands run at the UI are:

1. Submission: glite-job-submit --vo usb -o job-id file jdl file
2. Status: glite-job-status -i job-id file
3. Get results: glite-job-get-output -i job-id file

We created JDL and script files for every one of the three applications.

5.2.2 SUMA/G
Applications are run through a single (submit) command executed at the UI.
Results are fetched using command “sumag GetResults job id”.

For MolDyn, the main class is called “JGFMolDynBenchSizeB”. The com-
mand is very simple since there are no command line parameters and since it’s
a sequential (default) application:

“sumag Submit JGFMolDynBenchSizeB”

For PIC, the main class is called “es2d”. It needs three command line
parameters:

“sumag Submit es2d 100 0.2 output file”

TSPmpi is a parallel application, so we must specify the number of pro-
cessors (-n 4). The main class is called COGMpi; it needs two command line
parameters:

“sumag Submit COGAMpi usa13509.tsp 10 -n 4”

Input files, standard input, and classes are dynamically loaded from the UI
to the WN; output files, and standard output and error are stored in suma/g

CORE.

5.3 Results

The average wall clock time results are summarized in Table 1. The results shown
consist of elapsed time from job submission until execution completion, including
time spent saving results on temporary storage. Both suma/g and lcg/gLite
store results of off-line executions on a grid component, so the user can get them
later. Table 1 also shows the improvement (speed up) obtained using suma/g

with respect to using lcg/gLite.
Wall clock times in suma/g are shorter than in lcg/gLite (between 10% and

43%), even though the back end platform is the same. lcg/gLite jobs spend

3
lcg/gLite distributions include template scripts for Java, MPI, etc.
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Table 1. Average wall clock time in lcg/gLite and suma/g grids

Application lcg/gLite suma/g Speed Up
MolDyn 696 sec. 399 sec. 42.67%

PIC 3054 sec. 2741 sec. 10.25%

TSPmpi 2781 sec. 2037 sec. 26.75%

considerable time (about 300 seconds) queuing in several middleware compo-
nents (using transfer protocols such as gridFTP). Additionally, for parallel MPI
programs, a full home directory is copied in every WN, which, for TSPmpi ex-
ecution, accounts for the extra (approx.) 400 seconds. We expect that these
differences will decrease in percent terms as applications take longer; hence, we
conclude that the suma/g execution model does not introduce a significant per-
formance overhead. When running on a multisite grid context, execution time
overhead for remote classes and file loading will be partially hidden by suma/g

buffering and prefetching mechanisms [15].

6 Conclusions

suma/g middleware offers an execution model for Java applications that is po-
tentially very attractive to users, since the grid is used in the same fashion a local
Java Virtual Machine is used. Grid users do not have to log into a User Interface,
nor transfer the files (programs or data) as a previous step for the computation
phase. Moreover, if the data files were accessed directly by the applications from
the file system where they reside, it would not be necessary to rewrite the ap-
plications for doing gridFTP transfers previous to the execution. It meets Java
users expectations, facilitating applications porting to the grid: applications can
be run first on local machines, then executed on the grid without any change
to classes. This enhanced interaction meets the grid goal of achieving seamless
access to complex, distributed resources to users, in a simple way.

We described how to implement these services, offered by the suma/g exe-
cution model, on Globus-based grids. We showed that this execution model can
improve performance, besides enhancing usability for running Java applications.
Our experiments indicated improvements from 10 to 46 % in a local environment.

We are currently working on the integration of suma/g with Globus toolkits
based on Web services.

References

[1] Foster, I., Kesselman, C.: Computational Grids. In: The Grid: Blueprint for a
New Computing Infrastructure. Morgan Kaufmann Publishers, Inc. (1999) 15–51

[2] Foster, I., Kesselman, C.: Globus: A Metacomputing Infrastructure Toolkit. The
International Journal of Supercomputer Applications and High Performance Com-
puting 11(2) (1997) 115–128



Middleware Support for Java Applications on Globus-Based Grids 641

[3] Foster, I., Kesselman, C., Tuecke, S.: The Anatomy of the Grid: Enabling Scalable
Virtual Organizations. International Journal of High Performance Computing
Applications 15(3) (2001)

[4] LCG Team: LCG: Worldwide LHC Computing Grid. http://lcg.web.cern.ch/lcg/
(2006)

[5] Evans, L.R.: The Large Hadron Collider Project. In: European School of High-
Energy Physics, Carry-le-Rouet, France (1996) 275–286 CERN 97-03.

[6] gLite: Lightweight Middleware for Grid Computing (2006) http://glite.web.
cern.ch/glite/.

[7] IN2P3: Remote File Input Output (2006) http://doc.in2p3.fr/doc/public/
products/rfio/rfio.html.

[8] GFAL: Gfal (2003) http://grid-deployment.web.cern.ch/grid-deployment/gis/
GFAL/gfal.3.html.

[9] Cardinale, Y., Hernández, E.: Parallel Checkpointing on a Grid-enabled Java
Platform. Lecture Notes in Computer Science 3470(EGC2005) (2005) 741 – 750

[10] von Laszewski, G., Foster, I., Gawor, J., Smith, W., Tuecke, S.: CoG Kits: A
Bridge between Commodity Distributed Computing and High-Performance Grids.
In: ACM Java Grande 2000 Conference, San Francisco, CA (2000) 97–106

[11] Baduel, L., Baude, F., Caromel, D., Contes, A., Huet, F., Morel, M., Quilici, R.:
Programming, Deploying, Composing, for the Grid. In: Grid Computing: Software
Environments and Tools. Springer-Verlag (2006)

[12] Blanco, E., Cardinale, Y., Figueira, C., Hernández, E., Rivas, R., Rukoz, M.:
Remote Data Service Installation on a Grid-enabled Java Platform. In: Proceed-
ings of the 17th International Symposium on Computer Architecture and High
Performance Computing, Rio de Janeiro, Brasil (2005)

[13] Frey, J., Tannenbaum, T., Livny, M., Foster, I., Tuecke, S.: Condor-G: A Com-
putation Management Agent for Multi-Institutional Grids. In: Tenth Interna-
tional Symposium on High Performance Distributed Computing (HPDC-10),
IEEE Press (2001)

[14] The Globus Alliance: The Globus Toolkit (2006) http://www.globus.org/.
[15] Cardinale, Y., De Oliveira, J., Figueira, C.: Remote class prefetching: Improving

performance of java applications on grid platforms. In: The Fourth International
Symposium on Parallel and Distributed Processing and Applications (ISPA’2006).
(2006)

[16] Cardinale, Y., Curiel, M., Figueira, C., Garćıa, P., Hernández, E.: Implementation
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Abstract. With the increasingly complexity of ubiquitous computing environ-
ment, large and distributed embedded software are used more and more widely. 
After a design model has been completed, assigning components in the design 
model while meeting multiple runtime constraints is a critical problem in 
model-based large distributed embedded software development. In this paper, 
we propose a new method of component assignment. This method uses back-
tracking algorithm to search the assignment space, and a balance distance func-
tion to decide the feasible assignment scheme. Unlike other methods that view 
computation, communication, and memory resources as independent resources, 
this method analyzes their holistic influence on component assignment with the 
goal of keeping the balance between computation resource consumption and 
memory resource consumption, and the balance of execution density among dif-
ferent processors. Experimental evaluation shows the component assignment 
method has high success ratios, low time overheads, and good scalability. 

Keywords: Ubiquitous computing, embedded software, model-based develop-
ment, component assignment, backtracking algorithm. 

1   Introduction 

Ubiquitous computing, as a new computing paradigm, is increasingly permeating into 
the production and daily lives. Ubiquitous computing environment is an environment 
that integrates people, environment, and devices into a whole seamlessly and natu-
rally. Embedded devices play an important role in a ubiquitous computing environ-
ment. With the increasingly complexity of ubiquitous computing environment, large 
and distributed embedded systems are used more and more widely, which makes the 
development of embedded software becomes more and more difficult. In order to 
improve reliability, reusability, maintainability, and reduce development costs, 
model-based methodology is presented, and has proved to be effective [1, 2] in em-
bedded software development. In model-based development, design models are used 
to implement platform-independent functions, and implementation models represent 
software implementation on a specific platform. For model-based large distributed 
embedded software development, the transformation from a design model to an im-
plement model is usually divided into two steps: first, assign the components of a 
design mode to an execution platform; second, generate runtime tasks and assign their 
timing and scheduling properties, such as deadlines, priorities. In the process of the 
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model transformation, assigning components in the design model while meeting mul-
tiple runtime constraints is a critical problem because component assignment need not 
only meet the resource constraints of the platform, but also helps to generate real-time 
embedded software in next step of model transformation, which makes it more diffi-
cult to deal with. 

Currently, there are many research efforts on task and resource assignment prob-
lem in distributed environments [3, 4, 5, 6]. However, these research efforts either 
consider only one kind of resource, or deal with multiple resources one by one. Onishi 
et al. [12] proposed a method for component assignment. However, they focus on the 
problem of improving system reliability. Wang et al. [7] proposed a method for com-
ponent assignment with multiple resource constraints. Wu et al. [13] proposed an 
adaptive method for component assignment with multiple constraints. However, they 
view computation, communication, and memory resources as independent resources, 
and consider components to be independent entities. In fact, communication resource 
together with computation resource influences timing characteristic of components; 
both the memory resource of the processor and the computation resource of the proc-
essor are influenced when a component is assigned to a processor; and there exists 
precedent relationship among components, which influences the runtime computation 
resource overheads of components. 

In this paper, we propose a new method of component assignment. This method 
analyzes the holistic influence of computation, memory, and communication resource 
consumption of components on component assignment, and uses backtracking algo-
rithm to explore the assignment space. It considers the balance between computation 
capability and memory capacity, the balance of execution density among different 
processors, and the precedent relationship among components. 

The rest of this paper is organized as follows. Section 2 presents the design model, 
platform model, and deployment graph. Section 3 describes the process of component 
assignment. Some experimental evaluation is given in section 4. Finally, the paper 
concludes with section 5. 

2   Software Model 

In this section, we present the design model, platform model, and deployment graph used 
in this paper. They are extensions of the software models presented by Wang et al. [7]. 

2.1   Design Model 

The design model used in this paper is Md=(TrS), where TrS is a set of transactions 
composed of orderly interconnected components. We first give the definition of a 
component, and then give the definition of a transaction. 

Definition 1. A component Mc=(IP, OP, AM, MC) is a software entity, where IP is a 
set of input ports; OP is a set of output ports; AM is a set of actions (when receiving a 
message, a component carries out a specific computation, which is called an action.); 
MC is the memory resource consumption of a component. It is defined as the maxi-
mum runtime memory overheads of a component. 
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A component sequence that is triggered by an external event in order to complete a 
specific function is called a transaction. It is defined as follows. 

Definition 2. A transaction is defined as MTr=(CS, Msg, T, D, RC), where CS is a set 
of components in this transaction; Msg is a set of messages passing from the output 
port of a component to the input port of next component; T and D are the transac-
tion’s period and deadline respectively; RC is the set of resource consumption func-
tions. Resource consumption functions include the computation resource consumption 
function CRC and the communication resource consumption function MLEN. 

CRC is a function that maps actions into positive rational numbers. In distributed 
systems, computation capability of different processors may be different. When an 
action ai is executed on different processors, its worst-case execution time (WCET) 
EXE(ai) will be different. In order to uniformly measure the action’s execution time 
among different processors, we use the method reported in [8], that is, use its WCET 
on a reference platform RF as EXE(ai). We use CRC(ai) = EXE(ai)/Ti  to denote the 
computation resource consumption of an action ai, where Ti is the period of the trans-
action to which ai belongs. When a component is included in multiple transactions, its 
computation resource consumption is the sum of the computation resource consump-
tion in all the transactions in which it involves. 

MLEN is a function that maps messages in transactions into non-negative rational 
numbers. We use the maximum length of a message Msg(i), denoted as 
MLEN(Msg(i)), to represent the communication resource consumption of Msg(i). 

In this paper, we use EXE(Ci) to denote EXE(ai) when no confusion will be 
caused. When multiple transactions cut through the same component, we assume they 
trigger the same action in the component. We also assume transactions’ deadlines are 
no more than their periods. 

In this paper, we assume once a design model is given, the components, the trans-
actions, the transactions’ timing constraints (periods and end-to-end deadlines), and 
the resource consumption of the components are all known. 

2.2   Platform Model 

Definition 3. A platform model Mpt=(PS, N) represents a runtime environment for 
embedded software, where PS is a set of processors (with different computation capa-
bility and memory capacity); N is a shared network connecting all the processors. A 
processor Pi can provide the computation resource CR(Pi) and the memory resource 
MR(Pi). 

It should be noted that we assume the computation resource of the reference plat-
form RP is 1. The computation resource of Pi, CR(Pi), is a relative value correspond-
ing to that of RP. We use BW(N) to denote the bandwidth of the network N. 

2.3   Deployment Graph 

Definition 4. A deployment graph is defined as Mdg=(PS, CSD, TL, CM), where PS is 
the set of processors; CSD is the set of components in Md; TL is the set of message 
links among processors; CM is the function that maps CSD to PS. 
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We assume the communication resource consumption between internal messages 
(the messages passing within a processor) is zero, and the messages passing among 
tasks have their maximum length. 

The problem of component assignment can be stated as following: given the design 
model, and the platform model, the problem of component assignment is to find a 
deployment graph such that the computation, memory, and communication resource 
constraints (in our component assignment method, we use execution density to evalu-
ate computation and communication resource consumption) are all met. 

3   Component Assignment 

Due to precedent relationship among components, a component of a transaction can 
only be in an active state (be ready to run) in a specific time scope in order to meet the 
timing constraint of this transaction. We call the maximum time scope of a compo-
nent being in an active state its active period. The active periods of components and 
the priorities of messages are needed in the process of component assignment. In this 
section, we first propose the assignment method of active periods and priorities of 
messages, and then detail the process of component assignment. 

3.1   Assignment of Active Periods of Components 

Wang et.al [10] present the notions of Earliest Start Time (EST) and Latest Comple-
tion Time (LCT) of components.  But there is a difference between design models in 
this paper and structure models in their paper: when more than one input events trig-
ger the same output of a component, their paper uses the “and” relationship, that is to 
say, in order to trigger the component’s action, all input events must arrive. In design 
models of this paper, we use the “or” relationship among these input events, that is to 
say, either of the input events can trigger a component’s action. Because of the above 
difference, we make a corresponding modification to the calculation method of EST 
and LCT. 

In the following part of section 3.1, we assume Ci is a component in transaction 
Trk, and Trk is triggered at time 0. 

The EST of Ci is defined as follows: 

( , )

( , ) ( )
j i k

i k j
C PC C Tr

EST C Tr EXE C
∈

= ∑                                  (1) 

Where PC(Ci,Trk) is the set of precedent components of Cj in transaction Trk. 
The LCT of Ci is defined as follows: 

( , )

( , ) ( ) ( )
j i k

i k k j
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DLCT C Tr Tr EXE C
∈

= − ∑                         (2) 

Where D(Trk) is the deadline of Trk; SC(Ci,Trk) is the set of subsequent components 
of Ci in transaction Trk. 

The active period of Ci in transaction Trj is defined as AP(Ci,Trk)=[ EST(Ci,Trk), 
LCT(Ci,Trk)]. 
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We can know from the above definitions that the active period of Ci in transaction 
Trk is its largest feasible active time scope when Trk is triggered. Of course, not all 
components in a transaction can be active in their active periods. When a component 
is included in multiple transactions, it will have multiple active periods. 

3.2   Priority Assignment of Messages 

For priority assignment of messages, we adopt the deadline monotonic method. The 
earlier the deadline of a transaction is, the higher the priority of its messages is. If one 
message is involved in multiple transactions, we use the highest priority as its priority. 
In Fig. 1, two external events, E1 and E2, trigger three transactions, Tr1, Tr2, and Tr3. 
Tr1 consists of C1, C2, and C3; Tr2 consists of C1, C2, and C4; Tr3 consists of C5, C6, 

and C7. When receiving the message Msg(1), C2 outputs messages Msg(2) and Msg(3). 
Assuming D(Tr1)<D(Tr2)<D(Tr3), the order of the priorities of messages is Pr(Msg(1)) 
= Pr(Msg(2)) > Pr(Msg(3)) > Pr(Msg(4)) =Pr(Msg(5)). 

Tr
3

Msg(3)

Msg(1)

Msg(4) Msg(5)

Tr
1

Msg(2)E1 C2 C3

E2 C5 C6

C1

C7

Tr
2

C4

 

Fig. 1. A design model with three transactions 

3.3   Component Assignment Algorithm 

If there are m components in a design model and n processors in the corresponding 
platform model, there will be nm kinds of deployment graph (of course, some of them 
are feasible, and the others are infeasible). We call every deployment graph a com-
ponent assignment scheme. For complex software for large distributed embedded 
system, n and m maybe be very large, and it is too time-consuming to search all 
component assignment schemes for the optimal one. In this paper, we use backtrack-
ing algorithm to find a feasible scheme for the component assignment problem. 

The component assignment algorithm is shown in Algorithm CA. 

Algorithm CA(Md, Mpt) 
/* CSD represents the set of all components in Md. 

bFalg denotes the return value of algorithm CA*/ 
Sort all components in CSD in ascending order of the 

disorder degree DF. 
bFalg=BK(CSD); 
return bFalg; 
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The input of Algorithm CA is a design model Md and a platform model Mpt. The 
output of this algorithm is a deploy graph. If all components in CSD are assigned to 
processors, the process of the component assignment succeeds. Otherwise, it fails. 

The component assignment algorithm consists of two steps: component sort and 
backtracking assignment. 

First, component sort. The assignment order of components has important influ-
ence on finding a component assignment scheme as fast as possible [11]. When a 
component Ci is assigned to a processor Pi, it will consume some computation re-
sources and some memory resources, and Ci’s input and output messages will con-
sume some communication resources. During component assignment, keeping the 
balance between computation resource consumption and memory resource consump-
tion is important for making full use of a processor. In a transaction, the input mes-
sage of a component is exact the output message of its direct precedent component. 
Therefore, when computing a component’s communication resource consumption, we 
need only computation the communication resource consumption of either the input 
or output messages of the component. In this paper, we use the computation resource 
consumption of a component’s input messages as its communication resource con-
sumption. For the first component of a transaction, its communication resource con-
sumption is believed to be zero. If a component not only has littler communication 
resource consumption but also has suitable consumption and memory resource con-
sumption (i.e. helps to keep the balance between computation resource consumption 
and memory resource consumption of processors), its assignment has advantageous 
influence on the later component assignment. 

We use a disorder degree function DF to evaluate a component assignment’s influ-
ence on systems. DF is defined as follows: 
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In equation (3), IN(Ci) is the set of input messages of Ci; MS(Trn) is the set of the 
messages in transaction Trn; MAX is the function that calculates the maximum value. 
The first item with coefficient k1 denotes the difference between the computation and 
memory resource consumption of Ci and the computation and memory resource pro-
vided by processors in PS. The second item with coefficient k2 denotes the ratio of the 
communication resource consumption of Cj to the maximum communication resource 
consumption. Because we assume transactions’ deadlines are no more than their peri-
ods, there is at most one message of a transaction in the network N at a time. There-
fore, only the maximum message of each transaction is calculated in the denominator 
of the second item. Using different k1 and k2 can adjust the weight of the two factors. 
For example, for a platform model composed by processors that have a large differ-
ence between computation and memory resources and a high-speed network, we can 
use a large k1 and a small k2. 

Second, backtracking assignment. In this step, the backtracking algorithm is used 
to search the possible assignment of each component one by one in order to find a 
feasible component assignment scheme. We use a component assignment table (CAT) 
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to store all assignment of a component. One item in a component assignment table is 
called an assignment point. An assignment point is a 3-tuple, denoted as (Ci, Pj, 
BF(Ci, Pj)), where BF(Ci, Pj) is the balance distance function that is used to evaluate 
the effect when Ci is assigned to the processor Pj. The littler a BF is, the better it is. 
The BF is defined as follows: 
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i i i
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In the right of equation (4), there are two items with the coefficient γ1 and γ2. The 
first item is an index that reflects the utilization difference between the computation 
resource consumption on Pi and the memory resource consumption on Pi when Ci is 
assigned to Pi. The second item denotes the execution density (ED) difference be-
tween all components on Pi and the average execution density on all processors. Like 
k1 and k2 in equation (3), γ1 and γ2 are the weight of the two factors, and can be set 
according to the platform model. The items in the CAT of each component are sorted 
in ascending order of BF. 

Root

1 2 3 22 3 1 1 3 2

1 2 3Level 1

Level 2

A B C

D E F G H I  

Fig. 2. The process of component assignment 

Fig. 2 is an example of component assignment. It shows all assignment schemes 
when two components, C1 and C2, are assigned to three processors, P1, P2, and P3. Level 
1 denotes the component assignment of the component C1 who has the least DF. Node 
A, node B, and node C are corresponding to C1’s assignment points: (C1, P1, BF(C1, 
P1)), (C1, P2, BF(C1, P2)), and (C1, P3, BF(C1, P3)) respectively. Similarly, the second 
level denotes the component assignment of the component C2 who has the second 
least DF. It should be noted that the order of the assignment points of C2 depends on 
that of C1. For this reason, the order of the assignment points under node A is D=(C2, 
P1, BF(C2, P1)), E=(C2, P2, BF(C2, P2)), and F=(C2, P3, BF(C2, P3)), different from 
those under node B: G=(C2, P2, BF(C2, P2)), H=(C2, P3, BF(C2, P3)), and I=(C2, P1, 
BF(C2, P1)). In the same level, the node in the leftmost has the least BF, and the node 
in the rightmost has the largest BF. The backtracking algorithm searches a feasible 
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component assignment scheme in the order of left-order-first. In Fig. 2, if component 
assignment fails in D, E, and F, then the algorithm backtracks to the next assignment 
point of C1—Node B, and then initializes the CAT of C2 and search a feasible compo-
nent assignment of C2. This process is recursive until a feasible component assign-
ment scheme is found. The backtracking algorithm is shown in Algorithm BK. 

Algorithm BK(CSD) 
/* t is the path depth of backtracking algorithm. n is 

the number of processors. The nodes other than the root 
node are corresponding to the assignment points of compo-
nents. The path from the root node to a leaf node denotes 
an assignment order of components*/ 
if (t > n+1) return true; 
for (i = The first child node of current node; i <= The 

last child node of current node; i++ ) { 
Pj = The processor used in i; 
ED(Pj); 
if (Constraint(Pj) and Bound(Pj)) { 

Initialize next component’s component assignment 
table, and sort assignment points of each component 
in ascending order of the balance distance BF. 
BK(t+1); 
} 

} 
if (t is less than n and no unprocessed child node) 
return false; 

} 

In Algorithm BK, ED(Pi) is the execution density of all components assigned to 
processor Pi. 

When calculating ED(Pi), we cannot simply add up all the EDs of the components 
assigned to Pi for the following reasons: in the same transaction, discontinuous com-
ponents assigned to one processor is impossible to run continuously. Adding up all 
the EDs of the components will obtain a pessimistic result. 

In section 3.1, we introduce the notion of active period. It is the biggest time span 
for a component’s running. In distributed environment, the components of a transac-
tion can be assigned to more than one processor. We call the components that can 
execute continuously a component segment (CSE). The execution density of a CSE is 
defined as follows: 
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In equation (5), p is a CSE; CS(p) is the set of components in p; fC  is the first 

component in p, lC  is the last component in p;. Execution density reflects the influ-

ence of computation resource consumption and communication resource consumption 



650 Z. Gao and Z. Wu 

on the runtime of components. Using the ED to evaluate the runtime influence of 
components is an optimistic method. We can obtain an optimization component as-
signment scheme because one goal of component assignment is to keep the balance of 
EDs among processors. Furthermore, it has larger searching space when assigning 
components. When a component assignment scheme is proved failed when tasks are 
generated, we can search for other feasible component assignment schemes. From the 
definition of active period, it is obvious that the ED of a CSE is lager than the ED of 
any component in CSE, i.e. it is the run-time worst cast of a CSE. So we use the ED 
of a CSE to denote the ED of continuous components in a transaction. 

The ED(Pi) is defined as follows: 
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= ∑                             (6) 

In equation (6), p is a CSE in Trj; CSS(Trj) is the set of CSE in Trj; TrS(Pi) is the 
set of transaction in Pi. 

CT(Msg(p)) is the worst-case transmission time (WCTT) of the input message of 
CSE(p). In the right of equation (5), the denominator means the active period of p 
should minus the time overheads of Msg(p). 

In real-time scheduling, networks are usually regarded as processors, and network 
messages are regarded as tasks in order to perform response time analysis of network 
messages. If there are m transactions in Md, there are at most m messages in the net-
work N at a time. When Msg(p) and the longest messages of other m-1 transactions are 
sent to N simultaneously, Msg(p) will get its WCTT. For a message Msg(p), its WCTT 
can be calculated using equation (5) by iterative method. 
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Where C(p) is the maximum transmission time of Msg(p), denoted as 
MLEN(Msg(p))/BW(N); H(Msg(p)) is the set of messages whose priorities are higher 
than that of Msg(p); L(Msg(p)) is the set of messages whose priorities are lower than 
that of Msg(p). The last item in equation (7) denotes the blocking time suffered by 
Msg(p) due to blocking effects coming from being transmitted network messages with 
lower priority. 

Two functions, Bound and a Constraint, are defined to decide whether prune a 
node or not in backtracking algorithm. 

The Bound function of a node with assignment point (Ci, Pj, BF(Ci, Pj)) is defined 
as follows: 
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In the right of equation (8), CS(Pj) is the set of components in 

Pj;
( )
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≥ ∑ means if the available memory resource of Pj is no 

less than the gross runtime memory consumption of CS(Pj), the memory requirements 
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of CS(Pj) could be met. 
( )

( )
1

( )
k Pj

k

C CS jP

CRC C

CR∈

<∑  means the total utilization of compu-

tation resource in Pi should be less than 1. 
The constraint function of a node is defined as follows: 

( )= ( )j jP PConstraint ED TD≤                                       (9) 

Where TD is the threshold of ED in Pj. It is a value less than 1 and can be set by 
user. 

If both equation (8) and equation (9) are true for current node, next path will be 
searched. If Algorithm BK returns true, a feasible component assignment scheme has 
been found and vice versa. 

4   Experiments Evaluation 

As mentioned in section 1, there are few research efforts on component assignment 
problem that combined multiple resource consumption in embedded software devel-
opment domain. We call the method presented in this paper BK+BF. In order to com-
pare, we construct another algorithm named BK+CR, which views computation re-
sources, memory resources, and communication resources as independent resources, 
and does not consider the balance of execution density. 

In the following, if we do not give extra explanations, the “ratio” or “utilization” 
refers to a relative value comparing to the total computation, memory, or communica-
tion resources of all processors and the network. 

The design model used in this paper is generated randomly. A component has the 
number of input messages: 1-5, the number of output messages: 1-3. The ratio of com-
putation (or memory) resource consumption to all computation (or memory) resources 
provided by PS is less than 90 per cent. Because communication resource overheads 
have been considered into ED, there is no threshold of communication resource con-
sumption in BK+BF. In BK+CR, the ratio of maximum communication resource con-
sumption to all communication resources provided by PS is less than 90 per cent. The 
TD in equation (9) is set to 0.9. The coefficients in (3) and (4) are set to 1. 

We first evaluate the computation time under the condition of different utilization 
of computation, memory, and communication resource consumption. Of course, in 
BK+BF, we ignore the utilization of communication resource consumption. Under a 
specific utilization, the design model has 100 components. We use the number of the 
visited nodes in backtracking algorithm to represent time overheads. The platform 
model has 15 processors, and a network with 1Mb/s. The Fig. 3 shows the results 
under different utilization. Note that in horizon axis, utilization denotes the value of 
the utilization of computation, memory, and communication resource consumption. 
For example, 10% denotes the utilization of computation, memory, and communica-
tion resources is all 10%. The vertical axis denotes the number of the visited nodes in 
backtracking algorithm. We can see the number of the visited nodes increases in the 
BK+BF and the BK+CR with the increment of utilization. In little utilization, the 
visited nodes in BK+CR are less than that in BK+BF because BK+CR do not consider  
 



652 Z. Gao and Z. Wu 

utilization of resources

visited nodes

 

Fig. 3. The visited nodes vs different utilization of resources 

number of components (*100)

failure ratio

 

Fig. 4. The failure ratios with different number of components 

the balance between computation resources and communication resources in compo-
nent sort and backtracking assignment, and can easily find a feasible component as-
signment scheme. However, in big utilization, the visited nodes in BK+CR are more 
than that in BK+BF due to the same reason. 

In the second experiment, we evaluate the failure ratios with different component 
number. This test is performed on 20 processors connected with a network with the 
speed of 1Mbits/s. The computation resource of processors ranges from 1 to 10, and 
memory capacity ranges from 100B (bytes) to 30000B. For a class of design model 
with the given components, we randomly generate 50 design models and use the av-
erage value of their failure rations (the computation resource consumption and mem-
ory resource consumption decrease with the increase of the number of components). 
For each design model, we use the BK+BF and BK+CR to find a component assign-
ment scheme, and then generate tasks using the algorithm in [9]. If a component as-
signment scheme can be generated a schedulable tasks set (each transaction’s WCRT 
is less than its deadline), we believe it is successful. The experimental results are 
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shown in Fig. 4. We can see the BK+BF has lower failure ratios than that of BK+CR. 
It is because BK+BF not only considers the balance between computation resource 
consumption and memory resource consumption, but also the balance of execution 
density on processors. However, BK+CR only considers the utilization of computa-
tion, memory, and communication resources, and does not consider the precedent 
relationship among components, and the runtime influence of components’ execution, 
so leads to higher failure ratios when embedded software is generated from design 
models. 

We also compare the scalability of the two component assignment methods under 
the condition of different processor number and component number. We use the vis-
ited nodes in backtracking algorithm to measure the computation time. The experi-
mental results are shown in Fig. 5. We can see the number of the visited nodes in-
creases in the BK+BF and the BK+CR with the increment of the number of proces-
sors and components. The visited nodes in BK+BF increase smoothly with the incre-
ment of the number of processors and components. The BK+BF visits fewer nodes 
than BK+CR because it considers the balance between computation resource con-
sumption and memory resource consumption, and the balance of execution density 
among different processors, and is more likely to find better component assignment 
schemes with less computation costs. It shows the BK+BF algorithm has a good scal-
ability, and suitable to large distributed systems. 

(number of processors,number of components*100)

visited nodes

 

Fig. 5. The visited nodes vs different number of processors and components 

5   Conclusions and Future Work 

With the increasingly complexity of ubiquitous computing environment, large and 
distributed embedded systems are used more and more widely. This paper proposes a 
new method of component assignment for large distributed embedded systems. This 
method analyzes the holistic influence of computation, memory, and communication 
resource consumption of components during component assignment. This method 
uses backtracking algorithm to explore assignment spaces. During component as-
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signment, it considers the balance between computation resource consumption and 
memory resource consumption on processors, and the balance of execution density 
among different processors in order to find an optimization assignment scheme. 
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Abstract. In recent large scale deployment of active RFID systems has
been introduced by many applications, but a variety of critical issues re-
main unresolved. Especially, the impact of collision is the most essential
problem. In this paper, we propose a Learning-based Dynamic Framed
Slotted ALOHA algorithm (LDFSA) which mitigates collision from the
active RFID tags and complies with international standard, ISO/IEC
18000-7. In addition, this paper includes the performance evaluations
of the proposed LDFSA algorithm with the conventional algorithms.
According to the result, the proposed LDFSA algorithm shows better
performance than other conventional algorithms.

Keywords: LDFSA, slotted ALOHA, active RFID, anti-collision, colli-
sion arbitration.

1 Introduction

Identification of multiple objects is especially challenging if many objects are
distributed in a field. Several technologies are available for identification. Bar
code is the most pervasive technology, but reading them requires a line of sight
between the reader device and the object, manual, and close-ranging scanning.
But a Radio Frequency Identification (RFID) system provides remote, non-line-
of-sight, and automatic reading. The RFID system identifies the unique tags’ ID
or detailed information saved in them attached to objects. There are two types
in the RFID tag: the active type which generates power from internal resources
such as a battery and the passive type which gets energy from the transceiver
by radio frequency [1].

The RFID system conceptually consists of a reader and a number of tags.
The reader in the RFID system broadcasts the request message to tags. Upon
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receiving the message, all tags send the response back to the reader. If only one
tag responds, the reader successfully collects information of the tag. But if there
are two or more responses from tags, their responses will collide on the common
communication channel, and thus cannot be read by the reader. The ability
to identify multiple tags simultaneously is regarded as a critical issue for more
advanced applications such as to check out numerous items at the supermarket. It
might take a lot of time to check out them one by one, which requires an efficient
identification method checking a large number of goods at one time without
any delay. To overcome the collision problem, much research [2,3,4,5] has been
introduced in passive RFID applications. Nevertheless, anti-collision mechanism
in the active RFID field has been absent. Collision arbitration for the active
RFID should be differed from previous solutions because their requirements,
such as computing power, the capacity of memory, power efficiency, and so on,
do not agree with that for the passive type. So, distinct approaches for the active
RFID system should be needed and designed.

In addition, the RFID tags attached to objects at a site can be read in other
sites. For instance, an RFID tag attached to an item in Korea can be read by the
readers in the store of L.A., the U.S.A. In this new system, because each site can
have a unique RFID reader system, RFID tags can not read at their destinations.
In order for these heterogeneous systems to be compatible, conformance with in-
ternational standards is important. ISO/IEC 18000-7[6] was enacted as an inter-
national standard for container identification in port environments. Active RFID
systems should be designed and developed according to this standard. ISO/IEC
18000-7 for the active RFID system describes the dynamic framed slotted ALOHA
technique to reduce tag collision. So, this paper will concentrate on collision arbi-
tration without any deviation from international standard. This paper proposes
a Learning-based Dynamic Framed Slotted ALOHA algorithms (LDFSA) to en-
hance the efficiency of tag identification and compares the performance of the
LDFSA algorithm with those of the conventional Basic Framed Slotted ALOHA
(BFSA) and Dynamic Framed Slotted ALOHA (DFSA) algorithms.

The organization of the paper is as follows. We present traditional approaches
for collision arbitration in the next section. Then, we describe our algorithm,
the learning-based dynamic framed slotted ALOHA. Finally, we conclude this
paper in section 5 after describing the performance evaluation of the LDFSA in
section 4.

2 Related Work for Anti-collision

Slotted ALOHA algorithm[4,5] suggested by ISO/IEC 18000-7, is the collision
arbitration method where each tag transmits its identification to the reader in
a slot of a frame and the reader identifies the tag when it receives information
of the tag without collision. A time slot is a time interval where tags respond
their messages. The reader can identify the tag when only one tag access a time
slot. The current RFID system uses a kind of slotted ALOHA known by framed
slotted ALOHA algorithm. A frame is a time epoch between requests of a reader
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and includes a set of slots. A collection round, referred to as a read cycle, is a
tag identifying process that consists of a frame. This section briefly describes
existing framed slotted ALOHA anti-collision algorithms.

2.1 Basic Framed Slotted ALOHA Algorithm

Basic Framed Slotted ALOHA (BFSA)[1] algorithm uses a fixed frame size and
does not change the size during the process of tag identification. In BFSA, the
reader offers information to the tags about the frame size and the random number
which is used to select a slot in the frame. Each tag selects a slot number for
access using the random number and responds to the slot number in the frame.
Since the frame size of BFSA algorithm is fixed, its implementation is simple.
However, it has a limitation that drops efficiency of tag identification.

2.2 Dynamic Framed Slotted ALOHA Algorithm

Dynamic Framed Slotted ALOHA (DFSA) algorithm, which is used in ISO/IEC
18000-7, changes the frame size for efficient tag identification. To determine the
frame size, it uses information such as the number of slots used to identify the
tag and the number of the slots collided. So DFSA algorithm can solve partially
the problem of BFSA that use a fixed frame size and identify the tag efficiently
because the reader regulates the frame size according to the number of tags. But,
the frame size change alone can not reduce sufficiently the tag collision when there
are a number of tags because it can not increase the frame size indefinitely.

3 The Proposed Learning-Based Dynamic Framed
Slotted ALOHA (LDFSA) Algorithm

The prior dynamic framed slotted ALOHA algorithm changes the frame size to
increase the efficiency of the tag identification. However, DFSA do not consider
active RFID properties such as power efficiency, computing power and so on.
Furthermore, because DFSA do not maintain any collision information, tag col-
lision increases in a next collection command round. In this section, we propose
a Learning-based Dynamic Framed Slotted ALOHA algorithm which solves this
problem.

Since the active RFID tag gets energy from internal resources such as batter-
ies, tag’s energy can affect a total RFID system. To enhance the lifetime of the
system, the active RFID tag should sleep as long as possible. Thus, the reader
sends a wake-up signal before getting tags’ information within interrogation zone.
And then, the reader interrogates tags using the collection command which in-
cludes the frame size that can be varied dynamically. Initial round for collecting
tags’ information is composed of a wake-up signal, a collection command broad-
casting, a frame, and a sleep period as shown in Figure 1. Basically, the reader
broadcasts a wake-up signal to all tags within interrogation zone before sending
a collection command. After that, when the reader sends the collection com-
mand, it includes initial frame size from which the number of total tags in the
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Fig. 1. Basic architecture of a Learning-based Dynamic Framed Slotted ALOHA

interrogation zone can be estimated. The estimated number of tags is used for
determining a next frame size. Initial frame size can vary system performance.
We evaluated the performance by varying the number of initial frame size. The
result will be dealt with in section 4. For the detail demonstration of our al-
gorithm, we will mention the algorithm by separating into two parts: a point
of view of the reader, and a point of view of the tag. Followings demonstrate
pseudo codes of the LDFSA for anti-collision.

- RFID reader operation

Object implementation of RFID reader;
sucessList : tags list read by the reader;
frameSize : estimated by the number of tags;

Operation antiCollision()
broadCast(initTagLearning());
broadCast(wakeupCommand);

settingInitialNumberOfSlots(frameSize);
for i in threeEmptyRound do

broadCast(collectionCommand, frameSize);
for i in oneRound do

sucessList = getTagInfo();
od
for i in i == sucessList.len do

uniCast(successList.tagID, sleepCommand);
od
if (this round == empty round)

totalEmpty++;
fi
frameSize = calFrameSize(estimateNumberOfTag());

od
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- RFID tag operation

Object implementation of RFID tag;
Operation run( )

while(listen(wakupCommand));
for i in Tag.status == wakeup do

while(listen(ReaderCommand));
switch ReaderCommand:

case : SLEEP
correctPrediction(success);
setTagstatus(Sleep);

case : P2P
Reply(data);

case : BROADCAST
correctPrediction(fail);
selectSlot(frameSize);
Reply(data, selectedslot);

od

First, the reader action is separated into five parts: sending a wake-up message,
broadcasting a collection command, estimating the number of tags, determining
the frame size, and transmitting sleep command. The most important things
between them are to estimate the number of tags and to determine the frame
size. They are closely correlated each other. To determine the frame size, we
have to use information such as the number of slots used to identify the tag and
the number of the slots collided. Cha[4] described how to estimate the number
of tags as follows. A system reaches maximum throughput when p is equal to
1/n. we can get optimal collision rate Crate for maximum throughput.

Crate = lim
n→∞

Pcoll

1 − Psucc
= 0.418 (1)

The number of the collided tags, Ctags in a slot is calculated by

Ctags =
1

Crate
= 2.3922 (2)

Let Mcoll be the number of collided slots in a frame after a round. Then the
number of estimated tags is calculated by

NumberofEstimatedTags = 2.3922 × Mcoll (3)

We use above equations to estimate the number of tags. And then we have
to determine the frame size for the next collection round. If we can estimate
the number of unread tags, we can determine the frame size that will maximize
the system efficiency or the tag collision probability. Lee[5] introduced how to
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determine the frame size. When the number of tags is n, the optimal frame size
can be derived as follows.

N =
1

1 − e−
1
n

=
e

1
n

e
1
n − 1

(4)

When n is large, it can be simplified as follow.

N �
1 + 1

n

1 + 1
n − 1

= n + 1, n � 1 (5)

The above equation tells us that when the number of tags and the frame size
are approximately the same, the system efficiency becomes the maximum.

Second, the tag’s behavior includes selecting their slot, responding to the
reader and a learning phase for the next collection command from the reader.
Each tag that receives a collection command from the reader selects a slot num-
ber to access the common communication channel by using the random number
and responds to the slot number in the frame with its ID and other informa-
tion. Tags use learning mechanism to get their slot for accessing communication
channel. The tag stores it’s current slot number to the internal memory such as
EEPROM. After that, if the tag receives a sleep command from the reader, it
determines that its response is successful and increases the probability that use
for the next collection command round by using prediction method. Otherwise
the tag determines that it is collided and decreased the probability that can
reduce collision for the next round.

Figure 2 shows an example of slot selection using learning mechanism. When a
tag selects their slot for responding, the each slot of the tag extracts the random
number. Each slot of the tag has their probability that used for selecting the
number of a slot. Initial probability for all tags is set to the same value. And
then each slot performs modulo operation using its probability and the random
number. Initially, because every slot has the same probability, the slot with
the maximum random value will be chosen. The tag will transmit the response
message by using that slot. After that, if the tag receives a sleep command
from the reader, it determines that its response is successful and increases the
probability that use for the next collection round using learning mechanism.
Otherwise the tag determines that it is collided and decreased the probability
that can reduce collision for the next round.

For example, let the slot size of the tag be five, and initial probability be one
hundred. Each slot generates their random number as Table 1. The second slot
generated a random number as 90 and has highest the result of modulation oper-
ation (90 mod 100 = 90). As according to the grade of results, the second slot is
selected for responding a message to the reader. After that, if the response is suc-
cessful, learning mechanism will provide compensation that increases the proba-
bility. If the response is failed, the selector will decrease probability. The LDFSA
will accumulate data used to select their slot according to progressing the cycle or
round and thus mitigate collision problem in the reader. The LDFSA is in need of
a large of memories for maintaining information which used to select the slot of
the tag. Active RFID tags have sufficient capacity for realistic applications.
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Fig. 2. LDFSA compensates according to whether it collids

Table 1. Process of learning operation of LDFSA

Number of slot 1 2 3 4 5
Random number 270 90 65 130 85

Result of modulo 70 90 65 30 85

4 Performance Evaluation of LDFSA

In this section, we compare the performance of the LDFSA algorithm with the
conventional Basic Framed Slotted ALOHA (BFSA) and Dynamic Framed Slot-
ted ALOHA (DFSA). In order to evaluate the performance, we have assumption
that the reader repeats collection rounds until it collects all tags and the num-
ber of iteration for a consequent collection operation performed by the reader
is basically set to one hundred times. Every experiment was repeated ten times
and then averaged.

4.1 Simulation

First of all we describe a result of how the LDFSA affect the active RFID system
according to whether the response is successful or not. Our simulation is sepa-
rated into two models. In Figure 3, what the number of average round is higher



662 H. Cho, W. Lee, and Y. Baek

than others means that the tag consumes much time for data transmission and
thus reduces its lifetime. If the number of total slots that mean time period dur-
ing total collection cycle from the reader is high, the algorithm requires much
time. Figure 3 illustrates that the LDFSA has better performance than other
algorithms in terms of the number of slots or time period needed to collect all
tags. In detail, when the tag has the prediction mechanism and the number of
initial slots is much smaller than the number of tags which are distributed in
active RFID field, the performance is less 4 percent than DFSA. However, in
case a large number of tags are deployed, tag’s longevity is prolonged up to
19.7% that is the mean of all of experiment, and collection time that gets all
tags’ information is diminished down to 14.7%. In figure for average round for
collecting all tags, as according to the number of initial slots is high, the number
of total rounds needed to collect all tags becomes small. As earlier mentioned,
the LDFSA showed the efficient performance that can be applied to a realistic

Fig. 3. The effect of LDFSA
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application. In addition, we performed the evaluation to measure how the LDFSA
affect performance according to the number of tags. The number of tags varied
from 10 to 100 and the number of initial slots is 80. As a result shown in Figure
4, the average number of rounds of the LDFSA is more than BFSA. However,
the average number of slots that affect the system is remarkably reduced.

Fig. 4. The efficiency of the LDFSA according to the number of tags : (a) The average
number of rounds (b) the average number of slots

Table 2. Impact of moving tags in LDFSA

Average number of frames Average number of slots

No movement 8.098 108.056

50% movement 8.298 112.145

Realistic applications, such as the port environment that get the containers
in and out of the ports, require tag’s movement like processing items into and
out of a store or a RFID field. Therefore, collision arbitration should consider
this requirement to enhance the efficiency of the realistic application so that we
can mitigate an accumulation of goods. Table 2 shows a result of impact of tags’
movement. For evaluation, environments were set to 50 tags are deployed and
the number of initial slots is also 80. We inspected the impact of tags’ movement
in case a half of total tags replaced new tags in the active RFID field. The
result shows that tags’ movement does not dramatically affect the active RFID
system.

4.2 Experiment and Verification

As earlier mentioned, tags in heterogeneous RFID systems, which have different
RFID system, can not read at their destinations. So, conformance with interna-
tional standard, ISO/IEC 18000-7, is most important. LITeTag [7] was designed
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Fig. 5. Active RFID system which complies ISO/IEC 18000-7

for the active RFID system which strictly complies with the international stan-
dard, ISO/IEC 18000-7. LITeTag use DFSA algorithm, which was defined by
the standard, to arbitrate collision.

Figure 5 shows the active RFID system, LITeTag system, which consists RFID
tags, a reader, and a host. In LITeTag, Atmel’s ATmega128L was chosen as the
processing unit of the hardware platform. It is able to operate at a maximum
frequency of 8MHz, providing reasonable processing power to explore a wide va-
riety of applications and provides sufficient memory resources for a wide range
of experiments. The on-chip memory includes 4KB of RAM, 4KB of EEPROM,
and 128KB of flash memory. 53 general purpose I/O pins and serial ports, such
as RS-232 and SPI, are provided by the CPU. The communication subsystem of
LITeTag is based on either the XEMICS’s XE1203F, named version 1.0, or Chip-
con’s CC1100, referred to as version 2.0. They are connected to the processor
through an SPI interface and data bus. We choose the version 2.0 of LITeTag,
which equips with CC1100 RF, to experiment the proposed LDFSA. And then,
We ported the proposed LDFSA to the LITeTag and evaluated our the algo-
rithm. As a result, the LDFSA did not deviate from international standard and
completely operated on the LITeTag platform.

5 Conclusion and Future Works

In this paper, we proposed the Learning-based Dynamic Framed Slotted ALOHA
algorithm which can reduce collision from active RFID tags. We described the
conventional slot allocation algorithm, which is the method to allocate the frame
size by the number of tags. We also compared the performance of the pro-
posed LDFSA with two conventional framed slotted ALOHA algorithms and
built RFID systems to deploy in realistic application. The proposed LDFSA
algorithm shows better performance than conventional algorithms. If the pro-
posed LDFSA algorithm is used in the active RFID system where the ability
to simultaneously identify muliple tags is crucial for many applications, it will
contributed to improved the performance of the active RFID system. Our fu-
ture work includes advanced research for the secure, energy efficient and more
realistic applications.
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Abstract. The concept of Object-based Storage Devices (OSD), which
is standardized by the ANSI T10 technical committee, is an emerging
storage paradigm that replaces storages of traditional fixed-size block
abstraction with those of variable-size objects that virtualizes the under-
lying physical storage. In this paper, we describe our substantial im-
plementation of the OSD security framework in OASIS, which is an
OSD system developed at ETRI (Electronics and Telecommunications
Research Institute) in Korea. We also describe our credential caching
subsystem, called Lcache, which is implemented in the client side of our
OSD security framework in order to improve the performance of issuing
credentials.

1 Introduction

Recently, data storage has become a vital, fast-growing part of the enterprise
IT environment, as new business initiatives drive companies to accumulate vast
amounts of information. The traditional model for storage, known as Direct
Attached Storage (DAS), involves a hard disk drive and a disk array or a RAID
system attached directly to a server or desktop machine. Because DAS model
disperses data widely among many servers, it is inefficient and poorly-suited for
managing mass storage in network environments. Storage Area Network (SAN)
[1][2] place the storage servers on the client network and enable direct access
to the storage servers. This design aims at improving I/O performance and
system scalability of distributed file system as it removes the file-server from the
critical data path. However, SAN security is essentially weak and the only partial
solutions use methods provided by the physical level in Fiber Channel SANs [3].
Network Attached Storage (NAS) [4] is system-independent shareable storage
that is connected directly to the network and is accessible to heterogeneous
servers and client computers. However, because the storage system of NAS shares
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the same network with clients and application servers, heavy data traffic can have
undesirable effects, such as bottlenecks and reduced network performance.

Object-based Storage Devices(OSD) [5] is a new storage paradigm (in partic-
ular for network accessible storage), in which the abstraction of array of blocks
is replaced with the abstraction of collection of objects [6]. OSD paradigm was
first proposed in CMU as an academic research project [7][8], outstandingly ac-
tualized and implemented by IBM Haifa Lab., and it still is an active area of
research in academic and commercial worlds. In this paper, we describe our
implementation of the OSD security framework in OASIS based on the OSD
standard [9] and its credential caching subsystem, called Lcache, implemented
in OASIS security framework. The proposed security framework for the OSD
system is implemented on Linux systems, as a kernel module.

2 OSD Security Framework

In OSD systems, a client accesses data just by specifying object ID and offset, and
the system is responsible for mapping the object ID and the offset to the actual
location on the physical storage. From the security perspective, one major goal of
the system is to work well not only on top of secure network infrastructures, but
also in the environments with no such infrastructure. This requirement has led
OSD designers to introduce a new concept of access control; the main difference
of the OSD systems from existing block storage systems is that every command
in OSD systems is accompanied by a cryptographically secure capability. The
security model presented by the OSD standard [5] introduces the credential-
based access control and is composed of four active entities: client, object store,
security manager, and policy/storage manager.

First of all, a client requests a credential to the security manager, with which it
later accesses the object store. The security manager, when it receives the request
for credential, requests the capability of the client to the policy/storage manager.
The capability, which is produced by the policy/storage manager, says whether
the client’s access are authorized or not. The security manager creates a credential
that includes the capability and the capability key which is a cryptographically
hashed value of the capability by using secure hash algorithms, such as HMAC-
SHA1. The client, when it receives the credential issued by the security manager,
composes a CDB(Command Descriptor Block) that includes storage commands,
credential, and so on, and sends it to the object store. The object store, on re-
ceiving the CDB, checks the validity of the CDB by using secret keys which are
hierarchically structured and shared with the security manager. Finally, the ob-
ject store admits or denies the client’s access as a result of the validity check.

In the OSD model, whenever the clients want to access to object stores, it is
always necessary to get credential from the security manager and the only clients
in possession of credentials can get service by the object stores. This may incur
high network traffic and computation overhead in operational systems, and so,
the OSD security framework needs some mechanisms to reduce the frequency of
the clients’ requests for credentials to the security manager.
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3 OASIS Security Framework and Lcache

In this Section, we describe the architecture of the security framework based on
the OSD standard and Lcache.

3.1 Implementation of OASIS Security Framework

OASIS system, implemented based on the OSD standard, consists of three sub-
jects: clients, metadata servers, and OSD servers. Each subject also has several
sub-blocks as necessary; the number and the constitution of these sub-blocks
depend on the methods of implementation. Figure 1 shows the subjects and
architecture of OASIS system in terms of security.

Fig. 1. The subjects and architecture of OASIS system in terms of security

As can be seen, in the Client, FM component presents the file system of OSD
server to users and MAC requests the credential to the Metadata Server and ver-
ifies the response integrity check value in the return value of the command to the
OSD server. SCSI Objects supports SCSI commands for FM component. In the
Metadata Server, MM component handles the requests from the users or adminis-
trators and SM issues the credential for the command related to a specific object.
MAC component is similar to the client’s MAC component. PM component man-
ages user’s access policy to the OSD server. Lastly, in the OSD server, OM com-
ponent performs the command from the client and AM component verifies the in-
tegrity check value in the command from the client. In our proposed framework,
all subjects operate on Linux systems, connected each other via an IP-based
open network. It uses the Internet Small Computer Systems Interface (iSCSI)
mechanism [10][11] and all the components are implemented as kernel modules.

The proposed security framework, identical to the OSD standard [5], uses
seven hierarchical keys: master keys , root keys, partition keys, and a working key.
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Each authentication key is used for generating an integrity check value, and each
generation key is used for generating lower-level hierarchical keys. Furthermore,
the OSD server and the metadata server share the hierarchical keys; hierarchical
keys, managed by each individual OSD server, are also managed in the metadata
server. The implementation may be divided into six major sub-functionalities.
These functionalities are as follows: the creation of a request integrity check value,
the validation of request integrity check value, the creation of a capability key, the
creation of response integrity check value, and the validation of response integrity
check value. Detail descriptions of these functionalities can be presented in [12].

3.2 LCache

In OASIS, the credential cache mechanism is adopted for minimizing the cost of
issuing a credential for the same object repeatedly, while there is no credential
cache mechanism in the OSD specification. Our credential cache, called Lcache,
is implemented on the client side by using kernel module programming. Lcache
uses the LRU(Least Recently Used) algorithm because the client’s reference to
the object has the locality property. Figure 2 shows the Lcache structure.

Fig. 2. Lcache structure

The Lcache in the OASIS is implemented with the doubly linked list, com-
posed of cache elements and sorted by most recently used category. Cache header
contains curr count and MAX count. The cur count means the number of ele-
ments that can exist in the credential cache and MAX count means the maxi-
mum number of elements in the credential cache. If the cur count gets greater
than MAX count, the last element at the rear of the list is cached out. When
client tries to retrieve a credential in the credential cache and cache hit happens,
the retrieved credential is located at the front of the list. LRU sequence of the
credentials in the Lcache is maintained through this mechanisem.

Our credential cache is implemented with the slab cache, which is a low level
cache supported by Linux system, in order to improve the memory allocation
speed. The slab cache operates garbage collector for the memory object and
reduces the cost for the memory allocation and revocation.
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The cost that it takes for the client to complete a transaction with the Lcache
support is as follows:

Tc = Pr · Ch · n + (1 − Pr) · (Cm + Cr) · n + Con (1)

In formula (1), Tc is the average cost that it takes for the client to complete
one transaction. In the formula, Pr is the hit ratio of the credential in Lcache,
(1 − Pr) is the miss ratio of the credential in Lache, Ch is the cost that it takes
for the client to handle the Lcache in the case of cache hit, and Cm is the cache
management cost in the case of cache miss. Also, Cr is the cost that it takes for
the client to get the credential from the metadata server, Co is the cost that it
takes for the client to get response from the metadata server per client’s request,
and n is the number of operations executed in one transaction.

In formula (1), the term Pr · Ch · n shows the average cost that it takes for
the client to handle the Lcache in the case of cache hit and the term (1 − Pr) ·
(Cm + Cr) · n shows the average cost that it takes for the client to manage the
Lcache and for the metadata server to issue a credential to the client in the case
of cache miss. The term Co · n is the cost that it takes for the client to receive
response from the metadata server for one transaction. The cost that it takes for
the client to complete one transaction without the credential cache is defined as
T ′

c = Cr · n + Co · n. So, the performance gain with Lcache can be computed as
follows:

G = T ′
c − Tc

= (Cr · n + Co · n) − {Pr · Ch · n + (1 − Pr) · (Cm + Cr) · n + Con}
� Cr · n − (1 − Pr) · Cr · n (because Ch � 0 and Cm � 0) (2)
= Pr · Cr · n

In formula (2), because the values of Ch and Cm, which are the cache manage-
ment cost, are very low in comparison of other parameters, the cache manage-
ment cost can be ignored, and the performance gain that can be obtained by
using the Lcache becomes the additional credential creation cost. So, by using
Lcache, the cost for one transaction can be approximated to the first credential
creation cost.

4 Conclusion

In this paper, the implementation of a security framework, based on the OSD stan-
dard, is presented. For the security framework in the OASIS system, we developed
the MAC component in the client side, the SM and MAC components in the server
side, and the AM component in the OSD server side. These components in the
security framework were implemented on the Linux system using kernel module
programming. These components have six major-functionalities: the creation of
a request integrity check value, the creation of a credential the creation of a capa-
bility key, the validation of request integrity check value, the creation of response
integrity check value, and the validation of response integrity check value.
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In order to improve the performance of OASIS security framework, further-
more, we developed the credential cache, called Lcache, on the MAC component
in the client side. Lcache is implemented with the Linux slab cache in kernel
module to improve the memory allocation speed. With our Lcache scheme, it is
possible to reduce the total credential creation cost and eventually to improve
the performance of OASIS security framework.
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Abstract. This paper presents a framework of simulation environment (SEMU) 
which allows developers to understand the behavior of applications or protocols 
for a wireless sensor network (WSN) before deploying real nodes in a physical 
environment. For eliminating the gap between simulation and real deployment, 
SEMU has supported fast real code emulation by dynamic binary translation 
technique. SEMU also models the controlled environment as virtual operating 
system (Virtual OS) to coordinate the interactions of large number of nodes. In 
addition, we have proposed a co-simulation model to enhance the accuracy of 
pure software simulation. Then a further synchronization problem will be ad-
dressed and resolved by the co-simulation model. The evaluation results show 
SEMU is really a fast scalable WSN simulator with real code emulation.  

Index Terms: Simulator, wireless sensor networks, dynamic binary translation, 
hardware and software co-simulation. 

1   Introduction 

A wireless sensor network (WSN) is a network composed of a large number of sensor 
nodes, which are deployed in the environment. Recently, with the rapid development 
of WSNs, providing development tools such as simulation environment before de-
ploying real nodes in physical environments is getting more important. A well simula-
tion environment can help developers build their prototype models to know the inter-
actions and the behavior of each node. In addition, most of WSN applications will 
deploy a large number of nodes in a simulation environment. However, the simulation 
speed depends on the simulation fidelity and scale. Therefore how to build up a fast 
scalable WSN simulation environment with the fine-grained information is the main 
research problem in this paper. 

In this paper, a framework of simulation environment (SEMU) is presented. SEMU 
has a first version implementation and an extension model for hardware and software 
co-simulation. In order to extract the real behavior of each node, SEMU supports real 
applications to run on the virtual nodes. And, the new development trend shows us the 
powerful nodes [2], [4], [9] are also applied to WSNs. Consequently, our first imple-
mentation version of SEMU supports the virtual nodes to directly run the real Linux 
applications on the Linux platform. 

For the extension of SEMU, co-simulation model, this paper has addressed two 
problems when SEMU uses pure software simulation models. One problem is that 
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software sensing channel models are difficult to be built the same as real sensing 
channels, and furthermore they fail to interact with physical environments. The other 
problem shows that the pure software simulation needs a considerable amount of 
effort to model the behavior of real communication devices and real communication 
protocol. By the co-simulation model, SEMU can further satisfy the requirement of 
WSN development, and collect more realistic profiling information and physical envi-
ronment conditions during simulation. 

This rest of paper is organized as follows. In the next Section, we state the related 
work to compare different approaches of real code emulation and co-simulation 
model. Section 3 clearly illustrates the overall design of the simulation framework. 
Then Section 4 introduces the hardware and software co-simulation model based on 
SEMU. In Section 5 provides our evaluation results. Finally, Section 6 concludes this 
paper. 

2   Related Works 

In the literature, several WSN simulators have been proposed to support real applica-
tions targeted on different platforms. These approaches can be divided into two cate-
gories. One is static translation which maps the real code into the simulation platform 
before run time. The other is dynamic translation which interprets the real code during 
simulation. Besides, related works about co-simulation in WSN simulators are also 
described here. 

TOSSIM [7] is a notable example to represent the static translation technique. 
TOSSIM is a discrete event simulator which can directly run a TinyOS [6] application 
through compilation support. This method is an excellent way to reduce the runtime 
overhead for code translation with advanced compiler supports. Nevertheless, the 
supported languages highly depend on the modified compiler. 

There are some simulators using the dynamic translation technique [1], [3], [5]. 
Atemu [3] is a fine grained sensor node emulator for AVR processor based systems.  
Although the low-level emulation of the sensor node hardware can acquire the high-
fidelity results, the run time interpretation overhead makes the emulation speed much 
slower than other approaches. 

EmStar [5] is an environment for developing wireless embedded systems software 
in Linux-based software framework. EmStar provides a pure simulation, a true dis-
tributed deployment, and two hybrid modes. The software stack of Emstar is com-
posed of several components, and each of them presents a Linux process with its own 
address space. However, it can not emulate the real binary codes which run on the real 
platform. 

Embra runs as part of the SimOS simulation system [1]. To achieve high simula-
tion speed, Embra uses dynamic binary translation (DBT) technique to generate code 
sequences which simulate the workload. 

For co-simulation, SensorSim [10] use a gateway node and a simulated protocol 
stack to connect the real nodes. Since the real nodes and simulated nodes are not time 
synchronized, real node can not interact with simulated node on the correct time.  
EmStar [5] has proposed three kinds of hybrid modes for WSN simulation including 
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data replay, ceiling array and portable array. Our co-simulation model is similar to the 
three hybrid modes of EmStar. However our co-simulation model can provide run 
time profiling to help SEMU to resolve synchronization problem. Hence our co-
simulation model can improve SEMU for developing WSN applications with more 
accurate model. 

3   The Framework of SEMU 

When we design SEMU, we take following design issues into account: fast real code 
emulation for Linux application, a simulation engine for harmony and environment 
model. According to these design issues, we have proposed a framework for SEMU 
as Fig. 1. It consists of five layers, VM layer, Communication layer, Virtual OS layer, 
Module layer, and Native OS layer. The framework has become as a backbone for our 
future extensions.  

The top layer, Virtual Machine (VM) layer, achieves fast real code emulation on 
Linux platforms. In VM layer, a virtual node represents as an emulation of a real 
node. A virtual node can consist of several virtual machines. Through communication 
links between VM and Communication layer, virtual nodes can interact with the 
simulation environment. We use a modified QEMU as our VM layer [10].  

Communication layer is partitioned into three parts including Communicator, 
Gateway and Connector. Communicator enables VM layer to communicate with Vir-
tual OS layer. Gateway is used for hybrid simulation, as hardware and software co-
simulation. As to Connector, it lets the Distributed GUI and the simulation engine can 
be run on different machines and work together. 

The Virtual Operating System (Virtual OS) layer stands for the control center to 
harmonize the simulation. As general operating system, SEMU provides BootLoader 
to initialize the whole system and to boot Virtual OS. The BLR Shell provides a 
command interface of BootLoader for simulation users. SIM Kernel is also a service 
provider which helps virtual nodes to forward their service requests to Module layer 
and Native OS layer. Through OS Shell, run time simulation system can be operated 
by users. 

In the Module layer, all of the components enhance the functionalities of the simu-
lation framework. In the current work, the Module layer has supplied seven compo-
nents. SIMState maintains all simulation status and references of the simulation ob-
jects in a centralized way. SIMState is configured with initial states by Configer be-
fore starting the SIM Kernel. In order to arrange the chaotic messages, Logger will 
analyze log information with classification. For simulating parallel execution of mul-
tiple nodes in a sequential computer, an adequate Scheduler needs to be applied. Time 
Manager is to resolve synchronization problems. Node Model supplies device con-
figurations for developers to form a node element. Users can integrate their protocol 
algorithms into the Protocol Stack. Environment will provide several models to reflect 
real conditions in physical environment. 

The bottom layer of SEMU is Native Operating System (Native OS) layer. For sys-
tem emulation, SEMU takes native operating system as the foundation of framework. 
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Fig. 1. The architecture of SEMU  

4   Co-simulation Model 

In this section, we discuss the extension model of SEMU, co-simulation model, and 
address the synchronization problem when hardware and software run together. 

The co-simulation model supports the real communication and sensing channel by 
cooperating with real node devices. The co-simulation model consists of three com-
ponents including Communication Agent, Sensing Agent and Environment Recorder. 
Communication Agent helps SEMU make use of real communication device and real 
communication protocol to gather more realistic communication latency and to sup-
port more accurate model than pure software simulation. Then Sensing Agent can 
provide real sensing channels for collecting raw data from physical environment. By 
Environment Recorder, packets and sensing information with timestamp can be re-
corded in the buffer, which is similar to Digital Video Recorder. SEMU can use Envi-
ronment Recorder to track the real time events and make the events re-present. 

We propose a WSN co-simulation model to extend the SEMU design. In our co-
simulation model, SIM Kernel serves all virtual nodes to request actions, such as 
sending, receiving and sensing. SIM Kernel will choose an agent which can represent 
the realistic behavior of the node. When an agent is chosen for the request, it will do 
the corresponding action and provide the run time profiling information. After finish-
ing the action, it will notify the SIM Kernel of results including the execution time 
and the status for the action. Then SIM Kernel will request Time Manager whether 
the action can be completed. If Time Manager grants the request, the SIM Kernel will 
return the real data such as the packet or sensing data from environment recorder to 
the virtual node. Otherwise, SIM Kernel will block the virtual node until the request is 
granted by Time Manager. 

From our co-simulation model, we must make sure that virtual nodes and the 
agents will cooperate with each other, virtual nodes will take the execution time of the 
agents into account, and virtual nodes will access the data according to their virtual 
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time. Hence, in our co-simulation model, it needs to achieve the interaction synchro-
nization, the time synchronization and the data synchronization. 

For the interaction synchronization, when a virtual node requests an action to an 
agent, the action will be done by the agent and the status and the real execution time 
of the agent will be return from the agent. For the time synchronization, we need to 
profile the time of executing an action in an agent. The profiling result represents as 
number of clock cycles of executing the action in real device. The elapsed clock cy-
cles will be translated into a virtual time according to cycles per instruction (CPI). 
Then the generated virtual time can help Time Manager to decide whether the action 
is granted or not. Therefore, we ensure that a virtual node and an agent can work in 
time synchronization. For the data synchronization, we use an environment recorder 
to collect information from physical environment such as sensing data and packets in 
wall time. The environment recorder will convert the wall time of the information to 
the virtual time. All of the information will be stored in the storage. The frequency of 
sensing or receiving depends on the requirement of a WSN application. 

5   Evaluation Results 

In our experiment, virtual nodes are deployed as grid and will cooperate to broadcast 
an event to whole network. The event will be sent by a specific virtual node deployed 
on the corner. Then this event will be relayed by a flooding protocol until all of the 
virtual nodes receiving it. We want to know how fast SEMU can complete the simula-
tion as the number of virtual nodes increasing. We performed the experiment on a 
Celeron 3.0ghz machine with 1.5 GB of RAM running Linux 2.6.11.  SEMU can run 
fast below 1250 virtual nodes. When the number of nodes is over 1250, the execution 
time of simulation increases quickly under the machine with 1.5 GB of physical 
RAM. Because if we create more virtual nodes, the simulation will use swap space, in 
which the simulation runs slowly. Hence, the scalability of SEMU highly relates to 
the resource management of Linux OS.  

6   Conclusion 

In this paper, we have presented a framework of SEMU to develop a WSN simulator. 
The framework allows developers to understand the behaviors of a WSN applications or 
protocols before real deployment. Due to the trend of complex software platforms used 
in the WSN, such as Linux, the implementation of SEMU supports a real Linux applica-
tion to run directly on the SEMU by fast real code emulation. We also have proposed a 
co-simulation model to enhance the accuracy of pure software simulation. The synchro-
nization problem between virtual nodes and real nodes is addressed and resolved by the 
co-simulation model. Finally, the evaluation results show that SEMU can support fast 
real code emulation.  Consequently, the framework of WSN simulation environment, 
SEMU, really assists developers in the development of WSN applications. 
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Abstract. Recently, the Desktop-Grid ADaptive Application in Java
(DG-ADAJ ) project has been unveiled. Its goal is to provide an en-
vironment which facilitates adaptive control of distributed applications
written in Java for the Grid or the Desktop Grid. However, in its current
state it can be used only in closed environments (e.g. within a single labo-
ratory), as it lacks features that would make it ready for an “open Grid.”
The aim of this paper is to show how the DG-ADAJ can be augmented
by usage of software agents and ontologies to make it more robust.

1 Introduction

The starting point for this research was development of Grid-enabled data min-
ing software suite taking place within the Distributed Data Mining (DisDaMin)
project (for details see [4,5]). In conjunction, the Desktop-Grid Adaptive Appli-
cation in Java (DG-ADAJ) project develops middleware platform for the Grid
that, among others, could be used as a base for deployment of DisDaMin al-
gorithms. It is the DG-ADAJ middleware that is of our particular interest in
this paper. Specifically, we discuss how some of its natural shortcomings can be
overcome by adding software agents as resource brokers and high level managers.

To achieve this goal we, first, present the DG-ADAJ project and discuss its
most important features. We follow with a discussion of its shortcomings within
an “open Grid.” In the next section we describe an agent team based broker sys-
tem and show how the two can be combined to create a robust Grid middleware.

2 DG-ADAJ Platform

Desktop Grid – Adaptive Distributed Application in Java (DG-ADAJ ) is a mid-
dleware platform for Grid computing. It aims at facilitating a Single System
Image (SSI) and enabling efficient execution of heterogeneous applications with
irregular and unpredictable execution control. In Figure 1 we present the general
overview of the DG-ADAJ architecture.

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 678–685, 2007.
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Fig. 1. DG-ADAJ Architecture

DG-ADAJ is an execution environment that is designed and implemented
above the JavaParty and Java/RMI platforms according to a multi-layer struc-
ture, using several APIs (see Figures 1 and 2). One of its important features
are mechanisms based on control components (for more details of the Common
Component Architecture (CCA), see [1]) for controlling granularity of computa-
tions and distribution of applications on the Desktop Grid platform. Note that
use of components allows DG-ADAJ to be an environment for Java applications.

In addition to standard components, Super-Components have been developed
to allow assembling together several components (they become inner compo-
nents of a Super-Component). Super-Components implement framework ser-
vices to manage their inner components. Specifically, connections between inner-
components are achieved the same way as connection between standard compo-
nents, while connections between inner-components and outer-components (com-
ponents outside of the Super-Component) are achieved through a special mech-
anism of delegation between inner and outer ports (see Figure 3). Finally, the
remote component is a special type of Super-Component which is implemented
using the JavaParty notion of Remote class (defined using the JavaParty key-
word remote).

DG-ADAJ runtime optimizes dynamic and static placement of the applica-
tion objects within Java Virtual Machines of the Desktop Grid or the Grid [7].
Furthermore, DG-ADAJ provides special mechanisms, at the middleware level,
which assure dynamic and automatic adaptation to variations of computation
methods and execution platforms. This dynamic, on–line load balancing is based
on object monitoring and relation graph optimization algorithms. Specifically,
application observation mechanism in DG-ADAJ provides knowledge of behavior
of the application during its execution. This knowledge is obtained by observa-
tion of object activity. A DG-ADAJ application comprises two types of objects:
global and local. Global objects are observable, remote access and migratable.
Local objects are traditional Java objects which are linked to a global object.



680 R. Olejnik et al.

Fig. 2. The layered structure of the DG-ADAJ Environment

Observation of a global object corresponds to monitoring its communication
with other objects (global or local). Specifically, three components are used for
the observation mechanism: (1) the object graph, which is built using relations
between application objects, (2) the relation tracer, which stores information
concerning these relations, and (3) the observer, which is responsible for the ob-
servation information update [8]). Observation of relationships between objects
allows also computation of object activity (local and remote) representing their
load. Overall, based on observations of object activity and on their relations,
objects can be selected and moved from or to a computing node.

These mechanisms were experimented with in an earlier, built for cluster
computing, version of DG-ADAJ (see, [6]). In the new version of DG-ADAJ load
balancing takes into account also local load of each node, allowing computing
nodes to be shared between several applications.

3 Agent Brokers Augmenting DG-ADAJ

Let us now assume that a DisDamin application is going to utilize the DJ-ADAJ
environment to run within an “open Grid;” understood as a computational in-
frastructure consisting of nodes spread across the Internet. These nodes have
different owners (including individuals who offer their home PC) that offer ser-
vices and expect to be remunerated for their usage. In this case the Grid is
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a highly dynamic structure. There are two levels of dynamicity that can be
observed. First, a given node suddenly becomes overloaded — when its owner
starts using it. Second, a given node disappears without a trace when the PC
goes down due to a current spike. Interestingly, while the DG-ADAJ monitors
performance of individual nodes and can deal with the first scenario, currently
it cannot deal naturally with disappearing nodes. Observe that this is not a big
problem in the case of a “closed Grid” e.g. in a laboratory, where all nodes are
under some form of control of a system administrator.

Furthermore, DG-ADAJ does not include methods for resource brokering
(which includes both resource description and matchmaking). While in a labora-
tory it is possible to know in advance, which machines will constitute the Grid,
this is no the case in the “open Grid.” Here, before any computational job is
executed, nodes which will run it have to be found / selected first.

Finally, let us stress that resource brokering should involve an economic model,
where resource providers are paid for rendered services. In return, quality of ser-
vice (QOS) assurances have to be provided in a form of a service level agreement
(SLA) “singed” by service-users and service-providers. These features are cur-
rently out of scope of the DG-ADAJ project.

In response to these “shortcomings” we propose to augment the DG-ADAJ
with software agent “components.” We follow here the proposal described in
[2,3], where more details of the agent-broker system can be found. Let us start
with the use case diagram and a brief discussion of functionalities depicted there.

The main idea of the proposed system is utilization of agent teams consisting
of a number of worker agents and a leader, the LMaster agent. It is the LMas-
ter with whom user agents negotiate terms of task execution, and who decides
whether to accept a new worker agent to the team. The LMaster agent has its
mirror (LMirror agent). Its role is to be able to immediately take over — become
the new LMaster — if the original LMaster goes down. In the case of LMirror’s
disappearance, the LMaster immediately promotes one of worker agents to the
role of LMirror. Note that an agent team may assure an SLA, as in the case when
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Fig. 4. Use Case diagram of the proposed system

one machine/worker goes down, the LMaster is able to recognize the situation
and redirect the job to another machine (and complete it almost on time).

For a team to be visible to potential users or team members, it must “post“
its team advertisement for others to see. In our system (following results pre-
sented in [9]) we utilize a yellow page type approach and LMaster agents post
their team advertisements within the Client Information Center (CIC ). Such
an advertisement contains information about offered resources (e.g. hardware
capabilities, available software, price etc.) and / or “team metadata” (e.g. terms
of joining, provisioning, specialization etc.). In this way yellow pages may be
used: (1) by user agents looking for resources satisfying requirements of their
task, and (2) by worker agents searching for a team to join. For example, worker
agent representing computational resource with installed DisDamin software,
may want to join a team specializing in solving problems utilizing DisDamin
software.

Let us observe that in the case of a “closed Grid,” this agent structure can be
unchanged, though it also could be simplified. Here, instead of an evolutionary
formation of agent teams (where workers and managers pick teams/agents of
their linking), a team can be predefined by the administrator of the system.
In this case also the LMaster and the LMirror agents can be selected to run on
most stable (though not necessarily most powerful) machines. Overall, regardless
of the scenario, the proposed approach adds a level of fault tolerance to the
system and allows it to utilize Service Level Agreements and economic basis of
functioning.

In the system, user initiates the execution of the job by providing its user agent
with specific requirements such as: resource requirements—specification of re-
sources needed to execute the task, and execution constraints—time, budget etc.
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From there on, the user agent acts autonomously. First, it queries the CIC for
resources matching requirements and obtains a list of query-matching teams.
Then it negotiates with LMasters representing selected teams, taking into ac-
count specified execution constraints to find the best team for the job. In the
case of a closed environment it is possible to enforce that the (only existing/pre-
defined by the administrator) agent team will execute the job.

Similarly, user can request that its agent joins a team, and specify conditions
for joining (e.g. frequency of guaranteed jobs or share of generated revenue). In
this case the user agent queries the CIC and obtains list of teams of interest;
negotiates with them, decides which team to join and starts working for it.
As stated above, in the case of a closed environment, the agent team(s) can
be predefined. Observe that in both cases the economic model is taken into
consideration.

To describe Grid resources we have decided to utilize ontologies. Unfortu-
nately, there is no all-agreed ontology of the Grid and therefore we utilize an
extremely simplified, RDF based, one [2]. What follows is an instance of that
ontology describing worker PC1541, which has 16 Intel processors running at 3.0
GHz, 1 Gbyte of memory per processor, and 5 Gbytes of disk space available as
a “Grid service:”

: LMaster3
: hasContactAID
‘ ‘ monster@e−plant :1099/JADE’ ’ ;
: hasWorker : PC1541 .

: PC2929
: a : Computer ;
: hasCPU
[
a :CPU;
: hasCPUType : I n t e l ;
: hasCPUFrequency ”3 . 0” ;
: hasCPUnumber ”16”;

] ;
: hasUserDiskQuota ”5000”;
: hasMemory ”1024”.

Note that this simplistic ontology can be relatively easily replaced by a more
realistic one as soon as such (all agreed by the Grid community) ontology be-
comes available. However, for the application like the DisDamin this ontology
is quite sufficient as it specifies all the information necessary to perform initial
distribution of data into computing nodes.

4 Combining Agent-Brokers and DG-ADAJ

Since agent-brokers and the DG-ADAJ are implemented in Java (recall that
DG-ADAJ has been designed to facilitate programming of Java applications),
combining them should be relatively easy. This is especially so that we have
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clearly delineated responsibilities. Agent-brokers act as “top level management”
and are responsible for resource brokering, setting the job to be executed and
monitoring its successful completion. Components of DG-ADAJ are responsi-
ble for actually running the job. More specifically, in Figure 5 we depict how
JADE agent platform ([10]) can be incorporated into the DG-ADAJ environ-
ment. Specifically, we propose that both the DG-ADAJ and JADE share the
Java Virtual Machine and the RMI. In this way the RMI becomes the commu-
nication mechanism between the two environments.

Fig. 5. Introducing JADE agents into DG-ADAJ

Taking this into account, we envision the following scenario taking place (in
an open Grid system). User specifies the requirements for the data mining task.
The LAgents communicates with the CIC and obtains list of agent teams that
are capable of executing this job. Then—using contract net protocol—the LA-
gent negotiates conditions of job execution (including the SLA) and picks one of
them. Obviously, we assume that the selected team will run DG-ADAJ and the
required application software. Information about the job is then transferred to
the selected team. This information includes, among others, information where
data sources are located. The LMaster communicates with selected LAgents
in its team (utilizing information about available machines—including informa-
tion about workload obtained from the workload monitoring component of the
DG-ADAJ ), and decides which machines will be used to execute the job. Job
information is send to DG-ADAJ components on selected machines and the job
is left with them to execute. Upon completion of the job/task, the DG-ADAJ
communicates with the LAgents involved in the process. These agents confirm
to the LMaster that the process is complete (and send to it the final result-set).
The LMaster, in turn, communicates with the LAgent representing the user
and completes all processes involved in finalizing the task (e.g. payment, results
transfer etc.).
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5 Concluding Remarks

In this paper we have presented the DG-ADAJ project that provides middle-
ware platform for the Desktop Grid and Grid. Our analysis indicated that, due
to its underlying assumptions, the current state of the DG-ADAJ is lacking cer-
tain features to make it robust enough for the “open Grid.” We have proposed
to augment the DG-ADAJ with agent-brokers that will take care of high-level
management functions, and with Grid resource ontology. We have also discussed
how the two can be joined in a unified system. We are currently studying the
specific way in which agent brokers can be implemented into the DG-ADAJ
system and will report our progress in subsequent publications.
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Abstract. Service-Oriented Architecture (SOA) development paradigm has 
emerged to improve the critical issues of creating, modifying and extending so-
lutions for business processes integration incorporating process automation and 
automated exchange of information between organizations. Web services tech-
nology follows the SOA’s principles for developing and deploying applications. 
Besides, Web services are considered as the platform for SOA, for both intra- 
and inter-enterprise communication. However, an SOA does not incorporate in-
formation about occurring events into business processes that are the main fea-
tures of supply chain management.  These events and information delivery are 
addressed in an Event-Driven Architecture (EDA). Having this into account, we 
propose a Web service-based system named BPIMS-WS that offers a brokering 
service for the procurement of products in supply chain management scenarios. 
As salient contributions, our system provides a hybrid architecture combining 
features both SOA and EDA and a set of mechanisms for business processes 
pattern management, monitoring based on UML sequence diagrams, Web ser-
vices-based management, event publish/subscription and reliable messaging 
service.  

Keywords: Event-Driven Architecture, Service-Oriented Architecture, Web 
Services  

1   Introduction 

Service-Oriented Architecture (SOA) is an architectural paradigm for creating and 
managing “business services” that can access these functions, assets, and pieces of 
information with a common interface regardless of the location or technical makeup 
of the function or piece of data [1]. With an SOA infrastructure, we can represent 
software functionality as discoverable Web Services on the network. A Web service is 
a software component that is accessible by means of messages sent using standard 
web protocols, notations and naming conventions, including the XML protocol [2]. 
The notorious success that the application of the Web service technology has 
achieved in B2B e-Commerce has also lead to consider it as a promising technology 
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for designing and building effective business collaboration in supply chains. Deploy-
ing Web services reduces the integration costs and brings in the required infrastruc-
ture for business automation, obtaining a quality of service that could not be achieved 
otherwise [3, 4].  

However, an SOA infrastructure does not address all the capabilities needed in a 
typical supply chain management scenario. It does not have the ability to monitor, 
filter, analyze, correlate, and respond in real time to events. These limitations are 
addressed with an Event-Driven Architecture (EDA). An EDA combined with SOA, 
provides that ability to create a SCM architecture that enables business. An EDA is an 
architectural paradigm based on using events that initiate the immediate delivery of a 
message that informs to numerous recipients about the event so they can take appro-
priate action. Based on this understanding, in this paper we propose a Web service-
based system that offers a brokering service to facilitate the business processes inte-
gration in supply chains. Our brokering service is part of a complex system named 
BPIMS-WS [5,6] (BPIMS-WS stands for Business Processes Integration and Moni-
toring System based on Web Services) which provides a virtual marketplace where 
people, agents and trading partners can collaborate by using current Web services 
technology in a flexible and automated manner.  

2   BPIMS-WS Architecture 

The BPIMS-WS architecture has a layered design. Furthermore, BPIMS-WS presents 
a component-based and a hybrid architecture borrowing features from SOA and EDA. 
In a SOA context, BPIMS-WS acts as a Business Process Management (BPM) plat-
form based on the SOA paradigm facilitating the creation and execution of highly 
transparent and modular process-oriented applications and enterprise workflows. In 
this sense, BPIMS-WS provides a set of Web services that comprise publication, 
search and invocation operations which are explained below:  

• Publication comprises Web services which carry out operations intended to 
store information in a service registry about: (i) potential businesses partners, 
(ii) products, and (iii) services. 

• Search and Meta-Information comprise Web services that provide operations 
deemed to search the access points where the product technical information can 
be found. The Meta-Information operations are intended to retrieve both ser-
vices information and BPIMS-WS meta-information.  

• Invocation comprises Web services that invoke the business processes related 
for the procurement of a product.  

In an EDA context, BPIMS-WS provides a software infrastructure designed to 
support a more real-time method of integrating event-driven application processes 
which occur throughout existing applications and are largely defined by their meaning 
to the business and their granularity. Regardless of the event's granularity, BPIMS-
WS focuses on ensuring that interested parties, usually other applications, are notified 
immediately when an event happens. In this context, BPIMS-WS provides a set of 
Web services which carry out subscription and notification services. These kinds of 
services are explained below:  



688 G. Alor-Hernandez et al. 

• Subscription comprises a service where multiple interested parties can publish 
their events to automatically and immediately incorporate information into busi-
ness processes and decisions.  

• Notification introduces asynchronous communications in which information is 
sent without the expectation of an immediate response or the requirement to 
maintain a live connection between the two systems while waiting for a response.  

These operations are performed by our brokering service proposed. Its general ar-
chitecture is shown in Fig. 1. Each component has a defined function explained as 
follows: 

SOAP Message Analyzer determines the structure and content of the documents ex-
changed in business processes involved in SCM collaborations. Since BPIMS-WS is 
based on Web services as information technology, this component determines the in-
formation involved of the incoming SOAP messages by means of XML parsers and 
tools. A DOM API is used to generate the tree structure of the SOAP messages, whereas 
SAX is used to determine the application logic for every node in the SOAP messages. A 
set of Java classes based on JAX-P were developed to build the XML parser.  

Service Registry is the mechanism for registering and publishing information 
about business processes, products and services among supply chain partners and to 
update and adapt to SCM scenarios. In this sense, we used a UDDI node for describ-
ing services, discovering businesses, and integrating business services. In our UDDI 
node, commercial enterprises, services and products both are classified and registered. 
For the classification of business processes, products and services in the registry, we 
used broadly accepted ontologies like NAICS, UNSPSC and RosettaNet. NAICS is a 
standard classification system for North American Industry; UNSPSC provides an 
open, global multi-sector standard for efficient, accurate classification of products and 
services and; RosettaNet defines the technical and business dictionaries. 

Subscription Registry is the mechanism for registering interactions in which  
systems publish information about an event to the network so that other systems, 
which have subscribed and authorized to receive such messages, can receive that 
information and act on it accordingly. According to the cause at the time that an event 
occurs, knowledge often referred to as event causality, in this work we have consid-
ered both vertical and horizontal causality which means that the event's source and 
cause reside both on different and on the same conceptual layers in an architectural 
stack, respectively.  

Discovery Service is a component used to discover business processes implemen-
tations. This component discovers Web services like authentication, payments, and 
shipping at run time from a SCM scenario. These Web services can be obtained from 
suitable service providers and can be combined into innovative and attractive product 
offerings to customers. When there is more than one service provider of the same 
function, it can be used to choose one service based on the client’s requirements. 
Inside the discovery service, there is a query formulator which builds queries based 
on the domain ontology that will be sent to the registry service. This module retrieves 
a set of suitable services selected from the previous step and creates feasi-
ble/compatible sets of services ready for binding. The discovery service uses  
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sophisticated techniques to dynamically discover web services and to formulate que-
ries to UDDI nodes.  

Dynamic Binding Service is a component that binds compatible business proc-
esses described as Web services. In this sense, the module acts as an API wrapper that 
maps the interface source or target business process to a common interface supported 
by BPIMS-WS. 

Dynamic Invoker transforms data from one format to another. This component 
can be seen as a data transfer object which contains the data flowing between the 
requester to the provider applications of Web services.  We used Web Services Invo-
cation Framework (WSIF) that is a simple Java API for invoking Web services, no 
matter how or where the services are provided. 

WSDL Document Analyzer validates WSDL documents that describe business 
processes by their interfaces which are provided and used by supply chain partners. 
WSDL documents employ XML Schema for the specification of information items 
either product technical information or business processes operations. In this context, 
this component reports the business processes operations, input and output parame-
ters, and their data types in a XML DOM tree. We used WSDL4J to convert the XML 
DOM nodes in Java objects. 

WS-RM-based Messaging Service is the communication mechanism for the col-
laboration among the parties involved along the whole chain. BPIMS-WS uses the 
Web Services Reliable Messaging (WS-RM) which is a protocol that provides a stan-
dard, interoperable way to guarantee message delivery to applications or Web ser-
vices. In this sense, BPIMS-WS provides a guaranteed delivery and processing that 
allows in a reliable way, how to deliver messages between distributed applications in 
the presence of software components, systems, or network failures through WS-RM.  

Response Formulator receives the responses from the suppliers about a requested 
product. This module retrieves useful information from the responses and builds a 
XML document with information coming from the service registry and the invoca-
tions’ responses. This XML document is presented in HTML format using the Exten-
sible Stylesheet Language (XSL). 

Workflow Engine coordinates Web services by using a BPEL4WS-based business 
process language. It consists of building at design time a fully instantiated workflow 
description where business partners are dynamically defined at execution time. In 
supply chain management, workflows can not be determined since business partners 
are not known before hand and because they are continuously changing their client-
provider roles through collaboration. For this reason, we have designed and imple-
mented a repository of generic BPEL4WS workflow definitions which describe in-
creasingly complex forms of recurring situations abstracted from the various stages 
from SCM. This repository contains workflow patterns of interactions involved in e-
procurement scenarios. These workflows patterns describe the types of interactions 
behind each business process, and the types of messages that are exchanged in each 
interaction. The design of this repository is presented in [7]. 

The BPIMS-WS hybrid architecture has a layered design following four principles: 
(1) Integration, (2) Composition, (3) Monitoring and (4) Management which are  
described next.    
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Fig. 1. General architecture of the Web services-based brokering service 

3   Web Services Discovery, Composition, Monitoring and 
Management in BPIMS-WS 

BPIMS-WS provides basic services for publishing and querying Web services. These 
services represent the basic operations in BPIMS-WS. The structure and behavior of 
the Web services discovery in BPIMS-WS can be understood with the following ex-
ample. Assume that a client has a production line which can not be stopped. At certain 
moment, she detects her stock levels have diminished and therefore she needs to find 
what providers are available related to her product. By doing this, the client must 
select the type of the product she wants from a range of options offered through an 
Internet portal [5]. Then, BPIMS-WS obtains the request and formulates a query to 
the service registry. The result to the query is a list of all the suppliers that includes 
the requested product in their stocks. Next BPIMS-WS extracts the required informa-
tion and builds a XML document. This document XML is presented in HTML using a 
stylesheet. The answer contains information concerning to the provider and product. 
By means of basic Web services, a client can know what registered enterprises in the 
service registry can offer a certain product. 

Orchestration is currently presented as a way to coordinate Web services in order 
to define business processes. In BPIMS-WS, a composite Web service is obtained by 
the orchestration of several simple Web services. Composite Web services can be 
created in both design and execution time. In BPIMS-WS, for the execution of a 
composite Web service is firstly necessary to locate a suitable template from the 
BPEL4WS repository that describes the intended commercial activities. In this 
schema, the templates are completely determined since commercial partners are 
known before hand.  
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The need to conduct business in real-time is among the most daunting yet strategic 
challenges facing today’s enterprise. BPIMS-WS offers capabilities for business ac-
tivities monitoring. For the monitoring process, it is necessary to listen to the re-
quest/response SOAP messaging of Web service-based business collaboration. The 
SOAP messaging identifies the participants and their communications during the 
long-running interactions of the participants in the collaboration. For this end, 
BPIMS-WS intercepts all SOAP messages to generate a UML sequence diagram from 
the information about the participants and the order in which the messages are ex-
changed. For the monitoring of activities, a set of Java classes has been developed to 
represent a UML diagram in a SVG (Scalable Vector Graphics) representation that 
can be visualized in an SVG enabled Internet browser. The exchange of SOAP mes-
sages during some kinds of business collaboration may be developed very quickly. 
Therefore, to avoid reducing the performance of the Web services execution, the 
dynamic generation of UML diagrams uses a buffered mechanism to deal with a fast 
pacing production of SOAP messages.  

As Web services become pervasive and critical to business operations, the task of 
managing Web services and implementations of our brokering service architecture is 
imperative to the success of business operations involved in SCM. In this sense, we 
developed a basic web services manager with capabilities for discovering the avail-
ability, performance, and usage, as well as the control and configuration of Web ser-
vices provided by BPIMS-WS. The underlying technology used to the implementa-
tion is JMX (Java Management eXtension). The JMX architecture consists of three 
levels: instrumentation, agent, and distributed services. JMX provides interfaces and 
services adequate to monitoring and managing systems requirements. The main com-
ponent for web services management is a JMX Bridge, which acts as a bridge be-
tween the world of resources managed by JMX and Web services. In BPIMS-WS, 
Web services interfaces to JMX are available. Rather than provide a JMX specific 
Web service interface, BPIMS-WS provides a Web service interface to a manageable 
resource. Under our approach, the resources can be implemented on different tech-
nologies because only it is necessary to define a Web service interface for a resource.  

4   Related Works and Discussion 

Chung-Nin [8] developed a system named eXFlow for business processes integration 
on EAI and B2B e-commerce. However, eXFlow provides only support for Web 
services discovery, invocation, orchestration and monitoring. Web services manage-
ment is not considered and since eXFlow is based on an SOA architecture, asynchro-
nous messaging is not provided. Lakhal [9] proposes another system named 
THROWS, an architecture for highly available distributed execution of Web services 
compositions. In THROWS architecture, the execution control is hierarchically dele-
gated among dynamically discovered engines. However, THROWS is in the design 
phase so that is being developed. Arpinar [10] provides an architecture for semi-
automatic Web services composition combining both centralized model and peer-to-
peer approaches. This proposal has only support   for Web services discovery, invoca-
tion, orchestration and monitoring. Web services management is not considered and 
the architecture is being developed. Turner [11] developed a system which acts as an 
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Integration Broker for Heterogeneous Information Sources (IBHIS). IBHIS is already 
implemented but process activity monitoring is not included.  Radetzki [12] proposes 
a system named IRIS (Interoperability and Reusability of Internet Services) for Web 
services composition through a set of graphic interfaces. In IRIS, Web services dis-
covery and orchestration are provided by an ontology-based registry approach. How-
ever, IRIS is addressed to the simulation of Web services composition therefore Web 
services execution is not included. Howard [13] proposes a framework named 
KDSWS (Knowledge-based Dynamic Semantic Web Services) which addresses in an 
integrated end-to-end manner, the life-cycle of activities involved in brokering and 
managing of Semantic Web Services. However, agent monitoring is not considered 
and the architecture is subjected to ongoing work. Srinivasan [14] provides an archi-
tecture for Web services discovery under a goal-oriented approach. Web services 
discovery is carried out by means of services chains satisfying certain constraints. 
This architecture provides only support for Web services management and monitoring 
and is in design phase. Yu [15] proposes a framework for Dynamic Web Service 
Invocation. This framework is based on an SOA architecture.  Publica-
tion/subscription and notification mechanisms are used in Web services discovery in 
UDDI nodes. However, an experimental prototype is provided which does not con-
sider Web services orchestration, monitoring and management. Finally, Aggarwal 
[16] developed a system named METEOR-S (Managing End-To-End OpeRations for 
Semantic Web services) which is a constraint driven Web Service composition tool.  
In METEOR-S architecture, web services management is not considered. Neverthe-
less, METEOR-S has been implemented and working well. 

5   Conclusions 

In this paper, we have described BPIMS-WS, a hybrid architecture we have developed 
so far that provides a comprehensive framework for developing business integration, 
collaboration and monitoring in SCM scenarios. Among the applications we envi-
sioned for BPIMS-WS, the orchestration of long-term supply chains involving opera-
tion research methods to minimize costs, reduce delivery times and maximize quality 
of service along with artificial intelligence methods to provide semantic matching and 
to define business partners profile management is now under consideration. 
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Abstract. Recent growth in computing devices from the smartphone to
the desktop computer has led to users interacting with multiple comput-
ing devices throughout the course of the day. Modern computing sessions
are a graphically rich, multi-tasking experience, representing a consider-
able amount of state. There is seldom the ability to automatically move a
session from one device to another; instead users must manually restore
applications to their previous state. Without session mobility, the prob-
lems of unsynchronised information and communication barriers become
apparent. We present a thin client approach to supporting session mobil-
ity across a broad range of devices. We use an adaptive approach, thereby
supporting a fine granularity of devices. Furthermore, our approach en-
ables rich diverse sessions composed of applications specific to a range of
platforms, reducing constraints imposed by mobile devices, and boosting
productivity by allowing access to a wider range of applications from a
single device.

1 Introduction

Growth in the use of both mobile and stationary computing devices, in addition
to increased bandwidth being offered by 3G providers, has led to users inter-
acting with a wider range of devices in day to day life. The task of manually
re-instating a computing session when moving from one device to another can
be frustrating, time consuming, and sometimes impossible depending on the
correlation between the current and previous device. This task is common, for
example in academic, medical and corporate environments, where people may
work at several terminals at different times throughout the day. Consequently
there is a growing demand among users for continuity in interaction when mov-
ing between devices. Providing a method of moving a session from one device to
another which is called session mobility, helps to significantly increase produc-
tivity while eliminating the cumbersome task of attempting to manually restore
session state.

Consider Alice who benefits from session mobility. In the morning, Alice reads
her e-mail on her PDA while travelling to work on the train. When she arrives
at the office, her session is transferred to her desktop computer without inter-
rupting the message she is currently composing. Before lunch, Bob in Alaska
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initiates an instant messaging session with Alice. Rather than being confined to
her desktop computer, she decides to continue the conversation on her smart-
phone as she leaves for lunch. Later that afternoon, Alice is scheduled to give a
brief presentation to her colleagues. As she enters the conference room, her ses-
sion is seamlessly transferred to a public terminal, allowing effortless delivery of
her presentation. On her way home she books tickets for a concert on the same
instance of the web browser she opened that morning. Achieving the level of
mobility outlined in Alice’s scenario becomes possible when we consider merging
appropriate technologies, and adding additional elements such as a knowledge
management component to take advantage of user and domain information. De-
ployment of such a system in a Pervasive computing framework can facilitate
inter-device communication and enable seamless hand-off of sessions from one
device to another.

The remainder of this paper is structured as follows. In section 2 we discuss
related work in the area of session mobility. From the problems outlined above,
we have identified several key requirements of our system, which we outline in
Section 3 as well as presenting the corresponding architecture of the system.
In Section 4 we outline the implementation of the system, and in Section 5 we
evaluate and discuss the performance and relevance of our approach. Finally, in
Section 6 we present our concluding remarks and discuss potential future work.

2 Related Work in the Area

The work outlined in this paper focuses on enabling mobility of legacy applica-
tions across heterogeneous devices. We aim to provide seamless integration of
the interface of the mobility enabled application into the users current environ-
ment, allowing both mobile and stationary applications to work side by side.
Moreover, our approach takes into consideration the diverse range and capabili-
ties of various target platforms, providing adaptive methods of session mobility.
This reduces footprint when moving sessions to mobile devices with constrained
capabilities. We use a thin client approach to providing session mobility. Existing
thin client solutions which display an entire desktop environment confine users
to particular Operating Systems. This prevents users from merging the power of
applications which are specific to a variety of platforms.

The problem of providing web interface mobility has been discussed in [1].
The system supports applications built using a multi-modal approach, and is
capable of choosing the most appropriate mode for the current device. However,
to take full advantage of the capabilities of the system, applications must be
built using a specialised toolkit. Similarly, in [2], the authors present a “multi-
browsing” system which allows the movement of web interfaces across multiple
displays. This work supports the movement of existing web applications, broad-
ening its usage scope. Both of the above approaches focus specifically on mobility
of web applications. As the interaction with mobile devices becomes more com-
plex in response to their growing capabilities, the need to support mobility of a
wider range of applications becomes apparent. ROAM, a system to support the
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movement of Java based applications between heterogeneous devices is presented
in [3]. This work also requires developers to build applications using a specific ap-
proach thereby limiting the applicability of this work. In [4], the authors present
TAPAS (Telecommunication Architecture for Plug And Play Systems), an ap-
proach to supporting user and session mobility. This approach allows for a broad
range of applications and allows access to personalised applications within for-
eign domains. However, as with the previous examples, this work requires appli-
cations to be built using a specialised toolkit. Guyot et al. [5] investigate smart
card performance as a token for session mobility between Windows and Linux.
This work supports mobility of a wide range of applications, and is also capable
of remotely fetching and installing necessary applications which were available
on the previous terminal but not on the present terminal. The approach taken
in this work involves the restoration of a session based on a session state file.
Our approach involves the dynamic movement of an application from one device
to another. Furthermore, this work does not address the use of mobile devices,
which is central to our work.

3 Design Goals and System Architecture

In this section we outline the design goals of our approach and present the system
architecture. A brief discussion on the relationship between the design goals and
the resulting system architecture follows.

3.1 Design Goals

When designing our approach to session mobility we established the following
objectives.

– Enable the mobility of legacy applications
– Avoid modification to existing applications and Operating Systems
– Support heterogeneous client platforms
– Support seamless integration of mobility enabled applications where possible
– Enable sharing of workspaces with multiple users for presentations and col-

laborative work
– Support efficient management of network resources

3.2 System Architecture

We present the system using a multi-layered architecture, as illustrated in Fig.
1. At the lowest level – the Protocol layer – sits the chosen protocols which are
X11 as used by the X Window System and RFB which is used by VNC. VNC is
suitable for displaying sessions on mobile devices with limited resources, while
the X Window system is better suited to traditional computers such as laptops
and desktops. On top of the Protocol layer, we have added an Extension layer
to support the mobility of legacy applications, as well as the multiplexing of ap-
plications for collaborative work. The VNC system inherently supports mobility
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of application interfaces. Supporting application mobility at the X Window level
is possible through the use of an X11 pseudo-server [6] which enables dynamic
movement of X11 clients. On top of the Protocol and Extension layers, is the
Management layer. The Management layer is the nucleus of our approach, con-
trolling the lower layers and enabling efficient management of resources. It is
composed of two core modules – the Service and Database modules. The Ser-
vice module facilitates communication between the higher and lower layers of
the system. The Database modules complement the Service modules by storing
and managing network resource information such as network status, available
terminals and device information. Finally, at the highest level is the Application
layer. This layer provides an interface to the lower layers of the system, enabling
people and devices to interact with the system using a uniform interface. Ap-
plication layer I/O is achieved using TCP clients and a central server. Protocol
messages are encapsulated in an XML based communication language which was
created specifically for this system and other pervasive computing applications
which are under active development such as Location Based Services.

Fig. 1. Layered system architecture showing supported platforms and applications

Extending existing thin client technologies has allowed us to meet our objec-
tive of enabling the mobility of legacy applications in a seamless manner. By
using more than one thin client protocol, we enable adaptive session mobility
and hence support of heterogeneous devices. By combining Database and Service
modules we have added a knowledge management component to our approach,
enabling efficient management of network resources.

4 Implementing an Adaptive Approach to Session
Mobility

The session mobility server was implemented in a Linux environment. Addition-
ally, we created light-weight client applications for several test systems such as
Windows, Linux and BSD. Using these client side applications, requests can be
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sent to the application server to move a session from one device to another,
specifying either an IP address or Zone name as a destination. Zones represents
groups of computing devices which are managed by the Database modules. If a
zone name is specified, the system will choose an appropriate vacant device in
the given zone. This is useful in environments composed of a large number of
public workstations such as University laboratories where users simply want to
use the closest vacant device.

The Application Layer was implemented using a C based TCP server and
and a custom built request parser driven by Expat, an open source XML parser.
At the Management layer, both the Service and Database modules were imple-
mented using shell scripting, as well as employing a variety of open source Linux
tools. In the first prototype of the system the databases are structured using
XML based entries, allowing for an extremely light-weight database architecture.
The Extension layer, which enables session mobility and multiplexing is driven
by three open-source tools; xmove [6], VNC [7], and xtv [8]. X11 mobility is sup-
ported by xmove, a pseudo-server for X11 client movement. The pseudo-server
is an intermediary, which is positioned between the client and server, allowing
interception of X protocol messages. This intercepted information can then be
used as a basis for window movement. It acts in a similar manner to a standard
X server, and as a result legacy applications do not distinguish between a real
or pseudo server. Therefore any application started on the pseudo-server will
be capable of having its output redirected to another X server; real or pseudo.
As we mentioned, VNC inherently provides session mobility. Moving sessions
to light-weight device can be achieved by attaching all applications to a virtual
VNC desktop on the server which is then accessible from any terminal device
using appropriate client software. Multiplexing is achieved via xtv which allows
remote users to view the contents of an X session within a client window. xtv
clients cannot provide any input, instead a view-only session is provided. VNC
can be used to provide a collaborative shared workspaces. All tools run at the ap-
plication level, requiring no change to the underlying windowing system, which
was one of our initial design objectives.

5 Evaluating the Performance of Our Approach

To evaluate the performance of the system, we set up a small testbed consisting of
a Linux server running our session mobility software and several client machines
representing user workstations. We performed a series of tests to establish the
time taken to move a session for one device to another using our approach.
Our test sessions consisted of five common applications, including a text editor,
web browser, and a terminal window, each running on machines with equivalent
specifications. Tests demonstrated that the average time taken to move a session
from one device to another using the X11 pseudo-server approach was just over
4 seconds. In the case of mobile devices, we must also leverage the capabilities
of VNC which increases session mobility cost. Test results showed that VNC
takes an average of 3 seconds to display a session, increasing mobility cost by
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75% in the case of our test session. However, we can eliminate this overhead by
executing both tasks concurrently, hence mobility cost can be attributed to the
last task to complete – most likely X11 movement. We present our results in
comparison to other common approaches to session mobility, as shown in Fig. 2.

The first method, which we have observed students in Computer Science
courses to use, involves storing a virtual machine on a portable flash drive,
and carrying it from one machine to the next. The time taken to suspend and
resume this virtual machine is significant and depends largely on the level of
state change within the virtual machine. Furthermore, allocating larger memory
to the virtual machine and running more applications simultaneously increases
suspend/resume time experienced. The second approach to providing session
mobility which we have compared our implementation to is that of Microsoft’s
Terminal Services. Suspending a Terminal Services session merely involves clos-
ing the client window and thus there is virtually no time associated with sus-
pending the session. Restoring a Terminal Services session takes approx 2 - 3
seconds, which is very close to the time taken by our system. Moreover, the re-
sume time indicated by our approach is identical to the time required for direct
movement of a session from one client to another, since a resume operation is
achieved in the same manner as moving a session. As a result, the difference
between time taken by Terminal Services and our implementation is marginal:
just over 1 second; at least in case of relatively light sessions.

We also considered the overhead added by interposing a pseudo-server between
X client and server. In [6], tcpdump (a tool which captures network packets
and assigns a time-stamp) is used to establish the latency added by xmove as
opposed to using a standard X server. Test results showed that xmove is virtually
unnoticeable when communication between client and server is asynchronous; for
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example in the case of a colour page redraw, a delay time of 4% is added. In a
scenario where communication is synchronous, meaning the client must wait for
acknowledgement from the server between each message, the overhead becomes
noticeable. The tests showed that for communication which involved a series of
synchronous messages sent between client and server, xmove added an overhead
of approx. 2 ms, bringing the roundtrip time from 3 ms to over 5 ms. This
is significant, since it accumulates overtime. However, clients do not regularly
communicate in this fashion; when they do it is often during start-up procedures
or at other times when the user is expecting a delay, rather than time critical
periods.

Finally, we evaluated the overhead added by the Management and Applica-
tion layers of the system. Test results showed that these layers add an average
overhead of 1.8 ms which we feel is negligible. We also observed that the mobility
cost grows in parallel with the number of active applications in a users session.
This is due to the processing performed by the pseudo-server at the Extension
layer, whereas the adjacent layers exhibit similar time patterns despite the num-
ber of applications within the session. In addition to this, all applications do not
move immediately, but rather sequentially. The results are based on the time
elapsed between the initial request and the time at which the final application
moves, meaning other applications may move substantially faster.

Aside from the competitive session movement times demonstrated, our imple-
mentation offers the advantage of a rich heterogeneous environment in compari-
son to the alternative methods outlined. While users can run individual systems
in parallel using VMWare’s tabbed environment, these parallel environments
lack consolidation and the task of switching between tabs quickly becomes cum-
bersome. The approach of running several entire operating systems uses con-
siderable system resources, and furthermore resuming a virtual machine on a
processor architecture which differs from the previous architecture is known to
be problematic.

6 Conclusion and Future Work

There is seldom the ability for users to move their session from one device to
another. Existing implementations of such systems tend to focus on one Operat-
ing System. By merging existing thin client technologies and adding Extension,
Management and Application layers, it becomes possible to move sessions across
a broad range of devices in a seamless manner. This alleviates the need for users
to manually re-instate sessions, which can take several minutes; the aggregate
cost of which is significant when interacting with numerous devices. The ability
to share this mobile session with multiple users provides a useful tool for presen-
tations as well as collaborative work. Manually managing all of these technologies
to provide such services is difficult, time consuming and sometimes impossible.
In the past, such barriers have been a deterrent to the use of these technologies.

There are several areas of this work which have yet to be explored in further
detail. The need for load balancing between multiple servers is a fundamental
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issue; master and slave servers supporting non-residual process migration is one
possible approach. There are also several security enhancements which could
be added to our work, for example mandatory use of SSH tunnelling for all
sessions. Other challenges include preventing dropped sessions due to broken
network connections and adding support for local resource redirection such as
printers and USB devices. In addition to addressing limitations of the current
system, the next phase of research involves the exploration of the use of sensory
identification tokens such as Bluetooth and RFID tagged objects as a trigger for
the movement of sessions. Sensory tokens could also be used to store session state
information, adding a further level of flexibility to system. As we enhance our
work to date, in addition to evaluating other Ubiquitous computing concepts, the
unification of these individual approaches into a single diverse infrastructure will
help to validate our vision of an intelligent pervasive computing environment.
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Abstract. Grid computing and pervasive computing have rapidly emerged and 
affirmed respectively as the paradigm for high performance computing and the 
paradigm for user-friendly computing. The conjunction of such paradigms are 
now generating a new one, the Pervasive Grid Computing, which aims at ex-
tending classic grids with characteristics of pervasive computing like spontane-
ous and transparent integration of mobile devices, context-awareness, pro-
activity, and so on. In this paper, we present mechanisms and a software infra-
structure for executing tasks in a pervasive grid. In particular, the proposed so-
lution, which provides an implementation of the Utility Computing model, en-
ables users to submit tasks and to pick up results without concerning on requir-
ing and handling hardware resources. 

1   Introduction 

During the last decade, new computing models have emerged and rapidly affirmed. In 
particular, terms like Grid Computing, Pervasive Computing, and Utility Computing 
have become of common use not only in the scientific and academic world, but also 
in business fields. 

The Grid computing model has demonstrated to be an effective way to deal with 
very complex problems. The term “The Grid” is now adopted to denote the virtualiza-
tion of distributed computing and data resources such as processing, network band-
width and storage capacity to create a single system image, granting users and appli-
cations seamless access to vast IT capabilities [1]. As a result, Grids are geographi-
cally distributed environments, equipped with shared heterogeneous services and 
resources accessible by users and applications to solve complex computational prob-
lems and to access to big storage spaces.  

The goal for Pervasive computing is the development of environments where 
highly heterogeneous hardware and software components can seamlessly and sponta-
neously interoperate, in order to provide a variety of services to users independently 
of the specific characteristics of the environment and of the client devices [2]. There-
fore, mobile devices should come into the environment in a natural way, as their 
owner moves, and transparently. The owner will not have to carry out manual con-
figuration operations for being able to approach the services and the resources, and 
the environment has to be able to self-adapt and self-configure in order to host incom-
ing mobile devices. 

On the other hand, Utility Computing aims at providing users with computational 
power in a transparent manner, similarly to the way in which electrical utilities supply 
power to their customers. In this scenario, computing services are seen as “utilities” 
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that users pay to access to, just as is in the case of electricity, gas, telecommunications 
and water [3]. 

Current grid applications, although they offer services and resources to their users, 
are neither pervasive nor able to implement the Utility Computing vision. As a matter 
of fact, whenever a user wants to execute an own application, has to i) ask the grid for 
resources; ii) allocate tasks; iii) launch and control executions; iv) get results; and v) 
release resources. This practice has several limitations: 

1. User-environment interactions are very little transparent; 
2. Users have direct control of allocated resources – The user requires (and 

sometimes locks) resources of the grid; 
3. Resources are handled in an insecure and inefficient way – A malicious user 

could require a larger amount of resources with respect the ones really 
needed or an inexperienced user could underestimate the resources really 
needed. 

This work presents a software infrastructure that extends classic grids by enabling 
users to directly submit tasks for executions. After having been submitted, tasks are 
completely handled by the environment. In particular, they are encapsulated in mobile 
agents, which are allocated and executed by the environment. It is worth noting that 
such mobile agents can also be allocated and executed on mobile devices, which be-
come active resources for the grid, in a completely transparent way. In addition a 
certain degree of dependability has been conferred to the service in handling mobile 
tasks. 

The rest of the paper is organized as follows. Section 2 discusses some motiva-
tions, related work and contribution. Section 3 describes the proposed solution. Fi-
nally, section 4 concludes the paper. 

2   Motivations and Contributions 

2.1   Motivations 

Mobile and wireless devices have not been considered, for a long time, as useful re-
sources by traditional Grid environments. As a matter of fact, only recently they have 
been adopted as interface tools for accessing Grid services and resources. However, 
Considering the Metcalfe’s law, which claims that usefulness of a network-based 
system proportionally grows with the square of the number of active nodes, and also 
considering that mobile devices capabilities have substantially be improved over the 
time, it can justifiably be stated that mobile and wireless devices are now of interest 
for the Grid community, not only as access devices, but also as active resources [4]. 

However, integration of mobile devices is not costless [7]. This is mainly due to 
the consideration that current Grid middleware infrastructures don’t support mobile 
devices for three main reasons: 1) they are still too heavy with respect to mobile and 
wearable equipments; 2) they are not network-centric; i.e. they assume fixed TCP/IP 
connections and do not deal with wireless networks and other mobile technologies; 
and, 3) they typically support only one interaction paradigm, that is SOAP messaging, 
whereas the Pervasive model requires a variety of mechanisms [10]. 
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Over the last years, some valuable efforts have been made in order to make Grid 
infrastructures able to support wireless technologies and mobile devices. In particular, 
the paradigm of Wireless Grid has been proposed [5-8]. More recently, this paradigm 
has evolved in the Pervasive Grid model [9-10], which again aims at making Grid 
environments able to integrate mobile devices, but in a pervasive way, that is seam-
lessly and transparently. In addition, services should be context-aware and somehow 
pro-active. 

This effort has officially been formalized in 2003 when a Global Grid Forum Re-
search Group, called Ubicomp-RG, was established in order to explore the possibili-
ties of synergy between Pervasive and Grid communities. 

Other related work is reported in the following.  
In [5] mobile devices are considered as active resources for the Grid. In particular, 

authors developed a software infrastructure for deploying Grid services on mobile 
nodes. This solution relies on a lightweight version of the .NET framework, namely the 
.NET Compact Framework, which enables to deploy on mobile devices simple Grid 
Services that require limited amount of resources. It is important to note that such a 
solution applies only to mobile devices equipped with the Microsoft Pocket PC operat-
ing system and requires several manual operations for installation and configuration. 

In [10] authors propose a framework for self-optimizing the execution of tasks in 
GAIA [11]. In that scenario, a task is meant as a sequence of high-level actions (say 
for an example, “print N copies of this document and then show it as a presentation”). 
The user indicates the sequence of actions and then the environment choose the re-
sources (and services) needed. On the contrary, in our scenario a task is just a soft-
ware program. 

2.2   Our Contribution 

Our contribution consists in a model and a software infrastructure that enable grid 
users to distribute and execute tasks on a changing group of mobile and fixed devices. 

Such a software infrastructure relies on MiPeG, a Middleware for Pervasive Grids 
that provides several facilities for integrating and handling mobile devices and users 
in grid applications. MiPeG consists of a set of basic services exposed as Grid Ser-
vices; i.e., they are compliant with the OGSA specifications [12]. It integrates with 
the Globus Toolkit [13], which is the de-facto standard platform for Grid applications, 
in order to extend its functionalities and to provide mechanisms for augmenting clas-
sic grid environments with pervasive characteristics. It also partly relies on the JADE 
framework [14] to implement some mobile agent based components. 

The proposed environment distinguishes from classic and wireless grids for the fol-
lowing main characteristics: 

a. Transparent integration of mobile devices as active resources – This feature 
requires the installation of lightweight software plug-in, which consists in an 
agent container, onboard the mobile device. After that, whenever the mobile 
device enters the environment, it becomes an active resource for the grid; in 
other words, the environment can allocate and execute tasks on it, in a com-
pletely transparent way for its owner. 

b. Self-execution of applications – Users submit their own code and some execu-
tion parameters. On the contrary, in classic grids users requires resources and 
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then are fully in charge of launching execution, controlling it, picking up results 
and releasing resources. Obviously, the possibility of submitting just the code, 
not only ease the task for users, but also protect the environment from mali-
cious and inexpert users. 

c. Reliable execution of tasks – Tasks are encapsulated in mobile agents that can 
be allocated by the environment both on fixed and mobile devices. Thanks to a 
cloning mechanism, the environment is able to recover from several kinds of 
failures. 

3   Utility Framework 

3.1   Service Architecture 

The UtilityService is an application service able to dynamically distribute and execute 
user’s tasks on a grid of either fixed or mobile resources. Users willing of executing 
their applications directly submit their code without caring of choosing and allocating 
resources of the grid. 

In current grids, whenever a user wants to execute an own application, has to i) ask 
the grid for resources; ii) allocate tasks; iii) launch and control executions; iv) get 
results; and v) release resources. 

As already pointed out in the introductory section, this practice has several limita-
tions. To overcome such limitations, the UtilityService extends classic grids by ena-
bling users to directly submit tasks for executions. After having been submitted, tasks 
are completely handled by the environment, which gathers the results and sends them 
back to the user.  

To achieve this objective, user tasks are encapsulated in mobile agents and then al-
located in a distributed platform that controls execution. 

As shown in figure 1, the UtilityService consists of the following components: 

• Container – This is the run-time software environment that provides the basic 
functionalities for executing and coordinating mobile agents; 

• Platform – This is the set of hardware nodes equipped with a Container and able 
to execute tasks; 

• TaskHandler – This is the hardware element that hosts the coordinating compo-
nents. It is also the user entry point to the service; 

• Subordinate – This is an hardware node that hosts mobile agents for execution. 
It can be either a fixed or a mobile resource; 

• Initiator – This is the hardware element used by the user to submit source code 
for execution; 

• TaskAllocation – This is the Container that handles the mobile agents hosting 
user tasks; 

• TaskRecovery – This is the Container that stores cloned mobile agents. It is re-
quired to activate clones in case of failure of the cloned agent; 

• Worker – This agent encapsulates the user’s task for execution and sends execu-
tion results to the Collector. More Workers can be hosted by the same Subordi-
nate; 
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• DeviceManager – This agent interacts with the ContexService to receive the list 
and the state of available resources in the grid. In addition to this, it receives 
heartbeats from every Subordinate; 

• Telltale – This is a software element that monitors some Subordinate’s parame-
ters and communicates them to the DeviceManager; 

• WorkerManager – This agent coordinates Workers allocation and migration 
within the environment accordingly with a scheduling algorithm; 

• Collector – This agent receives the results from every active Worker and col-
lects them in the Results archive; 

• Results – This is the archive that stores execution results until they are sent back 
to the user. 
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Fig. 1. Interfaces and Architecture of the UtilityService 

Whenever a user wants execute a task, has to contact the Initiator and to submit the 
code. After that, the Initiator embeds such a code in a mobile agent, namely a Worker, 
into the TaskAllocation container ready to be executed. Before distribution and execu-
tion, the task is forced to clone itself and the clone is inserted in the TaskRecovery 
container. This is performed in order to confer a certain degree of dependability to the 
service. Next, the task is allocated in one or more Subordinates, which will execute 
them and produce results. Allocation is driven by the DeviceManager depending on 
the current state of active resources of the grid. From now on, two main possibilities 
are in order. The Worker completes its execution by sending results to the Collector 
that, in turn, stores them in the Results archive; or, the Worker fails. In the latter case, 
failure is detected by the DeviceManager that doesn’t receive heartbeats from the 
Telltale anymore. As a consequence, the DeviceManager activates the Worker’s clone 
and requires its execution on a new Subordinate. 
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The software framework exhibits some autonomic behaviors. In particular, it self-
manage allocation and execution of tasks and self-recover from nodes failures. 

3.2   Scheduling Algorithms 

We have defined a specific scheduling algorithm, namely DDT (Dynamic Distribu-
tion of Tasks), which aims at minimizing the time of execution for user tasks. The 
objective is, in the case of multiple submission of tasks, to distribute such tasks in the 
platform taking care of resources state in order to achieve better performance. 

Since resource conditions rapidly change in time (especially for mobile resources), 
the Telltale periodically executes a benchmark algorithm (identical for all the devices) 
and sends the benchmark result (Bi, benchmark value for the resource i) to the De-
viceManager. Then, the DeviceManager calculates the mobile average of the last five 
values received for each active resource and orders such devices according to these 
values (the slower device is the last in the list). Next, it calculates the relative speed-
up (RSi,i+1) for each device, which is the ratio between the benchmark execution times 
of the device i and the next device in the list (RSi,i+1 = Bi+1 /Bi ).The relative speed-up 
for the slowest device is set to 1. 

Relative speed-ups are used by the DeviceManager to choose the device on which 
to send a task. The basic idea is: if a device executes the benchmark in a time that is 
the half of the time of another device, probably it will execute even the task in the half 
of the time. 

Accordingly to this idea, Workers are sent on the devices as the beads in an abacus; 
that is, Workers are allocated on the device with the highest relative speed-up till the 
number of Workers allocated (say N) is equal to the relative speed-up of the device 
itself. Next Worker is sent to the second device (which is the fastest of the relative 
list), then another group of N Workers is sent to the previous device, in turn, this allo-
cation is repeated until the number of Workers on the second device becomes equal to 
its relative speed-up. As the number of Workers gets equal to the relative speed-up, 
the next Worker to allocate is sent to the third device. 

Figure 2 shows an example of allocation of tasks. In particular, we considered the 
case of eleven Workers to allocate in a grid of four devices. Since the relative speed-
up between devices D1 and D2 is 3.20, the algorithm allocates three Workers on the 
device D1 per every Worker allocated on the device D2. Differently, being the rela-
tive speed-up between devices D2 and D3 equal to 2.19, only after having allocated 
two Workers on the device D2, a new Worker will be allocated on the device D3.  
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Fig. 2. Example of distribution of tasks 
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If there are still Workers that cannot be allocated in the first turn (that is, after hav-
ing allocated Workers on all devices), they will wait until a new device enters the 
environment or at least one Worker completes its execution.  

Finally, it must be noted that the list of ordered devices is reconstructed (and the 
benchmark executed) whenever one of the following events occurs: 

• a new device enters in the environment; 
• a device leaves the environment; 
• a Worker finishes its execution. 

This is a preliminary scheduling algorithm that enables to take care of events re-
lated to the high dynamicity of a pervasive environment, in which mobile devices 
chaotically enters and exits. However, alternative schemes are in order to be defined 
and tested. 

4   Conclusions and Future Work 

This paper proposes a model and an application service able to dynamically distribute 
and execute user-submitted tasks on a grid of mobile and fixed devices in a pervasive 
way. Following the Utility Computing paradigm, the computational power is given in 
a completely transparent way. 

Currently, the proposed approach is applicable whenever the application to execute 
consists in a single task that has to be executed many times (even with different input 
values) or in many different tasks that don’t need to cooperate each other. 

Future works will aim at developing new coordinating models that take care of 
possible inter-task cooperation; i.e. multithreaded/multiprocess applications. As well, 
the scheduling algorithm should be improved.  

In addition, other dependability and security issues are in order.  
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Abstract. The computing grid no longer encompasses only traditional
computers to perform coordinated tasks, as also low-end devices are now
considered active members of the envisioned pervasive grid. Wireless
sensor networks play an important role in this vision, since they provide
the means for gathering vast amounts of data from physical phenomena.
However, the current integration of wireless sensor networks and the grid
is still primitive; one important aspect in this integration is providing
higher-level abstractions for the development of applications, since ac-
cessing the data from wireless sensor networks currently implies dealing
with very low-level constructs. We propose TinySOA, a service-oriented
architecture that allows programmers to access wireless sensor networks
from their applications by using a simple service-oriented API via the
language of their choice. We show an implementation of TinySOA and
some sample applications developed with it that exemplify how easy grid
applications can integrate sensor networks.

1 Introduction

Initial grid computing developments focused on the computational capabilities
of distributed systems for processing large amounts of data and for conveniently
sharing resources; as such, grid computing has also been referred to as util-
ity computing, computing on tap, or on-demand computing. Recent initiatives
such as the OGSA [1] have expanded this early focus to comprise a more data-
centric approach, as well as distributed services. Increasingly, the data for these
distributed services comes from small devices capable of sensing physical phe-
nomena, performing computing tasks, and communicating their results to other
devices [2]; these intelligent sensing devices form what is known as wireless sensor
networks (WSN).

Integrating the grid with wireless sensor networks (forming what is often
called the wireless sensor grid) is a goal that is getting considerable attention
from researchers and practitioners. Researchers at Harvard and other institu-
tions [3] are working on the development of a robust and scalable data collection
network called Hourglass; the goal of Hourglass is to integrate sensor data into
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grid applications, using a publish-subscribe model for such purpose. Lim et al.
[4] identify the issues and challenges for the design of sensor grids, and pro-
pose an architecture called the scalable proxy-based architecture for sensor grids
(SPRING). Both Hourglass and SPRING are currently works in progress, as are
other efforts, and setting a standard by consensus within the community will
certainly require continued efforts.

From the many issues and challenges being addressed for integrating wireless
sensor networks and the grid, we consider an important one here: providing pro-
grammers with adequate abstractions and tools for developing applications that
can incorporate access to the resources provided by WSN. A notable example
of work in this direction is TAG [5] where the WSN is abstracted as a database
and data can be obtained by issuing SQL queries. The service-oriented approach
has been explored as an alternative [6], where an external entity is charged with
processing requests for services; however, in the cited paper no details are given
as to how components are conformed, how interactions are made, and what pro-
tocols are used. More recently [7, 8], a reflective service-oriented middleware has
been proposed, but it has not been tested with an actual WSN, as it is only
simulated with Java components.

We believe that the service-oriented approach provides adequate abstractions
for application developers, and that it is a good way to integrate the grid with
WSN. Currently, if an application programmer wants to develop a system for
monitoring certain phenomena using a WSN, she may need to learn a new lan-
guage (e.g., NesC), a new programming paradigm (e.g., component-based pro-
gramming), a new embedded operating system (e.g., TinyOS), and probably
even some details about the underlying hardware platform; this situation is of
course far from optimal, as an application programmer should only concentrate
on application-level issues and ideally use the programming languages and tools
that she is accustomed to. With this in mind we propose TinySOA, an architec-
ture based on the well-known service oriented paradigm.

In the next section we give details regarding the different elements of the
architecture, their roles and interactions; in Sect. 3 we present TinyVisor, a
system that implements the conceptual framework of TinySOA and that acts as
proof of concept for the development of applications with a real WSN. Then, in
Sect. 4 we give some concluding remarks and outline future work.

2 TinySOA: Service-Oriented Architecture for WSN

Providing better abstractions to application programmers has been a long-time
motivation in software engineering. Therefore, we have witnessed advances in
programming methodologies and paradigms ranging from sequential program-
ming, modular programming, object-oriented programming, component-based
programming, and more recently service-oriented programming. This recent ap-
proach arises in response to modern needs and complexities such as distributed
software, application integration, as well as heterogeneity in platforms, proto-
cols and devices, including Internet integration. Given its compliance to modern
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software development and the wide positive reception it has gained in academic
and industrial environments, we believe that a service-oriented architecture is
well suited for the integration of wireless sensor networks to the worldwide grid.

The architecture we propose, named TinySOA, can be well understood in
terms of an execution scenario, where all the operations take place in three
well-defined sections:

– Capture. The area where the WSN resides. Using the publish/subscribe
model the WSN communicates its sensor readings and also management in-
formation to “outside” entities via a gateway (typically a sink node), which
also can be used to pass requests to the network.

– Concentration. This area is where most of the processing takes place. All
sensor data, and any other type of information, received from the capture
area is compiled and classified for further use. Access to data and network
control is provided by a server enabled with web services.

– Application. Here can be found the monitoring, visualization, and other ap-
plications created using the services provided by the concentration area.

Two types of services, internal and external, are provided by the architec-
ture. This is achieved with the intervention of four components: node, gateway,
registry and server, as shown in Fig. 1 and described below.

Fig. 1. The main components of the TinySOA architecture
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– Node. This component encapsulates all the functionality of a sensing node,
and resides in all sensing nodes in the network. Nodes provide internal ser-
vices. They have several subcomponents for different purposes, such as ser-
vice discovery, reading sensors data, controlling actuators, and communicat-
ing data and requests via a gateway from and to the network. Also, the
embedded operating system is an important subcomponent that abstracts
low levels details such as communication with the hardware platform, topol-
ogy control, etc.

– Gateway. This component is typically located in a specialized node or in a
computer, and acts as a bridge between a WSN and the outside world (e.g.,
the grid). It is worth noting that there can be several WSNs, as long as
each one of them has their own gateway. Several subcomponents provide the
gateway functionality: a control subcomponent is in charge of initializing all
gateway activities, and also manages all other subcomponents; another one
deals with all the interaction with internal services provided by the nodes;
a message processor handles registration and sensor reading messages, but
also interacts with the registry component. There is also an optional commu-
nication subcomponent, whose purpose is to handle immediate requests that
need urgent attention without going through the task management registry
subcomponent first.

– Registry. All the information about the infrastructure is stored in this com-
ponent. Several subcomponents, in the form of registries, contain informa-
tion about currently available (or past) sensor networks, historical records
of sensor readings and control information, events indicated by the users of
external services, as well as task management scheduling information (e.g.,
changing the sensors sampling rate). All these subcomponents rely on a
database management subcomponent.

– Server. The main functionality here is to act as a provider of web services,
abstracting each available WSN as a separate web service. These provide an
interface to consult the services offered by the network, check the registry,
consult and register events and maintenance tasks. The control subcompo-
nent is in charge of initializing the server, and an optional communication
subcomponent allows to immediately send commands to the network, with-
out going through the task management registry (interacting with its anal-
ogous subcomponent in the gateway).

3 Implementation and Tests

One of the intended purposes of TinySOA is to be used as a basis for the con-
struction of middleware systems that provide appropriate abstractions for the
development of applications using WSN. Therefore, in order to test the feasibil-
ity of using TinySOA for such purposes, we implemented a middleware system
that integrates all the elements in the architecture. Also, we developed several
applications with varying complexity running on top of this middleware system;
this allowed us to verify the advantages in development time and ease of use
that programmers would find using our proposed architecture.
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The hardware platform for our prototype includes MicaZ motes with MTS-
310CA sensing boards, and MIB510 programming boards, all manufactured by
Crossbow Technology, Inc.1 This platform uses the TinyOS [9] embedded operat-
ing system. As implemented in our prototype, the Node component is located in
the MicaZ motes, and the Gateway, Registry and Server components are located
in a single computer (although they could be located in different computers or
specialized devices). If more than one WSN is connected to the system, each one
should be associated with a different instance of the Gateway component.

When a node starts working, it discovers what services it can offer (i.e., what
types of sensors it has) and then publishes them, so they can be available for other
entities to use them; of course, also the available sensor networks are registered.
This way, any program can just issue queries to the registry to find out what
networks are available, what services they offer, etc., through a simple service-
oriented that provides functions to obtain information about the network(s),
including network ID, name and description, as well as a listing of nodes, sensing
parameters, times, and actuators; there are also functions to manage events,
readings, and tasks.

Using the API, we constructed several applications that were later integrated
into a system called TinyVisor (we omit the figures showing the screen captures
for lack of space in this article). At startup, the URL of a server can be provided
and then an automatic discovery process locates the web services registry and
related repositories, but also all available WSNs. An interactive dialog shows the
information related to the discovered WSNs including the name, description, and
web service URL; from there it is possible to select the network that is going to
be used for monitoring and visualization. Once the network is selected, the infor-
mation regarding its nodes and the sensed data can be visualized either in data
mode graph mode, or topology mode. This implementation of TinyVisor was
developed using the Java programming language, but any other language could
have been used, provided that it has the capabilities for accessing web services;
in fact, we have developed several other simple applications using languages such
as PHP and C#, for proofs of concepts.

4 Conclusions

The conventional wired grid is continuously being extended to integrate more
and richer computing and data sources; wireless sensor networks play an impor-
tant role in this trend and some have suggested that they will constitute the
“eyes” and “ears” of the computational grid. However, the integration of wire-
less sensor networks and the grid is still largely work in progress; we consider
that an important part in this integration is allowing grid application develop-
ers to access the resources provided by sensor networks without having to delve
into low-level aspects of these networks, as it is currently required. With this in
mind, we propose TinySOA, a service-oriented architecture that allows program-
mers to access wireless sensor networks from their applications by using a simple
1 More information about this company and their products at http://www.xbow.com

http://www.xbow.com
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service-oriented API via the language of their choice. We show an implementa-
tion of TinySOA, called TinyVisor, to exemplify how easy grid applications can
integrate sensor networks.

We are currently designing an in-depth evaluation methodology to further
evaluate the degree to which TinySOA can help application developers; this
includes measuring the acceptance of the architecture, e.g., via the technology
acceptance model [10], and presenting a test population of programmers with
a development and integration problem and giving them the tools provided by
TinySOA to develop some applications with the language of their choice; this
could help elucidate and measure the benefits provided by TinySOA.
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Abstract. This paper proposes a bio-inspired approach for the construction of a 
Grid information system in which metadata documents that describe Grid 
resources are disseminated and logically reorganized on the Grid. A number of 
ant-like agents travel the Grid through P2P interconnections and use probability 
functions to replicate resource descriptors and collect those related to resources 
with similar characteristics in nearby Grid hosts. Resource reorganization 
results from the collective activity of a large number of agents, which perform 
simple operations at the local level, but together engender an advanced form of 
“swarm intelligence” at the global level. An adaptive tuning mechanism based 
on the epidemic paradigm is used to regulate the dissemination of resources 
according to users’ needs. Simulation analysis shows that the epidemic 
mechanism can be used to balance the two main functionalities of the proposed 
approach: entropy reduction and resource replication. 

1   Introduction 

To support the design and execution of complex applications, modern distributed 
systems must provide enhanced services such as the retrieval and access to content, 
the creation and management of content, and the placement of content at appropriate 
locations. In a Grid, these services are offered by a pillar component of Grid 
frameworks, the information system. This paper discusses a novel approach for the 
construction of a Grid information system which allows for an efficient management 
and discovery of resources. The approach, proposed in [5] in its basic version, 
exploits the features of (i) epidemic mechanisms tailored to the dissemination of 
information in distributed systems [6] and (ii) self organizing systems in which 
“swarm intelligence” emerges from the behavior of a large number of agents which 
interact with the environment [1, 3]. 

The proposed ARMAP protocol (Ant-based Replication and MApping Protocol) 
disseminates Grid resource descriptors (i.e., metadata documents) in a controlled way, 
by spatially sorting (or mapping) such descriptors according to their semantic 
classification, so to achieve a logical reorganization of resources. For the sake of 
simplicity, in the following an information document describing a Grid resource will 
be simply referred to as a resource. 

Each ARMAP agent travels the Grid through P2P interconnections among Grid 
hosts, and uses simple probability functions to decide whether or not to pick resources 
from or drop resources into the current Grid host. Resource reorganization results 
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from pick and drop operations performed by a large number of agents, and is inspired 
by the activity of some species of ants and termites that cluster and map items within 
their environment [1]. A self-organization approach based on ants’ pheromone [7] 
enables each agent to regulate its activity, i.e. its operation mode, only on the basis of 
local information. Indeed, each agent initially works in the copy mode: it can generate 
new resource replicas and disseminate them on the Grid. However, when it realizes 
from its own past activity that a sufficient number of replicas have been generated, it 
switches to the move mode: it only moves resources from one host to another without 
generating new replicas. This switch is performed when the level of a pheromone 
variable, which depends on agent’s activity, exceeds a given threshold. 

The ARMAP protocol can effectively be used to build a Grid information system 
in which (i) resources are properly replicated and (ii) the overall entropy is reduced. A 
balance between these two features can be achieved by regulating the pheromone 
threshold, i.e. by shortening or extending the time interval in which agents operate 
under the copy mode. Tuning of the pheromone mechanism can be static or adaptive. 
In the first case, the threshold is set before ARMAP protocol is started, whereas, in 
the case of adaptive tuning, the threshold can be tuned by a supervisor agent while 
ARMAP is running, depending on users’ needs. This introduces a twofold control 
mechanism: each agent uses local information to self-regulate its activity, whereas a 
supervisor agent dynamically sets a global system parameter, i.e., the pheromone 
threshold, and propagates the value of this parameter via an epidemic mechanism. 

The remainder of the paper is organized as follows. Section 2 describes the 
ARMAP protocol. Section 3 analyzes the performance of the ARMAP protocol, both 
with static tuning and adaptive tuning and Section 4 concludes the paper. 

2   Ant-Inspired Reorganization of Grid Resources 

The aim of the ARMAP protocol [5] is to achieve a logical organization of Grid 
resources by spatially sorting them on the Grid according to their semantic 
classification. It is assumed that the resources have been previously classified into a 
number of classes Nc, according to their semantics and functionalities (see [2]). 

The ARMAP protocol has been analyzed in a P2P Grid in which hosts are arranged 
in a 2-dimension toroidal space, and each host is connected to at most 8 neighbor 
peers. The Grid has a dynamic nature, and hosts can disconnect and rejoin the 
network. When connecting to the Grid, a host generates a number of agents given by a 
discrete Gamma stochastic function, with average Ngen, and sets the life time of these 
agents to PlifeTime, which is the average connection time of the host, calculated on 
the basis of the host’s past activity. This mechanism allows for controlling the number 
of agents that operate on the Grid: indeed, the number of agents is maintained to a 
value which is about Ngen times the number of hosts. 

Periodically each ARMAP agent sets off from the current host and performs a 
number of hops through the P2P links that interconnect the Grid hosts. Then the agent 
uses appropriate pick and drop functions in order to replicate and move resources 
from one peer to another. More specifically, at each host an agent must decide 
whether or not to pick the resources of a given class, and then carry them in its 
successive movements, or to drop resources that it has previously picked from another 
host. Pick and drop probability functions are discussed in the following. 
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Pick operation. Whenever an ARMAP agent hops to a Grid host, it must decide, for 
each resource class, whether or not to pick the resources of that class which are 
managed by the current host. In order to achieve replication and mapping 
functionalities, a pick random function is defined with the intention that the 
probability of picking the resources of a given class decreases as the local region of 
the Grid accumulates such resources and vice versa. This assures that as soon as the 
equilibrium condition is broken (i.e., resources of different classes are accumulated in 
different regions), the reorganization of resources is more and more pushed. 

The Ppick random function, defined in formula (1), is the product of two factors, 
which take into account, respectively, the relative accumulation of resources of a 
given class (with respect to other classes), and their absolute accumulation (with 
respect to the initial number of resources of that class). In particular, the fr fraction is 
computed as the number of resources of the class of interest, accumulated within the 
visibility region, divided by the overall number of resources that are accumulated in 
the same region. The visibility region includes the peers that are reachable from the 
current peer with a given number of hops, i.e. within the visibility radius. The 
visibility radius is set to 1, so that the visibility region is composed of at most 9 hosts 
(if all the neighbor peers are active), the current one included. The fa fraction is 
computed as the number of resources owned by the hosts located in the visibility 
region out of the overall number of resources that are maintained by such hosts, 
including the resources deposited by agents. The inverse of fa gives an estimation of 
the extent to which such hosts have accumulated resources of the class of interest. k1 
and k2 are non-negative constants which are both set to 0.1 [1]. 
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The pick operation can be performed with two different modes. If the copy mode is 
used, the agent, when executing a pick operation, leaves the resources on the current 
host, generates a replica of each of them, and carries such replicas until it will drop 
them in another host. Conversely, with the move mode, as an agent picks the 
resources, it removes them from the current host (except those owned by this host), 
thus preventing an excessive proliferation of replicas. 

Drop operation. As well as the pick function, the drop function is first used to break 
the initial equilibrium and then to strengthen the mapping of resources of different 
classes in different Grid regions. Whenever an agent gets to a new Grid host, it must 
decide, if it is carrying some resources of a given class, whether or not to drop such 
resources in the current host. As opposed to the pick operation, the drop probability 
function Pdrop, shown in formula (2), is proportional to the relative accumulation of 
resources of the class of interest in the visibility region. In (2) the threshold constant 
k3 is set to 0.3 [1]. 
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2.1   System Entropy and Pheromone Mechanism 

A spatial entropy function, based on the well known Shannon's formula for the 
calculation of information content, is defined to evaluate the effectiveness of the 
ARMAP protocol. For each peer p, the local entropy Ep gives an estimation of the 
extent to which the resources have already been mapped within the visibility region 
centered in p. Ep has been normalized, so that its value is comprised between 0 and 1. 
As shown in formula (3), the overall entropy E is defined as the average of the 
entropy values Ep computed at all the Grid hosts. In (3), fr(i) is the fraction of 
resources of class Ci that are located in the visibility region with respect to the overall 
number of resources located in the same region. 
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In [5] it was shown that the overall spatial entropy can be minimized if each agent 
exploits both the ARMAP modes, i.e. copy and move. In the first phase, the agent 
copies the resources that it picks from a Grid host, but when it realizes from its own 
activeness that the mapping process is at an advanced stage, it begins simply to move 
resources from one host to another, without creating new replicas.  

In fact, the copy mode cannot be maintained for a long time, since eventually every 
host would have a very large number of resources of all classes, thus weakening the 
efficacy of resource mapping. The protocol is effective only if agents, after replicating 
a number of resources, switch from copy to move. A self-organization approach based 
on ants’ pheromone mechanism enables each agent to perform this mode switch only 
on the basis of local information. This approach is inspired by the observation that 
agents perform more operations when the system entropy is high, but operation 
frequency gradually decreases as resources are properly reorganized. In particular, at 
given time intervals, i.e. every 2,000 seconds, each agent counts up the number of 
times that it has evaluated the pick and drop probability functions, and the number of 
times that it has actually performed pick and drop operations. At the end of each time 
interval, the agent makes a deposit into its pheromone base, by adding a pheromone 
amount equal to the ratio between the number of “unsuccessful” operations and the 
total number of operation attempts. An evaporation mechanism is used to give a 
higher weigh to recent behavior of the agent. Specifically, at the end of the i-th time 
interval, the pheromone level Фi is computed with formula (4). 

  E i1ivi ϕ+Φ⋅=Φ −  (4) 

The evaporation rate Ev is set to 0.9, and ϕi is the fraction of unsuccessful 
operations performed in the last time interval. With such settings, the value of Фi is 
always comprised between 0 and 10. As soon as the pheromone level exceeds Tf, the 
agent realizes that the frequency of pick and drop operations has remarkably reduced, 
so it switches its protocol mode from copy to move. The value of Tf can be used to 
tune the number of agents that work in copy mode and are therefore able to create 
new resource replicas, as discussed in the next section. 
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3   Adaptive Tuning and Epidemic Control 

The performance of the ARMAP protocol has been evaluated with an event-based 
simulator written in Java. Simulation runs have been performed with the following 
setting of network and protocol parameters The number of peers Np, or Grid size, is 
set to 2500, corresponding to a 50x50 toroidal grid of peers. The average connection 
time of a specific peer, Plifetime, is generated according to a Gamma distribution 
function, with an average value set to 100,000 seconds. The use of the Gamma 
function assures that the Grid contains very dynamic hosts, that frequently disconnect 
and rejoin the network, as well as much more stable hosts. Every time a peer 
disconnects from the Grid, it loses all the resource descriptors previously deposited by 
agents, thus contributing to the removal of obsolete information. The average number 
of Grid resources owned and published by a single peer is set to 15. Grid resources 
are classified in a number of classes Nc, which is set to 5. The mean number of agents 
that travel the Grid is set to Np/2: this is accomplished, as explained in Section 2, by 
setting the mean number of agents generated by a peer, Ngen, to 0.5. The average 
time Tmov between two successive agent movements (i.e. between two successive 
evaluations of pick and drop functions) is set to 60 s. The maximum number of P2P 
hops that are performed within a single agent movement, Hmax, is set to 3. The 
visibility radius Rv, defined in Section 2 and used for the evaluation of pick and drop 
functions, is set to 1. Finally, the pheromone threshold Tf, defined in Section 2.1, 
ranges from 3 to 10. 

The following performance indices are used. The overall entropy E, defined in 
Section 2.1, is used to estimate the effectiveness of the ARMAP protocol in the 
reorganization of resources. The Nrpr index is defined as the mean number of replicas 
that are generated for each resource. Since new replicas are only generated by 
ARMAP agents that work in the copy mode, the number of such agents, Ncopy, is 
another interesting performance index. 

A first set of simulation runs have been performed to evaluate the performance of 
the ARMAP protocol and investigate the effect of static tuning. Static tuning is 
obtained by setting the pheromone threshold Tf before the ARMAP protocol is set off, 
but it does not allow to change the threshold value dynamically. Figure 1 reports the 
number of agents that work in copy mode (also called copy agents in the following) 
versus time, for different values of the pheromone threshold Tf. When ARMAP is 
initiated, all the agents (about 1250, half the number of peers) are generated in the 
copy mode, but subsequently several agents switch to move, as soon as their 
pheromone value exceeds the threshold Tf. This corresponds to the sudden drop of 
curves that can be observed in Figure 1. This drop does not occur if Tf is equal to 10 
because this value can never be reached by the pheromone (see formula (4)); hence 
with Tf=10 all agents remain in copy along all their lives. After the first phase of the 
ARMAP process, an equilibrium is reached because the number of new agents which 
are generated by hosts (such agents always set off in copy mode) and the number of 
agents that switch from copy to move get balanced. Moreover, if the pheromone 
threshold Tf is increased, the average interval of time in which an agent works in copy 
becomes longer, and therefore the average number of copy agents, after the transition 
phase, becomes larger.  
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A proper tuning of the pheromone threshold is a very efficient method to enforce 
or reduce the generation of new replicas and the intensity of resource dissemination. 
However, a more intense dissemination is not always associated to a better resource 
reorganization, i.e. to a more effective spatial separation of resources belonging to 
different classes. Figure 2(a) shows that lower values of the overall entropy are 
achieved with lower values of the pheromone threshold. Notice that virtually no 
entropy decrease is observed if all the agents operate in copy (Tf=10), which confirms 
that the mode switch is strictly necessary to perform an effective resource 
reorganization. Figure 2(b) shows the mean number of replicas generated per resource 
and confirms that resource dissemination is more intense if the pheromone threshold 
is increased, because a larger number of copy agents operate on the network. It can be 
concluded that copy agents are useful to replicate and disseminate resources but it is 
the move agents that perform the resource reorganization and are able to reduce the 
overall entropy by creating Grid regions specialized in specific classes of resources.  

A balance between the two main functionalities of ARMAP (resource replication 
and spatial reorganization) can be performed by adaptively tuning the pheromone 
threshold. The value of Tf should be increased if more replicas are needed, while it 
should be reduced if a better spatial mapping of resources must be obtained. Adaptive 
tuning can be achieved by a few supervisor agents that, according to the needs and 
the level of satisfaction of users, communicate to ARMAP agents a new value of the 
pheromone threshold, and so enforce or reduce the activity of agents. Information is 
transmitted to agents through an epidemic mechanism, which mimics [4] the spread of 
a contagious disease in which infected entities contaminate other “healthy” entities. 

ARMAP adaptive tuning works as follows. When a supervisor agent decides to 
change the pheromone threshold, it initially communicates the new threshold value to 
the peer in which such agent resides: infection will then spread from this peer. Each 
agent which visits this infected peer will be contaminated and its own pheromone 
threshold will be changed. In turn, whenever an infected agent visits a non-infected 
peer, the latter will be contaminated and will subsequently infect other agents. So, in a 
short time, most agents will be “infected” with the new threshold value. 

Figure 3 shows the trend of E and Nrpr in the case of adaptive tuning. In this 
figure, dotted curves depict the values obtained, under static tuning, with Tf=5, Tf=7 
and Tf=9. Continuous curves report the performances achieved with a threshold 
initially set to 7 and then switched by a supervisor peer first to 9 (at time=200,000 s) 
and then to 5 (at time=500,000 s). The continuous lines labeled with circles 
correspond to an ideal scenario in which a global control mechanism immediately 
communicates the new pheromone threshold to all agents. On the other hand, the 
continuous lines labeled with stars are achieved by exploiting the above described 
epidemic mechanism, which is initiated by the mentioned supervisor agent. It can be 
noticed that with both mechanisms, after a threshold change, the trends of E and Nrpr 
undergo a transition phase, and then converge to the curves obtained with static 
tuning, so confirming the effectiveness and consistency of adaptive tuning. Before 
converging, however, the Nrpr curves related to adaptive tuning show an overshoot 
(more noticeable in the upward switch than in the downward one), which is a 
distinguishing feature of the step response of a second order system. We are currently 
investigating the rational of this macroscopic behavior and how it is generated by 
microscopic operations.  
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Fig. 1. Static tuning. Mean number of agents in copy mode, for different values of the 
pheromone threshold Tf 

(a) 
 

(b) 

Fig. 2. Static tuning. Overall system entropy E (a) and mean number of replicas per resource 
Nrpr (b), for different values of the pheromone threshold Tf 

 
(a) 

 
(b) 

Fig. 3. Adaptive tuning. Overall system entropy E (a) and mean number of replicas Nrpr (b), 
when the pheromone threshold Tf is changed from 7 to 9 (after 200,000 s) and then to 5 (after 
500,000 s). Comparison between global (ideal) and epidemic control is shown.  
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The transition phases experienced with the epidemic control are slightly slower 
than those measured with the global control due to the time necessary to propagate the 
infection to a significant number of agents. However, the additional delay experienced 
when exploiting the epidemic mechanism is definitely tolerable, especially in the 
downward switch. Overall, the epidemic mechanism is efficient and requires no extra 
message load, since information is carried at no cost by ARMAP agents which travel 
the Grid. Conversely, the global control would require an onerous and well 
synchronized mechanism to quickly pass information to all agents. 

4   Conclusions 

This paper proposes an approach for the construction of a Grid information system 
which manages and reorganizes Grid resources according to their characteristics. The 
ant-inspired ARMAP protocol is executed by a number of ant-like agents that travel 
the Grid through P2P interconnections among hosts. Agents disseminate metadata 
documents on the Grid, and aggregate information related to similar resources in 
neighbor Grid nodes, so contributing to decrease the overall system entropy. Resource 
replication and reorganization can be tuned by appropriately setting a pheromone 
threshold in order to foster or reduce the activeness of ARMAP agents. This paper 
introduces an epidemic mechanism to achieve adaptive tuning, i.e., to progressively 
inform agents about any change in the pheromone threshold. Simulation results show 
that the ARMAP protocol is able to achieve the mentioned objectives, and is inherently 
scalable, as agents’ operations are driven by self-organization and fully decentralized 
mechanisms, and no information is required about the global state of the system. 
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Abstract. Credibility of knowledge grid members who act as a cooperative 
decision making community, affects the degree of accuracy of the decisions 
made. Apparently, decisions made by a decision maker should be affected by 
the degree of the decision maker’s credibility. The problem is how to estimate 
decision makers’ credibility within a knowledge grid environment, specially, 
those environments in which the number of decision makers is altered 
dynamically. In this article, a new approach to estimate the credibility of 
decision makers based upon the opinion of the other members of decision 
makers’ community within a dynamic knowledge grid environment is proposed. 

1   Introduction 

Knowledge grid is an intelligent interconnection environment, built on top of 
computational grid, to facilitate creation of virtual organizations. 

Fusion of information is of basic concern in all kinds of knowledge-based systems 
such as decision-making. A major consideration in information fusion is the inclusion 
of source credibility information in the fusion process [12]. 

In this paper, a new approach to estimate the credibility of decision makers in 
knowledge grid environment is proposed. Apparently, the credibility of each decision 
maker affects the impact of its decision on the consensus decision.   

Source credibility is a user generated or sanctioned knowledge base [12]. 
According to Foster [6], openness, flexibility, and dynamics are major attributes of 
grid environments. Therefore, in a grid environment addition and removal of decision 
makers should be performed dynamically. In addition, the openness property of the 
grid environment should be considered. Since in an open environment there is no 
general perspective of decision makers and knowledge resources, the sanction 
determination of source credibility is not possible.  

Assessment of source credibility could be performed either objectively or 
subjectively [8]. In [17], a fuzzy collaborative assessment approach combining the objective 
and subjective assessment strategies is suggested. All criteria used for website and knowledge 
organization assessment are considered as objective strategies. Subjective assessment 
strategies assess the quality of knowledge service through the cooperation between 
experts and agents. The overall subjective assesment for a criterion is calculated as a 
weighted average of acceptable assesments made by the individual experts. However, 
no method is suggested to estimate the weight, assigned to each decision-maker 
assesment, reflecting the reliability of the decision-maker (expert, agent).  
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Since there are few objective criteria for the assessment of decision makers, 
applicable in all decision-making problems, it is more suitable and feasible to apply 
subjective criteria for assessment of decision-makers. Another problem concerning 
knowledge grid environments is the need for transitive property of credibility such 
that if ‘A’ is known as a credible decision maker verifying the answer set of another 
decision maker, ‘B’, then ‘B’ will be considered as a  credible decision maker. In the 
other words, propagation of credibility confirmation is a desired property. In order to 
determine the source credibility, many approaches such as probability theory [11], 
Bayesian theory [2, 3] and possibility theory [5, 7] can be used. Considering the 
nature of vagueness in knowledge grid environments, mainly caused by the lack of        
knowledge, not randomized functionality of the system, the use of possibility theory 
for modeling of these systems seems to be more appropriate than probability theory.  

Based upon the above considerations, in Section 2.1 a new user generated approach 
for propagation and determination of source credibility is proposed. In this approach, 
applying fuzzy markov chain, source credibility is determined subjectively and 
changes gradually. The proposed approach has some advantages such as compatibility 
with reality, extendibility, and robustness in comparison with the methods which are 
based upon the probability theory. 

Nomencluture 

iDM                                                                        Decision maker ith 

NDP                                                                         Decision Problem Nth 

DM                                                 Decision makers set 

 kD                                                                            Decision kth 

iAssCrePoss                                   Credibility  possibility distribution which is assigned by   

                                                            the ith decision-maker to the decision makers community  
)( mij subjectcrePoss                       Credibility possibility which is assigned  by the ith   

                                                            decision maker to jth   decision maker for subject m  

)( Ni DPR                                           Fuzzy response of ith decision-maker for DPN 

)(
)( kDPR

D
Ni

μ                                Membership degree of decision k to the decision set              

                                                            which   is generated by ith decision maker for decision   
                                                             problem Nth,  DPN. 

)),(),(( kNjkNi DDPRDDPRSim ∧  Similarity between membership degree of Dk to the   

                                                                decision set of ith  and jth 
 decision makers for DPN  

AssCreM                                           Assigned Credibility Matrix 

icrePoss                                                              Aggregate value of credibility possibility which is     

                                                          assigned  to the ith decision maker by decision makers-           
                                                           community. 

2   Credibility Assignment to Decision Makers 

Knowledge grid is an infrastructure that enables collaborative decision-making 
Decision makers may have different degrees of credibility. In this section, a new 
approach to determine the value of the decision maker’s credibility based upon the 
other decision makers’ opinion is proposed.  
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2.1   Formal Definition 

Suppose there is a group of N decision makers in knowledge grid environment, 
indexed by the set DM = {DM1, DM2, DM,. . ,DMN}. Each of these decision makers 
collects information from its accessible knowledge resources and has special          
capability of decision-making. With considering its knowledge about the other     
decision makers, each of these decision makers such as DMi defines an assigned 
credibility possibility distribution for each subject. 

iAsscrePoss =∪ ijcrePoss                                             (1) 

where ijcrePoss is the degree of credibility possibility, assigned by the ith decision 

maker to the jth one and  

DMDMcrePosscrePosscrePoss iinii ∈∀≤≤ 1....0 21 ∪∪∪           (2) 

The degree of credibility possibility of the jth decision-maker from the point of 

view of the ith decision-maker, t
ijcrePoss , for any subject when a new query is 

received could be calculated as follows 
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From the above relation it can be deduced that the crePoss value assigned to a 
decision maker changes gradually as the knowledge of the others about the decision 
maker increases. 

The ijcrePoss  values for each subject are kept in a matrix called the assigned 

credibility possibility matrix, AssCreM, as shown in Figure 1. 
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Fig. 1. Assigned credibility possibility matrix, AssCreM 

After the matrix AssCreM is built, each decision maker opinion, crePosij is 
influenced by the opinions of the other decision maker N times, where N is the 
number of decision makers. Credibility assignment to each decision maker can be 
defined with a fuzzy relation implemented as a max-min composition. At each stage, 
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n+1, the max-min composition influences the opinion of each decision maker, 
1+n

ijcrePoss , by the others’ opinions as follows: 

{ } (,,...,1max 11
ijij

n
kjik

n
ij crePosscrePossNkcrePosscrePosscrePoss ==∧=+    (4) 

    Our goal is to gain a possibility distribution for the credibility of the decision 
makers, using a distributed model. In our distributed model, the credibility of  
decision maker DMi, icrePoss , is a function of NkcrePosski ,..,1= , the credibility 

assigned by DMk  to  DMi , considering kcrePoss , the credibility of  the decision 

maker DMk :  

NkcrePosscrePossFcrePoss k
N

kii ..1),,( ==                       (5) 

In the above relation F indicates the max-min function. To apply the max-min 

function, a set of equations , crePossoAssCreMcrePoss N= , is obtained where, the 

vector crePoss = NcrePosscrePosscrePoss ,....,, 21 indicates the credibility possibility 

distribution for the decision makers community; o is the max-min operator and  
AssCreM  is a matrix whose components are the degree of credibility of each 

decision maker from the point of view of the other decision makers.  

Theorem 1: If the decision maker DMi, increases crePossik, then from the point of 
view of DMi the DMk’s determination capability in determining the credibility of the 
other decision makers will not be reduced. 

Proof: Let the credibility value of the kth decision maker from the point of view of the 
ith decision maker, ikcrePoss , changes from α  to β  such that αβ . In this case, 

t
kj

t
kj crePosscrePoss ∧≤∧ βα , where j represents any decision maker in the grid 

environment. As a result t
kjik crePosscrePoss ∧ will not decrease and the possibility 

that t
kjcrePoss∧β be the maximum value of { }t

pjip crePosscrePoss ∧  NP ,....,1=  will 

increase. Since t
kjcrePoss  indicates the credibility degree of DMj in judgment of DMk 

at the time t, the role of DMk in determination of the credibility of DMj will not 
decrease. 

Theorem 2: If crePossAssCreMocrePoss =  then crePossAssCreMocrePoss N =  

[1]. 
Considering theorem 2, to work out the value of the credibility vector, crePoss , 

instead of using the relation, crePossAssCreMocrePoss N = , the relation 

crePossAssCreMocrePoss =  can be used to obtain a distribution, crePoss . Such a 

distribution is called stationary distribution.  

Example 1: Suppose there are three decision makers DM= {DM1, DM2, DM3}, a max 
function, f, and a min function, g. It is desirable to calculate the credibility possibility 
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of the second decision maker such that the condition of the function F, defined above 
in relation (5), is satisfied. 

Using theorem 2 and equation 5, the possibility measure of the second decision 
maker’s credibility computes as follows: 

)),(),,(),,(( 3232221212 crePosscrePossgcrePosscrePossgcrePosscrePossgfcrePoss =  

Where 1crePoss , 2crePoss  and 3crePoss  represent the aggregate credibility of the 

first, second and third decision makers, respectively and 12crePoss , 22crePoss , 

32crePoss  is the assigned  credibility to the second decision maker by the first, second 

and third decision makers respectively . 

2.2   Solution of the Equation Set   

In order to solve the equation set crePossAssCreMocrePoss = , the fuzzy markov 

chain model [11] is used. Since AssCreM  is a fuzzy transitive matrix, crePoss  
should be an eigen fuzzy set. Also, since crePoss  is a possibility distribution, it is 
appropriate to obtain the greatest eigen fuzzy set satisfying the equation 
set crePossAssCreMocrePoss = . 

3   Comparison  

In this section, three known criteria for the evaluation of credibility assignment 
systems are applied to compare our proposed approach with a typical approach which 
is based upon probability concepts. 

1. Ease of extendibility: The total value of credibility probability value assigned to 
individual decision makers should be one whereas credibility possibility values 
assigned to decision makers are independent. Therefore, it is more difficult to 
alter the number of decision makers in a probabilistic based environment.  

2. Robustness: Within a probabilistic environment, a small change in weights 
assigned to decision makers causes a high variation in final credibility values 
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However, applying a possibility approach a small variation in the assigned 
credibilies causes a minor variation in the final credibility values.   
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3. The order of stationary distribution calculation algorithm in both probabilistic 
and possibilistic approaches are n2. Nevertheless, in probabilistic approach, the 
operators applied to compute stationary distributions are plus and multiplication 
while, in possibilistic approaches fuzzy ‘or’ and ‘and’ operators are applied. 
Therefore, calculations in possibilistic appraches are faster and cheaper 
compared with probabilistic approache. 

4   Conclusion 

In knowledge grid environment there is no centralized credibility determination agent 
so each decision maker’s credibility can be estimated by collecting the others opinion. 
In this paper, it is suggested to measure the opinions by a possibility value rather than 
the probability of the credibility when the number of decision makers is variant. In 
addition, it is proved that the possibility of credibility can tolerate uncertainty more 
than the probability. 
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Abstract. The image of a license plate is scanned by the camera attached to a 
mobile PDA device and the numbers on the plate are detected by the image 
processing parts in the proposed Mobile system. Then the numbers and the 
location of a mobile PDA device are encoded and transmitted along with the 
location information to a remote server through a wireless communication 
network. Finally, the server decodes the transmitted data as a text format and 
transmits it to the destination user. Consequently, this paper contributes a case 
study on the embedded system for designing of intelligent interface between a 
moving vehicle and a mobile PDA device, using a spatial relative distance 
scheme. The experimental results show that detection and tracking of a location 
of moving vehicle can be conducted efficiently with a mobile PDA device in 
real-time through wireless communication system and Internet. 

Keywords: Image recognition, Mobile device, Vehicle Tracking. 

1   Introduction 

The progress of computer science and information technology, including the Internet, 
has rapidly accelerated the spread of the personal computer, and some mobile devices 
such as handheld PCs (HPCs), PDA’s (Personal Digital Assistants) have become 
widespread aspect of a continuous growth of the Internet Technology business [1]. 
This allows people to use various services without limits of time and space. Machines 
like mobile phones and PDAs with electronic control systems work by using small-
sized OS (Windows CE, Embedded Linux, pSOS, etc) in ROM, not like a hard disc of 
normal PC, RAM, etc. are called embedded systems [1, 2]. 

In this paper, we demonstrate the system for automatically detecting vehicle 
registration numbers through a device with a digital camera and PDA in an embedded 
system. First, the system retrieves an area of vehicle registration numbers, detects 
letters and numbers on the vehicle license plate, and sends it in text format. This is a 
break from the subjective method of detecting registration numbers after watching 
vehicles, and lends objectivity to detection of vehicle registration numbers through an 
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image processing algorithm [3]. By processing with digitized images of vehicle 
registration numbers which it is sometime different to discern with the naked eye, it 
detects a vehicle registration number accurately. This can be applied to various areas 
such as prevention of car robberies, security, and in pursuing location because through 
this, it is possible to refer to information of vehicles and chase locations [4, 5,6]. 

2   System Platform and Spatial Relative Distance 

2.1   Spatial Relative Distance 

To provide PDA's movement and locations, an operating server with a location code 
DB which includes the corresponding location codes to each destinations should be 
equipped. This server provides terminal clients with vehicle's number related to 
destination and location code produced from a location code DB through on/off-line. 
The terminal client transmits the location code referred to the destination including 
the location code, the destination information and the required contents to an 
operating server [9]. In addition, global positioning system (GPS) technology is a 
method of finding out a location by receiving a broadcasted GPS signal from a 
satellite moving around the Earth. This is used most often to find out general 
locations. The method of measuring the user's location in real time is to receive the 
error revised value from various base stations. The information on clock and the orbit 
of satellite from satellite provide the information on location.[8] Then, correlative 
distance is calculated after the revised error is calculated. After performing Kalman 
filtering, the information is provided through the process of measuring the user's 
location (See Figure 1.) [3]. 

 

Fig. 1. Base Station Area Location 

In Figure 2, the operation server holds member DB, location code DB and 
geographical positioning DB. All save related information. Here, the location code 
DB related to the destination is saved. The location code data is organized through a 
combination of codes set by the service provider, such as information on the longitude 
and latitude of destination and number requested by user, etc. In geographical 
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positioning DB, various geographical information and location data in relations to the 
destination are saved. If required, location code DB and geographical positioning DB 
are not separated, but can be used as in a single combination DB [9, 10]. 

For the real-time user location measuring method, values with correction for error 
are received from multiple base stations. Then, clock and satellite orbit information 
etc. are received from an information satellite. Afterwards, the revised errors are 
calculated and the correlated distance is estimated. As the next step, Kalman filtering 
is carried out and user location is measured to provide information [6, 11, 12]. 

 

Fig. 2. A Block Diagram of Location Database Structure 

2.2   Minimization of Spatial for Information on Location 

Figure 3 shows a method to calculate a real time spatial relative distance using a data 
window, and to position a user of a multi-reference station position information 
system. When there are three base stations by j, a satellite which provides the 
information of location, it is necessary to add value through the processes which all 
the satellites provide, then to divide by the number of satellites, and to perform 
dispersed processes in a range of time [8].  

 
 
 
 
 
 
 
 

Fig. 3. Spatial for Information on Location Relative Distance 

Figure 4 shows modeling of the Kalman filter. The Kalman filter receives error 
compensating values,
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including clock information and satellite orbit information. Here, δ,,,,,,, ,

^^

321 jidDDXXXX  

and R refer to the error compensating value of the user, the error compensating value 
of reference station, the error compensating value of reference station, presumed X 
Vector, that is [

321 ,, XXX ], relative distance. Relative distance in a window, distance 

between station and j, error variance, and finally noise from measuring process of 
position information receiver respectively are reviewed [3, 6]. 

 

Fig. 4. Modeling of Spatial Relative Distance on Kalman filter 

3   Extraction and Recognition of License Plate Image 

3.1   Image Expression and PDA 

A PDA’s memory space is more limited than a general PC’s.  Therefore, it often has 
problems in processing the spatial data used in a PC. In general, spatial data is large, 
and many calculation processes are required to conduct query process among data.  In 
this respect, sequential record memory structure is needed in order to express spatial 
data in a PDA with extremely limited memory space. Since sequential record 
structure memorizes data in a certain order, making search query time longer, it may 
be more efficient to express spatial data by putting index space on image from the 
PDA camera. [7]. In this case, if you process inputted images and store the data in 
memory space as a sequential structure, the search time will be longer since a search 
for domain query is sequentially conducted.  In this respect, we express spatial data 
that went through image process as an index structure.  Figure 5 shows that data space 
is divided into certain size and expressed as an index file in PDA.  Here, one record is 
composed of the index number (Next), MBR domain of spatial object (MBR) and real 
spatial object data (OBJ).  In other words, one record has one object, and the object is 
stored in the form of a connect list by a record index of the other object in the same 
cell. Each cell has a structure as an object in a cell pointing to the first node of 
memorized connect list. 



734 J.-S. Kang et al. 

 

Fig. 5. Mobile PDA Indexed Sequential File Structure 

3.2   Image Recognition Stage 

The important part of a still image taken by a PDA camera is the algorithm to detect 
the license plate domain. There are two general methods in use: one to detect license 
plates using brightness information, and the other to identify characteristics by edge 
detection and Hough transformation. The first one, however, is overly sensitive to the 
environment, with a lower recognition rate when there are noises around. The second 
uses vertical and horizontal components in the license plate domain, with lowered 
recognition rate and longer processing time in case of damage or noise in plate edge, 
which is not proper for real time processing. In this paper, we improved the quality of 
the image through a high-frequency emphasis filter, and extracted the license plate 
domain through a partial image match using vertical brightness value distribution 
change and license plate model. During this process, data expression of the 
transformed image is not memorized in mobile PDA memory space as a sequential 
structure, but memorized as an index structure in order to provide a more efficient and 
fat search, extracting characteristics of license plate domain. 

 

Fig. 6. A Block Diagram of Preprocess Stage 

3.2.1   Matching Image with License Plate Model 
More than two objects are needed to image match.  Here, we match it with the vertical 
domain extracted before, by using characteristics of the license plate, and make it a 
binarized license plate model.  In this case, we use the following characteristics of the 
license plate.  First, the ratio of the license plate is 2:1 in width and height 
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respectively. Second, letters on the license plate and inside have the contrast 
brightness value relative to each other.  Third, the ratio of the upper part and lower 
part of license plate is 1:2. Figure 7 shows a relative ratio, which is an original 
characteristic of license plate. We extract the vertical outline from vertical domain of 
the vehicle in order to shorten license plate domain extraction time through image 
match.  We then extract by matching license plate model to vehicle candidate domain 
resulting from studying brightness value distribution. [5]. 

    

Fig. 7. Relative Ratio of License Plate Domain and Edge Value Extraction 
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Fig. 8. Improvement of Field Effect Method(FEM) 

We apply field effect method (FEM) for efficient recognition, to judge whether 
there are letters/numbers in the direction of 8 is shown in Figure 8, and to recognize a 
similarity with a standard pattern. Also, we recognize letters by finding the direction 
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of a characteristic point to learn the location point, [12], and to decide direction by 
grasping the condition of pixels in Figure 8. 

4   Concluding Remarks 

This paper discusses an experiment with a gray image of size of 320 × 240 pixels, 
taken by a PDA camera of HP iPaq 3630model, which has Windows CE operating 
system and 32MB memory. The extracted result’s of numbers and letters is shown in 
Figure 9. In particular, we reduce search time by sorting records in a successive index 
structure in an embedded system with limit of memory, and try to reduce to the 
utmost the rate of error in information on location of a vehicle through chasing 
location of spatial relative distance. We prove that it is possible to actualize 
processing procedures of pattern recognition for numbers and letters. This is used in 
PDA by matching images of stopped image data from a model license plate from an 
inputted vehicle through PDA camera. We expect an expression of many embedded 
systems, based on the progress of related applications. 

 

Fig. 9. Extracted Result s of Numbers and Letters 

The still image of the license plate is captured by the camera equipped in a mobile 
PDA device. Then the image processing module in the proposed embedded system 
extracts the number information from the image data, using the spatial relative 
distance scheme. After this, the number and location information are encoded and 
transmitted to a remote sever. At the server, the digitized information is decoded and 
converted to a text format. Finally, it is sent to the end user by the server through a 
communication network. In order to handle the space data acquired from a mobile 
PDA device efficiently, we design an internal storage structure where the location and 
number information of a vehicle is stored in the unit of variable length record with the 
successive index to reduce the search time of stored data in an embedded system with 
the memory limits. In addition, to minimize the error rate of the location information 
of a vehicle, we propose a method for tracking the location information based on 
spatial relative distance. With the experimental results, we show that it is adequate to 
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trace the location and to recognize the numbers on the license plate of a vehicle with a 
small camera attached to a mobile PDA. We have proposed an image processing 
method and spatial relative distance scheme for use in the wireless communication 
network and Internet. 
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Abstract. With the actual applications of the wireless sensor networks growing, 
the challenges of the actual deployment get more and more. To improve de-
ployment efficiency, reduce the deployment cost and evaluate the deployment 
risk, a planning and deployment platform for wireless sensor networks has been 
built. In this paper, the workflow of the planning and deployment platform for 
wireless sensor networks and its implementation framework are emphasized. 
The implementation framework, which is based on J-Sim simulator, provides 
the implementation details of the platform. An integrated workflow for the plat-
form is illuminated to comprehend the framework clearly.  

Keywords: Wireless Sensor Networks, Planning, Network Simulation, Per-
formance Evaluation and Optimization, Software Platform. 

1   Introduction 

Impeded by the bottleneck of the information collection in the information chain, 
researchers are more and more interested in the development of wireless sensor net-
works (WSNs). Currently, WSNs have been widely used in  fields like habitat moni-
toring, health-care, smart home, industries, and military [1, 2]. There are various chal-
lenges to deploy the above mentioned WSN applications into an actual environment; 
thereby we propose the planning and deployment platform for WSNs. 

WSN has a lot of special characteristics. First, it depends on the actual application 
itself. Based on different application deployment scenarios, the implementation tech-
nique and deployment environment are usually different. Second, there are hundreds 
of sensor nodes in a WSN. Finally, because of the bandwidth, energy and process 
capability etc limitations, various errors always occur in the WSN. From above men-
tioned restrictions, manual deployment of WSN is impossible. So, research work on 
the methods of WSN planning and a planning and deployment software platform is 
very important. 

To study how to plan a WSN, the WSN should be seen as a whole. Planning and 
deployment for WSNs focuses on the WSNs collective performance, and the WSNs 
macroscopically behavior. This study contains several WSNs specific terms, e.g. 
connectivity, coverage, protocols, and simulation etc. 
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There are limited literature on planning and deployment for WSNs, but a lot on 
the WSN simulator. In this paper, a planning and deployment platform for wireless 
sensor networks is proposed. More specifically, the implementation framework of 
the platform is introduced to validate the feasibility of the architecture, The frame-
work is based on the open-source J-Sim [3] simulator. In sum, the goal of the  
platform is to build a planning software platform for wireless sensor network, and  
it can: 

• support WSNs deployment solution 
• reduce the deployment cost and improve the efficiency of deployment 
• afford the whole network performance evaluation 
• test new routing protocols and MAC protocols 
• accelerate the WSNs practicality 

The paper is organized as the following. Section 2 introduces the workflow. Sec-
tion 3 presents implementation framework of the platform. Section 4  concludes this 
paper and presents the future work.. 

2   The Workflow Analysis of the Platform 

In this section, an integrated workflow of the platform is proposed, just like what’s 
shown in figure 1. It helps us to understand the platform clearly and to form an im-
plementation framework of  the platform. 

The main steps of building a workflow can be described as follows: 

Step 1: manually or stochastically place some nodes into the virtual environment, 
and draw an integrated network topology graph. Initialize some WSN  
parameters. 

Step 2: Validate coverage and determine whether the WSN satisfies the density 
requirement and whether the sensor nodes are enough. If not, then go back 
to Step 1 to add some new sensor nodes. 

Step 3: Validate connectivity and determine whether the WSN is connective. If 
not, then go back to Step 1 to modify some nodes’ positions. Go through 
Step1, 2 and d3 until all requirements are satisfied.   

Step 4: Choose MAC protocol and routing protocol. 
Step 5: Run the simulator. 
Step 6: Show the simulation result in terms of visual plots according to the 

above mentioned performance metrics. Now, users can perform optimi-
zation based on the performance results. If the MAC protocol or routing 
protocol is not suited for the particular WSN application, go back to 
Step 4 as the dotted line shows Provided that some key nodes’ positions 
are not correct/ideal?,, go back to Step 1 following the dotted line. Once 
everything is well planed, we can get an optimal WSN deployment  
solution. 
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Fig. 1. The Workflow of the Platform 

3   The Implementation  Framework Design 

This section describes the conceptual framework design of  the platform. It provides a 
scalable, highly configurable and practical solution to plan and deploy a real WSN. 
One of the key features of this architecture is the ability to simulate the actual envi-
ronment using the J-Sim simulator, thereby ensuring reliable deployment solution. 
The framework of the platform, shown in Figure 2, implements an integrated process 
to plan and deploy a real WSN. In the following subsections, these components in 
details will be given. 

3.1   Network Deployment 

The network deployment aims to find an optimal placement solution. It contains three 
main modules, pre-placement, coverage validation and connectivity validation. The 
pre-placement finishes the placement of the sensor nodes. Users can manually place 
each node; of course, stochastic placement is needed. Now, quite a lot literature has 
studies it; in [4], the author proposes three typical types of stochastic sensor place-
ment. Moreover, it has a drag-and-draw graphics user interface (GUI) to help user to 
operate the network topology. 

Except this, the network topology structure should also guarantee the requirement 
of the coverage and connectivity. Coverage validation helps users to determine 
whether the number of the nodes is enough, and whether the nodes density and cover-
age are satisfied. Connectivity validation is to determine the network topology graph 
connectivity. There is much literature to refer in [5], it shows that each node asymp-
totically connects with other nodes within a circle area. 

3.2   Simulation 

To support WSN deployment solution for a real application, it is needed to simulate 
the WSN and carry out the quantitative analysis of the WSN. So simulation is the 
fundamental component of the architecture. 
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Fig. 2. The Implementation Framework of the Platform 

J-Sim is chosen as the simulator for the platform. J-Sim is an open-source, compo-
nent-based compositional network simulation environment that is developed entirely 
in Java. J-Sim was chosen due to its loosely-coupled, component-based programming 
model, as well as its completed Sensor Network packets [6, 7]. The target of simula-
tion is to reproduce the actual WSN in the virtual environment. Therefore, J-Sim 
divides a WSN into three main types of nodes and two main types of wireless chan-
nels: sensor node, target node, and SINK node; sense channel and communication 
channel [6]. Target node is the stimulation generator of the phenomenon. Sensor node 
acts as the actual sensor which senses and sends data back to the base station. SINK 
node acts as the base station. Sensor nodes capture signals generated by target nodes 
through a sensor channel, and send reports to the SINK nodes or to the next hop sen-
sor node by the communication channel. 

J-Sim also includes several kinds of WSN models, such as radio models, energy 
models, MAC protocol models, and routing protocol models. But just like MAC 
802.11 protocol, J-Sim is only a wireless protocol. Not all models are suited for spe-
cial WSN simulation. To improve the accuracy of simulation,  the platform should 
add some new special WSN models, which is the main work of the platform. The 
extensions are shown as follows. 

A. Protocol models 
Just as figure 2 show, the platform adds new MAC protocols; they are 802.15.4, 
TDMA, CSMA, etc.  The platform also adds some new special WSN routing proto-
cols according to different network characteristics. They are One-Hop, Multi-Hop, 
and Hierarchical (LEACH) [8]. Other well known routing protocols, for example 
SPEED [9], may be added later.  

B. Radio models 
All the previous preparation work does not help the platform support environment 
factor (i.e. assume that there are no obstructions in the environment), so the radio 
propagation model is needed to ensure the accuracy of simulations. Radio propagation 
models attempt to predict the received signal strength at a given distance from the 
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transmitter. If the strength is more than a threshold, the sensor begins to receive the 
packet. In addition, there are three main phenomena that affect wireless communica-
tion which should be taken into account. A standard model used to simulate a clear, 
unobstructed line-to-sight path between two nodes is the Friss free-space equation. 
More accurate radio model also will be added later. 

C. Energy models 
The most important factor in a WSN application is the energy, as well as the energy 
model in the architecture. J-Sim energy model is too simple, which should be extended. 
The energy consumption of a sensor node is divided into three parts: CPU energy con-
sumption, sense energy consumption, and radio energy consumption. Thanks to the 
development of the micro-electro-mechanical systems, the sense energy consumption 
and the CPU energy consumption is very little. So in the framework, the CPU energy 
consumption and the radio energy consumption are mainly considered. A sensor’s CPU 
can be in one of the following four states: active, idle, sleep and off. Similarly, a sen-
sor’s radio also has four states: transmit, receive, idle, and sleep. There are two methods 
to calculate the energy consumption. The first method is to assign every state a constant 
value. When there is transferring into a different state, relevant value will be subtracted 
from the sensor remnant energy.. The second method is to calculate energy according to 
some equations. For example, in the radio transmit state, energy consumption is in asso-
ciation with the distant between the two nodes. The longer the distant, the more the 
energy consumption is. This is much flexible than the first one. 

4   Conclusions 

The platform is a software environment to plan the deployment of the WSN applica-
tions. Its target is to identify the application specific requirements, simulate the whole 
WSN, and then get an optimal deployment solution, including the number of nodes, 
the type of the node, the placement method, and protocols etc.  

In this paper, the two important aspects of planning and deployment platform for 
WSN are emphasized. The platform is based on simulation technology, and contains a 
lot of models By extending and modifying the J-Sim, The platform supports many 
numerical insights by the combination of various protocols. It offers an integrated 
process for planning an actual deployment. According to the framework, a prototype 
of  the platform has been built. It shows that  the platform is reliable and useful. In 
future work, performance evaluation and optimization of planning and deployment for 
WSN will be reinforced further. More new protocols and models need be investi-
gated, such as route protocols, environment models, obstacle models, and new radio 
models etc. 
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Abstract. Geoscience analysis is currently limited by cumbersome ac-
cess and manipulation of large datasets from remote sources. Due to their
data-heavy and compute-light nature, these analysis workloads represent
a class of applications unsuited to a computational grid optimized for
compute-intensive applications. We present the Script Workflow Analy-
sis for MultiProcessing (SWAMP) system, which relocates data-intensive
workflows from scientists’ workstations to the hosting datacenters in or-
der to reduce data transfer and exploit locality. Our colocation of compu-
tation and data leverages the typically reductive characteristics of these
workflows, allowing SWAMP to complete workflows in a fraction of the
time and with much less data transfer. We describe SWAMP’s imple-
mentation and interface, which is designed to leverage scientists’ exist-
ing script-based workflows. Tests with a production geoscience workflow
show drastic improvements not only in overall execution time, but in
computation time as well. SWAMP’s workflow analysis capability al-
lows it to detect dependencies, optimize I/O, and dynamically parallelize
execution. Benchmarks quantify the drastic reduction in transfer time,
computation time, and end-to-end execution time.

1 Introduction

Despite the frenetic pace of technology advancement towards faster, better, and
cheaper hardware, terascale data reduction and analysis remain elusive for most.
Disk technology advances now enable scientists to store such data volumes locally,
but long-haul network bandwidth considerations all but prohibit frequent teras-
cale transfers. Bell et al. have noted that downloading data for computation is
worthwhile only if the analysis involves more than 100,000 CPU cycles per byte of
data, meaning that a 1GB dataset is only worth downloading if analysis requires
100 teracycles, or nearly 14 hours on a 2GHz CPU [1]. A typical case of evaluating
global temperature change in 10 years requires averaging 8GB down to 330KB,
and takes just 11 minutes to compute on a modern workstation, after spending
over half an hour to download the input data over a speedy 30Mbits/s link. In data-
intensive scientific analysis, data volume rather than CPU speed drives through-
put, pointing to a need for a system that colocates computation with data.

Our Script Workflow Analysis for Multi-Processing (SWAMP) system pro-
vides a facility for colocating comput ation with data sources, leveraging shell
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script-based analysis methods to specify details through an interface piggy-
backed over the Data Access Protocol (DAP) protocol [2]. Scripts of netCDF Op-
erator (NCO) [3] commands are sent through an interface extended from DAP’s
subsetting facility and processed by a server-side execution engine. Resultant
datasets may be retrieved in the same DAP request or deferred for later retrieval.
The SWAMP execution engine additionally parses scripts for data-dependencies
and exploits parallelism opportunities from the extracted workflow. By meld-
ing a computation service with a data hosting service, SWAMP eliminates data
movement inefficiencies that are not addressed in current frameworks, which
treat high data volume and high computational intensity as separate problems.

2 Background

The Grid computing field continues to grow rapidly in both hardware and soft-
ware infrastructure. Computational grids offer highly parallel and distributed
heterogeneous computing resources bound together by open standards, imple-
mented by middleware such as the Globus Toolkit [4]. These grids are able to
flexibly allocate resources and appropriately schedule generic applications, but
are targeted towards large, compute-limited applications, such as grand chal-
lenges [5,6] where input data locality is not a primary scheduling concern. The
Globus toolkit for grid systems allows users to define input and output files to
be staged to and from compute nodes [7], but, as a generic system, does not
detect when data movement costs exceed computational costs.

The Pegasus framework [8,9,10] leverages grid technology for complex data-
dependent scientific workflows. Scientists use tools to specify workflows as di-
rected acyclic task graphs containing data dependencies. Pegasus implements ad-
vanced resource allocation and locality-aware scheduling, but does not integrate
with data services or apply automatic dependence extraction. Its locality-aware
scheduling makes it worth considering for SWAMP backend processing.

Data grids focus on providing legible accessibility to terascale and petascale
datasets with computational service limited to simple subsetting, if available.
The Open-source Project for a Network Data Access Protocol (OPeNDAP)
server serves a significant fraction of available geoscience data [2], and is the
data service with which SWAMP integrates. The Earth System Grid II (ESG)
project provides data via a later version of OPeNDAP (Hyrax), and is in the
process of exploring the implementation of filtering servers that permit data to
be processed and reduced closer to its point of residence [11]. We are exploring
integration of SWAMP with ESG II data services. Other systems such as [12]
[13] [14] exist to process or serve data in the geosciences data, but SWAMP
differs from these projects in its shell-script interface and its focus on a class of
application workflows that are data-intensive and compute-light.

3 Overview of SWAMP

The goal of the SWAMP system is to bring casual terascale computing to the
average scientist. “Casual” implies that the system’s interface must encourage
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everyday usage, while “terascale” implies that the system’s design must sup-
port terabyte data volumes. SWAMP is designed to support scientists’ everyday
shell scripts and supports high data volumes by shifting computation to data
sources, trading expensive long-haul WAN bandwidth for relatively cheap LAN
bandwidth. Computation efficiency is further enhanced by detecting and exploit-
ing operator parallelization and I/O optimization opportunities in the scripted
workflows. SWAMP differs from existing systems in its focus on a shell-script-
based interface, aiming to derive data dependencies automatically with as little
help from the scientist as possible. SWAMP also differs in its focus on data-
intensive, compute-light workflows, targeting a class of data-heavy workflows
where I/O, rather than CPU considerations dominate the decision to distribute
computation.

3.1 Shell-Script Interface

The netCDF Operators (NCO) [15] are popular in the geoscience community
for their ability to process gridded data at the granularity of files or sets of
files, rather than single variables. This coarse granularity is crucial for practical
analysis of the high volumes of data commonly resulting from satellite/surface
measurements or Earth simulation runs. Because of their efficiency and ease at
this scale, scientists commonly use compositions of these operators to describe
their data analysis in shell scripts. SWAMP is unique in its ability to automati-
cally parallelize shell-script execution through a custom parser that understands
NCO command-line options and parameters. Special tags to flag intermediate
(temporary) and output filenames are the only modifications needed. The result-
ing syntax, a subset of Bourne shell syntax, becomes a domain-specific language
whose primitives are application binaries operating on files in a filesystem instead
of variables in memory.

Fig. 1. SWAMP operation
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3.2 Parallel Execution Engine

SWAMP scripts are processed on an execution engine implemented as an OPeN-
DAP data handler. This execution engine parses the user script for basic cor-
rectness and dataflow information, and manages execution of the script com-
mands, optionally detecting and exploiting parallelism where available. File-
names are remapped to server-configured paths, and commands involving re-
mote files are split into fetch and execute commands, allowing download to
be overlapped with execution. Figure 1 summarizes parsing and execution in
SWAMP.

Experience has shown that real scientific workflow scripts exhibit significant
script-line-level parallelism. To exploit this, SWAMP builds a dependency tree
at parse time. Initially, the only commands ready to execute are the tree roots,
but as commands finish, dependent commands which have no unfinished parents
become ready as well. After parsing, SWAMP forks off worker processes to begin
parallel script execution. Workers cooperate in a peer model, communicating and
preventing duplicate work by updating execution state in a shared relational
database, currently SQLite. Thus, we can satisfy n-wide execution as long as
n commands are ready to execute. SWAMP’s SQLite database is stored in a
standard Linux tmpfs RAM-based filesystem. Originally, the database was stored
on standard disk, but performance suffered greatly due to I/O contention in
concurrent execution modes.

4 Results

4.1 Test Setup

We tested our system with a script that resamples Community Atmospheric
Model simulation data into time-steps that can be better compared against ob-
served NASA Quick Scatterometer (QuikSCAT) data [16]. In this script, ten
years of data at 20-minute timesteps are masked for their surface wind speed
values at 6:00AM and 6:00PM, the local times from the QuikSCAT satellite
passes. The script contains over 14,000 NCO command-lines for masking, aver-
aging, concatenating, and editing, which produce 228MB of resultant data from
8230MB of input data, and generate 26GB of temporary intermediate files in
the process.

We tested our system on a dual Opteron 270 with 16GB of memory with dual
500GB SATA drives in RAID 1, running CentOS 4.3 Linux. Figure 2 summarizes
the test results. Transfer times listed are estimated assuming 3MBytes/s (3∗220)
bandwidth, based on NPAD pathdiag [17] measurement of 30Mbits/s band-
width between UCI and the National Center for Atmospheric Research(NCAR).
In our example, a scientist can avoid downloading nearly 8GB, obtaining just
228MB of output rather than the entire input dataset and saving 46 minutes
of transfer time. Our baseline case shows the execution time of the original
shell script and the time to download the input data, and takes 99 minutes
overall.
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4.2 Performance Gain

Test results are summarized in Figure 2. Figure 2(b) shows that SWAMP’s over-
head over baseline is slight, with parse and script analysis increasing computa-
tional time by 14% (1 worker case, no opt), but more than compensated when I/O
optimization is enabled. Figure 2(a) shows the domination of transfer time sav-
ings, along with the parallezation benefit that is only through SWAMP’s unique
script dependency extraction. Parallelization easily saturates the test system’s
four CPU cores, bringing overall time from 99 minutes without SWAMP to 16
minutes with SWAMP configured for four workers, giving a 6x performance gain.

(a) Overall I/O-optimized performance (b) Parallelization speedup

Fig. 2. SWAMP performance

4.3 I/O Optimization

In Figure 2(b), we compare the performance of SWAMP with varying numbers
of worker processes and toggling intermediate file optimization. Heavy I/O con-
tention was obvious in early testing, leading to our development of a mechanism
for explicitly storing intermediate files in a tmpfs (ramdisk-backed) filesystem
rather than a disk-backed filesystem. Referring to Figure 2(b), we see that the
performance degradation with a disk-backed filesystem at 8 workers is signifi-
cant (≈24% relative to 4 workers), but eliminated by our I/O optimization. With
this simple optimization, we see SWAMP’s performance closely tracking an ideal
speedup curve.

4.4 Summary

Our system targets scientists with compute capacity or network connectivity less
than what a data center offers, which we believe should include most scientists.
Data centers should benefit as well from reduced external network usage, which is
often more costly than computational capacity. Our tests quantify the significant
savings in bandwidth usage and the corresponding transfer time due to the
relocation of computation off the desktop. Our tests also show the potential
performance increase which is enabled by simple analysis of scripts.
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5 Conclusion

A server-side data reduction and analysis system saves scientists time and band-
width, enabling them to exploit potentially greater computing resources with
minimal additional effort. We have leveraged existing script-based methods of
analysis and the widely used DAP protocol to provide simple distributed com-
puting to non-computer-scientists. Combining computation with data services
has drastically reduced network transfer, and exploiting script-level parallelism
has yielded linear speedup with CPU count, thus yielding a 6 times performance
improvement in our test. Our tests have also shown the importance of I/O is-
sues in data intensive workflows, quantifying the performance degradation and
offering a possible solution. While performance of the current implementation
already provides a significant speedup, future implementations will further ex-
ploit clustering and parallelism available at the data center, further enhancing
performance. Systems such as ours that colocate computation with data will be
well poised to meet the demands of more comprehensive, more detailed, and
more frequent analyses, and will facilitate data-intensive science.
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Abstract. This paper presents an edge detection method based on bilateral 
filtering taking into account both spatial closeness and intensity similarity of 
pixels in order to preserve important visual cues provided by edges and reduce 
the sharpness of transitions in intensity values as well. In addition, the edge 
detection method proposed in this paper is achieved on sampled images 
represented on a newly developed virtual hexagonal structure. Due to the 
compact and circular nature of the hexagonal lattice, a better quality edge map 
is obtained. We also present a parallel implementation for edge detection on the 
virtual hexagonal structure that significantly increases the computation speed. 

Keywords: Edge detection, parallel processing, image analysis, Gaussian 
filtering, hexagonal image structure. 

1   Introduction 

In 1986, Canny [1] developed an optimal edge detection scheme using linear filtering 
with a Gaussian kernel to suppress noise and reduce the sharpness of transition in 
intensity values. In order to recover missing weak edge points and eliminate false 
edge points, two edge strength thresholds are set to examine all the candidate edge 
points. Those below the lower threshold are marked as non-edge. Those which are 
above the lower threshold and can be connected to points whose edge strengths are 
above the higher threshold through a chain of edge points are marked as edge points 
[2]. However, the performance of Canny edge detection relies on Gaussian filtering. 
Gaussian filtering not only removes image noise and suppresses image details but also 
weakens the edge information [2]. In this paper, an additional filter called range filter 
[3] is combined with the conventional Gaussian filter to get a bilateral filter in order 
to reduce the blur effect using the Gaussian filter only. Moreover, the success of 
Canny edge detection is often limited when it comes to curved features. In this paper, 
a new edge detection algorithm is implemented on a virtual hexagonal structure, 
which was only introduced recently in [4]. Hexagonal lattice promises better 
efficiency and less aliasing [5].  

In the past years, we have seen an ever-growing flood of data, particularly visual 
data. This causes an increasing need to process large data sets quickly. In particular, 
for real-time image processing, the useful information always feeds into the system 
instantly and is required to be processed in real-time too. One solution for high-
performance image processing is through a parallel or distributed implementation. In 
this paper, we introduce parallel edge detection on a hexagonal image structure.  
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2   A Virtual Hexagonal Structure 

Hexagonal grids have higher degrees of symmetry than the square grids. This 
symmetry results in a considerable saving of both storage and computation time [5, 
6]. Sheridan [7] proposed a one-dimensional addressing scheme for a hexagonal 
structure, called Spiral Architecture, as shown in Fig. 1 and Fig. 2.  

 

Fig. 1. A cluster of seven hexagonal pixels [9] 

In this section, we introduce a software approach to the construction of a hexagonal 
structure [4]. To construct hexagonal pixels, each square pixel is first separated into 
7×7 small pixels, called sub-pixels. The light intensity for each of these sub-pixels is 
set to be the same as that of the pixel from which the sub-pixels are separated. Each 
virtual hexagonal pixel is formed by 56 sub-pixels as shown in Fig. 1. The light 
intensity of each constructed hexagonal pixel is computed as the average of the 
intensities of the 56 sub-pixels forming the hexagonal pixel. Fig. 1 shows a collection 
of seven hexagonal pixels constructed with spiral addresses from 0 to 6.  

In order to arrange hexagonal pixels also in rows and columns as seen in square 
structure, we review the definitions of rows and columns [8] below. Let R and C 
represent the number of rows and number of columns needed to move from the 
central hexagonal pixel to the hexagonal pixel containing the given sub-pixel taking 
into account the moving direction corresponding to the signs of R and C. Here, 
pixels on the same column are on the same vertical line. The row with R = 0 
consists of the pixels on the horizontal line passing the central pixel and on the 
columns with even C values, and the pixels on the horizontal line passing the pixel 
with address 3 and on the columns with odd C values. Other rows are formed in the 
same way. Fig. 2 shows columns and rows in a hexagonal structure consisting of 49 
hexagons.  
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Fig. 2. Columns and rows on a hexagonal structure 

3   Edge Detection 

In this section, the performance of edge detection will go through three steps: noise 
filtering using a bilateral filter, edge detection using Sobel operator and edge refining 
using thresholds. 

Before the edge map of an image is found, it is common that image noise is 
removed (or suppressed) by applying a filter that blurs or smoothes the image. One 
commonly used filter is implemented by convolution of the original image function 
with a Gaussian kernel as defined in Equation (2) below. In order to achieve a more 
desirable level of smoothing in applications, a bilateral filter has recently been 
introduced as shown in [2]. In this form of filtering, a range filter is combined with a 
domain filter. We explain how a bilateral filter works using mathematical terms as 
follows [2]. Let 2:f ℜ → ℜ  be the original brightness function of an image which 

maps the coordinates of a pixel, (x, y) to a value in light intensity. Let a0 be the 
reference pixel. Then, for any given pixel a at location (x, y), the coefficient assigned 
to intensity value f(a) at a for the range filter is r(a) computed by the similarity 
function s as: 
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Similarly, the coefficient assigned for the domain filter is g(a) computed by the 
closeness function c as: 
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Therefore, for the reference pixel 0a , its new intensity value, denoted by 0( )h a , is 
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where k is the normalization constant and is defined as 
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In order to increase the computation speed, in this paper, σ2 is set to be 1 and the 
convolution window is set to be a 49 pixel block (assuming the distance between two 
adjacent square pixels is 1) on either square or hexagonal structure. Hence, for 
formula (3) and (4) above, n = 49. Furthermore, σ1, the parameter for the range 
filtering, is computed as the standard deviation of grey values in input image. 

In order to implement edge detection on the virtual hexagonal structure, a modified 
Sobel operator, as presented in [2] and shown in Fig. 3, is applied in this paper.  

 

Fig. 3. Modified Sobel operator 

After the edge detection step shown in Subsection 3.2, all sub-pixels have been 
assigned new intensity values that show the edge sub-pixels and their strengths. An 
edge map on the original square structure can hence be obtained by simply computing 
the intensity value of every square pixel as the average of the intensities of the sub-
pixels constituting the square pixel. This edge map shows the square edge pixels and 
their strengths. We can then follow the remaining steps of Canny’s method to obtain 
the final edge map by using one lower threshold and one higher threshold.  

For parallel computation, a completed object image was partitioned into 56 parts 
dependent on location of sub-pixel in each virtual hexagonal pixel (See Fig. 1).  A 
parallel algorithm for edge detection can then be implemented using Master-Slave 
model and presented as follows.  

1) Master node imports the original image from the file and converts it into the 
virtual hexagonal structure; 

2) Master node partitions the image on the virtual hexagonal structure into 56 
sub-images with the similar sub-image size;  

3) Seven child processes in the master node deliver every 8 sub-images to a 
specific slave node individually; 

4) Each slave node processes the assigned 8 sub-images using bi-lateral filtering 
as shown in Section 3 to smooth sub-images, and the Sobel operator defined in 
Section 3 to compute the edge intensities and strengths of all sub-pixels on the 
sub-images; 

5) Master node collects the smoothed results with edge intensities and strengths 
from slave nodes and makes up the final edge detection results through the 
edge refining step shown in Section 3. 
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4   Experimental Results 

A 8-bit grey level Lena image of size 256×256 is chosen as our sample image to be 
processed (see Fig. 4(a)). Three different edge maps are produced in order to 
demonstrate the performance both in accuracy and speed improved by new edge 
detection method. The first edge map is obtained after the bilateral filtering but based 
on square structure using sequential approach. The second and the third edge maps 
are obtained after the bilateral filtering based on the virtual hexagonal structure. The 
second edge map is created using sequential approach as shown in [9], and the third 
edge map is produced using parallel approach as sown in Section 4. It is found that σ1 

is close to 65 for all three cases. The higher threshold used is 0.125 and the lower 
threshold is 0.05. 

 
(a) Original Lena image 

 

(b) Edge map after bilateral on square 

 

(c) Edge map after bilateral filtering on hex 

 
(d) Edge map after parallel bilateral filtering on hex 

Fig. 4. Edge maps of the filtered images  

Fig. 4(c) demonstrates a better performance than Fig. 4(b) for detecting edges in 
diagonal directions. This can be seen from the lip edges in Fig. 4(c) that are closer to 
real lip boundaries. Fig. 4(d) shows an improved edge map with clearer edges and less 
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dotted edge points compared with the map in Fig. 4(c). This is mainly because 
different (though similar) σ1 values are computed and used for different sub-images 
when using parallel algorithm introduced in this paper.  

The processing time for edge detection is also decreased from about 10 seconds 
using a single PC (Pentium 1.1GHz CPU with 760MB RAM) down to 5 seconds 
under parallel (or distributed) processing using 8 PCs with similar specifications.  

5   Conclusions 

In this paper, a parallel edge detection method is presented. The use of bilateral 
filtering combined with the advantages of hexagonal image architecture has achieved 
encouraging edge detection performance under the similar experimental conditions. 
We take the advantages of higher degree of symmetry and equality of distances to 
neighbouring pixels that are special to hexagonal structure for better performance of 
image filtering and more accurate computation of gradients including edges and their 
strength. Compared with the sequential processing, distributed (and parallel) 
processing really improves the edge performance. 
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