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Preface

GPC 2007 provided a high-profile, leading-edge forum for researchers and devel-
opers from industry and academia to report on the latest scientific and technical
advances, discuss and debate the major issues, and showcase the latest systems
in merging grid computing and the pervasive computing field.

This year, a total of 217 high-quality papers were submitted by researchers
and practitioners from about 20 countries. All the submissions were rigorously
reviewed by the Program Committee members. To ensure fairness and the quality
of the papers, we put a number of measures in place. For example, each paper
was assigned at least one reviewer from Australia, one reviewer from America,
and one reviewer from Europe. Based on the originality, significance, correctness,
relevance, and clarity of presentation, 56 submissions were selected as regular
papers and 12 were selected as short papers. The acceptation rate is 32%. Also,
the authors of accepted papers were required to submit a read-me file along with
the camera-ready version of their paper explaining how the reviewers comments
were taken into account in the final version of their paper.

The publication Co-chairs, Lucian Finta (Paris XIII, France) and Jemal
H. Abawajy (Deakin University, Australia), painstakingly went through each
read-me file and reviewers’ comments to ensure that the comments were indeed
incorporated into the final version of the papers. Only those papers that included
reviewers’ comments were finally accepted for inclusion in the proceedings. Un-
doubtedly, Lucian and Jemal had to work long hours to meet the tight deadline,
which is greatly appreciated.

The overall outcome of the revision process is a selection of papers that
showcase the very best of grid and pervasive computing technology today. After
the conference, the proceedings editors selected and recommended some high-
quality papers from the GPC 2007 conference to be published in special issues
of international journals. Special thanks go to Jemal H. Abawajy for liasing with
the chief editors of the journals.

The GPC 2007 program included presentations by accepted paper authors,
keynote speeches, and a special round table on “Pervasive Grid.” The special
round table was organized by Lionel Brunie, Manish Parashar, and Jean-Marc
Pierson. We thank them for this initiative.

We allocated a slot of 30 minutes for each paper presentation so that the
participants had plenty of time for questions and answers. We were also delighted
to be able to welcome three well-known international researchers, Thierry Priol
(France) representing the European CoreGrid initiative, Minyi Guo, Professor
at the School of Computer Science and Engineering, University of Aizu (Japan),
and Laurence T. Yang representing St. Francis Xavier University (Canada), who
delivered the keynote speeches.



VI Preface

We would like to take this opportunity to thank everyone involved with the
organization of GPC 2007. First, we would like to thank all the authors for their
submissions to the conference as well as for travelling some distance to partici-
pate in the conference. Second, we would like to thank the Program Committee
members and external reviewers for their superb job in selecting a set of excel-
lent papers that reflect the current research and development states of grid and
pervasive computing.

Third, we would like to thank Franck Cappello (INRIA, France), Jean-Luc
Gaudiot (University of California at Irvine), and Hai Jin (Huazhong University
of Science and Technology, Wuhan) for their valuable comments during the year.
Our appreciation also extends to Alfred Hofmann and Anna Kramer, both from
Springer, for their helpful comments in strengthening the conferences. We will
continue to improve further, in particular with the selection of the Program
Committees and other scientific issues. We are also grateful to Christine Nora
and Cyril Drocourt from IEEE France for the secure Web payment and for
managing the finances. Jean-Christophe Dubacq (Paris XIII) was busy with the
review system, the Web server, registration, and many other important issues
regarding the technical program. Catherine Girard from the INRIA Office of the
Collogium did a superb job once again with the organization and the INRIA
sponsorship. It is always a pleasure to work with Catherine Girard and her high
level of professionalism is highly appreciated.

GPC2007 was sponsored by Hewlett Packard through the strong support of
Franck Baetke, Philippe Devins, and Jean-Luc Assor, by INRIA and the Univer-
sity of Paris XIII through the ‘Conseil Scientifique’, and also through Laboratoire
de Recherche en Informatique de Paris Nord (LIPN - UMR CNRS 7030).

Last but not least, we express our gratitude to Francois and Ludivine from
Dakini Conseil for their help in organizing accommodation for conference atten-
dees, finding a venue for the conference and also for its banquet. We would also
like to thank Severine Bonnard from MGEN for allowing us to rent the beautiful
MGEN building with all the services that a speaker dreams to find on a site (e.g.,
comfortable rooms, a restaurant for the gourmets, etc.) in the center of Paris.

Remember also that on August 8, 1900, the German mathematician David
Hilbert during the International Congress of Mathematicians in Paris presented
a list of 23 unsolved problems that he saw as being the greatest challenges
for twentieth-century mathematics. One of them, the 10th problem, is about
Diophantine equations. It has been relevant for many years and the basis of the
work of many people including Church, Herbrand, Kleene, Godel, and Turing.
The 10th problem is about how to find a method (what we now call an algorithm)
for deciding whether a Diophantine equation has an (integral) solution. We hope
readers will be inspired by these proceedings. We hope that attendees will be
inspired by the spirit of Paris and by the great history of our discipline to achieve
new advance in the field of Grid and Pervasive computing.

March 2007 Christophe Cérin
Kuan-Ching Li
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A Grid Resource Broker with Network Bandwidth-
Aware Job Scheduling for Computational Grids*

Chao-Tung Yang®*, Sung-Yi Chen, and Tsui-Ting Chen

High-Performance Computing Laboratory
Department of Computer Science and Information Engineering
Tunghai University, Taichung, 40704, Taiwan, ROC
{ctyang, 9942805, g95280003}@thu.edu.tw

Abstract. This work presents a workflow-based computational resource broker
whose main functions are matching available resources with user requests and
considering network information statuses during matchmaking. The resource
broker provides an interface for accessing available and appropriate resources
via user credentials. We use the Ganglia and NWS tools to monitor resource
status and network-related information, respectively. We also report on using
the Globus Toolkit to construct a grid platform called the TIGER project that
integrates the distributed resources of five universities in Taichung, Taiwan,
where the resource broker was developed. The proposed broker provides se-
cure, updated information about available resources and serves as a link to the
diverse systems available in the Grid.

1 Introduction

Grid computing can be defined as coordinated re source sharing and problem solving
in dynamic, multi institutional collaborations [1, 2, 3, 4, 5, 6]. Grid computing in-
volves sharing heterogeneous resources, based on different platforms, hard-
ware/software, computer architecture, and computer languages, which located in
different places belonging to different administrative domains over a network using
open standards. The subject of this paper is the resource management for a grid
system that is primarily intended to support computationally expensive tasks like
simulations and optimizations on a grid [7, 8, 10, 11, 12, 13, 14, 17, 18, 19, 20].
Applications are represented as workflows that can be decomposed into single grid
jobs. These jobs require resources from the grid that are described as accurately as
necessary. The main task of the resource management is resource brokering to opti-
mize a global schedule for all requesting grid jobs and all requested resources. Conse-
quently, a global optimizing resource broker with network bandwidth-aware is pro-
posed. It’s embedding in the application and resource management system, and on
important implementation decisions. The performance of the optimization method is
demonstrated by an example.

* This work was partially supported by National Science Council of Republic of China under
the number of NSC95-2221-E-029-004 and NSC95-2218-E-007-025.
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In the grid environment, applications make use of shared grid resources to improve
performance. The target function usually depends on many parameters, e.g., the
scheduling strategies, the configurations of machines and links, the workloads in a
grid, the degree of data replication, etc. In this paper, we examine how those parame-
ters may affect performance. We choose an application’s overall response time as an
object function and focus on dynamically scheduling independent tasks. We define
the job, scheduler, and performance model of a grid site and conduct experiments on
TIGER grid platform [9]. We use the Ganglia [15] and NWS [16] tools to monitor
resource status and network-related information, respectively. Understanding influ-
ence of each parameter is not only crucial for an application to achieve good perform-
ance, but would also help to develop effective schedule heuristics and design high
quality grids.

The paper presents the design and the development of a Grid Network-Aware Re-
source Broker. It enhances the features of a Grid Resource Broker with the capabili-
ties provided by a network information service form NWS tool [15]. Here, we will
take a deeper look at what constitutes the scheduling discipline and its components.
Scheduling is generally not well understood because scheduling products often inte-
grate multiple functions into one package called a scheduler. So we are going to de-
construct scheduling into its constituent parts. The innovative contribution of the
presented integration is the possibility to design and implement new map-
ping/scheduling mechanisms to take into account both network and computational
resources.

The main contributions of this paper are listed in the following:

e The system design and implementation of computational grid resource broker is
presented.

e A workflow model is presented to solve the dependency problem of jobs.

e A network bandwidth-award job scheduling algorithm is proposed for communica-
tion-intensive jobs.

e A model of monitoring and information service for grid resources is provided.

e A user friendly Grid Portal is conducted for general users to submit their jobs and
monitor the detail status of resources.

2 Related Work

Among the research works focused on Grid Resource Broker (GRB) topics, in 2002
the authors in [17] described the Grid Resource Broker (GRB) portal, an advanced
Web gateway for computational Grids in use at the University of Lecce. The portal
allows trusted users seamless access to computational resources and Grid services,
providing a friendly computing environment that takes advantage of the underlying
Globus Toolkit middleware, enhancing its basic services and capabilities.

In [18, 20], the authors describe a resource management system which is the cen-
tral component of a distributed network computing system. There have been many
projects focused on network computing that have designed and implemented resource
management systems with a variety of architectures and services. In this paper, an
abstract model and a comprehensive taxonomy for describing resource management
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architectures is developed. The paper presents taxonomy for Grid RMSs. Require-
ments for RMSs are described and an abstract functional model has been developed.
The requirements and model have been used to develop a taxonomy focused on types
of Grid system, machine organization, resource model characterization, and schedul-
ing characterization. Representative Grid systems are surveyed and placed into their
various categories.

In [19], the authors present the design and implementation of an OGSI-compliant
Grid resource broker compatible with both GT2 and GT3. It focuses on resource dis-
covery and management, and dynamic policy management for job scheduling and
resource selection. The presented resource broker is designed in an extensible and
modular way using standard protocols and schemas to become compatible with new
middleware versions. The author also gave experimental results to demonstrate the
resource broker behavior.

3 Design and Implementation of Resource Broker

In the previous work [14], we implemented a computational grid resource broker
which is used to discover and evaluate grid resources, and make informed job submis-
sion decisions by matching requirements of a job with an appropriate grid resource to
meet user and deadline requirements. The system architecture of resource broker and
the relation of each component are shown in Figure 1. Each rectangular represents a
unique component of our system. Furthermore, this paper had implemented the bold-
face parts. Users could easily make use of our resource broker through a common
Grid portal [6, 9, 10, 11, 12, 13, 14].

The primary task of Resource Broker is to compare requests of users and resource
information provided by Information Service. After the most appropriate job assign-
ment scheme is selected, machines of the Grid are assigned and the Scheduler is

Grid User

« Lookup Results * LoginLogout | 5oy p Status
+ Submit Jobs

Job Monitor ’-—D‘?:;’ayy Portal Display: M;’QS:;‘QQ |

Submit Jobs Query information

* Resource Status

« Network Status

« Historical Information
« Data Visualization

¥

« Job Description

« Job Status Work flow
« Used Resources System Maker

Submit Jobs

é Global Jobs
Jobs DB Quagg

Information DB
Store/Query Information
« Resource Status

* Dispatch Jobs « Network Status
« Ask Resource status

Query Inf. Information
Service

Fig. 1. System architecture
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responsible to submit the job and execute the applications. The results are collected
and returned to Resource Broker. Then, Resource Broker records results of execution
in the database of Message Center through the Agent of Information Service. The user
can catch the results from grid portal.

These Grids may span several domain administrations via internet. As a result of
this, it may be difficult to monitor, control and manage those machines and resources.
This paper aims at providing a multi-platform Grid monitoring service which can
monitor resources such as CPU speed and utilization, memory usage, disk usage, and
network bandwidth in a real-time manner. Monitoring data is extracted form Ganglia
and NWS tools then stored and transmitted in XML form and then used for display-
ing. All the information is displayed using real-time graphs.

Most general resource brokers cannot handle jobs with dependencies, which
means, for example, that Job B may have to be executed after Job A because Job B
needs output from Job A as input data, as shown in Figure 2. The workflow-based
resource broker presented in this paper copes with this in two phases: Client-side
phase and Server-side phase.

Client-side phase is a GUI Java applet, called Workflow Maker, which is provided in
the Grid Portal for users to create workflows in workflow description language (WDL),
which allows job with dependency and sets the following attributes for each job:

Job name

Broker sorting algorithm

Job type, parallel MPI or general sequential
Job dependencies

Working directory

Program name

Argument

Number of processors

The Workflow Maker converts this workflow abstract into an actual XML file; and
then delivers it to the Resource Broker by uploading this XML file. The Resource
Broker parses the XML file, checking all job information and dependency relation-
ships, and then adds the job to the Global Job Queue.

The Global Job Queue is responsible for holding all pending subjobs delivered to
the Resource Broker. When the Job Scheduler retrieves a subjob from the Global Job
Queue, it checks all node statuses, and sets busy nodes to “occupied” to prevent over-
loading, allocates available nodes to satisfy subjob requirements, and sets these nodes
to “occupied”. The Job Scheduler then gets the next subjob and repeats the procedure.
If the Job Scheduler does not find sufficient nodes to meet job requirements, it pauses
until sufficient nodes are available. When a subjob finishes, the scheduler frees the
respective resources by changing their statuses to “available”.

Figure 3 shows an example of Workflow System operation. When the job series
A~F containing dependencies is submitted, the client-side Java applet applies a topo-
logical sort. Suppose Jobs A and E are independent of each other. The Workflow
System simply adds them to the Job Queue for execution in parallel. When Job A
finishes, it resolves its dependencies with Jobs B and C, and the Workflow System
adds them to the Job Queue, removing Job A. When Jobs B and C finish, the Work-
flow System then adds Job D to the Job Queue for execution.
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4 Design of Network Bandwidth-Award Job Scheduling

4.1 Mechanism of Performance Evaluation

Our grid environment is based on several clusters and the cluster nodes can directly
accept the job which is submitted from the resource broker. We use TP to represent
the total computing power of those machines in a single site which the resource bro-
ker can be allocated. The TP can be divided into three main parts (CPU, memory, and
intra networking). User needs to input the number of CPU (X) which they want to use
for job execution. Then, the information service of resource broker will check how
many CPUs are available in each site (cluster) and the node’s hardware information
(CPU speed, CPU utilization, memory size, and network speed). Afterward the re-
source broker will calculate TP of each site and choose the enough processors based
upon the value in this grid computing platform.

We use the statistics to analyze the execution results of HPL (High Performance
Linpack) apphcatlon Pval and Mval; mean the performance value of each machine
based on the i” site and /" node’s CPU and memory, respectively. First, we fix the
memory size and change the number of CPU to conduct the HPL performance test.
Then, we fix the CPU number and changed the HPL problem size to conduct the
performance test to find out the incidence of different memory size which was been
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used. Finally, we give a performance value for each type of CPU and memory size in
our environment based on those performance tests. Then, Pu;; is processor utility rate
of each node over past one minute based on the j” node of the i site.

There are two kinds of performance effect ratio in our formula: apr and oyg. We
use apg to represent performance effect ratio of processor, and O<opg <1. The opg
value is based on correlation coefficient value between CPU and HPL value. The (1-
opg) value represents the performance effect ratio of memory size and HPL value. The
square bracket of our formula means the inner effect of the machine. So, the apz value
. Cov(CPU,HPL)
is worked out by Cov(CPU,HPL) + Cov(memory, HPL)
test in one of the cluster and change the switch from gigabit to 10/100 to find out the
effect of different network speed on performance test. There are two ayg ratios, one is
for gigabit, and another is for 10/100. The oy value of gigabit is worked out by

Cov(gigabit, HPL)

. Then, we make the HPL performance

Covtaigabit. HPLy + Cov(10/ 100, HPL)* and so does the ayg value of 10/100.

4.2 The Algorithm

In this subsection, all the parameters used in our resource broker are listed and ex-
plained in the following:

e S;: The number of sites (domains) in Grid environment, i = 1~n.

o Srp: The site which resource broker is in.

e P(S;): The number of available processors in site i, where N; < P;, and total avail-
able processors for a job execution are summed as y = 2771 P(S))-

e X: The number of processors used for executing a job.

e Pval;: Processor performance value of each node based on the j” node of the i"
site, i = 1~n, j = 1~m.

e Mval;: Memory performance value of each node based on the 7" node of the "
site, i = 1~n, j = 1~m.

e Puy: Processor utility rate of each node over past one minute based on the i

node of the i" site, i = 1~n, j = 1~m.

apg: Performance effect ratio of processor, 0<app<I.

1-apg: Performance effect ratio of memory.

oyg: Intra networking effect ratio in the site i, O<ayp<1.

f: Internal networking effect ratio in the grid.

E;: The graph constructed between sites i and j, the edge corresponding to the

current available bandwidth forecasted by NWS tool.

e ATP(S;): The average total computing power of the site i, and

i Pval; x(1—Pu,) Zn:Mvalij

ATP(S)=| = P(S) X Oy +j:IPTX(1_aPE) Xy
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We summarize the Network Bandwidth-Aware (NB-aware) job scheduling algo-

rithm in Figure 4 and then illustrate an example below the algorithm.

//RB_Network Bandwidth-Aware Job Scheduler
{
/[Calculate the number of total available processors in all sites of the grid.
Y :Zf’:l P(S,) for VS[ e G, G is the grid.

if (X=Y) then break;
/I R is a set including the sites which will be allocated.
R=0;
Count = 0,
' P(R)=7 P(S,) for VS, € R
/I n(R) is the amount of the elements in the set R
while (P(R) < X)
{
Count = Count + 1;
Find a set R which P(R) = Y and n(R) = Count, such that
BxY E;+(1-p)x D ATP(S,) is maximum for S e R;
}
Allocate processors ranked in top X speed of the R.
}

Fig. 4. The job scheduling algorithm in resource broker

Here is an example of this algorithm as shown in Figure 5. Suppose the Grid is
constructed by five domains, and then resource broker is in Domain A. “A(8)” means
there are eight working nodes (processors) in site A. The number “40” represents
current communication bandwidth (Mbps) between sites A and B. At first, resource
broker will query information service to get the current status of whole working

nodes, there are three cases:

e Case I: If the incoming current job needs 8 processors, resource broker will

check the possible site in this contains more than 8 processors. If the number of
available site is more than two, the resource broker will calculate the TP of each
site and then allocate processors into the best site. In this example, resource bro-
ker could allocate directly into site A or site C based on TP value for running
job.

Case 2: If the incoming current job needs 12 processors, there does not exist in
any single site that resource broker could immediately allocate processors. In
this kind of situation, resource broker will sort all combination of the two sites in
which the sum of total processors is more than 12 by the value
of IBXZ E;+(- ﬁ)xz ATP(S,) - The resource broker will select the best com-

bination to allocate processors ranking in top 12 speeds. In this example, re-
source broker will sort five kinds of combination of the two sites: (A, B), (A, O),
(A, E), (C, B) and (C, E) then select the best one.
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Fig. 5. An example of grid testbed

5 Experimental Environment and Results

A metropolitan-scale Grid computing platform named TIGER Grid (standing for
Taichung Integrating Grid Environment and Resource) was used in this experiment.
The TIGER grid interconnects 12 computing clusters which are scattered among seven
educational institutes. The specifications, HPL performance value, and site ranking of
TIGER testbed, are listed in Table 1. Their networking bandwidth information is
listed in Table 2. The site topologies of THU and TIGER are shown in Figure 6,
respectively.

Table 1. The specifications, HPL performance, and site ranking of TIGER testbed

Site Number of | Total Speed | Total Memory HPL Site
Node/CPU (MHz) (MB) (G Flops) Ranking

alpha 4/8 16,000 4,096 12.5683 10
beta 4/8 22,400 4,096 20.1322 11
gamma 4/4 11,200 4,096 5.8089 5
delta 4/4 12,000 4,096 10.6146 7
eta 2/4 12,800 2,048 11.2116 8
mu 2/4 8,000 4,096 11.8500 9
ncue 416 32,000 16,384 28.1887 12
ntcu 4/5 3,250 1,024 1.0285 2
hit 4/4 11,200 2,048 7.0615 6
dali 4/4 7,200 512 2.8229 3
1z 4/4 2,700 768 0.8562 1
If 11 3,000 1,024 3.0389 4

In this experiment, a sequence of 100 jobs is randomly generated with “Template
Job” and “np”, which is used to simulate 100 running jobs submission and the number
of processors used for each job. Dispatched by Network Bandwidth-Aware Job
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Table 2. The network information of each site

alpha beta gamma delta eta mu ncue ntcu hit dali Iz If

alpha 578 47 423 47 44 47 6 48 57 8 23 9
beta 738 40 48 46 724 6 44 40 g8 22 9
gamma 609 38 39 37 4 36 20 6 19 8
delta 763 49 22 3 20 37 4 14 8
eta 788 47 4 42 37 7T 2 8
mu 793 6 49 42 23 8 9
ncue 82 5 4 11 19 3
ntcu 87 5 8 14 5
hit 52 9 25 3
dali 82 7 9
1z 83 9
If N/A

Scheduler, related information is logged, including queuing time, total execution time
and resource utilization. Figure 7 shows the distribution of “Template Job”. The
X-axis represents the content of jobs, and the Y-axis represents the number of jobs.

NCUE LF

NTCU Lz

HIT DALI

Fig. 6. The site topology of THU and TIGER, respectively

To show that RB_Network-Aware Job Scheduler has better performance, in this
experiment, the same job sequence is submitted to another two scheduling schemes,
Network-only and Speed-only, for execution and comparison.

e Network-only: considers network information only. If single cluster is enough to
process the workload, then the fast cluster system in the intranet is chosen. If
two cluster systems are needed, then the top-2 fast cluster systems in the intranet
are chosen.
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e Speed-only: considers CPU clock information only. If single cluster is enough to
process the workload, then the cluster system with largest CPU clock summation
in the intranet is chosen. If two cluster systems are needed, then the two cluster
systems with the top-2 largest CPU clock summation in the intranet are chosen.

Experimental results are shown in Figures 8 and 9. The total execution time of one
job is the average of queuing time and execution time. As shown in Figure 8§,
RB_Network-Aware Job Scheduler is better than the other two. Finally, Figure 9
shows the statistics of resource usage. We can see that RB_Network-Aware Job
Scheduler can increase the utilization of powerful clustering systems, and decrease

total completion time.
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Fig. 7. The distribution of template jobs
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Fig. 8. The comparison of three policies for the average total time of jobs




A GRB with Network Bandwidth-Aware Job Scheduling for Computational Grids 11

Resource Utilization
@ Metwork and HPL W Speed Only O Metwark Only
G600
a00 i
400
z
& 300
200
100
] e .. B 0. i . A=
[ 3] o 1] [ = © = = = i) =
= = = = E = =] = [
= 2 % z ® z £ =
[}
Site

Fig. 9. The comparison of three policies for resource utilization

6 Conclusions

This paper is presented to help the user make better use of the grid resources avail-
able. This paper will look at the use of information services in a grid and discuss the
monitoring use of the Ganglia toolkit to enhance the information services already
present in the Globus environment. Our grid resource brokerage system discover and
evaluate grid resources, and make informed job submission decisions by matching a
job’s requirements with an appropriate grid resource to meet budget and deadline
requirements.

The paper presents the design and the development of a Grid Network-Aware Re-
source Broker. It enhances the features of a Grid Resource Broker with the capabili-
ties that considers network bandwidth for job scheduling. Our grid resource broker
provided a network information service by extract data form NWS tool. The innova-
tive contribution of the presented integration is the possibility to design and imple-
ment new mapping/scheduling mechanisms to take into account both network and
computational resources.
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Abstract. Sharing huge databases in distributed systems is inherently difficult.
As the amount of stored data increases, data localization techniques become
no longer sufficient. A more efficient approach is to rely on compact database
summaries rather than raw database records, whose access is costly in large dis-
tributed systems. In this paper, we propose PeerSum, a new service for managing
summaries over shared data in large P2P and Grid applications. Our summaries
are synthetic, multidimensional views with two main virtues. First, they can be
directly queried and used to approximately answer a query without exploring the
original data. Second, as semantic indexes, they support locating relevant nodes
based on data content. Our main contribution is to define a summary model for
P2P systems, and the algorithms for summary management. Our performance
evaluation shows that the cost of query routing is minimized, while incurring a
low cost of summary maintenance.

1 Introduction

Research on distributed systems is focusing on supporting advanced applications which
must deal with semantically rich data (e.g. XML documents, relational tables, etc.),
using a high-level SQL-like query language. As a potential example of applications,
consider the cooperation of scientists who are willing to share their private data for
the duration of a given experiment. Such cooperation may be efficiently supported by
improving the data localization and data description techniques.

Initially developed for moderate-sized scientific applications, Grid technology is now
evolving to provide database sharing services, in large virtual organizations. In [9]], a
service-based architecture for database access (OGSA-DALI) has been defined over the
Grid. OGSA-DALI extends the distributed database architecture to provide distri-
bution transparency using Web services. However, it relies on some centralized schema
and directory management, which is not an adequate solution for supporting highly
dynamic organizations, with a large number of autonomous members.

Peer-to-Peer (P2P) techniques that focus on scaling up, dynamicity, autonomy and
decentralized control can be very useful to Grid data management. The complemen-
tary nature of the strengths and weaknesses of the two technologies suggests that the
interests of the two communities are likely to grow closer over time [[6]. For instance,
P-Grid [1]] and Organic Grid [3]] develop self-organizing and scalable services on top of
P2P systems.

C. Cérin and K -C. Li (Eds.): GPC 2007, LNCS 4459, pp. 13426]2007.
(© Springer-Verlag Berlin Heidelberg 2007
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In unstructured P2P systems, query routing relies on flooding mechanisms which
suffer from high query execution cost and poor recall. To improve performance, several
techniques have been proposed to locate data relevant to a user query. These techniques
can be grouped in three classes: data indexing, mediation and content-based cluster-
ing. Data indexing maintains the location (e.g. [18]], [13]) or the direction (e.g. [4]) to
nodes storing relevant data. However, efficient data indexes must be small, distributed
and refer to data based on their content, without compromising peer autonomy or man-
dating a specific network structure. Mediation consists in exploiting structural informa-
tion on data schemas to guide query propagation. For instance, in Piazza [19], a query
is propagated along pre-existing pairwise mappings between peer schemas. However,
many limitations prevent these techniques from scaling up. Content-based clustering
consists in organizing the network such that “similar” peers, e.g. peers answering simi-
lar queries, are grouped together ([12], [5]]). Similarity between peers may be computed
using techniques of the two preceding classes (e.g. similarity between indexes [11]]).

With the ever increasing amount of information stored into databases, data localiza-
tion techniques are no longer sufficient to support P2P data sharing. Today’s Decision-
Support and collaborative applications are typically exploratory. Thus, a user may prefer
a fast, approximate answer to a long, exact answer. In other words, reasoning on com-
pact data descriptions rather than raw database records, whose access is costly in large
P2P systems, may be much more efficient. For instance, a doctor asking queries like
“young and fat patients diagnosed with disease X’ may prefer descriptions of result
tuples to rapidly make a decision based on similar situations, treated by other doctors.

In this paper, we propose PeerSum, a new service for managing summaries over
shared data in P2P systems. Our summaries are synthetic, multidimensional views with
two main virtues. First, they provide an intelligible representation of the underlying data
such that an approximate query can be processed entirely in their domain; that is, inputs
and outputs are summaries. Second, as indexing structures, they support locating rele-
vant nodes based on their data descriptions. PeerSum is done in the context of APPA, a
network-independent P2P data management system [2]].

This paper makes the following contributions. First, we define a summary model
which deals with the distributed and autonomous nature of P2P systems. Second, we
propose efficient algorithms for summary management. We validated our algorithmic
solutions through simulation, using the BRITE topology generator and SimJava. The
performance results show that the cost of query routing is minimized, while incurring a
low cost of summary maintenance.

The rest of this paper is organized as follows. Section 2 describes PeerSum’s sum-
mary model. Section 3 describes PeerSum’s summary management with its algorithms.
Section 4 discusses query processing with PeerSum. Section 5 gives a performance
evaluation with a cost model and a simulation model. Section 6 compares our solution
with related work. Section 7 concludes.

2  PeerSum Summary Model

In this section, we first present our summary model architecture and the principle of
summary construction in P2P systems. Second, we discuss the scalability issues of
the summarization process that is integrated to a peer DataBase Management System
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(DBMS), to allow generating summaries of a relational database. Then, we formally
define the notion of data summary in a P2P network.

2.1 Model Architecture

Our ultimate goal is to build a complete summary that describes the content of all shared
data sources. However, such a summary is ideal in the context of P2P networks, because
of their autonomous and dynamic nature. It is difficult to build and to keep this sum-
mary consistent relative to the current data instances it describes. In our approach, we
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Fig. 1. Summary Model Architecture
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adopt an incremental mechanism for summary construction, and define the notion of
“summary coverage” as follows.

Definition 1. Summary coverage. The coverage of a summary S in a network of size
N is the fraction of the peers that own data described by the summary S.

The coverage of a summary quantifies its convergence to the complete summary which
is obviously characterized by a coverage = 1.

The architecture of our summary model is presented in Figure[Il Each peer generates
the Local Summary (LS) of its database, which is characterized by the lowest-coverage
level. Then, it cooperates with other peers through exchanging and merging summaries,
in order to build a Global Summary (GS). The last one is characterized by a continuous
evolution in term of coverage. In fact, the cooperation between two sets of peers, each
having constructed a global summary, will result in a higher-coverage one. That is, in a
large P2P system, one could see the global summary as an intermediate node in a global
hierarchy where the virtual root is the ideal complete summary.

In this work, we propose fully distributed algorithms for global summary construc-
tion and maintenance. However, we will first give a brief description of the summariza-
tion process that generates summaries of relational databases with interesting features,
making it scalable in a distributed environment.
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2.2 Summarization Process: Scalability Issues

A summarization process is integrated to each peer’s DBMS to allow constructing the
local summary level of Figure [[l Our approach is based on SAINTETIQ [[14], an on-
line linguistic approach for summarizing databases. The system is organized into two
separate web services. The translation service corresponds to the pre-processing step
that prepares data for summarization while the summarization service produces a set of
summaries arranged in a hierarchy. A unique feature of the summary system is its use of
Background Knowledge (BK), a priori built on each attribute. It supports the translation
of descriptions of database tuples into a user-defined vocabulary. Descriptors used for
summary content representation are defined as linguistic variables [21]] on the attribute
domain. For example, Figure 2] shows a user-defined vocabulary on the attribute age.
A detailed description of the SAINTETIQ process is available in [14] and [16]]. Con-
cerning our work, we are interested in the scalability of the summarization process in a
distributed environment.

young adult old
| X X
0 T T T T T

0 20 40 60 80 100 age(years)

Fig. 2. Fuzzy Linguistic Partition on age

Memory consumption and time complexity are the two main factors that need to
be taken care off in order to guaranty the capacity of the summary system to handle
massive datasets. First, the process time complexity is in O(n), where n is the number
of tuples to incorporate into a hierarchy of summaries. Besides, an important feature
is that in the summary algorithm raw data have to be parsed only once and it is per-
formed with a low time cost. Second, the system requires low memory consumption
for performing the summary construction algorithm as well as for storing the produced
summaries. Moreover, a cache manager is in charge of summary caching in memory
and it can be bounded to a given memory requirement. On the other hand, the paral-
lelization of the summary system is a key feature to ensure a smooth scalability. The im-
plementation of the system is based on the Message-Oriented Programming paradigm.
Each sub-system is autonomous and collaborates with the others through disconnected
asynchronous method invocations. It is among the least demanding approaches in terms
of availability and centralization. The autonomy of summary components allows for a
distributed computing of the process.

2.3 Summary Representation

A summary z is a pair (I, R.) where I, is the intentional content of the summary
and R, is its extent, that is the group of database tuples described by I,. The intent I,
provides a short description of z in terms of linguistic labels defined in the Background
Knowledge (BK) and used in the pre-processing step.
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For our purpose, we consider a summary as an indexing structure over distributed
data in a P2P system. Thus, we added a third dimension to the definition of a summary
z: a peer-extent P,, which provides the set of peers having data described by z.

Definition 2. Peer-extent. Let z be a node in a given hierarchy of summaries S, and
P the set of all peers who participated to the construction of S. The peer-extent P,
of the summary z is the subset of peers owning, at least, one record of its extent R:
P, ={pe P|R,NR,#0} ,where R, is the view over the database of node p, used
to build summaries.

Due to the above definition, we extend the notion of data-oriented summary in a given
database, to a source-oriented summary in a given P2P network. In other words, our
summary can be used as a database index (e.g. referring to relevant tuples), as well as a
semantic index in a distributed database system (e.g. referring to relevant nodes).

A summary is an edge in the tree structure finally produced by the summarization
service. The summary hierarchy S will be characterized by its Coverage in the P2P
system; that is, the fraction of nodes (data sources) covered by S (see Definitionl).
Relative to the hierarchy S, we call Partner Peer a peer whose data is described by at
least a summary node of S.

Definition 3. Partner peers. The set of Partner peers Ps of a summary hierarchy S is
the union of peer-extents of all the summary nodes: Ps = {U,ecsP.} .

By now and for convenient purpose only, we designate by “summary” a hierarchy of
summaries maintained in a P2P system, unless otherwise specified.

3 Summary Management in PeerSum

We present PeerSum, a summary management service for P2P systems. First, we study
the integration of PeerSum in an existing P2P architecture. Here we work in the context
of APPA (Atlas Peer to Peer Architecture) [2]]. Then, we propose algorithms for Peer-
Sum’s summary management. APPA has a network-independent architecture so it can
be implemented over different types of P2P networks. APPA provides three layers of
services: P2P network, basic services and advanced services. PeerSum is integrated at
the advanced layer and defined based on the underlying services. Due to space limita-
tions, we will only mention the services required for PeerSum definition. According to
Section 2.1l PeerSum must address the following requirements:

— Peers construct individually their local summaries,
— Peers cooperate for exchanging and merging summaries into a global summary,
— Peers share a common storage in which the global summary is maintained.

The first point is addressed by integrating the summarization process, previously de-
fined, to each peer’s DBMS. Second, the peer linking and peer communication services
of the APPA’s P2P network layer allow peers to communicate and exchange messages
(through service calls), while cooperating for a global summary construction. However,
two problems arise from the heterogeneous nature of peers in a P2P system. First, peers
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may have different processing and storage capabilities. Therefore, a main function of
PeerSum is to ensure a distributed operation for summary merging. A partner peer that
requires merging two summaries, calls the service which then delegates the right peers
to perform merging calculations, using load balancing and distributed computing tech-
niques. This function can be implemented since the summarization process, at each
peer, can be distributed and parallelized, as discussed in Section 2.2l

Second, peers exchange summaries that are produced using local Background Know-
ledges (BKs). Thus, they may be represented in different vocabularies, making diffi-
cult their shared exploitation. In this work, we assume that the participants to a col-
laborative database application agree on a Common Background Knowledge (CBK)
that will be used locally by each summarization process. An example of such a CBK
is the Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) [10],
which is a comprehensive clinical terminology covering diseases, clinical findings, and
procedures.

On the other hand, several works have addressed the problem of semantic hetero-
geneity in advanced P2P applications (e.g. [19], [2]]). Since our summaries are data
structures that respect the original data schemas [16]], we can assume that the techniques
they proposed for a decentralized schema management can be also used to overcome
the heterogeneity of summary representations, in the context of different BKs.

Finally, the P2P data management (P2PDM) service of the basic layer and the Key-
based Storage and Retrieval (KSR) service of the P2P network layer, work together to
provide a common storage in which a global summary is maintained. This common
storage increases the probability that “P2P data” (e.g. metadata, indexes, summaries)
produced and used by advanced services are available even if peers that have produced
them are disconnected. P2PDM and KSR manage data based on keys. A key is a data
identifier which determines which peer should store the data in the system, e.g. through
hashing over all peers in DHT networks or using super-peers for storage and retrieval
in super-peer networks. All data operations on the common storage are key-based, i.e.
they require a key as parameter.

In the following, we will describe our algorithms for summary construction and
maintenance. First, we work in a static context where all the participants remain con-
nected. Then, we address the dynamicity of peers and propose appropriate solutions.

3.1 Summary Construction

Starting up with a local summary level (see Figure[I)), we present the algorithm for peer
cooperation that allows constructing a global summary G'.S. We assume that each global
summary is associated with a Cooperation List (CL) that provides information about its
partner peers. An element of the cooperation list is composed of two fields. A partner
peer identifier PeerID, and a 2-bit freshness value v that provides information about the
freshness of the descriptions as well as the availability of the corresponding database.

— value O (initial value): the descriptions are fresh relative to the original data,

— value 1: the descriptions need to be refreshed,

— value 2: the original data are not available. This value will be used while addressing
peer volatility in Section[3.3l
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Both the global summary and its cooperation list are considered as “summary data” and
are maintained in the common storage, using the P2PDM and KSR services.

Cooperation Request. The algorithm starts at an initiator peer P;,;; who sends a co-
operation request message to its neighbors, to participate to a global summary construc-
tion. This message contains P;,;;’s identifier and a given value of TTL (Time-To-Live).
One may think that a large value of TTL allows to obtain directly a high-coverage sum-
mary. However, due to the autonomous nature of P2P systems, P;,,;; may keep waiting
for a very long time without having constructed that global summary. Therefore, we
choose to limit the value to TTL and adopt an incremental construction mechanism, as
discussed in Section 211

Cooperation Response. A peer p who receives the message, performs the following
steps. First, if the request has already been received, it discards the message. Else, it
saves the address of the sender as its parent. Then, its decrements TTL by one. If the
value of TTL remains positive, it sends the message to its neighbors (except the parent)
with the new TTL value. After propagating the message, p must wait to receive the
responses of its neighbors. However, since some of the neighbors may leave the system
and never response, the waiting time must be limited. We compute p’s waiting time
using a cost function based on TTL, and network dependent parameters.

A cooperation response of a peer p has the following structure: Coop Resp =(CS,
PeerIDs, GSKeys). C'S is the current summary obtained at p, PeerIDs is the list of
identifiers of peers that have responded to p, and G.S Keys is the list of keys of global
summaries. If p is a partner peer, that is, p has already participated to an existing global
summary, its C'oop Resp will include the key of the global summary it knows, as
well as the peer identifiers contained in the corresponding CL, i.e. Coop Resp =(0,
extractPeerIDs(CL), {GSKey}). In that case, p locates at the boundary of two knowl-
edge scopes of two different summaries. Hence, it allows merging them into a higher-
coverage one (i.e. incremental construction). Otherwise, its response will include its
local summary and its identifier, i.e. Coop Resp =(p.LS, {p.ID}, 0).

Summary Data Storage. In the waiting phase, when a child’s Coop Resp arrives, a
parent peer p merges it with its own response by making the union of PeerlDs and
G S Keys lists, and merging the current summaries. Once the time expires, p sends the
result to its parent. But, if p is the initiator peer P;,,;;, it will store the new summary data,
i.e. the new global summary GS and its cooperation list CL, using the KSR service:
GSKey := KSR insert(CS, CL). CL contains each peer identifier obtained in the final
Peerl Ds list, associated with a freshness value v equal to zero. At the end, P;,,;; sends
the new key (GSKey) to all participant peers, which become GS’s partner peers.

3.2 Summary Maintenance

A crucial issue for any indexing structure is to maintain the index, relative to the current
data instances, without incurring high costs. For a local summary, it has been demon-
strated that the summarization process guarantees an incremental maintenance, using a
push mode for exchanging data with the DBMS, while performing with a low complex-
ity. In this section, we propose a strategy for maintaining a global summary based on
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both push and pull techniques, in order to minimize the number of messages exchanged
in the system. The appropriate algorithm is divided into two phases: Data modification
and summary reconciliation.

Push: Data Modification. Let G'S be a global summary and Pgg the set of partner
peers. Each partner is responsible for refreshing its own element in the G'S’s coopera-
tion list. A partner peer p observes the modification rate issued on its local summary L.S.
When LS is considered as enough modified, p sets its freshness value v to 1, through a
push message. This value indicates that the local summary version being merged while
building G'S does not correspond any more to the current instance of the database.

An important feature is that the frequency of push messages depends on modifica-
tions issued on local summaries, rather than on the underlying databases. It has been
demonstrated in [16] that, after a given process time, a summary becomes very stable.
As more tuples are processed, the need to adapt the hierarchy decreases. A summary
modification can be determined by observing the appearance/disappearance of descrip-
tors in summary intentions.

Pull: Service-Initiated Reconciliation. The summary service, in its turn, observes
the fraction of old descriptions (i.e. number of ones) in the cooperation list. Whenever
this fraction exceeds a threshold value, the global summary G'.S must be refreshed. In
that case, the service pulls all the partner peers to merge their current local summaries
into the new version of GG'S, which will be then under reconstruction. The algorithm is
described as follows.

A reconciliation message that contains a new summary NewGS (initially empty),
is propagated from a partner to another. When a partner p receives this message, it
first merges NewGS with its local summary. Then, it sends the message to another
partner (chosen from the cooperation list CL). If p is the last visited peer, it updates the
GS’s summary data, using the KSR service. All the freshness values in CL are reset to
zero. This strategy guarantees a high availability of the summary data, since only one
KSR Update operation is performed by the last partner.

3.3 Peer Dynamicity

In large P2P systems, a peer connects mainly to download some data and may leave
the system without any constraint. Therefore, the shared data can be submitted to a low
modification rate, while the rate of node arrival/departure is very important. We propose
now solutions for that peer dynamicity.

Peer Arrival. When a new peer p joins the system, it contacts some existing peers to
determine the set of its neighbors. If one of those neighbors is a partner peer, p becomes
a new partner: a new element is added to the cooperation list with a freshness value
v equal to one. Recall that the value 1 indicates the need of pulling the peer to get
new data descriptions. Furthermore, if p is a neighbor of two partners of two different
summaries, it allows merging them in a higher-coverage one (Section[3.1)).

Peer Departure. When a partner peer p decides to leave the system, it first sets its
freshness value v to two in the cooperation list, through a push message. This value
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reminds the participation of the disconnected peer p to the corresponding global sum-
mary, but also indicates the unavailability of the original data. There are two alternatives
to deal with such a freshness value. First, we can keep the data descriptions and use it,
when a query is approximately answered using the global summary. A second alter-
native consists in considering the data descriptions as expired, since the original data
are not accessible. Thus, a partner departure will accelerate the summary reconcilia-
tion initiating. In the rest of this paper, we adopt the second alternative and consider
only a /-bit freshness value v: a value 0 to indicate the freshness of data descriptions,
and a value 1 to indicate either their expiration or their unavailability. However, if p
failed, it could not notify its partners by its departure. In that case, its data descriptions
will remain in the global summary until we execute a new summary reconciliation. The
reconciliation algorithm does not require the participation of a disconnected peer. The
global summary GS is reconstructed, and descriptions of unavailable data will be then
omitted.

4 Query Processing

Now we discuss how a query @, posed at a peer p, is processed. Our approach consists
in querying at first the available summary . This allows an efficient peer localization
since we exploit data descriptions rather than structural information on data schemas, in
order to propagate the query. Besides, when an exact answer is not required, summaries
can directly provide approximate answers without accessing original database records.
Query processing proceeds in two phases: 1) query extension and 2) query evaluation.

4.1 Query Extension

First, the query () must be extended to a flexible query Q* in order to be handled by a
summary querying process. For instance, consider the following selection query :

Select BMI From Patient Where age < 30 And disease = “Malaria”

This phase consists in replacing the original value of each selection predicate by the
corresponding descriptors defined in the Background Knowledge (BK). According to
the fuzzy partition of Figure[2] the above query is transformed to Q*:

Select BMI From Patient Where age In {young, adult} And disease = “Malaria”

Let QS (resp.QQ.S™) be the Query Scope of query @ (resp.Q*), that is; the set of peers
that should be visited to answer the query. Obviously, the query extension phase may
induce false positives in query results. To illustrate, a patient having 35 years old will
be returned as an answer to the query Q*, while the selection predicate on the attribute
age of the original query @ is not satisfied. However, false negatives can not occur
which is expressed by the following inclusion: QS C Q.S™.

In the rest of this paper, we suppose that a user query is directly formulated using
descriptors defined in the BK (i.e. ) = Q™). As we discussed in the introduction of this

! Body Mass Index (BMI) is the patient’s body weight divided by the square of the height.
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work, a doctor that participates to a given medical collaboration, may ask query ) like
“the BM I of young and adult patients diagnosed with malaria”. Thus, we eliminate
eventual false positives that result from query extension.

4.2 Query Evaluation

This phase deals with matching a set of summaries organized in a hierarchy .S, against
the query Q. The query is transformed into a logical proposition P used to qualify the
link between a summary node and the query. P is under a conjunctive form in which
all descriptors appears as literals. In consequence, each set of descriptors yields on cor-
responding clause. For instance, the above query @ is transformed to P = (young OU
adult) ET (malaria). A valuation function has been defined to valuate the proposition
P in the context of a summary node z. Then, a selection algorithm performs a fast ex-
ploration of the hierarchy and returns the set Z¢ of most precise summaries that satisfy
the query. For more details see [20]. Once Z determined, the query evaluation process
is able to achieve two distinct tasks depending on the user/application requirements:
1) Peer localization to return the original result records and 2) Summary answering to
return approximate answers.

Peer Localization. Since the extended definition of a summary node z provides a peer-
extent, i.e. the set of peers P, having data described by its intent (see Definition ), we
can define the set P of relevant peers for the query ) as follows: Py = {U.ez, P. }.
The query @ is directly propagated to these relevant peers. Thus, a distinctive feature
of our approach is that the number of hops the queries makes to find the matching nodes
is “ideally” reduced to one, and consequently, excessive delays are avoided. However,
the efficiency of this query routing depends on the completeness and the freshness of
summaries, since stale answers may occur in query results. We define a False Positive
as the case in which a peer p belongs to P and there is actually no data in the p source
that satisfies Q) (i.e. p ¢ QS). A False Negative is the reverse case in which a p does not
belong to P, whereas there exists at least one tuple in the p data source that satisfies

Q (G.e.peQS).

Summary Answering. Another distinctive feature is that a query can be processed
entirely in the summary domain. An approximate answer can be provided from sum-
mary descriptions, without having to access original, distributed database records. The
selected summaries Z are aggregated according to their interpretation of proposition
P: summaries that have the same required characteristics on all predicates (i.e. age
and disease) form a class. The aggregation in a given class is a union of descriptors:
for each attribute of the selection list (i.e. BMI), the querying process supplies a set of
descriptors which characterize summaries that respond to the query through the same
interpretation [20]. For example, for the class {young, malaria}, we can obtain an out-
put set BMI = {underweight, normal}.

5 Performance Evaluation

In this section, we devise a simple model of the summary management cost in PeerSum.
Then, we evaluate and analyze our model with a simulation.
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5.1 Cost Model

A critical issue in summary management is to trade off the summary updating cost
against the benefits obtained for queries.

Summary Update Cost. Here, our first undertaking is to optimize the update cost
while taking into account query accuracy. In the next section, we discuss query accuracy
which is measured in terms of the percentage of false positives and false negatives in
query results. The cost of updating summaries is divided into: usage of peer resources,
i.e. time cost and storage cost, and the traffic overhead generated in the network.

Time cost: A unique feature of SAINTETIQ is that the changes in the database are re-
flected through an incremental maintenance of the summary hierarchy. The time com-
plexity of the summarization process is in O(n) where n is the number of tuples to
be incorporated in that hierarchy [[16]. For a global summary, we are concerned with
the complexity of merging summaries. Recently, a new MERGING method has been
proposed, based on the SAINTETIQ engine. This method consists in incorporating the
leaves of a given summary hierarchy S7 into an another So, using the same algorithm
described by the SAINTETIQ summarization service. It has been proved that the com-
plexity C'pr12 of the MERGING(S1, S2) process is constant w.r.t the number of tuples.

Storage cost: We denote by k the average size of a summary node. In the average-
case assumption, there are 3.¢ | B' = (B%+1 —1)/(B — 1) nodes in a B-arity tree
with d, the average depth of the hierarchy. Thus the average space requirement is given
by: C, = k.(B%*! —1)/(B — 1). Based on real test, k = 512 bytes gives a rough
estimation of the space required for each summary node. An important issue is that the
size of the hierarchy is quite related to its stabilization (i.e. B and d). As more tuples
are processed, the need to adapt the hierarchy decreases and incorporating a new tuple
may consist only in sorting a tree. Hence, the structure of the hierarchy remains stable
and no additional space is required.

According to the above discussion, the usage of peer resources is optimized by the
summarization process itself. Thus, we restrict now our focus to the traffic overhead
generated in the P2P network.

Network traffic: Recall that there are two types of exchanged messages: push and
reconciliation. Let local summaries have an average lifetime of L seconds in a given
global summary. Once L expired, the node sends a (push) message to update its fresh-
ness value v in the cooperation list C'L. The reconciliation algorithm is then initiated
whenever the following condition is satisfied: ) _~, v/|CL| > a where a is a thresh-
old that represents the ratio of old descriptions tolerated in the global summary. During
reconciliation, only one message is propagated among all partner peers until the new
global summary version is inserted in the common storage. Let F;... be the reconcilia-
tion frequency. The update cost is: C;, = 1/ L+ F)... messages per node per second. In
this expression, 1/L represents the number of push messages which depends either on
the modification rate issued on local summaries or the connection/disconnection rate of
peers in the system. Higher is the rate, lower is the lifetime L, and thus a large number
of push messages are entailed in the system. F... represents the number of reconcilia-
tion messages which depends on the value of .. This threshold is our system parameter
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that provides a trade-off between the cost of summary updating and query accuracy. If
« is large, the update cost is low since a low frequency of reconciliation is required,
but query results may be less accurate due both to false positives stemming from the
descriptions of non existent data, and to false negatives due to the loss of relevant data
descriptions whereas they are available in the system. If « is small, the update cost is
high but there are few query results that refers to data no longer in the system, and
nearly all available results are returned by the query.

Query Cost. We have seen that the use of summaries as data indexes may improve
query processing. When a query () is posed at a peer p, first it is matched against the
global summary to determine the set of peers Py whose descriptions are considered as
answers. Then, @ is directly propagated to those peers. As a consequence, the number of
messages exchanged in the system is intended to be significantly reduced. Furthermore,
the cooperation list associated with a global summary provides information about the
relevance of each database description. Thus, it gives more flexibility in tuning the
trade-off recall p / precision 7 of the query answers. Let V' be the set of peers visited
while processing a query. Then p = |QS NV|/|QS]| and 7 = |QS N V|/|V|, where
QS is the set of all peers that really match the query (i.e. Query Scope).

The trade-off can be tuned by confronting the set Pg with the cooperation list C'L.
The set of all partner peers Py in C'L can be divided into two subsets: P,y = {p €
Py | p.ov = 1}, the set of peers whose descriptions are considered old, and Pfrcsp, =
{p € Py | p.v = 0} the set of peers whose descriptions are considered fresh according
to their current data instances. Thus, if a query () is propagated only to the set V' =
Pg N Pfyresh, then precision is maximum since all visited peers are certainly matching
peers (no false positives), but recall depends on the fraction of false negatives in query
results that could be returned by the set of excluded peers PQ\PfTES . On the contrary,
if the query () is propagated to the extended set V' = PgUP,;4, recall value is maximum
since all matching peers are visited (no false negatives), but precision depends on the
fraction of false positives in query results that are returned by the set of peers Py;4.

The above two situations are bounds of a range of strategies available to propagate
the query. In our experiments, we assume V' = P, the initial peer set. Thus, the cost is
computed as Cg = 2 - | Pg| number of messages.

5.2 Discussion

We evaluated the performance of PeerSum through simulation, using the SimJava pack-
age (7] and the BRITE [8]] universal topology generator. We calibrated our simulator
using real data gathered in [17].

In a first set of experiments we quantified the trade-off between query accuracy and
the cost of updating a global summary. Interesting results showed that the fraction of
stale answers in query results is limited to 3% for a network size lower than 2000
peers. For the update cost, we observed that the total number of messages increases
with the number of peers, but not surprisingly, the number of messages per node remains
almost the same. In the expression of the update cost C',,, the number of push messages
for a given peer is independent of network size. On the other hand, the number of
reconciliation messages decreases slowly with the number of peers, for a given value
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of the threshold «.. More interestingly, when the threshold value decreases (from 0.8 to
0.3) we noticed a small cost increasing of 1.2 on average. However, a small value of the
threshold « allows to significantly reduce the fraction of stale answers in query results.
We concluded therefore that tuning our system parameter, i.e. the threshold «, do not
incur additional traffic overhead in the system, while improving query accuracy.

In the second set of experiments, we compare our algorithm for query processing
against non-index/flooding algorithms which are very used in real life, due to their
simplicity and the lack of complex state information at each peer. Here, we limit the
flooding by a value 3 of TTL (Time-To-Live). Our algorithm SI showed the best results
that can be expected from any query processing algorithm, when no stale answers occur
in query results (the ideal case). However, to give a real performance evaluation, we
decided to study our algorithm in the worst case where the stale answers occur in query
results. Even in that, SI showed a reduction of the number of messages, in comparison
with flooding algorithms, that becomes more important with a large size of network.
For instance, the query cost is reduced by a factor of 3 for a network of 2000 peers.

6 Conclusion

In this paper, we proposed PeerSum, a new service for managing data summaries in P2P
and Grid systems. PeerSum supports scaling up in terms of two dimensions: number of
participants and amount of data. As we discussed, our summaries are compact data
descriptions that can approximately answer a query without retrieving original records
from distributed databases. This is very interesting for Grid applications which tend to
be more data intensive. On the other hand, as indexing structures, they support locating
relevant data based on their content. Such semantic indexes are extremely efficient in
large distributed systems, where accessing data becomes difficult and costly. Besides,
we have addressed peer dynamicity which is critical in both P2P and Grid applications.

This paper made two main contributions. First, we defined a summary model for P2P
systems, based on the SAINTETIQ process. SAINTETIQ generates database summaries
with low complexity, and can be distributed and parallelized which makes it scalable
in a distributed environment. Second, we proposed efficient algorithms for summary
management in PeerSum. Our analysis and simulation results showed that the use of
summaries as data indexes reduces the cost of query routing by an important factor com-
pared to flooding approaches, without incurring high costs in terms of update messages
exchanged in the network. Furthermore, our system guarantees a good query accuracy
which is measured in terms of the fraction of stale answers in query results. Moreover,
tuning our system parameter, i.e. the freshness threshold «, improves query accuracy
while inducing a small increasing of summary update cost.
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Abstract. In Taiwan, a community of educational and research organizations
interested in Grid computing technologies founded a Grid computing platform,
called Taiwan UniGrid. Taiwan UniGrid consists of three primary portions:
Computational Grid, Data Grid, and Web Portal. In this paper, we present the
development of a virtual data storage system for Taiwan UniGrid. In addition to
developing basic data storage functions, we identify three main requirements of
the current development: high-performance data transfer, data sharing and sin-
gle sing-on. For these requirements, we come up with three corresponding fea-
tures in our data storage system: Self-Adaptation for high-performance data
transfer, forming user groups and specifying admission control for data sharing,
and adopting GSI authentication to enable single sing-on. Besides, we also de-
velop a Java-based graphic user interface of the storage system that allows Grid
users to manage data transparently as using local file systems.

Keywords: Data Grid, data storage system, data transfer, web service, and sin-
gle sign-on.

1 Introduction

With the rapid growth of computing power and storage capacity of computers, many
researchers and scientists have been concentrated on the development of various Grid
systems to efficiently utilize distributed computing and storage resources in recent
years. In Taiwan, a community of educational and research organizations interested in
Grid computing technologies founded a Grid computing platform, called Taiwan
UniGrid [1]. These organizations contribute their resources of computer clusters for
sharing and collaboration. The objective of Taiwan UniGrid is to provide educational
and research organizations with a powerful computing platform where they can study
Grid-related issues, practice parallel programming on Grid environments and execute
computing/data-intensive applications.

As similar to other Grid systems, Taiwan UniGrid consists of three primary por-
tions: Computational Grid, Data Grid and Web Portal. Computational Grid is respon-
sible for managing scattered and heterogeneous computing resources and scheduling
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the jobs submitted by users. Data Grid is a virtual storage infrastructure that integrates
distributed, independently managed data resources and allows users to save and re-
trieve their data without understanding the configuration of underlying storage re-
sources. Web Portal, developed by National Tsing Hua University, is a uniform user
interface by which Grid users can design workflow, submit jobs, manage data, moni-
tor job and resource status, etc. In this paper, we will present the development of the
data management system for Taiwan UniGrid.

As the distribution of storage resources and the growth of data size, the needs for
efficient Grid data management are continuously increasing. In these years, many
research and scientific organizations have engaged in building data management and
storage tools for Grids, such as SDSC SRB (Storage Resource Broker) [2], SciDAC
Data Grid Middleware [3], GriPhyN Virtual Data System [4], etc. SRB is a general
Data Grid middleware that integrates distributed and heterogeneous storage resources
and provides virtualized access interface. It has been a production data management
tool and adopted by several Grid projects. Thus, among these tools, we decide to build
our virtual storage system for Taiwan UniGrid based on SRB, while developing addi-
tional features that are not well supported by SRB.

Before implementing the virtual storage system, we elicited requirements from the
user and manager needs. Herein, in additional to the basic Data Grid functions pro-
vided by SRB, we identify three main requirements of the current development listed
as follows.

¢ High-performance data transfer: Since the size of data generated by scientific
instruments and Grid applications has grown into the range of Terabytes, large data
transfer over the Internet usually leads to a long latency and becomes a bottleneck
for job executions. Thus, the need for high-performance data transfer is an impor-
tant issue in Taiwan UniGrid.

e Data sharing: Two important concepts of Grids are sharing and collaboration.
Grid users, such as scientists and researchers, are accustomed to retrieve data col-
lected by remote scientific instruments, analyze these retrieved data via various
analysis tools, and share the analyzed results for further processing. Therefore, how
to facilitate Grid users to contribute or get shared data with ease is a crucial re-
quirement in the development of a data management system.

¢ Single sign-on: In essence, physical resources within a Grid system are distributed
in different organizations and managed independently. Each organization has its
own security policy. Without single sign-on mechanisms, Grid users have to keep a
list of accounts for each machine by themselves. This becomes an obstacle for us-
ers to use Grid systems. Hence, we have to take the problem of single sign-on into
account when we integrate our system with Computational Grid and UniGrid
Portal.

Consequently, in our system, we come up with three features with respect to the
corresponding requirements. For high-performance data transfer, we propose a multi-
source data transfer algorithm, called Self Adaptation [5], which can speed up the data
transfer rate in data replication, downloading, moving, and copying. For data sharing,
our system allows Grid users to share their data in a manner of forming user groups
and specifying admission control on each data object. For the issue of single sign-on,
we choose GSI (Grid Security Infrastructure) [6] as our user certification mechanism
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by which Grid users only have to login once and utilize Grid resources through cer-
tificates, so that they have no need to keep all accounts for each machine. Besides
these features, we also develop a Java-based graphic user interface of the storage
system that allows Grid users to manipulate data transparently as using local file
systems.

The remainder of the paper is organized as follows. In Section 2, we explain the
system framework and deployment. Section 3 presents main features, including multi-
source data transfer, data sharing, single sign-on, and the data management client. An
operational scenario of Taiwan UniGrid is demonstrated in Section 4. Finally, we
present some concluding remarks in the last section.

UniGrid Applications

UniGrid Data Management Library

Client

Server

Extended SRB APls

Data Management

Sell-Adaptation Patch Services
Storage Resource Broker | AutoReplication |
e ——

-
...... Agcount [
B

Physical Storage Resources

Fig. 1. The framework of the virtual storage system for Taiwan UniGrid

2 System Framework and Deployment

Figure 1 shows the framework of our virtual storage system. In the server side, the left
bottom of the framework is a set of physical storage resources, including hard disks,
tapes and databases, contributed by the members of Taiwan UniGrid. We adopt SRB
as a data management middleware to integrate these scattered storage resources. SRB
provides a list of data and storage management functions. Although SRB has fur-
nished an efficient data transfer approach by using multiple TCP connections, we
propose an alternative, called Self Adaptation, to get a higher data transfer rate in
comparison with the original one. We will explain the detail of Self Adaptation in
section 3. Therefore, we add the alternative (Self Adaptation Patch) into the original
functions of SRB. A set of extended SRB APIs are built on top of SRB and the Self
Adaptation Patch. The extended SRB APIs consist of primary APIs provided by SRB
and the APIs for high-performance data transfer, such as MSDTReplicate () and
MSDTCopy ().

The right of the server side of the framework is a number of Web services used for
data management. Web service technologies are playing an increasingly important
role in the new generation of Grids. Such technologies encapsulate heterogeneous
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software components, legacy systems and resources as services and simply describe
their interfaces in a standard description language, i.e. WSDL [7]. Service providers
can advertise their services in a registry, i.e. the UDDI [8] server, for clients to
browse. If clients want to use the services advertised in a registry, the SOAP [9] tech-
nology helps them access the services through standard transport protocols, such as
HTTP and SMTP. Therefore, we adopt Web services technologies in our system to
integrate other software developed by third parties. There are two services imple-
mented in the current system: the AutoReplication service, developed by Chung Hua
University, and the Account Management service. The AutoReplication service help
Grid users set various replication policies on data objects. The Account Management
service is developed by wrapping up the functions of user authentication in UniGrid
Portal for single sign-on.

In the client side, the bottom is the data management library for UniGrid which in-
teracts with the corresponding server-side extended SRB APIs and data management
services. We implemented two versions of the library. One is Java-based and another
is C-based. The data management library provides a uniform interface of data and
storage management by which programmers can build various Grid applications to
access the underling storage resources.

<
O MCAT Server —— Conneclion
@ SRB Server ——— Synchronization

Fig. 2. The deployment of the virtual storage system for Taiwan UniGrid

Figure 2 presents the deployment of our virtual storage system. Since there is a
huge amount of storage resources distributed in Taiwan UniGrid, using a single in-
formation server to maintain the metadata regarding users, data and storages may
cause the problems of server overloading and single point of failure. To avoid these
problems, we divided all storage resources in Taiwan UniGrid into five zones, i.e.
Taipei_UniGrid, Hsinchu_UniGrid, Taichung_UniGrid, Tainan_UniGrid and
Hualien_UniGrid. Each zone has a MCAT (SRB Metadata Catalog) server installed
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for maintaining the metadata of the users, data, and storage resources. To enable the
flexibility of sharing, the administrators of a MCAT server can specify their won
sharing policies, for instance, some resources can be shared with users registered in
other zones, but some are utilized in private. In addition, each MCAT server periodi-
cally synchronizes its metadata with each other to keep the metadata consistency
among zones. By synchronization, Grid users registered in one zone can access stor-
age resources located in other zones and retrieve sharing data timely.

The members of Taiwan UniGrid contribute their storage resources by setting up
SRB servers. Each SRB server consists of one or more physical storage resources and
is registered to a MCAT server. Gird users can manipulate data objects in a specified
storage resource of a SRB server, for example uploading data objects, creating repli-
cas and modifying metadata of the data objects. Then the SRB server will automati-
cally ask the MCAT server, which registers the SRB server, to update the metadata of
the operated data object and synchronize with other MCAT servers. Thus, a Grid user
who logins to one of close SRB servers can utilize storage resources in any zone of
Taiwan UniGrid.

3 Main Features

In this section, we present the main features of our system, including multi-source
data transfer, data sharing, single sign-on, for the requirements listed in Section 1. In
addition, we also develop a friendly graphic user interface of the virtual storage sys-
tem that helps Grid users manage their data as using local file systems.

Replica
Source
Replica
Source

N
/
/ Rephm N /

<
N\ Source /

(a) (b)

Fig. 3. (a) The replica selection approach. (b) The multi-source data transfer approach.

3.1 Multi-source Data Transfer

To achieve high-performance data transfer, data replication has been a widely used
technique that facilitates a Grid user to select a best replica site closest to the specific
destination and transfer the selected replica to it. Instead of transferring data from the
source site, selecting the best replica can reduce the data transfer time on the Internet.
A number of approaches have been proposed for selecting the best replica based on
various criteria [10, 11]. However, as shown in Figure 3(a), since such an approach
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only allows users to specify one replica for transfer in each selection, they have two
major shortcomings:

e When several replicas have almost the same network performance, choosing a
slightly better replica and discarding all others does not fully utilize network re-
sources.

e Selecting only one replica may degrade transfer reliability because, if the connec-
tion to the selected replica fails, it has to execute the selection algorithm again and
reconnect to other replicas.

Some multi-source data transfer mechanisms have been presented recently to solve
the above problems [12, 13], whereby a transferred data object can be assembled in
parallel from multiple distributed replica sources as shown in Figure 3(b). To improve
the data transfer rate, we propose an efficient data transfer algorithm, called Self-
Adaptation. It not only enables the data transfer from multiple replica sites as other
multi-source data transfer algorithms, but is also more adaptive to the network band-
width fluctuations. Self-Adaptation assigns proper segments of transferred data to each
replica site based on the overhead and bandwidth measured from the previous data
transfer, so that it can achieve higher aggregate bandwidth. More information of Self-
Adaptation and performance comparisons with other approaches can be found in [5].

Multi-source data transfer is the major contribution to the development of the data
storage system. In the client-side library of the current system, we implement three
alternative functions of data transfer based on Self-Adaptation to enable high-
performance data transfer.

e MSDTDownload (): Grid users or programs can download data objects to their
local file systems and the downloaded objects are reassembled in parallel from the
source and replica sites.

e MSDTReplicate (): Grid users or programs, for example the AutoReplication
service, can make new data replicas to the specified destination resources and the
new replicas are reassembled in parallel from the source and replica sites.

e MSDTCopy (): Grid users or programs can make copies of data objects to the
specified directories of the virtual storage system and the copies are reassembled in
parallel from the source and replica sites of the original data objects.

3.2 Date Sharing

According to the literature survey, we found that Grid users usually need a platform
where they can work collaboratively. Although most Data Grid middleware provides
the sharing of storage resources, data sharing for collaborative work is not well sup-
ported. Therefore, in our system, we develop a collaborative platform through the
combinations of forming user groups and specifying access permissions on each data
object.

In our system, a group of users who need to work together can ask the administra-
tors to form a user group. For instance, a user group can be built according to some
research topics in which a group of users are interested. Each Grid user can take part
in many user groups simultaneously as long as he/she gets the grants from the admin-
istrators. Once an administrator creates a user group, the system will create a group
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workspace, i.e. a group home directory, for sharing and collaboration. Each group
workspace can assign one or more owners to manage the admission of the workspace.

In general, Grid users have their own personal workspace, i.e. a user home direc-
tory, where they can manage their private data objects. Data objects can be files, di-
rectories, replicas or links. Grid users can share their private data objects with others
via specifying access permissions on data objects. Figure 4 shows a screenshot of
admission control for data sharing, by which Grid users can specify read or write
permission for each data object to other users or groups. It also supports the owner
change of a specific data object. On the other hand, Grid users can share their data by
uploading or copying private data objects directly to the group workspaces.
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Fig. 4. A screenshot of the data management client and admission control for data sharing

3.3 Single Sign-On

Since software components and resources within a Grid system are distributed in
different organizations and managed independently, using one account for a Grid user
to utilize all these software components and resources becomes a crucial issue. GSI
(Grid Security Infrastructure) [6] is a promising solution to the issue in Grids. GSI
uses X.509 certificates to securely authenticate users across the network. Moreover,
SRB supports two main methods of authentication, GSI and an SRB secure password
system known as Encryptl. GSI in SRB makes use of the same certificates and Public
Key Infrastructure (PKI) [14] as do Globus Toolkit [15] such as GridFTP [16]. Since
we adopt Globus Toolkit as the middleware for managing computing resources, in
order to enable the single sign-on for utilizing Computational Grid and Data Grid, we
choose GSI as the main user authentication mechanism in our system.

To use Taiwan UniGrid, Grid users have to register in UniGrid Portal first. The us-
ers will receive certificates issued from UniGrid CA after approved by system admin-
istrators. Meanwhile, the users’ profiles are also registered to Computational Grid and
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Data Grid, i.e. Globus and SRB. Once users want to use Taiwan UniGrid, they can
login to UniGrid Portal through their certificates and the system will automatically
generate corresponding secure proxy certificates which are good for a few hours to
submit jobs and manage data in distributed resources.

Zone A ———r————1 Zone B
Resourcel Resource2 || Resource3 Resource‘i.

SRB_Serverl

e
Grid_Userl

Fig. 5. The cross-zone problem

However, the current implementation of SRB does not well support the resource
utilization cross difference zones by GSI authentication. As shown in Figure 5, for
example, Grid_Userl and SRB_Serverl are registered in Zone A, as well as
SRB_Server2 is registered in Zone B. If we adopt the Java-based client-side APISs,
named Jargon, provided by SRB, Grid_Userl connecting to SRB_Server2 by GSI
authentication will be failed to access the resources (Resouce3 and Resource4) in
Zone B. We call this incident as the cross-zone problem. At present, SRB only sup-
ports the access to cross-zone resources through secure password authentication, En-
cryptl. Since we deployed our system in five zones and developed Self-Adaptation
approach to reassemble data objects in parallel from multiple replica sources, which
may be located in different zones, it causes the cross-zone problem. We will address
this problem from two perspectives, users and programs, in the following paragraphs.

From the perspective of users, we intent to make Grid users login once by certifi-
cates and launch the data management client to manipulate their data without con-
cerning with the cross-zone problem. Thus, we propose an authentication process, as
depicted in Figure 6(a), to enable single sing-on for UniGrid Portal and the data man-
agement client.

After a Grid user logins to Web Portal successfully, the portal asks the Account
Management service to create a session and returns necessary information, including
a generated session key and a profile for SRB to connect. The Grid user can launch
the data management client to access data in storage resources after login to Web
Portal. While launching the data management client, Web Portal passes the session
key and SRB-related information to the client and then the client uses the session key
to obtain the user’s password through SSL from the Account Management service.
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Finally, the client uses the password and SRB-related information to connect to a
SRB server in Encryptl. Once connecting successfully, the Account Management
service removes the session. This prevents malicious users from using the cached
session keys to retrieve passwords from the Account Management service.
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Fig. 6. (a) The proposed authentication process enabling single sing-on for UniGrid Portal and
the data management client. (b) The proposed authentication process enabling single sing-on
for computing nodes.

From the perspective of programs, Resource Broker delegates submitted jobs to
computing nodes with limited proxy certificates, not full proxy certificate, for authen-
tication. However, in the current implementation of SRB, the limited proxy certifi-
cates will be failed in accessing storage resources located in different zones. Only full
proxy certificates are allowed to access the cross-zone resources in SRB. Hence, we
propose an authentication process for computing nodes, as shown in Figure 6(b), to
deal with this problem. After Resource Broker submits jobs to computing nodes with
limited proxy certificates, the computing nodes use the limited proxy certificates to
get full proxy certificates from the Account Management service. Finally, the nodes
can connect to SRB servers located in different zones with full proxy certificates and
access programs and data in the storage resources.

Table 1. The supported operations for data objects in the virtual storage system

Data object Operations

File download, upload, delete,

copy, paste, rename
. create, download, upload,

Directory
delete, copy, paste, rename
. create, download, delete,
Link
copy, paste, rename
Replica create, delete

3.4 The Data Management Client

We develop two kinds of clients of the virtual storage system. One is Java-based
standalone version not integrated with UniGrid Portal and Computational Gird. It is
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suitable for users who just want to store their data without the need of computation
support. Another one is Java Web Start version which is embedded in UniGrid Portal.
Grid users can launch the client directly from UniGrid Portal after they login.

Figure 4 shows a screenshot of the data management client. The left of the client is
the file and directory list of local storage drives and the right is the file and directory
list of SRB storage drives. Once Grid users login to our system, the system directs
them to their default home directories automatically, and then they can access data or
traverse the whole storage system. As shown in Table 1, for various data objects, we
provide difference operations on them in the current implementation.

Unlike other FTP systems, our system allows users to specify storage resources, for
instance closest resources, to store uploaded data. An uploaded data object can further
be made several copies, i.e. replicas, disturbed in different resources for reliability and
efficiency of data transfer. In addition to creating replicas by users, we also integrate
the AutoReplication service in the client. Users can set replica policies on data objects
via the client. The AutoReplication service will automatically create replicas accord-
ing to the specified policies. Furthermore, through the data management client, users
can also specify access permissions on data objects, as shown in Figure 4, for sharing
and collaboration.

UniGrid submit joh Resource submitjob |- Computing
y Portal Broker Nodes
*— liisclidat verify -‘idnnlil_\ check
i create sessiol
management f g
JK\‘\ i set/get user info,
. Data Account
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Storage
data operations System data operations

Fig. 7. The major components of Taiwan UniGrid and their interactions

4 Operation Scenario of Taiwan UniGrid

In this section, we will demonstrate an operation scenario of using Taiwan UniGrid.
Figure 7 shows the major components of Taiwan UniGrid and their interactions. The
high-level operation scenario is explained as follows.

e A Grid user logins to UniGrid Portal by entering his/her account and password and
UniGrid Portal employs Account Management service to verify user’s identity.

e If login successfully, UniGrid Portal directs the user to his/her working web page,
as shown in Figure 8.

e He/she launches the data management client (Figure 4) and uploads programs and
data needed for the jobs, which will be submitted later, to the data storage system.
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e The user makes an execution plan for a job or designs a workflow of jobs on the
working web page.

e Once the user has submitted a job, the portal asks Resource Broker to select com-
puting resources based on the requirement of the submitted job.

e Resource Broker assigns the submitted job to the selected computing nodes. The
selected computing nodes then retrieve programs and data from the storage system.

e The selected computing nodes start computing.

e Once all computing nodes finish their work, the computed results are merged and
stored back to the storage system.

e For reliability, the newly stored data can be replicated to other storage resources by
the user or the AutoReplocator service.
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Taiwan UniGrid Project Portal (<)Copyright 2006

Fig. 8. The Taiwan UniGrid Portal

5 Conclusion

In this paper, we present the development of a high-performance virtual storage system
for Taiwan UniGrid. We employ SRB (Storage Resource Broker) as a basis to imple-
ment the functions of the storage system. Besides, we identify three main requirements
in the current implementation: high-performance data transfer, data sharing, and single
sign-on. To meet these requirements, we propose the corresponding features: Self-
Adaptation for high-performance data transfer, forming user groups and specifying
admission control for data sharing, and adopting GSI authentication to enable single
sing-on. We also develop a Java-based user interface of the storage system allowing
Grid users to manage their data transparently without concerning the low-level de-
ployment of storage resources. In the future, we will continue developing new features
in our system to make it more useful. On the other hand, we will execute more data-
intensive applications on our system to examine its reliability and scalability.
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Abstract. In the last years several Grid Virtual Organizations -VOs- have been
proliferating, each one usually installing its own Certification Authority and
thus giving birth to a large set of different and possibly untrusted security
domains. Nevertheless, despite the fact that the adoption of Grid Certification
Authorities (CAs) has partially solved the problem of identification and authen-
tication between the involved parties, and that Public Key Infrastructure (PKI)
technologies are mature enough, we cannot make the same assumptions when
untrusted domains are involved. In this paper we propose an architecture to face
the problem of secure interoperability among untrusted Grid-domains. Our ap-
proach is based on building a dynamic federation of CAs, formed thorough the
quantitative and automatic evaluation of their Certificate Policies. In this paper
we describe the proposed architecture and its integration into Globus Toolkit 4.

1 Introduction

Grid Resource owners can control access to their resources by means of well-
established Authentication and Authorization processes for End-Entities. Nevertheless,
despite the fact that the adoption of Certification Authorities (CAs) has partially solved
the problem of identification and authentication between the involved parties, and that
Public Key Infrastructure (PKI) technologies are mature enough, we cannot make the
same assumptions when untrusted domains are involved. Let us take for example two
different Grid-CAs which do not have a direct interoperability agreement (i.e. explicit
cross-certifying procedure), but their researchers need to work together.

Furthermore, in the last years a lot of Grid Virtual Organizations (VOs) have been
proliferating, each one usually installing its own Certification Authority and thus
giving birth to a large set of different and possibly untrusted security domains. This
represents one of the biggest interoperability problems that could arise among all Grid
users and therefore one of the major security challenges to be faced before building a
wide distributed infrastructure allowing the cooperation of existing Grid installations.
In other words, this problem is related to the definition of a distributed infrastructure

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 39-{51] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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able to guarantee a secure degree of interoperability among all the involved Grid-
Certification Authorities.

In practice there are two commonly accepted approaches that provide interopera-
bility between different security domains based on PKI technology:

1. Involved CAs explicitly build a trusted domain, defining a new CA hierarchy
through cross certification techniques. In this case each CA explicitly trusts the
others and therefore is able to accept their certificates.

2. Involved CAs do not build an explicit trusted domain, but interoperate through a
“federation”: any CA belonging to the federation implicitly trusts the others thanks
to the definition of a well-established policy-based framework.

Even if the explicit trusted domain (first approach) is an attractive solution, it is not
always possible to implement in Grid environments, because of the required agree-
ments between the involved organizations, administrative overheads and technical
problems that arise with current software (this is the case of the Globus Toolkit [1]).

For the computational Grid, the second of the aforementioned options (building a
Federation of CAs) has been the most suitable solution for real-world projects so far.
At this aim, the Policy Management Authorities (PMAs) have established a minimum
set of requirements and best practices for Grid PKIs willing to join its federation.
These minimum requirements comprise the PMA’s Authentication Profile. It is impor-
tant to note that the PMA itself does not provide identity assertions, but instead asserts
that, within the scope of its charter, the certificates issued by their member-CAs meet
or exceed its Authentication Profile. In summary, Grid's Policy Management Authori-
ties represent "Federations of Grid PKIs" whose CA members accomplish minimum
levels of security.

In the case of the existing Grid PMAs (TAGPMA [2], EUGridPMA [3], APGridPMA
[4] and IGTF [5]) compliance with their respective authentication profile is given through
a well-defined, but mostly manual, process involving a careful analysis of the applicant
PKT’s Certificate Policy (CP) [6], performed just once, when a new CA wishes to be part
of an existing PMA. This is known as the PMA’s accreditation process.

It is also interesting to note that even though all the Grid CA members of a PMA
must fulfill with the established authentication profile, not all of them accomplish these
minimum requirement on the same level. Despite the importance of such information
for building comprehensive Grid PKI’s trust relationships and for Authentica-
tion/Authorization purposes, to date there is no automatic way to quantitatively com-
pute a CA’s compliance level according to a particular PMA’s Authentication Profile.

With independence of the interoperability mechanism chosen (explicit trust or CA-
federation), any client (commonly called End-Entity) invoking a Grid Service’s op-
eration from the server, activates an authentication process to attest his identity. This
process requires validating the end-entity’s digital certificate according to the path
validation procedure described in [7].

When involved CAs interoperate thanks to explicit trust agreements, only basic
path validation is required: cryptographic verifications and status’ checks over the
involved certificates. State of the art Grid software, like the Globus Toolkit, provides
static mechanisms for the basic path validation, i.e. the administrators manually de-
clares the accepted CAs, and locally update respective CRLs.

However, if the involved CAs are part of a Grid-federation, then extended path
validation is needed: basic validation path enhanced with a policy mapping process
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that compares the involved CAs’ Certificate Policies to assert that they fulfil with a
particular Accreditation Profile and therefore can interoperate among them.

In previous woerk towards achieving extended path validation, our research groups
proposed a Grid-Validation Infrastructure based on the use of the Online Certificate
Status Protocol (OCSP) [8], just as presented in [9] and [10]. On the trust-research
topic, in previous works we have proposed a formal methodology to compare and
evaluate Certificate Policies from different CAs as published in [11], [12] and [13].
This paper is the result of gathering both the experiences to propose an architecture
for enabling extended path validation in Grid environments, using both the validation
infrastructure and the evaluation methodology.

The remainder of the paper is structured as follows: next section outlines the state
of the art on Grid validation and PKI’s security evaluation. Section 3 details the
problem of Grid security interoperability and its relationship with the need of imple-
menting a Trusted Third Party (TTP), which we managed by using the extended path
validation concept. Section 4 outlines the basis of our approach, by showing our pro-
posal for an architectural model for Grid interoperability. Section 5 introduces
“POIS”, a real implementation of the proposed validation architecture for the Globus
Toolkit 4, which enables interoperability between untrusted domains. Section 6 sum-
marizes the conclusions and future work.

2 State of the Art

Next will be briefly reviewed two Grid security topics, milestones of the proposal
introduced later in this paper: the Grid validation and the PKI’s security evaluation.

2.1 Grid Validation

In a PKI, all entities (users and resources) are identified by a globally unique name
known as Distinguished Name (DN). In order for entities to prove their identity, they
possess a set of Grid credentials consisting of a X.509 version 3 digital certificates [7]
and a private key. The certificate is digitally signed by a Certification Authority that
guarantees for the binding of the entity’s DN to its private key.

The authentication mechanism, by means of digital certificates, involves the pres-
entation of the certificate and proving possession of the corresponding private key.
So, with the certificate being public, the only critical point is the preservation of the
private key; to limit the danger of an entity’s private key being stolen, two strategies
are commonly adopted: i) the key is protected with encryption or by storing it on a
hardware token (e.g. a smart card); ii) the private key has limited lifetime after which
it is no longer valid. The Globus Toolkit’s security implementation known as the Grid
Security Infrastructure (GSI) [14] follows the second strategy using Proxy Certificates
[15]: short-term credentials that are created by a user, which can then be used in place
of traditional long-term credentials to authenticate him. The proxy certificate has its
own private key and certificate, and is signed using the user’s long-term credential. A
typical session with the GSI would involve the Grid user (End-Entity) using its
passphrase and the GSI’s command grid-proxy-init to create a proxy certificate from
its long-term credential. The user could then use a GSI-enabled application to invoke
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a service’s operation from a Globus Toolkit’s Grid Services Container [16]. If Message
Level Security is being used for authentication [17], then the user’s application would
use the GSI library and the corresponding proxy certificate to authenticate to the
remote host by means of a digitally signed message containing the service invocation.

From the Grid resource point of view, to fully perform the authentication process, a
certificate validation service interface should be defined that can be used within the
Open Grid Services Architecture (OGSA) [18] implementation to:

1. Parse a certificate and return desired attribute values, as the validity period, the
Distinguish Name -to map it to a resource’s local user- and so on.

2. Perform path validation [7] on a certificate chain according to the local policy and
with local PKI facilities, such as certificate revocation lists (CRLs) or through an
Online Certificate Status Protocol [8].

3. Return attribute information for generic KeyInfo values, thus allowing the use of
different certificate formats or single keys, or to pull attribute information from di-
rectory services instead of certificates.

A certificate path validation process (step 2 above) must comprise at least the fol-
lowing four phases:

1. Cryptographic verifications over the certificate path (i.e. verifying the digital signa-
ture of each certificate).

2. Verifying each certificate validity period.

. Verify that the first certificate in the chain is a Trust Anchor.

4. Verify the certificate’s status to ensure that is has not been revoked or suspended.

(98]

For the rest of this paper the process just described will be referenced as basic path
validation. Modern Grid installations like the Globus Toolkit [1] provide static
mechanisms to perform the last two phases of the basic path validation process
described above:

— The first certificate in the chain is considered a Trust Anchor if it has been stored
into the Grid node’s /etc/grid-security/certificates/ directory.

— The certificate’s status is retrieved from a locally stored Certificate Revocation List
(CRL).

Both processes have an inherent static nature and because of this diverse security
problems may arise into the Grid.

2.2 Evaluation of Grid PKIs

Next is described important related work on PKI’s evaluation; in particular are sum-
marized three techniques quite suitable for evaluating Grid PKIs policies, the core
functionality of the validation infrastructure proposed later.

The first of these techniques is the Reference Evaluation Model (REM) presented
in [11], and defined as a triplet (Formalization, Technique, ReferenceLevels) where a
formalized certificate policy is evaluated with a novel evaluation technique. The pro-
posed technique is based on the definition of a policy metric space and a distance
criteria to numerically evaluate the CA’s security level thus obtaining the so called
Global Security Level.
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In second place and closely related with REM is the work presented in [19] where
the authors propose on-demand evaluation of Grid CA’s policies and practices to
achieve interoperability. A prototype for a trust evaluation system is presented in that
paper, which is able to evaluate a CA based on its published policies and observed
practices with respect to a set of rules based on the requirements from an Authentica-
tion Profile. In particular, its evaluation methodology encodes some features from the
CP into a CA report file (involving key-value pairs coded in a Scheme-like language)
so afterwards they can be evaluated relative to rulesets, assurance levels allow rulesets
to be defined for each level specified by the GGF. A customized ruleset can be de-
fined either based on a minimum requirements document from a PMA, or even on a
set of rules created by the VO or the CA to override and extend the default ruleset. In
this way the authors introduce the “ruleset inclusion principle” as the base for evaluat-
ing chained rulesets.

Finally in [20] is proposed an extension to the Grid Security Infrastructure that
provides for dynamic establishment of trust between parties. This approach, called
Trust Negotiation, seeks to implement authorization and authentication by establish-
ing trust relationships in a bilateral and iterative way. This task is performed with the
disclosure of certificates and by requests for certificates; those requests may be in the
form of disclosures of access control policies that spell out exactly which certificates
are incrementally required to gain access to a particular resource (an approach that
differs from traditional identity-based access control systems that involves a trusted
third party).

3 The Problem of Grid Security Interoperability

As Grid computing became more popular, VOs proliferated at the same rate, and this
finally resulted in the breed of several Certification Authorities (as a common prac-
tice, each organization installing a Grid environment also defines its own Certification
Authority). Soon this represented a big interoperability problem between the users
and resources belonging to different institutions: the computing resources were in
different domains, but the need of cooperation through a Grid environment required to
share them all. A clear need arose for methodologies, techniques and tools able to
build interoperable systems. According to [21] the interoperability problem in Grid
environments can be subdivided into three levels:

e Protocol Level, i.e. the capability of Grid systems to communicate with known and
accepted standard protocols.

e Policy level, i.e. the capability of each party of the Grid to be able to specify its
security policy expressed in a way mutually comprehensible.

e Identity level, i.e. the capability of identifying users from one domain to another.

State of the art Grid solutions focus mainly on the first level, accepting the use of
SOAP/HTTP protocols as the common platform for system interoperability. The
proposal presented in this paper focuses on the Identity Level, adopting a policy-
based approach to implement an extended path validation mechanism as introduced
next.
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The main idea behind the extended path validation mechanism is to define an ap-
proach that enables any Grid relying-party to validate in real-time a digital certificate
issued by any other CA, even though they do not belong to the same trusted domain
(i.e. Institution or project). To perform an extended validation path we need:

e A methodology to automatically perform the policy mapping (i.e. comparison of
the Certificate Policies and their evaluation), to build a dynamic virtual CA
federation;

e A mechanism to validate on-line and near-real time the certificate status.

As mentioned in section 1, most Grid PKIs working together are not completely
unknown, but they have been previously accredited by a Policy Management Author-
ity (PMA), which defines a minimum set of security requirements — in the form of an
Authentication Profile as in [22]- that must be accomplished for interoperability rea-
sons. Even though all Grid CAs from a PMA must pass the accreditation process, not
all of them accomplish the respective Authentication Profile on the same level. There-
fore it is very important to measure the degree of compliance of a Grid-PKI’s Certifi-
cate Policy with respect to a PMA’s Authentication Profile; with this information it is
possible to build comprehensive trust relationships between those Grid PKIs.

At this aim we propose in this paper an architecture for building a Grid validation
system, which guarantees secure interoperability among untrusted domains by both
retrieving near real-time the status of any certificate issued by a CA, and evaluating
the security level associated with this Authority.

4 The Architectural Model of an Interoperability System

As pointed in the previous sections, the goal of the proposed architecture is to enable
extended path validation in untrusted Grid domains. Our approach is to build a dy-
namic federation of CAs by evaluating their certificate policies. In order to have
grants about the CAs minimum security requirements (and that each CA respects its
published Certificate Policy), we refer to a Trusted Third Party: the PMA.

At a coarse grain, the proposed Interoperability System (IS), see figure 1, acts as an
intermediary between the certificate verifiers (relying parties) and the issuing CAs by
managing (retrieving, elaborating and updating) the information needed to perform
the extended path validation: the list of accredited CAs, the list of revocation sources
and the Certificate Policies.

The IS may be collocated with the Trusted Third Party and must perform two main
tasks:

1. Online validation of the certificates’ status.
2. Evaluation of the issuing CA’s security level.

For the first task we will use a Grid Validation System able to retrieve the status of
a digital certificate through the OCSP protocol in a CA federation; further details of
this system are available in [9] and [10]. About the second task, for evaluating a CA’s
security level we have adopted the Reference Evaluation Methodology, briefly sum-
marized in 2.2 and which details are available in [11].



Interoperable Grid PKIs Among Untrusted Domains: An Architectural Proposal 45

7 !
Trusted Third
Party AN lI‘rP Accreditation
|\ Process
|~
Retrieve \
Grid-Chs list : CAs

|

Retrieve
Revocation Info and
Certificate Policy

Interoperability
System

i |

S |

Y
Relying Parties
(Grid Client, Service's
Cantainer, etc.)

Fig. 1. Functional blocks of the proposed Interoperability System (IS)

REM’s approach is based on the formalization of a Grid-CA’s Certificate Policy to i)
determine if this Authority is compliant with a PMA’s Authentication Profile and ii)
to quantitatively evaluate the Global Security Level of this CA. In figure 2 we show
the results of the REM application to some of the Certification Authorities members
of the EUGridPMA [3], in order to obtain their GSL; we have compared the EUGrid-
PMA’s minimum Authentication Profile [22] against Certificate Policies from IRIS
Grid CA [23], US Department of Energy Grids CA [24], CERN CA [25] and INFN
CA [26]. Further details about this results and the methodology are available in [27].
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Fig. 2. GSLs obtained for a set of EUGridPMA's Certification Authorities

The GSL represents the CA security level that will be embedded as a Proxy Cer-
tificate extension using OGRO’s prevalidation mechanism (please refer to [10] for
more details about this feature), thus providing a final decision about a certificate
validation and the Grid-PKIs interoperability issues.



46 V. Casola et al.

5 POIS: Policy and OCSP Based Interoperability System

In this section we propose a validation system built over the basic blocks presented
previously: POIS - Policy and OCSP based Interoperability System (figure 3). POIS is
comprised of three basic elements: the OCSP Responder’s database (tentatively Cer-
tiVeR [28]), the Policy Evaluator and the OCSP Responder itself. At a coarse view
POIS offers the following features:

. Manage (retrieve, update) the list of CAs accredited by PMA.

. Manage (retrieve, update) the accredited CAs’ Certificate Policies.
. Manage (retrieve, update) the accredited CAs’ CRLs.

. Communicate validation information to relying parties over OCSP.
. Perform Extended Path Validation:

DW=

— Perform Basic Path Validation.
— Evaluate and/or Compare Certificate Policies through precomputed GSLs.

In order to manage the list of accredited CAs and their policies (features 1 and 2)
POIS, modern techniques assume an off-line communication with both PMA and CAs
(the administrator manually downloads the list of accredited CAs and their Certificate
Policies). The CRLs (feature 3) from each accredited CA are managed using Cer-
tiVeR’s CRL Updater module (described in [28]), so they can be used later for the
Extended Path Validation algorithm. POIS implements in its Policy Evaluator subsys-
tem the REM technique explained in section 2.2, which allows offline evaluation of a
member CA’s Certificate Policy (after retrieving it) to obtain its respective Global
Security Level. Afterwards into the OCSP Responder’s database, the GSL data is
linked to the existing Certification Authority information (i.e. its revocation data from
the CRL).

— Dynamic Interoperability =
Between Institutions —~

POIS
Policy and OCSP based
Interoperability System

Policy CertiVeR's
S Evaluator OCSP
~ Responder
~
~— Corver's
~ o8

End-Entity

Service
Invocation

Fig. 3. POIS’ Architecture
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POIS is able to perform the Extended Path Validation thanks to the OGRO mid-
dleware [29], which builds over GT4’s basic path validation algorithm the following
two enhancements: i) certificates’ statuses are extracted from the OCSP prevalidation
data and ii) embedded GSL (from the End-Entity’s CA) is compared against the GSL
value required by the Relying Party.

Figure 3 shows a typical POIS’ uses case, where interoperability is achieved be-
tween a Grid Client belonging to Institution A and a Grid Services Container from
Institution B. Sections 5.1 and 5.2 will explain in greater detail this process from the
point of view of both entities, the Grid Client and the Grid Services Container.
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Fig. 4. End-Entity performing Extended Path Validation with POIS

5.1 Extended Path Validation: POIS and the End-Entity

When an End-Entity uses POIS to dynamically build Grid interoperability, the phases
depicted in figure 4 take place. It is easy to note the addition of the GSL concept in
the following steps:

— In an offline manner the CA submits its Certificate Policy (CP) to the POIS, and
then the Policy Evaluator subsystem feeds it to its REM implementation to obtain a
GSL. As mentioned in the previous section, this GSL is stored into OCSP Re-
sponder’s DB along with the CA data already there. A further enhancement may
provide a SOAP-based implementation for online CP’s submission and evaluation
(see section 6 for a discussion about our future works).

— The End-Entity builds an OCSP Request with a specific extension field (fully
compliant with [7]), that our OCSP Responder will understand as a requirement to
include its corresponding GSL, let us call it GSLg,, along with the OCSP
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Response. Note that each CA from the End-Entity’s certificate chain may be asso-
ciated with a different GSL.

— Finally, when the End-Entity receives the OCSP Response (with GSLj; embedded

also as an extension field), the prevalidation mechanism is executed to create a
proxy certificate with this data embedded.

Our belief is that thanks to OGRO’s prevalidation mechanism not only is the relying
party able to improve validation process’ performance, but also the Proxy Certificate is
self-contained in the sense that includes all the data required by relying parties to perform
the extended validation process without further contacting any authority. Performance
measures related to the underlying Grid-OCSP process can be found in [28].

5.2 Extended Path Validation: POIS and the Grid Services Container

Once the proxy certificate has been created with prevalidation data including GSL
value(s) according to 5.1, it is possible for the Grid Server to perform the interopera-
bility evaluation that will enable it to take a final validation decision on the End-
Entity invoking the Service’s operation.
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with OGRO |m| ‘Qﬁﬂﬂﬁmﬂ.ﬂ}
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Fig. 5. Modified Server for Extended Path Validation with POIS

Figure 5 extends the validation process with the following enhancements:

1. If OGRO'’s prevalidation mechanism was used, then the End-Entity’s GSLg; is

extracted from this data, Otherwise, this GSL value is requested directly from the
OCSP Server.
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2. The interoperability test is performed by comparing GSLg; with the minimum
required-GSL defined by the relying-party in OGRO’s Grid Validation Policy, let
us call it GSLgyp . If GSLgg =2 GSLgy, then both Grid-CAs may interoperate.

Notice that with POIS it is possible to dynamically test for an interoperability con-
dition on the server-side, but the End-Entity could be also able to request a minimum
expected GSL from a Grid-node. This mutual-interoperability will be a future en-
hancement in POIS just as explained in the section 6.

6 Conclusions and Future Work

The research collaboration undertaken between the “Universita di Napoli, Federico
I, the “Seconda Universita di Napoli” and the “Universitat Politecnica de Cata-
lunya” in the field of digital certificate path validation for the computational Grid has
resulted in POIS, a promising alternative towards a practical solution to the dilemma
of providing an interoperable and flexible trust environment between relying parties
belonging to different and not cross-certified Grid-Certification Authorities. The pro-
posal presented in this paper relies on a Grid-OCSP Validation System to convey the
Global Security Level of any Certification Authority, which quantitatively represents
the assurance level of its published Certificate Policy. Using this data any Grid-
relying party may dynamically decide to interoperate or not with any other, without
the need to perform cumbersome administrative processes.

For future extensions to the POIS implementation, we are working of the following
topics:

— GSL for hierarchical PKI: even though most Grid-PKIs are only comprised of one
Certification Authority (the Root CA itself), the entrance of Grid technology into
new fields (i.e. enterprise applications) is likely to employ hierarchical PKIs in
more than one case. GSL computation and OGRO’s interoperability-checks should
be extended to support these complex scenarios.

— Mutual interoperability: in this paper we have set up a scenario where the relying
party is the Grid Server itself, which in turn defines its interoperability condition.
But is it feasible to think that an end-entity can also define its own constraints? We
believe that it is convenient from a security point of view to implement this func-
tionality in the near future. This enhancement will allow us to differentiate among
policies linked to institutions (i.e. Certificate Policies) and policies from individu-
als (i.e. Use Policies).

— Extending the Certificate Policy to a Validation Policy: it is very likely that all the
entities participating in the computational Grid will require defining their own
Validation Policies, containing their minimum interoperability requirements in a
per-provision basis. These Validation Policies will be an instance of the Certificate
Policy used in our proposal, so it is feasible to expect that POIS could be scaled
easily to provide this requirement.

Finally with the development of the authentication and validation protocols around
OGSA, it is possible that POIS would need to implement protocol connectors for
specific functions: a SOAP-based protocol for CP conveying from CA to Policy
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Evaluator, OCSP for Certificate status, etc. This may also enhance POIS performance
and network bandwidth usage.
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Abstract. This paper proposes an application level multicast approach called
Tree-Control-Mesh-Media (TCMM) to distribute live media streams to a large
number of users efficiently. In TCMM, transmissions of media data are con-
trolled by two independent relay protocols in a collaborative manner. One pro-
tocol here is used to help a peer to identify its neighbor peers using the location
information while the other one is used to deliver of media stream among the
peers. The two protocols organize all peers into two graphs with different to-
pologies that the communications can benefit a lot from the hybrid control to-
pology. We have studied the performance of TCMM approach using different
simulation cases. The experimental results have shown that the broadcasting
performance of TCMM can achieve that of a well constructed mesh network
while it can adapt more dynamic and irregular network environment. We also
see that the penalty of introducing two protocols is rarely low which implies the
high scalability of TCMM.

1 Introduction

Recent research works reveal the brilliant future to provide media streaming services
based on the P2P substrates. Many papers discuss the important roles that peer nodes
have played in distributing streaming media. Till now, many P2P media streaming
systems have been developed. They can be divided into three catalogues: tree-based
(or hierarchical-based) system [20], DHT-based system [22] and mesh-based system
[6]. In tree-based system, all peer nodes are organized as a spanning tree over the
existing IP network, and the streaming data are distributed along that tree. As the
parent nodes should provide streams to child nodes, the total bandwidth of a parent
node having n child nodes would be bwx(n+1), where the bw is the minimum band-
width needed by a peer. One disadvantage of the distribution topology is that a parent
node will require more in bandwidth to feed its child nodes. Also, this kind of systems
which only have one root node will become unstable when peers join and leave
frequently [19].

* This paper is supported by National Science Foundation of China under grant 60433040, and
CNGI projects under grant CNGI-04-12-2A and CNGI-04-12-1D.
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The second distribution system is DHT-based. In this kind of systems, peers are
organized as a circle. Due to the ring-alike topology, one peer node just has to bypass
the stream to its neighbor peer. However, it also suffers for the instability and usually
lacks methods to optimize the communication. The systems belong to the third cata-
log are mesh-based. In these structures, every peer node provides data to and gets data
from several other nodes. Although this kind of structures have no stability problem,
it is also very difficult to do traffic optimization [14][26].

In this paper, we propose a hybrid communication scheme, Tree-Control-Mesh-
Media (TCMM). We organize all peers into two graphs, one is the spanning tree and
the other one is a pure mesh. In the spanning tree, only control messages can be
transmitted, therefore all the peers can quickly find its neighbor peers and establish
data links using the control messages. Then all the media data can be transmitted in a
constructed mesh network as traditional mesh-based systems. Extensive simulations
demonstrate that this kind of hybrid structure gives a better solution for the locality
optimization and stability. Usually, in a non mesh-based system, it is critical to avoid
high quantity of messages transmitted from the parent node to each child node. How-
ever, in TCMM, nodes can receive control data from different peers simultaneously,
which can reduce the risk of suffering from a high transmission rate.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 presents TCMM scheme. Performance evaluation of the TCMM is pre-
sented in section 4. Finally, we conclude our work in section 5.

2 Related Works

Based on different network topology, application level multicast used in P2P media
streaming systems can be divided into three categories: DHT-based, tree-based, and
mesh-based.

The systems belonging to the first kind rely on those existing DHT network to op-
timize the paths according to certain metrics such as latency and bandwidth. For ex-
ample, paper [18] is based on content addressable network (CAN) [17], and Bayeux
[27] is based on Tapestry [4]. CoopNet [22] supports both live and on demand stream-
ing. It employs multi-description coding (MDC) to construct multiple distribution
trees (one tree for one strip). SplitStream [15] is based on Scribe [3] which is based on
Pastry [2].

In tree-based systems (Yoid [9], ALMI [16], Nearcast [25], NICE [20], ZIGZAG
[21], Anysee [11], and Chunkyspread [23]), peers are organized into a hierarchal
structure. They just get streams from a single parent. The advantages of these systems
include low overhead and can get optimal nearby nodes as data provider. However
some peers usually have not enough bandwidth to support their children and it is
difficult to resist the churn. Hence it limits the deployment of tree-based systems.

The mesh-based systems are named for the reason that each peer has multiple data
senders and receivers, e.g., Narada [6], ScatterCast [S], PROMISE [13], DagStream
[10], RandPeer [12]. They overcome the difficulties in tree but lead to redundant
traffic of underlying physical networks.

CoolStreaming [24] is one of the most famous mesh-based application level multi-
cast systems. By using DONet protocol, each node first exchanges data available
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information with all the partners periodically, and then retrieves the data from one or
more partners. Actually, the data transferring mesh in our proposed approach is simi-
lar to CoolStreaming to inherit the efficiency of data exchanging.

BULLET [7] is the most similar structure to TCMM. It uses RanSub [8] to build an
overlay tree, one peer, if not fed enough, can receive data from multiple ancestors in
the tree. But the tree participating the data transferring is different from TCMM. Since
in TCMM, the tree is to organize the peers in a locality-aware overlay. The mesh
overlay is used to exchange media data.

Different from these systems, TCMM is proposed for the streaming system that
each receiver should have multiple senders. Here the tree topology is just used to
identify nearby senders.

3 Design of TCMM

The main focus of this paper is the design and implementation of TCMM which is
based on our previous work Nearcast [25]. First we will give a brief introduction of
TCMM, and then details of the TCMM approach will be introduced.

3.1 Overview of TCMM

All peers in TCMM are involved to distribute media data. They are organized into
two overlays — one is used as control tree and the other is used as media mesh. The
control tree structure is used to make all nodes in the tree close to each other physi-
cally, it means there must be few routers between each pair node, or the Round Trip
Time (RTT) should be small. Also, the messages transmitted over the tree should be
lightweighted messages such as ping/pong messages. Because the out-degree of each
node in the tree graph can be very large while the tree height (logh) is relatively low.
Further, when no media data transmitted, the tree can be loosely maintained, that is,
even if some peers have left, other peers still can postpone to update the tree informa-
tion without breaking transmitting media data in a long period.

The second overlay in TCMM is a data mesh which is similar to CoolStreaming. It
is used to transmit media data. Each peer first registers to the network to get a Global
Unique Identity (GUID). On the other hand, at the beginning, it is at the tree root, the
scheduling algorithm then guides it to route to a peer which has a relatively similar
GUID. In the routing path, this peer can collect information about the visited peers to
build its own candidate partner list. After that, it selects a group of nodes to connect to
for more partner information. Finally, it can start the media data exchanging. Fig.1
gives an overview of the two-layer structure of TCMM.

3.2 Tree Management

The tree management is based on Nearcast protocol [25]. In this protocol, leaf peers
in the overlay multicast tree are self-organized to form the H layer hierarchical
structures.
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Nane leaf node

Leaf node

Source node
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Data flow

Level

Fig. 1. Overview of TCMM, the dashed line stands for a data link, those of which construct a
mesh, while thick line stands for control link for constructing a loosely maintained tree

Based on the network position coordinates of leaf peers, the intra-subtree structure
is designed to be sensitive to the locality information. This strategy leads to that
nearby leaf peers in the physical network are nearby with each other in the overlay.
These two techniques help the overlay multicast tree to become a good represent of
the underlying physical network, therefore the link stress and the total (or average)
end-to-end delay can be effectively reduced.

The TCMM tree is constructed based on GUID, which consists of the peers’ loca-
tion information. It encodes the following information into 16-bytes of string: net-
work type (firewall or NAT or else), ISP (internet service provider), city, postcode,
public IP, and private IP, see Fig.2. Here we introduce briefly only the basic operation
of the tree maintenance: Join Process and Leave Process. For more details of how to
maintain the tree, readers can refer to Nearcast [25].

Pest | Public Private

Structure Type 15P City P P Feseryved
- -
P - - - / \
7 - — - \
Sequence |0 | L |2 |34 s a7 & (o mfir]ji2fia]id]Is

Fig. 2. The elements of GUID

Once an existing host Y receives the “Join” message from X, it uses the admission
algorithm to compare the joiner’s GUID with its own GUID, so as its children’s
GUIDs. Also, it tests the network bandwidth constraints to determine whether Y is the
nearest host to X. If so, X should be admitted to be a child of Y. Otherwise, it is redi-
rected to the nearest child of Y. This process will repeat until X finds its nearest
parent. If a child receives the “Leave” message from a leaving peer, it should immedi-
ately response by sending a “Join” message to its original grandparent. The parent
receives “Join” message, it will treat it as a new join process. Since in TCMM, the
control tree only helps to find close peers without transmitting media data. It is
unnecessary to absolutely maintain the tree structure.
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3.3 Mesh Management

In TCMM, each peer maintains an active partners set and an inactive partners set.
The active partners set is used to exchange media data while the inactive partners set
is used to select active candidates. A peer also maintains a local window, which stores
media data received from others and will be shared with others.

In this section, we mainly focus on partner management and window management
techniques. As we know, in real internet environment, peers usually have different
bandwidth as well as other network resources. Also, there always exist many partners
which receive much more media data than they contribute. Based on this observation,
we can classify active partners into two kinds, provider partner and receiver partner.
Suppose node A has a partner B, whose sequence number of its window’s first packet
is bigger than that of A (usually close to the media source), Here, B is the provider
partner of A, and A is the receiver partner of B. It is clear that each peer must maintain
a minimum number of provider partners in order to maintain continuity. The classifi-
cation of partners is illustrated in Fig.3. Fig.4 depicts the operations and algorithms
applied between a peer and its partners, including a) how to produce inactive partners,
b) how to select one from an inactive partners list to be an active partner, and c) how
to schedule when more than one active partner possess the data to a peer.

Partner

Active Partner )
Inactive

Partner

Receive% Provider

Fig. 3. Classification of partner

Active —> Inactive

/—h\

Inactive
Active<---Inactive Partner

Window Ma
Exchange

Active
Partner

Ping/Pong

®

Fig. 4. Partner maintenance (origin node A), Ping/Pong with inactive partners and window map
exchange with active partners

3.3.1 Inactive Partner Generation

There are three ways for a peer to get inactive partners to build up its inactive peer
list: a) when a peer joins the overlay, it will receive a partner list as a piggyback mes-
sage of “OK Response” message from its father node; b) send requests to its active
partners when the peer’s count of provider partner is less than a predefined minimum
value. When a peer receives a “Partner Request” message, it responds by sending an
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active partner list to the requester. It is because a partner’s active partners would
proverbially to be active partners. On receiving the partners reply, if they do not exist
in the inactive partners list, the peer will add them to the list to be candidates of active
partners; ¢) a peer will periodically collect children and father information in the con-
trol tree to build local partners list. Because the tree is maintained by “Alive” mes-
sage, the peers in the tree are very probable online and can perform data transmission
well. Thus, each peer will periodically send ping message to those inactive partners to
check whether they are still online. Suppose the number of members in inactive list is
N, ... ping interval is I, . , packet size of Ping/Pong is S, . the Ping/Pong overhead

isl 0[/mniw= ]\,[/xm‘f[veXIinm‘Iiwx inactive. -

3.3.2 Active Partner Generation

All active partners are inactive partners before they change their state, therefore, a
peer will prepare to select some inactive partners to become active partner candidates
when the number of local provider partner is less than a given threshold. Several fac-
tors are considered, including: a) the difference of GUID is lower; b) the RTT be-
tween is lower; c) more data that it needs is in the window. After choosing several
candidates, the peers send “Identity Request” message to them. On the other hand,
once the peer receives an “Identity Request” message, it will check whether this part-
ner can be accepted. If it is ok, then “Identity Agree Response” will be sent. Otherwise
a reject message will appear as a response. After that they begin to exchange window
map at a given interval. At the same time, another task will compare their window
maps independently and periodically. Also, a “Data Request” request will be sent for
the missing data. As the window sliding and the window map changing, the data pro-
ducing and consuming process continue until the end of the live streaming program. If
being rejected, a peer will try the second peer in the candidate list and if accepted, the
remote peer will become its active partner and be added into the active partner set.

3.3.3 Active Partner Schedule

Before discussing partner selection algorithm, some concepts about windows should
be introduced. Each peer maintains a sliding window to store data availability infor-
mation, including the sequence number of the first segment it is sliding to and the
segment states in bytes. In these bytes, each bit stands for a segment’s state, 1 is for
available, O for unavailable. Because each peer’s local window is limited, it has to
discard the old data and fill new data.

A peer will periodically check its window to request the missing segment by send-
ing a “Data Request” message to it. If multiple partners have the unavailable segment,
it will schedule which partner acts as the provider. Here, we give a principal to the
scheduler scheme, 1) MAX_REQ, which limits the maximum segment one “Data
Request” message can convey. 2) Every segment of data will have a transmitting
pending time 7T),cuqing, if @ partner’s last transaction has not been completed and does
not encounter a timeout error during the transaction time, it should be added to current
task this time. 3) If two video segments are available simultaneously, the one with
bigger sequence number should have higher priority. This means, we always request
the video segment with higher sequence number than that with lower sequence num-
ber. The third principal can strengthen the “enlarge ability” of the system. Having the
three principals in mind, we implement our own algorithm in Fig.5.
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Input:

Band[k]: bandwidth from partner k;

wm[k]: window map of partner k;

task([k]: assigned task of k ;

pending[k]: not completed task of k;
num_partners: number of partners of the node;

local_window[i]: segment i of local window map is
available or not;
Scheduling:
for segment i1 =size(local_window) do
i i-1;

if local window[i]=1 then
continue;//if segment i is available, schedule next
end if
for j to num partners do
nn +wm[j,i];//get potential suppliers for i;
end for j;
if n =1then
k arg,{ wm[r,i]l=1};// only one potential supplier;
if task[k]+pending[k]>MAX_REQ then
continue;
end if
supplier[i] k; task([k] task[k]+1;
continue;
end if;
for j =2 ton
if task[k]+pending[k]> MAX_REQ or
task[k]+pending[k]>band[k] then
continue;
end if
supplier[i] js task([k] task[k]+1;
end for j;
end for i;
Output: supplier([i]: supplier for unavailable segment i

Fig. 5. Scheduling algorithm at a TCMM node

4 Performance Evaluation

4.1 Simulation Setup

To evaluate performance of TCMM, we first propose a GUID-based delay and band-
width simulation method instead of using traditional physical topology generation
tools to generate physical topology, such as GT-ITM [1]. Because the communication
between each pair of nodes is affected by delay and bandwidth, thus, if we try to
simulate the two characteristics in internet, we need not generate the physical topol-
ogy. In our simulation platform, we just generate a peer sets.

We suppose that the delay and bandwidth between two peers can be determined by
their GUIDs. In the sending queue, a packet can be sent when the previous sending
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operation has been finished. The communication delay between two logical neighbors
is calculated according to formula 1. From formula 1, we can see that the delay will
affect the bandwidth. Also, using GUID-based methods, we generate 5 physical peer
sets each with 2000 nodes. The logical topologies are generated with a number of
peers (nodes) ranging from 100 to 1,024. Suppose N is the number of the total peers,
N/10 cities and N/S postcodes are generated and randomly assign all the nodes to
them. The expected number of inactive partner is 20, and the minimum number of
each peer’s provider partners is 3, the maximum number of active partner numbers is
15. We start the broadcaster and let 2 randomly selected peers join the system every
second. The lifetime of each peer is set to 600 seconds. We collect the log to analyze
the performance of our TCMM system.

Delay(i,j)=ISP;®ISP;x W gp+City; ® City;x W iy, +postcode; ®postcodeix W posicode 1 )
Pl,eIP ljxwlpl+IP2i@IP2jlep2+IP3i@IP3jXW1p3+IP41®IP4J‘XWIP4

TotalDelay(i,j)= Delay(i,j)(1+L/2048) 2)

In formula 1, ® means exclusive OR operation. If ISP, is equal to ISP;, then ISP®
ISP; is 0, otherwise 1. W;sp means the weight of ISP to the delay. It means that only
nodes from different ISP can affect the delay in ISP item, so does other factors in this
formula. Let the first byte of internet address of peer i is IP1;, IP1;2IP1; compares the
first byte of two addresses. Then /P2, IP3 and /P4 compare the second, third, fourth
byte of the two peers’ IP address, respectively. We set the weight of each factor as
W[SPZSOO, WC,-,y:ZOO, W[m,c,,de=100, W]P]:100, W]P2:100, W1P3:100, W1P4:50. Because
we send a message after its previous message has been sent, suppose we get a delay
50ms through formula 1, and formula 2 adds the effect of messages length to the
delay, if the sending queue consists of 3 messages with the size 50, 10240, 10240
bytes, we get the total delay 50ms, 100ms, 100ms according to formula 2, then the
completion sending time of the 3 messages are 50ms, 150ms and 250ms, respectively.

There are already some metrics to evaluate a peer to peer live streaming system,
such as link stress method [6], and data path quality method [20]. Because in TCMM,
there is no physical topology to evaluate the link stress, on the other hand, TCMM
does not transmit media data through a multicast tree, thus avoids evaluating the data
path quality either, therefore, in this paper, we use other metrics, such as starting
delay, dynamic resistance, and overhead to evaluate the performance of TCMM. Each
experiment result is got by averaging 5 tests cases.

4.2 Control Overhead

This index is categorized by tree overhead and mesh overhead. Tree overhead is de-
fined as the ratio of the bytes that a peer received to maintain the tree structure over
the total bytes a peer received. Mesh overhead is defined as the ratio of the bytes that
a peer received to exchange window map over the total bytes the peer received. The
tree overhead mainly includes alive messages cost happened in a peer periodically
sends this message to its children and receives them from its parents. Fig.6 presents
the average tree overhead of TCMM. The data are collected when sending an “Alive”
message every 5 seconds. This figure implies that the tree overhead is nearly inde-
pendent of the community size. That is because the alive messages are only sent to
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children by father, and children have no responsibility to answer them. So, when a
peer can accept more children, its own overhead increases, but its children’s overhead
will decrease. This will cause the average overhead changes a little. Fig.6 also depicts
that the tree maintain overhead is less than 0.5% of the total traffic.

Every peer also exchanges ping/pong messages with its inactive partners to declare
its aliveness and exchanges their window map messages with active partners as well.
Fig.7 shows that when the Ping/Pong interval is 9 seconds and window map exchange
interval is 2 seconds, the total mesh overhead is less than 2% when number of mini-
mum providers less than or equal to 6. Considering the mesh overhead increases with
more partners, we believe that minimum provider partner equal to 4 is a good practi-
cal choice. So it is adopted in the following experiments, and this result also meets the
point got from [24]. However, an important fact here is that number 4 is just for pro-
vider partner not for the total active partner.
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Fig. 6. Overhead of tree maintaining Fig. 7. Overhead of mesh maintaining

4.3 Starting Delay

This index is defined as the time period from a peer joins the multicast system to a
peer starts to play back the media. This index describes how fast the system can pro-
vide service to a newcomer. Fig.8 presents the comparison of starting delay between
TCMM and mesh-based scheme, this figure is for 1024 nodes. Actually the starting
delay is almost independent of the system size.

We have ever thought that TCMM will have less starting delay than pure mesh-
based structure, because peers in pure mesh-based overlay need much time to opti-
mize their service providers, and this will increase the starting delay. However, data
in Fig.8 proves it wrong. This data leads to a conclusion that although the TCMM
provides a quick way to identify those nearby nodes, it has a little longer starting
delay to build the control tree before starting to get media data, which causes about
additional 4s-10s delay than pure mesh-based structure.

4.4 Dynamic Resistance

Because P2P environment is a dynamic environment, many peers’ frequently joining
and leaving will cause the source of each peer to become dynamic, therefore, a peer
should have the ability to change at least part of its service providers at any time. We
let the overlay with 1024 peers runs stably for 5 minutes, then we let a randomly
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produced 2 new peers join the overlay and another randomly selected 2 peers leave
the overlay each second within 200 seconds.

In Fig.9, the y axis is sampling times of the window size of peers, x axis is the win-
dow size. We observe that the TCMM’s window is fuller than the pure mesh-based
method in most times. We set the dynamical peers ranging from 10 to 50, TCMM
scheme produces a better average window size as shown in Fig.10. There are two
reasons for this phenomenon. 1) Although the peers frequently join and leave, the
peers in TCMM always fetch and transmit new segments before old segments. Defi-
nitely, this will accelerate the distribution of new segments (since most of peers are
lacking new segments not old segments) and speeds up the data distribution dramati-
cally. Also, this strategy strengthens the collaboration among peers. 2) The peers in

TCMM can get provider partners efficiently from the control tree and reduce the ef-
fects of dynamics of peers.
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5 Conclusions

In this paper, we have presented TCMM approach, which can support large scale live
streaming service. TCMM just integrates two overlays, a tree based on GUID to over-
come the mismatch problem between logical overlay and underlying physical net-
works, and a mesh to resist peer dynamics, instead of excluding any of them. The
simulation results show that this approach not only benefits the overlay efficiently,
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decreases the time used to find close nodes, which is very important in reducing the
redundancy of the P2P traffic, but also it strengthens the stability in a rigorous dy-
namic environment just by introducing additional slight starting delay.
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Abstract. We present in this paper the recent developments done in
P2P-MPI, a grid middleware, concerning the fault management, which
covers fault-tolerance for applications and fault detection. P2P-MPI pro-
vides a transparent fault tolerance facility based on replication of com-
putations. Applications are monitored by a distributed set of external
modules called failure detectors. The contribution of this paper is the
analysis of the advantages and drawbacks of such detectors for a real
implementation, and its integration in P2P-MPI. We pay especially at-
tention to the reliability of the failure detection service and to the failure
detection speed. We propose a variant of the binary round-robin protocol,
which is more reliable than the application execution in any case. Exper-
iments on applications of up to 256 processes, carried out on Grid’5000
show that the real detection times closely match the predictions.

Keywords: Grid computing, middleware, Parallelism, Fault-tolerance.

1 Introduction

Many research works have been carried out these last years on the concept of grid.
Though the definition of grid is not unique, there are some common key concepts
shared by the various projects aiming at building grids. A grid is a distributed
system potentially spreading over multiple administrative domains which provide
its users with a transparent access to resources. The big picture may represent a
user requesting some complex computation involving remotely stored data from
its basic terminal. The grid middleware would then transparently query available
and appropriate computers (that the user is granted access to), fetch data and
eventually transfer results to the user.

Existing grids however, fall into different categories depending on needs and
resources managed. At one end of the spectrum are what is often called “in-
stitutional grids”, which gather well identified users and share resources that
are generally costly but not necessarily numerous. At the other end of the spec-
trum are grids with numerous, low-cost resources with few or no central system
administration. Users are often the administrators of their own resource that
they accept to share. Numerous projects have recently emerged in that category
[11, Bl 2] which have in common to target desktop computers or small clusters.
P2P-MPI is a grid middleware that falls into the last category. It has been de-
signed as a peer-to-peer system: each participant in the grid has an equal status
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© Springer-Verlag Berlin Heidelberg 2007
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and may alternatively share its CPU or requests other CPU to take part to a
computation. The proposed programming model is close to MPI. We give a brief
overview of the system in Section[2land a longer presentation can be found in [7].
P2P-MPI is particularly suited to federate networks of workstations or unused
PCs on local networks.

In this context, a crucial point is fault management, which covers both failure
detection and fault tolerance for applications. We describe in the paper several
pitfalls arising when targeting such environments and what solutions have been
put forward in P2P-MPI. The main issues to be addressed are (i) scalability
since the fault detection system should work up to hundreds of processors, which
implies to keep the number of messages exchanged small while having the time
needed to detect a fault acceptable, and (ii) accuracy means the failure detection
should detect all failures and failures detected should be real failures (no false
positive).

This paper is organized as follows. Section 2l is a short overview of P2P-MPI
which outline the principle of robustness of an application execution, through
replication of its processes. Section [B] gives an expression of fault-tolerance as
the failure probability of the application depending on the replication degree
and on the failure events rate. To be effective, the failure detection must be far
more reliable than the application execution. We first review in Section M the
existing techniques to design a reliable fault detection service (FD hereafter).
Then, Section [] examines strengths and weaknesses of candidate solutions con-
sidering P2P-MPI requirements. We underline the trade off between reliability
and detection speed and we propose a variant of an existing protocol to improve
reliability. P2P-MPI implementation integrates the two best protocols, and we
report in we report in Section [@l experimental results concerning detection speed
for 256 processes.

2 P2P-MPI Overview

P2P-MPI overall objective is to provide a grid programming environment for
parallel applications. P2P-MPI has two facets: it is a middleware and as such,
it has the duty of offering appropriate system-level services to the user, such as
finding requested resources, transferring files, launching remote jobs, etc. The
other facet is the parallel programming API it provides to programmers.

API. Most of the other comparable projects cited in introduction (apart from
P3 [11]) enable the computation of jobs made of independent tasks only, and the
proposed programming model is a client-server (or RPC) model. The advantage
of this model lies in its suitability to distributed computing environments but
lacks expressivity for parallel constructs. P2P-MPI offers a more general pro-
gramming model based on message passing, of which the client-server can be
seen as a particular case.

Contained in the P2P-MPI distribution is a communication library which ex-
poses an MPI-like API. Actually, our implementation of the MPI specification
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is in Java and we follow the MPJ recommendation [3]. Though Java is used for
the sake of portability of codes, the primitives are quite close to the original
C/C++ /fortran specification [§].

Middleware. A user can simply make its computer join a P2P-MPI grid (it
becomes a peer of a peer group) by typing mpiboot which runs a local gatekeeper
process. The gatekeeper can play two roles: (i) it advertises the local computer
as available to the peer group, and decides to accept or decline job requests from
other peers as they arrive, and (ii) when the user issues a job request, it has the
charge of finding the requested number of peers and to organize the job launch.

Launching a MPT job requires to assign an identifier to each task (implemented
by a process) and then synchronize all processes at the MPI Init barrier. By
comparison, scheduling jobs made of independent tasks gives more flexibility
since no coordination is needed and a task can be assigned to a resource as soon
as the resource becomes available.

When a user (the submitter) issues a job request involving several processes,
its local gatekeeper initiates a discovery to find the requested number of re-
sources during a limited period of time. P2P-MPI uses the JXTA library [1]
to handle all usual peer-to-peer operations such as discovery. Resources can be
found because they advertised their presence together with their technical char-
acteristics when they joined the peer group. Once enough resources have been
selected, the gatekeeper first checks that advertised hosts are still available (by
pinging them) and builds a table listing the numbers assigned to each partici-
pant process (called the communicator in MPT). Then, the gatekeeper instructs
a specific service to send the program to execute along with the input data or
URL to fetch data from, to each selected host. Each selected host acknowledges
the transfer and starts running the received program. (If some hosts fail before
sending the acknowledgement, a timeout expires on the submitter side and the
job is canceled). The program starts by entering the MPI Init barrier, waiting
for the communicator. As soon as a process has received the communicator it
continues executing its application process.

Before dwelling into details of the application startup process and the way it is
monitored by the fault-detection service (described in section [H), let us motivate
the need for a failure detector by introducing the capability of P2P-MPI to
handle application execution robustly.

Robustness. Contrarily to parallel computers, MPI applications in our desktop
grid context must face frequent failures. A major feature of P2P-MPI is its ability
to manage replicated processes to increase the application robustness. In its run
request, the user can simply specify a replication degree r which means that each
MPI process will have r copies running simultaneously on different processors.
In case of failures, the application can continue as long as at least one copy
of each process survives. The communication library transparently handles all
extra-communications needed so that the source code of the application does
not need any modification.
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3 Replication and Failure Probability

In this section, we quantify the failure probability of an application and how
much replication improves an application’s robustness.

Assume failures are independent events, occurring equiprobably at each host:
we note f the probability that a host fails during a chosen time unit. Thus, the
probability that a p process MPI application without replication crashes is

P,pp(p) = probability that 1, or 2,..., or n processes crash
=1 — (probability that no process crashes)
—1-(- gy

Now, when an application has its processes replicated with a replication degree
r, a crash of the application occurs if and only if at least one MPI process has
all its r copies failed. The probability that all of the r copies of an MPI process
fail is f". Thus, like in the expression above, the probability that a p process
MPI application with replication degree r crashes is

Papp(pn“) =1-(Q1—f")"

Figure [l shows the failure probability curve depending on the replication
degree chosen (r = 1 means no replication) where f has been arbitrary set to
5%. Remark that doubling the replication degree increases far more than twice
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Fig. 1. Failure probability depending on replication degree r (f=0.05)

the robustness. For example, a 128 processes MPI application with a replication
degree of only 2 reduces the failure probability from 99% to 27%.

But, for the replication to work properly, each process must reach in a definite
period, a global knowledge of other processes states to prevent incoherence. For
instance, running processes should stop sending messages to a failed process. This
problem becomes challenging when large scale systems are in the scope. When
an application starts, it registers with a local service called the fault-detection
service. In each host, this service is responsible to notify the local application
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process of failures happening on co-allocated processes. Thus, the design of the
failure detectors is of primary importance for fault-tolerance. For this discussion
we first need to review state of the art proposals concerning fault detection since
some of these concepts are the basis for our work.

4 Fault Detection: Background

Failure detection services have received much attention in the literature and
since they are considered as first class services of distributed systems [4], many
protocols for failure detection have been proposed and implemented. Two classic
approaches are the push and pull models discussed in [6], which rely on a cen-
tralized node which regularly triggers push or pull actions. Though they have
proved to be efficient on local area networks, they do not scale well and hence are
not adapted to large distributed systems such as those targeted for P2P-MPIL.

A much more scalable protocol is called gossiping after the gossip-style fault
detection service presented in [I0]. It is a distributed algorithm whose informative
messages are evenly dispatched amongst the links of the system. In the following,
we present this algorithm approach and its main variants.

A gossip failure detector is a set of distributed modules, with one module
residing at each host to monitor. Each module maintains a local table with one
entry per detector known to it. This entry includes a counter called heartbeat. In
a running state, each module repeatedly chooses some other modules and sends
them a gossip message consisting in its table with its heartbeat incremented.
When a module receives one or more gossip messages from other modules, it
merges its local table with all received tables and adopts for each host the max-
imum heartbeat found. If a heartbeat for a host A which is maintained by a
failure detector at host B has not increased after a certain timeout, host B sus-
pects that host A has crashed. In general, it follows a consensus phase about
host A failure in order to keep the system’s coherence.

Gossiping protocols are usually governed by three key parameters: the gos-
sip time, cleanup time, and the consensus time. Gossip time, noted Tyossip, is
the time interval between two consecutive gossip messages. Cleanup time, or
Teleanup, 1S the time interval after which a host is suspected to have failed. Fi-
nally, consensus time noted Tionsensus, 1S the time interval after which consensus
is reached about a failed node.

Notice that a major difficulty in gossiping implementations lies in the setting
of Teicanup: it is easy to compute a lower bound, referred to as Tgfjgnup, which
is the time required for information to reach all other hosts, but this can serve
as Tijeanup only in synchronous systems. In asynchronous systems, the cleanup
time is usually set to some multiple of the gossip time, and must neither be too
long to avoid long detection times, nor too short to avoid frequent false failure
detections.

Starting from this basis, several proposals have been made to improve or
adapt this gossip-style failure detector to other contexts [9]. We briefly review
advantages and disadvantages of the original and modified gossip based protocols
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and what is to be adapted to meet P2P-MPI requirements. Notably, we pay

attention to the detection time (Tgle?nup) and reliability of each protocol.

Random. In the gossip protocol originally proposed [10], each module randomly
chooses at each step, the hosts it sends its table to. In practice, random gossip
evens the communication load amongst the network links but has the disad-
vantage of being non-deterministic. It is possible that a node receives no gossip
message for a period long enough to cause a false failure detection, i.e. a node
is considered failed whereas it is still alive. To minimize this risk, the system
implementor can increase T cqnup at the cost of a longer detection time.

Round-Robin (RR). This method aims to make gossip messages traffic more
uniform by employing a deterministic approach. In this protocol, gossiping takes
place in definite round every Tj,ssip Seconds. In any one round, each node will
receive and send a single gossip message. The destination node d of a message
is determined from the source node s and the current round number r.

d=(s+r) modn, 0<s<n,1<r<n (1)

where n is the number of nodes. After » = n — 1 rounds, all nodes have commu-
nicated with each other, which ends a cycle and r (generally implemented as a
circular counter) is reset to 1. For a 6 nodes system, the set of communications
taking place is represented in the table in Figure

s—d
0 —-1,1—-2,2—-3,3—-4,4—-5,5—0
0—2,1—3,2—-4,3—-5,4—0,5—1
0—-3,1—-4,2—-5,3—-0,4—-1,5—2
0—-4,1-5,2—-0,3—1,4—-2,5—3
0—-5,1-0,2—-1,3—-2,4—3,5—14

QU W N~ 3

Fig. 2. Communication pattern in the round-robin protocol (n = 6)

This protocol guarantees that all nodes will receive a given node’s updated
heartbeat within a bounded time. The information about a state’s node is trans-
mitted to one other node in the first round, then to two other nodes in the second
round (one node gets the information directly from the initial node, the other
from the node previously informed), etc. At a given round r, there are 142+ - -+r
nodes informed. Hence, knowing n we can deduce the minimum cleanup time,
depending on an integer number of rounds r such that:

1
7 X Tgossip Where = [p] , p(p; ) =n

min _
cleanup —

For instance in Figure[2], three rounds are required to inform the six nodes of the
initial state of node 0 (boxed). We have underlined the nodes when they receive
the information.
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Binary Round-Robin (BRR). The binary round-robin protocol attempts to min-
imize bandwidth used for gossiping by eliminating all redundant gossiping mes-
sages. The inherent redundancy of the round-robin protocol is avoided by skip-
ping the unnecessary steps. The algorithm determines sources and destination
nodes from the following relation:

d=(s+2""") modn, 1<r<[loga(n)] (2)
The cycle length is [logz(n)] rounds, and we have T2 = [loga(n)] X Tyossip-

—  + st Round

—. ,,,,,,,,,,,,,,, 2nd Round
/ o \
=

Fig. 3. Communication pattern in the binary round-robin protocol (n = 4)

From our experience (also observed in experiments of Section [f), in a asyn-
chronous system, provided that we are able to make the distributed FD start
nearly a the same time, i.e. within a time slot shorter (logical time) than a cycle,
and that the time needed to send a heartbeat is less than Tyossip, & good choice
for Teieanup is the smallest multiple of CT;J‘WP, ie. 2 x [loga(n)] X Tgossip- This
allows not to consider a fault, the frequent situation where the last messages
sent within a cycle ¢ on source nodes arrive at cycle c+ 1 on their corresponding
receiver nodes.

Note however that the elimination of redundant gossip alleviates network load
and accelerate heartbeat status dissemination at the cost of an increased risk
of false detections. Figure Bl shows a 4 nodes system. From equation 2 we have
that node 2 gets incoming messages from node 1 (in the 1st round) and from
node 0 (2nd round) only. Therefore, if node 0 and 1 fail, node 2 will not receive
any more gossip messages. After Tyeqnqp units of time, node 2 will suspect node
3 to have failed even if it is not true. This point is thus to be considered in the
protocol choice.

5 Fault Detection in P2P-MPI

From the previous description of state of the art proposals for failure detection,
we retain BRR for its low bandwidth usage and quick detection time despite
it relative fragility. With this protocol often comes a consensus phase, which
follows a failure detection, to keep the coherence of the system (all nodes make
the same decision about other nodes states). Consensus if often based on a voting
procedure [9]: in that case all nodes transmit, in addition to their heartbeat table,
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an extra (n x n) matrix M. The value M, ; indicates what is the state of node
1 according to node j. Thus, a FD suspecting a node to have failed can decide
the node is really failed if a majority of other nodes agree. However, the cost of
transmitting such matrices would induce an unacceptable overhead in our case.
For a 256 nodes system, each matrix represents at least a 64 Kib message (and
256 Kib for 512 nodes), transmitted every Tgossip. We replace the consensus by
a lighter procedure, called ping procedure in which a node suspecting another
node to have failed, directly ping this node to confirm the failure. If the node is
alive, it answers to the ping by returning its current heartbeat.

This is an illustration of problems we came across when studying the behavior
of P2P-MPI FD. We now describe the requirements we have set for the middle-
ware, and which algorithms have been implemented to fulfill these requirements.

5.1 Assumptions and Requirements

In our context, we call a (non-byzantine) fault the lack of response during a given
delay from a process enrolled for an application execution. A fault can have three
origins: (i) the process itself crashes (e.g. the program aborts on a DivideByZero
error), (ii) the host executing the process crashes (e.g. the computer is shut off),
or (iii) the fault-detection monitoring the process crashes and hence no more
notifications of aliveness are reported to other processes.

P2P-MPT is intended for grids and should be able to scale up to hundreds of
nodes. Hence, we demand its fault detection service to be: a) scalable, i.e. the
network traffic that it generates does not induce bottlenecks, b) efficient, i.e.
the detection time is acceptable relatively to the application execution time, c)
deterministic in the fault detection time, i.e. a fault is detected in a guaranteed
delay, d) reliable, i.e. its failure probability is several orders of magnitudes less
than the failure probability of the monitored application, since its failure would
results in false failure detections.

We make several assumptions that we consider realistic accordingly to the
above requirements and given current real systems. First, we assume an asyn-
chronous system, with no global clock but we assume the local clock drifts remain
constant. We also assume non-lossy channels: our implementation uses TCP to
transport fault detection service traffic because TCP insures message delivery.
TCP also has the advantage of being less often blocked than UDP between ad-
ministrative domains. We also require a few available ports (3 for services plus
1 for each application) for TCP communications, i.e. not blocked by firewalls
for any participating peer. Indeed, for sake of performances, we do not have
relay mechanisms. During the startup phase, if we detect that the communica-
tion could not be establish back and forth between the submitter and all other
peers, the application’s launch stops. Last, we assume that the time required to
transmit a message between any two hosts is generally less than T,ssip. Yet, we
tolerate unusually long transmission times (due to network hangup for instance)
thanks to a parameter Tpqz hangup Set by the user (actually Tycanup i increased
by Trmaz hangup in the implementation).
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5.2 Design Issues

Until the present work, P2P-MPT’s fault detection service was based on the
random gossip algorithm. In practice however, we were not fully satisfied with
it because of its non-deterministic detection time.

As stated above, the BRR protocol is optimal with respect to bandwidth usage
and fault detection delay. The low bandwidth usage is due to the small number
of nodes (we call them sources) in charge of informing a given node by sending
to it gossiping messages: in a system of n nodes, each node has at most loga(n)
sources. Hence, BRR is the most fragile system with respect to the simultaneous
failures of all sources for a node, and the probability that this situation happens
is not always negligible: In the example of the 4 nodes system with BRR, the
probability of failure can be counted as follows. Let f be the failure probability of
each individual node in a time unit T’ (7' < Teeanup), and let P(7) the probability
that ¢ nodes simultaneously fail during 7. In the case 2 nodes fail, if both of
them are source nodes then there will be a node that can not get any gossip
messages. Here, there are 4 such cases, which are the failures of {2,3},{0,3},{0,1}
or {1,2}. In the case 3 nodes fail, there is no chance FD can resist. There are (3)
ways of choosing 3 failed nodes among 4, namely {1,2,3},{0,2,3},{0,1,3},{0,1,2}.
And there is only 1 case 4 nodes fail. Finally, the FD failure has probability
Poeiay = P(4) + P(3) + P(2) = f*+ () 5L~ ) + 47201 - f)2.

In this case, using the numerical values of section 3] (i.e. f=0.05), the compar-
ison between the failure probability of the application (p=2,r=2) and the failure
probability of the BRR for n=4, leads to Py,,(2,2) = 0.005 and Py,.,.(4y = 0.0095
which means the application is more resistant than the fault detection system
itself. Even if the FD failure probability decreases quickly with the number of
nodes, the user may wish to increase FD robustness by not eliminating all re-
dundancy in the gossip protocol.

5.3 P2P-MPI Implementation

Users have various needs, depending on the number of nodes they intend to use
and on the network characteristics. In a reliable environment, BRR is a good
choice for its optimal detection speed. For more reliability, we may wish some
redundancy and we allow users to choose a variant of BRR described below.
The chosen protocol appears in the configuration file and may change for each
application (at startup, all FDs are instructed with which protocol they should
monitor a given application).

The choice of an appropriate protocol is important but not sufficient to get an
effective implementation. We also have to correctly initialize the heartbeating
system so that the delayed starts of processes are not considered failures. Also,
the application must occasionally make a decision against the FD prediction
about a failure to detect firewalls.

Double Binary Round-Robin (DBRR). We introduce the double binary
round-robin protocol which detects failures in a delay asymptotically equal to
BRR (O(logz(n)) and acceptably fast in practice, while re-inforcing robustness
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of BRR. The idea is simply to avoid to have one-way connections only between
nodes. Thus, in the first half of a cycle, we use the BRR routing in a clock-wise
direction while in the second half, we establish a connection back by apply-
ing BRR in a counterclock-wise direction. The destination node for each gossip
message is determined by the following relation:

_ f(s+2Y) modn if 1 <r < [loga2(n)]
d= {(s —or=llog2tm) =1y yod nif [loga(n)] < 7 < 2[logz(n)] (3)

The cycle length is 2[loga(n)] and hence we have T2 = 2[loga(n)] X Tyossip-
With the same assumptions as for BRR, we set Teieanup = 3[10g2(n)] X Tgossip
for DBRR.

To compare BRR and DBRR reliability, we can count following the principles
of Section but this quickly becomes difficult for a large number of nodes.
Instead, we simulate a large number of scenarios, in which each node may fail
with a probability f. Then, we verify if the graph representing the BRR or
DBRR routing is connected: simultaneous nodes failures may cut all edges from
sources nodes to a destination node, which implies a FD failure. In Figure d we
repeat the simulation for 5.8 x 10 trials with f=0.05. Notice that in the DBRR
protocol, we could not not find any FD failure when the number of nodes is more
than 16, which means the number of our trials is not sufficient to estimate the
DBRR failure probability for such n.

BRR protocol —+—
DBRR protocol ~--x---

0.001 | ]
1e-04 - 4
1605 | | E
1006 | 4

1007 |} 4

Failure probability of fault detection system

1e08 | X

1e-09

R . .
4816 32 64 128 256
Number of processes

Fig. 4. Failure probabilities of the FD system using BRR and DBRR (f = 0.05)

Automatic Adjustment of Initial Heartbeat. In the startup phase of an
application execution (contained in MPI Init), the submitter process first queries
advertised resources for their availability and their will to accept the job. The
submitter construct a table numbering available resources called the communica-
torEL which is sent in turn to participating peers. The remote peers acknowledge
this numbering by returning T'CP sockets where the submitter can contact their
file transfer service. It follows the transfer of executable code and input data.

! The submitter always has number 0.
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Once a remote node has completed the download, it starts the application which
registers with its local FD instance.

This causes the FDs to start asynchronously and because the time of trans-
ferring files may well exceed Tjeanup, the FD should (i) not declared nodes that
have not yet started their FD as failed, and (ii) should start with a heartbeat
value similar to all others at the end of the MPI Init barrier. The idea is thus
to estimate on each node, how many heartbeats have been missed since the
beginning of the startup phase, to set the local initial heartbeat accordingly.
This is achieved by making the submitter send to each node, together with the
communicator, the time spent sending information to previous nodes. Figure
illustrates the situation. We note ts;, 1 < i < n the date when the submitter

Rank 0 Rank 1 Rank 2 Rank n — 1
15, LA |

Send the MPT
communicator
il mecessary
mformation

Tht

l Register with MPD
l Register with FD
[] FD monitors process

Fig. 5. Application startup

sends the communicator to peer i, and tr; the date when peer i receives the
communicator. Each peer also stores the date T; at which it registers with its
local FD. The submitter sends At; = ts; — ts; to any peer i (1 <1 < n) which
can then computes its initial heartbeat h; as:

h; = |—(Tz —tr; + Ati)/Tgossip]a 1<i<n (4>

while the submitter adjusts its initial heartbeat to ho = [(Ty — t51)/Tyossip |-

Note that we implement a flat tree broadcast to send the communicator in-
stead of any hierarchical broadcast scheme (e.g. binary tree, binomial tree) be-
cause we could not guarantee in that case, that intermediate nodes always stay
alive and pass the communicator information to others. If any would fail after
receiving the communicator and before it passes that information to others, then
the rest of that tree will not get any information about the communicator and
the execution could not continue.

Application-Failure Detector Interaction. At first sight, the application
could completely rely on its FD to decide whether a communication with a
given node is possible or not. For instance, in our first implementation of send
or related function calls (eg. Send, Beast) the sender continuously tried to send
a message to the destination (ignoring socket timeouts) until it either succeeded
or received a notification that the destination node is down from its FD. This
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allows to control the detection of network communication interruptions through
the FD configuration.

However, there exist firewall configurations that authorize connections from
some addresses only, which makes possible that a host receive gossip messages
(via other nodes) about the aliveness of a particular destination while the desti-
nation is blocked for direct communication. In that case, the send function will
loop forever and the application can not terminate. Our new send implementa-
tion simply installs a timeout to tackle this problem, which we set to 2 X T¢jcanup-
Reaching this timeout on a send stops the local application process, and soon
the rest of the nodes will detect the process death.

6 Experiments

The objective of the experiments is to evaluate the failure detection speed with
both BRR and DBRR monitoring a P2P-MPI application running on a real grid
testbed. We use the Grid’5000 platform, a federation of dedicated computers
hosted across nine campus sites in France, and organized in a virtual private
network over Renater, the national education and research network. Each site
has currently about 100 to 700 processors arranged in one to several clusters
at each site. In our experiment, we distribute the processes of our parallel test
application across three sites (Nancy, Rennes and Nice).

The experiment consists in running a parallel application without replication
and after 20 seconds, we kill all processes on a random node. We then log at
what time each node is notified of the failure and compute the time interval
between failure and detection. Figure [@ plots the average of these intervals on
all nodes and for both protocols, with Tjossip set to 0.5 second. Also plotted
for comparison is Tjeqnup as specified previously, termed “theoretical” detection
time on the graph.

The detection speed observed is very similar to the theoretical predictions
whatever the number of processes involved, up to 256. The difference with the

Total time (s)
©

BRR - observed —+—
DBRR - observed ---x---
BRR - theoretical ------

DBRR - theoretical

2
4816 32 64 128 256
Number of processes

Fig. 6. Time to detect a fault for BRR and DBRR
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predictions (about 0.5 s) comes from the ping procedure which adds an overhead,
and from the rounding to an integer number of heartbeats in Equation @l This
difference is about the same as the Tj,ssip value used and hence we see that the
ping procedure does not induce a bottleneck.

It is also important to notice that no false detection has been observed
throughout our tests, hence the ping procedure has been triggered only for real
failures. There are two reasons for a false detection: either all sources of in-
formation for a node fail, or T¢jeanup is too short with respect to the system
characteristics (communication delays, local clocks drifts, etc). Here, given the
briefness of execution, the former reason is out of the scope. Given the absence
of false failures we can conclude that we have chosen a correct detection time
Telcanup, and our initial assumptions are correct, i.e. the initial hearbeat adjust-
ment is effective and message delays are less than Tyossip-

This experiment shows the scalability of the system on Grid’5000, despite
the presence of wide area network links between hosts. Further tests should
experiment smaller values of Tyossip for a quicker detection time. We also plan
to test the system at the scale of a thousand processes.

7 Conclusion

We have described in this paper the fault-detection service underlying P2P-MPI.
The first part is an overview of the principles of P2P-MPI among which is repli-
cation, used as a means to increase robustness of applications executions, and
external monitoring of application execution by a specific fault-detection mod-
ule. In the second part, we first describe the background of our work, based on
recent advances in the research field of fault detectors. We compare the main
protocols recently proposed regarding their robustness, their speed and their de-
terministic behavior, and we analyze which is best suited for our middleware.
We introduce an original protocol that increases the number of sources in the
gossip procedure, and thus improves the fault-tolerance of the failure detection
service, while the detection time remains low. Last, we present the experiments
conducted on Grid’5000. The results show that the fault detection speeds ob-
served in experiments for applications of up to 256 processes, are really close to
the theoretical figures, and demonstrate the system scalability.
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of Research through the ACI GRID incentive action, INRIA, CNRS and RE-
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Abstract. Heterogeneous wireless sensor network (heterogeneous WSN) con-
sists of sensor nodes with different ability, such as different computing power
and sensing range. Compared with homogeneous WSN, deployment and topol-
ogy control are more complex in heterogeneous WSN. In this paper, a deploy-
ment and topology control method is presented for heterogeneous sensor nodes
with different communication and sensing range. It is based on the irregular
sensor model used to approximate the behavior of sensor nodes. Besides, a cost
model is proposed to evaluate the deployment cost of heterogeneous WSN. Ac-
cording to experiment results, the proposed method can achieve higher cover-
age rate and lower deployment cost for the same deployable sensor nodes.

Keywords: Wireless sensor network, heterogeneous sensor deployment, topol-
ogy control, sensor coverage, irregular sensor model.

1 Introduction

Wireless sensor network (WSN) is a key element of the pervasive/ubiquitous comput-
ing. With the advancement of manufacturing and wireless technologies, many feasible
applications are proposed such as industrial sensor networks [4], volcano-monitoring
networks [10], and habitat monitoring [11], etc. The heterogeneous WSN consists of
sensor nodes with different abilities, such as various sensor types and communica-
tion/sensing range, thus provides more flexibility in deployment. For example, we can
construct a WSN in which nodes are equipped with different kinds of sensors to pro-
vide various sensing services. Besides, if there are two types of senor nodes: the high-
end ones have higher process throughput and longer communication/sensing range;
the low-end ones are much cheaper and with limited computation and communica-
tion/sensing abilities. A mixed deployment of these nodes can achieve a balance of
performance and cost of WSN. For example, some low-end sensor nodes can be used
to replace high-end ones without degrading the network lifetime of WSN. Many
research works have been proposed to address the deployment problem of heteroge-
neous WSN [3] [5].

To achieve a satisfying performance, the deployment of heterogeneous WSN is
more complicated than homogeneous WSN. Deployment simulation is essential be-
fore actual installation of sensor nodes, since different deployment configurations can

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 78 2007.
© Springer-Verlag Berlin Heidelberg 2007
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be tested without considering the cost of real node deployment. However, to reflect
the behavior of WSN correctly is a major challenge of sensor nodes deployment simu-
lation. In many research works, disk model is commonly used [6] [7] [8]. However,
a fixed communication or sensing range is not practical to a realistic senor node.
Moreover, node deployment in heterogeneous WSN has to consider the topology
control between different types of sensor nodes. For example, to maintain a symmet-
ric communication, the distance between high-end and low-end sensor nodes cannot
be larger than the maximum communication range of the low-end one. Besides, if the
sensor nodes have different detection range, the sensor coverage area of low-end node
cannot be fully covered by the high-end node.

In this paper, a heterogeneous sensor deployment and topology control method is
presented. It aims to deal with the deployment problem of heterogeneous sensor nodes
with different communication and sensing range. In addition, an irregular sensor
model is proposed to approximate the behavior of sensor nodes. According to experi-
ment results, the proposed method can achieve higher coverage rate under the same
deployable sensor nodes. Besides, the deployment cost is much lower with different
configurations of sensor nodes.

The rest of the paper is organized as follows. In Section 2, previous works related
to heterogeneous sensor deployment and irregular sensor model are addressed. In
Section 3, the irregular sensor model and some definitions of heterogeneous WSN
used in this paper are given. In Section 4, we present the details of heterogeneous
sensor node deployment. Section 5 evaluates the performance of the proposed method
under various scenarios. Finally, we conclude the paper in Section 6.

2 Related Work

The benefit of heterogeneous wireless sensor networks has been studied in many
research works. Lee et al. [5] analyze heterogeneous deployments both mathemati-
cally and through simulations in different deployment environments and network
operation models considering both coverage degree and coverage area. Experiment
results show that using an optimal mixture of many inexpensive low-capability
devices and some expensive high-capability devices can significantly extend the dura-
tion of a network’s sensing performance. In [3], Hu et al. investigate some fundamen-
tal questions for hybrid deployment of sensor network, and propose a cost model and
integer linear programming problem formulation for minimizing energy usage and
maximizing lifetime in a hybrid sensor network. Their studies show that network
lifetime can be increased dramatically with the addition of extra micro-servers, and
the locations of micro-servers can affect the lifetime of network significantly. In addi-
tion, the cost-effectiveness analysis shows that hybrid sensor network is financially
cost efficient for a large case.

In many research works [6] [7] [8], unit disk graph (UDG) is a commonly used
sensor model to reflect the correct behavior of sensor node. It assumes the effective
communication and sensing region of sensor node is a circle with fixed radius. How-
ever, a constant communication and sensing range is not practical for a realistic senor
node. In [2], He et al., propose a model with an upper and lower bound on signal
propagation. If the distance between a pair of nodes is larger than the upper bound,
they are out of communication range. If within the lower bound, they are guaranteed
to be within communication range. The parameter DOI (degree of irregularity) is used
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to denote the irregularity of the radio pattern. It is the maximum radio range variation
per unit degree change in the direction of radio propagation. When the DOI is set to
zero, there is no range variation, resulting in a UDG model. Zhou et al. [12] extended
the previous DOI model as radio irregularity model (RIM) based on the empirical data
obtained from the MICA2 and MICAZ platforms.

3 Preliminaries

3.1 Irregular Sensor Model

In this paper, an irregular sensor model is proposed based on the radio propagation
model inspired from Radio Irregularity Model (RIM) [12] and degree of irregularity
(DOI) [2]. The irregular sensor model assumes that the sensor node use the same
radio propagation model for communication and sensing. For each sensor node, a
radio propagation range is pre-defined and denoted as R, and the effective radio
propagation range (R.gciv.) is decided by the normal (Gaussian) distribution with a
mean of R, and a standard derivation of DOI, where DOI represents for the degree of
irregularity of R gecrive-

Figure 1 illustrates the radio propagation range under different DOI. According to
the “68-95-99.7 rule”, about 99.7% of the values are within three standard derivations
away from the mean (Ryy) [9]. Thus we define the R,pcive is ranged from Ry, —
3*DOI (R,i) to Ry + 3*DOI (R,,,,), and the relationship between Ry, Ry, and R4,
is illustrated in Figure 2.

After the effective radio propagation range is calculated, we can use it to derive the
radio strength model based on the simple transmission formula for a radio circuit
made up of an isotropic transmitting and a receiving antenna in free space [1]:

P,/ P,=AA | d*F. (1)

where P, is the power fed into the transmitting antenna at its input terminals, P, is the
power available at the output terminals of the receiving antenna, A, (or A,) is the effec-
tive area of the receiving (or transmitting) antenna, d is the distance between anten-
nas, and 4 is the wavelength. Suppose that P, A,, A,, and 4 are constants, then the
received radio power (P,) is proportional to 1/d*. Thus, we define the radio strength
of senor node n at point p as follows:

R(1, p) = (Rogeciive | d(n, p))° . 2)

where d(n, p) is the Euclidean distance between node n and point p. If R(n, p) = 1,
then there exists radio connection between node »n and point p.

DOI=0 DOI=0.5 DOI=1 DOI=2

Fig. 1. The radio propagation range under different DOI



Heterogeneous WSN Deployment and Topology Control 81

0.25 Normal (Gaussian) Distribution

Rger (Mean) = 30
DOI (Standard Deviation) = 2.0

0.2

z
@
5
Zo.15
2
;_5
T 0.1
S Rimax = Rger F\3*DOI = 36
o
0.05 def ~ 3*DOI = 24
\l Raef
0

22 23.6 252 26.8 284 30 31.6 33.2 348 364 38

Fig. 2. The relationship between R, R,yin, and Ryqx

According to the definition of R, We have the following observations:

1. If d(n, p) < Rin, R(n, p) must be larger than 1.

2. If d(n, p) > R,ux» R(n, p) must be less than 1.

3. If d(n, p) > Refpeciive» the radio connection between two nodes cannot be guaranteed.
Here we define “out of range” as R(n, p) = min_strength, where min_strength is the
minimum threshold of radio strength that guarantees radio connection between
node n and point p, thus the maximum connectable distance between node n and
point p is R, /sqrt(min_strength).

4. Similarly, we define “too closed” as R(n, p) = max_strength, where max_strength
is the maximum acceptable radio strength for node n, thus the minimal distance be-
tween node n and point p is R,,;,/sqrt(max_strength).

The relationship between R(n, p) and d(n, p) is illustrated in Figure 3. In the Section 4,
the proposed irregular sensor model will be used to select a proper sensor node loca-
tion and calculate coverage rate.

3.2 Some Definitions of Heterogeneous Wireless Sensor Network

In this paper, we define a heterogeneous WSN that consists of three types of nodes:
sink node, high-end senor node (Ny), and low-end senor node (N;). Each node has
the same communication model and two types of sensor nodes have the same sensing
model. The difference between Ny and N, is that the pre-defined communication and
sensing range are different. The default communication and sensing range of Ny are
defined as Rcy and Rgy, respectively. Similarly, R, and Rg; are denoted as the de-
fault communication and sensing range of N;, where Rcy > R¢y, and Rgy > Ry;.

To evaluate the results of sensor node deployment, we define a deployment cost
model as:

deployment_cost = (Num(Ny)* Ny_cost + Num(N})) / total_coverage_rate . 3)
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Fig. 3. The relationship between R(n, p) and d(n, p)

Ny_cost = (Rey + Roi’) | (Rew + Rs.) . )

where deployment_cost is calculated as the total cost of deployed sensor nodes di-
vided by the fotal_coverage_rate produced by these sensor nodes, and Ny_cost is the
difference of sensor node cost between Ny and N;. The sensor node cost is deter-
mined by two factors: communication distance and coverage area of sensor, repre-
sented by R, and R,” respectively. The calculation of rotal_coverage_rate is based on
the irregular senor model described in Section 3.1. At first, the deployment area is
filled with grid points. For a senor node N, its coverage_rate at grid point p is based
on Equation (2) in Section 3.1:

coverage_rate = (effective_range | d(N, p))2 . (&)

where effective_range is a random value with normal distribution between min(Ry)
and max(Ry). After all sensor nodes are processed, each grid point will keep the high-
est coverage rate but not exceed one. The total_coverage_rate is equal to the sum of
coverage_rate divided by the number of grid points.

4 Heterogeneous Sensor Deployment

In this section, a heterogeneous sensor deployment method is proposed. Given a
deployment area and the upper bound of deployable high-end and low-end sensor
nodes, the objective is to construct a communication-connected sensor network, in
which high-end and low-end sensor nodes are deployed uniformly to achieve high
coverage rate. In the initialization step, a deployment area is initialized base on the
configuration file. In the neighbor-info collection step, starting from the sink node,
the information of adjacent sensor nodes within the communication range is collected.
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It can be used to decide the deployment ratio of high-end and low-end sensor nodes.
In the candidate generation step, candidate positions are generated according to topol-
ogy control policies, and a scoring mechanism based on the irregular sensor model is
applied to each candidate. At least, a new sensor node with the most coverage gains
is deployed while maintaining the communication connectivity. The number of de-
ployable sensor nodes is limited by the pre-defined quota of sink/sensor node. If the
quota is reached, then a deployed sensor node with available quota will be selected.
The deployment process will be repeated until the upper bound of deployable sensor
nodes is reached or no suitable place available to add a sensor node. In the following,
we will describe each deployment step in details.

4.1 Initialization Step

In this step, a sensing area is generated from a given configuration file. This file
includes the size of deployment area, the location of pre-deployed sink node and sen-
sor nodes, the upper bound of deployable high-end and low-end sensor nodes, and
default value of parameters defined in Section 3. These parameters include the de-
fault communication and sensing distance of high-end/low-end sensor node (Rcy, Rsy,
Rcr, and Ryp), the degree of irregular (DOI), and the threshold of radio strength
(max_strength and min_strength). Then the maximum/minimum value of the effec-
tive radio propagation range (R,g.cqv.) is calculated for each type of node according to
the given DOI. For example, if the default Ry = 30 and DOI = 2.0, then the maxi-
mum effective communication distance max(R¢cy) = Rcy + 3*DOI = 36 and the mini-
mum effective communication distance min(Rcy) = Rcy - 3*DOI = 24. Thus, the
effective communication distance of high-end sensor node fits a normal distribution
ranged from 24 to 36.

4.2 Neighbor-Info Collection Step

At first, a center node for deployment is selected. The selection of eligible center
node is starting from sink node, and then expanding to all deployed sensor nodes.
The criterion of eligible node is based on the available quota for node deployment,
which is limited by the degree of node defined in the configuration file. The number
of deployed high-end and low-end sensor nodes within minimum effective communi-
cation distance is denoted as Neighbor(Ny) and Neighbor(V;). They will be used to
decide the deploy ratio of high-end and low-end sensor nodes. Suppose the number
of deployable high-end and low-end nodes is denoted as Remain(Ny) and Re-
main(Vy), respectively. Then the limit numbers of deployable high-end and low-end
senor node are represented as Equation (6) and (7):

Deploy(Ny) = limit degree of center node * Remain(Ny) / (Remain(Ny)
- (6)
+ Remain(¥,)) .

Deploy(N,) = limit degree of center node — Deploy(Ny) . @)

If Deploy(Ny) = Neighbor(Ny), then Deploy(Ny) = 0, means that the number of high-
end sensor nodes is sufficient. At last, if Deploy(Ny) + Deploy(N;) > 0, then the
following deployment step will be processed, otherwise, the deployment process for
current center node will be terminated and restarted on the next eligible node.
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4.3 Candidates Generation Step

In this step, the candidate positions for each type of the sensor node will be generated
separately. In heterogeneous sensor node deployment, the symmetric connection
must be maintained. It means that the distance between two sensor nodes cannot
larger than the maximum communication distance of the low-end one. Besides, the
overlap of sensor coverage area between two senor nodes has to be considered to
prevent the sensor coverage area of low-end node to be fully covered by the high-end
node, which means no coverage gains. In the following, we will discuss the require-

ment to produce coverage gains while maintaining symmetric connection under dif-
ferent conditions:

— Case I: Rcy > Ry and Rep > Ryp.

In this case, the communication distance is larger than sensing range. Figure 4(a)
illustrates the condition when a low-end node N, is added to a high-end sensor node
Npy. For Ny, if d(Ny, Np) < Rcp, then the symmetric connection is established, and we
said that these two nodes are communication-connected. If d(Ny, N;) = (Rsy - Rsyp),
then the sensor coverage area of N, is fully covered by Ny, which means no coverage
gains. By combining these observations, if two nodes are communication-connected
and have coverage gains, then the distance between two nodes is:

(Rt - Rgr) < d(Nu, Np) <Ry . (®

Thus, if we want to produce coverage gains while maintaining symmetric connection
when deploying a new sensor node, the following condition must be satisfied:

Rep- (Rsy-Rg) >0 9

— CaseII: Rcy =Rgyand Re, =Ry,

From Figure 4(b), the requirement of communication-connected deployment with
coverage gains can be derived from Equation (9) by replacing R¢; with Ry, :

2 Rg; > Rsyor2 Rep > Rey . (10)

--0
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=
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¥

Rgy.
Rer, / A\ Rsr,

(@) Rey > Rsyand Rep > Ry, (b) Rey = Rgyand Rep = Rgp (¢) Rey < Ry and Rep < Ry

Fig. 4. Sensor node connection and coverage under different conditions
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— Case III: RCH < RSH and RCL < RSL

From Figure 4(c), we can find that the requirement of communication-connected
deployment with coverage gains is identical to Case I.

Based on above results, candidate position is generated by the following topology
control policies:

1. If a Ny is selected for node deployment, then the candidate positions of high-
end/low-end senor nodes must be within the minimum effective communication
distance of high-end/low-end senor node. That is, d(Ny, candidate position of high-
end node) = min(Rcy), and d(Ny, candidate position of low-end node) =
min(Rcy).

2. If a N, is selected for node deployment, then the candidate positions of two types
of sensor nodes must be within the minimum effective communication distance of
low-end senor node. That is, d(Ny, candidate position of high-end/low-end node)
= min(R¢y).

3. If d(Ny, candidate position of low-end node) = (Rgy - Rg;), then this candidate
position is discard because the sensor coverage area will be fully covered by Ny.

4. The minimum distance between candidate position and deployed nodes is defined
as R, /sqrt(max_strength), where R,,;,, = min(Rcg) or min(R¢;) is the minimum ef-
fective communication distance of sensor node. It can prevent the deployed sensor
nodes are too closed.

4.4 Scoring Step

After candidate positions are generated for different types of sensor nodes, a scoring
mechanism to each position is defined as follows: fotal_score = connection_score +
coverage_score. The connection_score is the distance between candidate position and
center node. The coverage_score of candidate position is defined as the coverage
gains when a sensor node is deployed at the candidate position. The calculation of
coverage gains is described as follows: At first, a square around center node with edge
length = 2*max(Ry) is filled with grid points. Based on Equation (5) in Section 3.2,
the total coverage rate produced by deployed sensor nodes is denoted as
base_coverage_rate. Next, the total coverage rate with the contribution of candidate
position is denoted as target_coverage_rate. Thus the coverage_score of candidate
position = farget_coverage_rate - base_coverage_rate.

4.5 Sensor Addition Step

After all candidate positions are scored, the candidate with the highest score is
selected to deploy a new sensor, which has the most coverage gains while maintaining
the communication connectivity to center node. If the deploy quota of current center
node is reached, the next deployed sensor node with available quota will be selected.
The deployment process will be repeated until the upper bound of deployable sensor
nodes is reached or no suitable place available to add a sensor node.
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5 Experiments

In this section, we evaluate the performance of the proposed sensor deployment
method by comparing sensor coverage rate and deployment cost with several sensor
node configurations. A simulation tool written in C++ language is running on an
IBM eServer 326 (AMD Opteron 250 * 2 and 1GB memory). The deployment area is
a 2-D square with 500 x 500 units. A sink node is deployed at (200, 200). The total
number of deployable sensor nodes is ranged from 60 to 360. Other parameters are
defined as follows: DOI = 2.0, max_strength = 1.2 and min_strength = 0.8.

Coverage rate vs. Deployment cost vs.
Num(Np)/Num(Ny) Num(N_)/Num(Ny)
1 1.5 ¢ m(5/1)
0.9 B (5%/1)
B(1*/1)
0.8
207
g i<}
o 0.6 ©
g =
§ 05 @
(&)
S o4
0.3
024
0.1 -
60 120 180 240 300 360 60 120 180 240 300 360
Total deployed nodes Total deployed nodes
Fig. 5. Coverage rate of Test Case I Fig. 6. Deployment cost of Test Case I

Test Case I is the coverage rate and deployment cost under different deployment
ratio, where Num(N;):Num(Ny) = 5:1 or 1:1. Besides, the ratio of communica-
tion/sensing range between Ny and Ny (Ry : R;) is 1.5:1, and the ratio of communica-
tion and sensing range for Ny / N (R¢ : Rg) is 1.5:1. We also compare the results with
sensor deployment without topology control (case 2* and 5*). The deployment with-
out topology control is based on the same deployment method, but it omits the topol-
ogy control policies described in Section 4.3. The experiment results are illustrated in
Figure 5 and Figure 6. In Figure 6, we compare the deployment cost of different
cases (5, 5*, and 1*) with case 1 (denoted as 5/1, 5*/1, and 1*/1). With the help of
topology control, the proposed method has higher coverage rate in comparison of the
deployment method without topology control. It can be found lower deployment ratio
can achieve higher coverage rate with the help of more high-end nodes. In addition,
the reduction of deployment cost is significant for the deployment method with topol-
ogy control. When deployment ratio is 5:1, it has higher coverage rate and lower
deployment cost than the deployment method without topology control under the
same deployment ratio.
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Test Case II is the coverage rate and deployment cost under different ratio of the
communication/sensing range between Ny and Ny (Ry : R;), where Rcy @ Rsy = Rey :
Rg; = 1.5:1, and deployment ratio of Ny and N, is fixed to 5:1. Other configurations
are identical to the Test Case I. Figure 7 and Figure 8§ are experiment results. If Ry
/R, = 1, it can be regarded as homogeneous deployment since both Ny and N, have
the same communication and sensing range. With the help of high-end sensor nodes,
the heterogeneous deployment can get higher coverage rate, but the homogeneous
deployment has lower deployment cost. The deployment method without topology
control still has higher deployment cost under the same ratio of Ry and R;.

Coverage rate vs. Ry/R, Deployment cost vs. Ry/R,
1
0.9
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207 | .
o 8
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© 05 ]
3 (&)
004 -
0.3 .‘O sehe- 27
——1
02 % --O--1*
0.1
60 120 180 240 300 360 60 120 180 240 300 360
Total deployed nodes Total deployed nodes
Fig. 7. Coverage rate of Test Case II Fig. 8. Deployment cost of Test Case II

6 Conclusions

In this paper, we propose a heterogeneous WSN deployment method based on irregu-
lar sensor model. It aims to deal with the deployment problem of heterogeneous sen-
sor nodes with different communication and sensing range. In addition, an irregular
sensor model is proposed to approximate the behavior of sensor nodes. The deploy-
ment process is starting from sink node, and new nodes are deployed to the region
centered with it. In neighbor-info collection step, the information of adjacent sensor
nodes is used to decide the deployment ratio of different types of sensor nodes. In the
scoring step, a scoring mechanism based on the irregular sensor model is applied to
candidate positions. At least, a new sensor node is placed to the position with the
most coverage gains while maintaining the communication connectivity to center
node. Above process is running repeatedly until all eligible sensor nodes are
processed.
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According to experiment results, the proposed method can achieve higher coverage
rate under the same deployable sensor nodes. Besides, the deployment cost is much
lower with different configurations of sensor nodes. In the future work, a sensor node
model considering environmental factors and individual behavior is needed. Besides,
considering the interactions between different types of sensors is important. At least,
the proposed method will be extended as the topology control protocol for heteroge-
neous WSN.
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Abstract. Wireless sensor networks consist of sensor nodes that are de-
ployed in a large area and collect information from a sensor field. Since
the nodes have very limited energy resources, the energy consuming op-
erations such as data collection, transmission and reception must be kept
to a minimum. Low Energy Adaptive Clustering Hierarchy (LEACH) is
a cluster based communication protocol where cluster-heads (CH) are
used to collect data from the cluster nodes and transmit it to the remote
base station. In this paper we propose two extensions to LEACH. Firstly,
nodes are evenly distributed during the cluster formation process, this
is accomplished by merging multiple overlapping clusters. Secondly, in-
stead of each CH directly transmitting data to remote base station, it
will do so via a CH closer to the base station. This reduces transmission
energy of cluster heads. The combination of above extensions increases
the data gathering at base station to 60% for the same amount of sensor
nodes energy used in LEACH.

1 Introduction

Wireless sensor networks have become popular because of the advancement in
the area of low power electronics, radio frequency communication and due to the
desire to monitor the environment remotely with minimum human intervention.
A large number of sensors can be deployed to form a self-organising network to
sense the environment and gather information. A sensor can be data driven or
event driven in nature and a network may be static or dynamic [IJ.

Sensor networks can be used in various applications ranging from military
to domestic. Sensors can be deployed in an inhospitable condition for moni-
toring purposes, in a forest for monitoring the animal movement or as early
fire detection systems. Sensor networks are used to improve the learning skill
in kindergarten [2], environment and habitat monitoring and also to measure
tension in a mechanical bolt [3].

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 8999] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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Low Energy Adaptive Clustering Hierarchy (LEACH), which was first pre-
sented in [], is an application specific communication protocol based on cluster-
ing of sensor nodes. The main idea behind LEACH is that sensor nodes located
close to each other will have a high correlation in their measured data so that
it is not necessary for each node to communicate with the base station. Nodes
form clusters by grouping neighbouring nodes. Each cluster has a cluster-head
whose tasks are to collect data from other cluster members, aggregate and send
aggregated data to base station.

In LEACH, cluster-head will consume more energy than its member nodes.
Therefore, the CHs are rotated after a fixed amount of time called rounds. Each
round consists of two phases: the setup phase where the clusters are formed,
and the steady-state phase where the actual sensing and communication takes
place. The cluster-head election process takes place in a setup phase to determine
K cluster-heads in a network but, it does not guarantee K cluster-heads. Fur-
thermore, cluster-heads are selected randomly based on the probability given in
Equation[Il where N is the number of sensor nodes in a network, k is the number
of CHs required and r is the number of rounds passed. The Equation [l increases
the chance that cluster-heads are not distributed uniformly in a network. Due
to above reasons there will be uneven cluster sizes and uneven distribution of
cluster-heads in a network . All this leads to rapid energy dissipation. In this
paper, the concept of merging of cluster-heads, which are in close proximity, is
introduced. In LEACH, each cluster-head transmit the aggregated data to the
base station. The base station is generally located far away from the network.
This increases the energy dissipation in CHs. Instead of each CH directly trans-
mitting to base station, a CH closest to the base station transmits aggregated
data from all the CHs. Thus, reducing the energy dissipation of other cluster-
heads. The combination of these two extensions improves the life span of the
network. The first extension is named LEACHM (LEACH-Merging) and due
to 2-hop communication to base station, the combination of first and second
extension is called 2-Level LEACHM.

! 1
; 1)

k i _
R(t) _ ) N—k(rmod%) - Ci (t) =
0 G

There are few algorithms proposed and showed improvements to the LEACH pro-
tocol. PEGASIS (Power-Efficient Gathering in Sensor Information Systems) [5]
is a chain based data gathering protocol, where only one node transmits to the
base station. In this protocol the distance each node transmits is less than the
distance a node transmits in LEACH. However, this is a greedy based algorithm
with assumption that all nodes have global knowledge of the network. In [6],
the same authors proposed two new protocols: chain-based binary scheme with
CDMA (Code Division Multiple Access) nodes and a chain-based 3-level scheme
with non-CDMA nodes other than PEGASIS to reduce energy x delay to gather
data in sensor networks. Each protocol shows improvement over LEACH based
on the percentage of nodes dying for different network sizes. However, none of
the above protocols are cluster based and they may not give a consistent result
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for a randomly distributed varying population of the sensor network. This is
due to greedy approach used to find the nearest neighbour to form a chain. The
assumption that all the nodes have a global knowledge about the network is
difficult to realise because of node capacity and density of a network. There are
few centralised approaches to form clusters [7] based on []]. The authors in [9]
have successfully developed a centralised protocol superior to LEACH. However,
we are not considering the centralised approach in our work. We want nodes to
decide among themselves to form clusters and identify CHs.

The rest of the paper is organised as follows. Section ] describes the moti-
vation for the uniform cluster-head distribution and proposes a cluster merging
technique as an extension to the setup phase. In section 3], 2-level LEACHM is
proposed to transmit data by a single CH (master-cluster-head) to the base sta-
tion. In section Ml we are providing experimental results comparing the LEACH
protocol with LEACH-M and 2-level LEACHM. Finally, we conclude the paper
in section

2 Uniform Cluster-Head Distribution

Efficient communication protocols for sensor networks are important to keep the
communication energy usage as low as possible to increase the system lifetime.
Therefore, it is important to consider every aspect of the total energy usage.
Since the cluster-head consumes more energy, it is reasonable to try to decrease
the energy spent in these nodes. From the energy model that is used in LEACH
[10], the energy dissipated in a cluster-head node during a single frame is:

Ecr = Erpcv(b,m) + Eaga(b,m) + Eps(d} ps), (2)

where b is the number of data bits sent by each cluster member, m is the average
number of nodes per cluster (]Z ), Ergcv is the energy used for reception of data
from cluster members, Fagqg is the energy used for data aggregation, Fpg is
the energy used for delivering results to base station and d;,ps is the distance
to base station. The behaviour of these three components against the change of
distance to the base station is shown in Figure [Il

In cases where the base station is in the range of 7bm to 160m away from the
network from (Figure[Il), it can be concluded that most of the energy is dissipated
while receiving data from the cluster members. The transmission energy increases
as the base station is moved further away from the sensor field.

In order to optimise the consumption of reception energy Erpcov, its depen-
dencies on the system parameters must be known. Reception energy is computed

based on Equation [Bl

N

Erecv = bFejec . (3)

where b, N and F.j.. (radio amplifier energy) would have constant value. The k
is the only value varies frequently because the number of cluster-members varies
in each round. Thus, k& has more influence on Equation Bl
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Fig. 1. Energy dissipated at cluster-head node during one LEACH round versus dis-
tance to base station

The assumption in [I0] that a node can be a cluster-head at least once in its
lifetime is valid only for an exact number of k cluster-head nodes. Since it is
also possible that there are less than k cluster-head nodes in certain rounds, this
leads to many nodes may have died before completing the first round of being a
cluster-head. Thus, it is necessary to maintain balanced cluster sizes such that
all nodes become cluster-head at least once in their lifetime.

2.1 Cluster Merging

A first approach in extending the cluster-head’s lifetime was proposed in [I1].
Even though these improvements guarantee the most powerful nodes to be elected
as cluster-heads, the network may suffer from a malformed cluster in the initial
stage. Since all nodes start at the same level of energy Fgiq,t, no preference can
be achieved because the term is very close to unity in the initial few rounds.

En current (4)

En max

In order to increase the probability of the survival of the first round of a node
being a cluster-head, it is necessary to avoid large clusters.Clusters being too
large are resulted due to the following reasons:

1. Less than k£ nodes elected themselves to be cluster-heads thus resulting in
large clusters covering the entire network.

2. The number of elected cluster-head nodes is at least k, but the cluster-heads
are distributed in an uneven way as shown in Figure @] (for example, the
cluster-heads 3 and 4 are too close).

To avoid reason (2) the status of being a cluster-head is not declared until
the end of the setup phase. In addition, another negotiation stage is introduced
right after the cluster-head election. The nodes that have elected themselves to
be cluster-heads in the initial election phase are now called cluster-head aspirants
(CHA) because their status may change in the negotiation phase.
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A

Fig. 2. Even if there are exactly k clusters Fig.3. Three cluster-head aspirants and
(k = 5), there is no guarantee that the clus- their AOIs

ter sizes are balanced. (The framed nodes

indicate the cluster-heads).

In the new negotiation phase, a small I-AM-HERE message is broadcasted by
each cluster-head aspirant to the others. Since a node can only be set to receive
or transmit mode at a given time, this broadcast has to be accomplished within
a TDMA frame, which has as many slots as number of nodes in the network.
Each node is assigned a slot by means of its node ID. The TDMA frame length
scales linearly by the network size. Each node transmit little amount of data
(Table [ ), which is not a burden. The I-AM-HERFE message only contains the
information depicted in Table [l This message does not need to broadcast at
maximum transmitting power. It is sufficient to reach all cluster-head aspirants
in a special circumference with radius r. This area is called the area of interest
(AOI) of the cluster-head aspirant and specifies its territory ideally not shared
with another CHA, even though some overlap may be tolerated.

Table 1. Layout of I-AM-HERFE message

Sender ID
Sender’s energy level

As stated above it may occur that in case of cluster-head aspirants being
located too close, these areas may overlap. In this case both clusters should be
merged into one cluster. We illustrate this in Figure[3l Each cluster-head aspirant
CHA,; (having E; energy) determines the energy E™** of the most powerful
cluster-head aspirant in its AOI The future state of the cluster-head aspirant
CHA; is defined by the following policy: If E/"** > E; then C'HA; abandons
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Table 2. Energy values for CHA nodes, Example 1

CHA Energy left

A 5
B 1
C 3

the cluster-head role and becomes a non-cluster-head node. Otherwise, C'H A;
remains in its role and advances to become a proper cluster-head node. In case
of a tie, a CHA chooses its cluster-head state randomly.

This decision is done independently by all potential cluster-head nodes. We
assume the nodes A, B and C' from Figure [B] have the energy levels as shown in
Table 2l After the broadcast, the knowledge of each node is as follows:

— A with the energy of 5 units, knows about B in its AOI with the energy of
1 unit.

— B with the energy of 1 unit, knows about A and C having energy levels of
5 and 3 units, respectively.

— (' with the energy of 3 units, knows about B in its AOI with the energy of
1 unit.

The following decisions are made:

— Node A changes its status from CHA to cluster-head, since the only other
cluster-head aspirant known (B) has less than 5 units left.

— Node B becomes a non-cluster-head node since all other cluster-head aspi-
rants known to it (A and C) have more energy left.

— Node C' changes its status from CHA to cluster-head, since the only other
cluster-head aspirant known (B) has less than 3 units left.

Thus, the number of cluster-head nodes located in AOI of each other can be
reduced. If n cluster-head aspirants know each other then exactly one node will
remain as a cluster-head, thus avoiding the overlap.

The proposed method will distribute nodes evenly among clusters. However,
there should be enough cluster-heads to cover all nodes in a sensor field. This
problem can be solved by increasing the value of ‘k’ in Equation [Il This also
reduces the disadvantage of having less CH nodes.

3 2-Level LEACHM

The steady phase happens once the set-up phase finished in the LEACH proto-
col. In steady phase, data is transmitted to the base-station. If the base-station is
located far away from the sensor field, it is more likely that the transmission dis-
tance from all the cluster-heads to base station is greater than de,ossover [L0]. The
derossover ( d = transmission distance) is the critical distance between transmit-
ter and receiver. The critical value is 86.2 m based on the channel propagation
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Fig. 4. The number of data packets reached to the base station located at (50,175)
against the number of rounds

model used in [I0]. If transmission distance is greater than derossover the en-
ergy dissipation is proportional to d* else it is d?. Therefore, it is important for
transmission to be proportional to d?. However, when base station is located
remotely, which is the case for majority of applications, nodes will dissipate en-
ergy proportional to d*. To improve the lifetime of a network, number of nodes
dissipating energy proportional to d* should be minimum.

To minimise the transmission distance of cluster-heads, only master-cluster-
head transmits data to remote base station. Here, the assumption is that each
sensor knows the distance and direction of the base-station. It is a logical as-
sumption where all sensors are static once they are deployed and the base station
is also static. Once, the sensors are deployed, the base-station will broadcast a
beacon to the sensor field thus, all sensors know the distance of the base station
from them.

3.1 Master Cluster-Head Determination

After cluster-heads are elected, each of them will broadcast a message (MSG-
MCH) using non-persistent carrier sense multiple Access (CSMA) protocol. The
message consists of node’s ID and its distance from the base-station (Table [3]).
This message will be broadcasted to reach all cluster-heads. Once each cluster-
head receives all other cluster-heads information, they decide by themselves the
master-cluster-head. The cluster-head closest to the base-station is determined as
master-cluster-head. After CHs get a frame of data from its members they will
transmit an aggregated data to the master-cluster-head using carrier sense mul-
tiple access (CSMA) approach. The master-cluster-head waits for data from all

Table 3. the format of the MSG-MCH message broadcast by each cluster-head

Node ID
BS distance from node
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Fig. 5. The graph shows the energy consumption for number of data received. 2-Level
LEACHM received more data spending lesser energy than LEACH and LEACHM. The
BS is located at (50,175), outside the network.

cluster-heads before it transmits an aggregated data to the base-station. There-
fore, except master-cluster-head all other CHs transmit short distance to save
transmission energy. The main motivation is to reduce the energy dissipation of
cluster-heads to the magnitude of d? instead of d* barring, master-cluster-head.

4 Simulation Results and Analysis

The simulation tool is developed in C++ to evaluate the LEACH protocol and
new proposal presented in this paper. The simulation setup, electronics param-
eters and energy model used in the simulation is similar to [I0]. The basic
characteristics of the network setup is given in Table [ In LEACH-M, dur-
ing the cluster-head election process, nodes selected using Equation [ are called
potential-cluster-heads. Potential-cluster-heads decide among themselves as dis-
cussed in section 2l to become a cluster-head or non-cluster-head. The advantage
of negotiation phase of potential-cluster-heads is that the cluster-heads will be
distributed evenly in a network, which, LEACH fails. In the simulation, the
overhead energy involved for the negotiation phase is also considered. Since the
size of data broadcast is small (4 bytes) the energy spent to transmit 4 bytes of
data with maximum power to reduce hidden terminal problem is 16.44u.J. This
energy is spent once in every round. The proposed improvement to the LEACH
protocol can be seen from the results in Figuredl The 2-Level LEACHM gathers

Table 4. Network setup for simulation

No. of nodes 100
Area of the sensor field 100m x 100m
Base station location (50,175)
Data size 500 bytes

Initial energy of each node 2J
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energy efficient then LEACH.

60% more data packets than LEACH and about 40% more than LEACHM. The
improvement is mainly due to the even distribution of cluster-heads in a network
and d? power dissipation for most CHs except master-cluster-head, which dissi-
pate d* most of the times. Figure [l shows the simulation results for the energy
dissipation to number of data packet received. The 2-Level LEACHM transmits
60% more data packets than LEACH and 35% more data packets than LEACHM
for the same amount of energy consumed.

Finally, we compare the cluster formation in LEACH and LEACHM in Fig-
ure [@ (the comparison is only between LEACH and LEACHM because 2-Level
LEACHM has similar cluster formation as LEACHM). The results in Figure 4.4
of [10] shows that the LEACH is most energy-efficient when clusters are between
3 and 5. In Figure[Gl LEACHM form clusters 60% of times between 3 and 5 when
compare to 30% in LEACH. This proves that the clusters are more uniform and
efficient in LEACHM. This is the main reason for LEACHM to perform better
than LEACH. Figure [0 shows that LEACHM has more occurrences of clusters
between 3 and 5 than LEACH. Overall results prove that LEACHM and 2-Level
LEACHM perform better than LEACH.

4.1 Sensitivity Analysis of LEACHM

In this section we analyse the sensitivity of Area of Interest (AOI) in LEACHM.
From Equation 4.22 of [I0] the expected distance between nodes to a cluster-head
is given by:
1 M?

Eld? opyl = 5
(Bl = 5 (5)
In the above equation the distance between the cluster-head and nodes varies
with the number of cluster-heads (k). From Figure 4.4 in [I0], the energy is least
dissipated when number of clusters are between 3 and 5. Therefore, we vary
the number of clusters from 3 to 5 to find how LEACHM works. We conduct
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this experiments by simulating LEACHM with area of interest (AOI) of 18m
for 5 clusters, 20m for 4 clusters and 23m for 3 clusters. All the AOIs can be
calculated by substituting number of clusters to k in Equation Bl The result
given in Figure [§ shows that network with clusterheads of 20m radius transmit
more data to the base station.

5 Conclusion

The main focus of this paper was to improve the performance of LEACH. Based
on the performance criteria considered the improvement is about 60%. The im-
provement was possible due to the even distribution of clusters in the setup
phase and in the steady phase, instead of every cluster-heads transmitting data
to base station, only master-cluster-head transmits aggregated data of all CHs.
This reduces the transmission energy and further improves the performance of
the protocol.
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Abstract. Due to the high availability of the Internet, many large cross-
organization collaboration projects, such as SourceForge, grid systems etc.,
have emerged. One of the fundamental requirements of these collaboration
efforts is a storage system to store and exchange data. This storage system must
be highly scalable and can efficiently aggregate the storage resources
contributed by the participating organizations to deliver good performance for
users. In this paper, we propose a storage system, Collaborative File Repository
(CFR), for large scale collaboration projects. CFR uses peer-to-peer techniques
to achieve scalability, efficiency, and ease of management. In CFR, storage
nodes contributed by the participating organizations are partitioned according to
geographical regions. Files stored in CFR are automatically replicated to all
regions. Furthermore, popular files are duplicated to other storage nodes of the
same region. By doing so, data transfers between users and storage nodes are
confined within their regions and transfer efficiency is enhanced. Experiments
show that our replication can achieve high efficiency with a small number of
duplicates.

Keywords: peer-to-peer, storage system, Coupon Collection Problem, CFR.

1 Introduction

The exploding growth of the Internet has enabled organizations across the globe to
share resources and collaborate in large scale projects such as SourceForge [21],
SEEK][20], and grid systems [1] [5] [11] [25], etc. One of the most fundamental
needs of these types of projects is a platform to store and exchange data. A storage
system is needed for keeping and distributing the large amounts of source codes,
programs, and documentations. To construct such a storage system, machines
contributed by volunteering organizations are used to store and mirror the generated
data. How to build a scalable and efficient storage system to aggregate the resources
contributed by the participating organizations has been an active research issue.

The peer-to-peer computing has received much attention in the past few years.
Pioneering applications such as Napster [16] and KaZaA [9] offered platforms for
users to easily exchange files without a centralized storage. The second generation of

* Corresponding author.

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 100— 2007.
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peer-to-peer storage systems [2] [10] [15] [18], mostly built on top of structured
routing schemes [19][22], further provide mechanisms to guarantee on object
location, and adopt more sophisticated replication and caching schemes.

The benefits of peer-to-peer techniques include scalability, fault tolerance,
resource sharing, and load balancing among the participating machines. These
appealing properties closely match the requirements of storage systems used in large
scale collaboration projects mentioned above.

In this paper, we propose a scalable, loosely coupled, and efficient storage system,
Cooperative File Repository (CFR), for large scale collaboration projects. The CFR
consists of two modules, overlay management and file management modules. The
overlay management module maintains connectivity between the participating nodes
using a two-layer overlay network. The file management module provides an
interface for users to access CFR and manages the files stored in CFR. Replicas are
automatically created for all files stored in CFR. Caching is employed to further
enhance performance. CFR achieves scalability by incorporating peer-to-peer
techniques to aggregate the contributed storage nodes. Efficiency is achieved by
exploiting the geographic locality of the storage nodes. Using the region overlay,
CFR can replicate files to storage nodes in all geographic areas.

To evaluate the performance of CFR, both simulation analysis and experimental
test are conducted. Simulation results verify that our proposed caching scheme can
effectively reduce the average download time compared to the one without caching
scheme. For the experimental test, we implement CFR on Taiwan UniGrid [25].
Different region configurations are implemented and the top 10 download files from
the SourceForge site are used as the test data set. The experimental result shows that
the downloading time of the 4-region configuration is almost 3 times faster than that
of the 1-region configuration, that is, the region concept of CFR can enhance the
performance of file downloading.

The remainder of this paper is organized as follows. In Section 2, we discuss
various systems that are related to our system. In Section 3 we briefly describe the
system overview of our CFR. In Sections 4 and 5, we introduce the overlay
management and file management of CFR, respectively. The simulation results are
presented in Section 6. In Section 7, we perform the experimental test on Taiwan
UniGrid.

2 Related Work

Many peer-to-peer data storage systems have been proposed in the past, and there are
quite a few papers on comparisons of various peer-to-peer file sharing/storage
applications published [6] [7]. CFS [2] is a Unix-style read only file system layered
on top of the Chord [22] [23] protocol. A DHash layer lies between the file system
and Chord to handle block management. OceanStore [10] is a persistent wide-area
transactional storage, layered on top of its own probabilistic routing protocol.
OceanStore applies erasure coding to files, splitting them into multiple blocks, to
achieve robustness. PAST [18] is a large scale persistent storage system layered on
the Pastry [19] protocol. PAST can be layered on other routing protocols with some
loss of locality and fault resilience properties. All of the storage systems mentioned
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above create replicas to the files or blocks stored in the system and employ caching.
IVY [15] is a log-based file system that supports concurrent write operations. IVY,
like CFS, uses Dhash to store the logs. Kelips [4] is a file system layered on its own
routing scheme with O(1) lookup time. The fast lookup, however, comes at the cost
of larger memory usage and background communication overhead.

CFR shares many similarities with PAST. Like PAST, CFR stores and replicates
whole files, and is not bounded to a specific routing scheme. Unlike PAST, we do not
rely on the underlying routing protocol to take locality into consideration. Our system
partitions the participating nodes into groups, like Kelips, but uses different partition
scheme. Kelips uses hashing to determine the group of a node while ours is based on
geographic locality.

Many past works have proposed different ideas of using hierarchical multiple ring
topologies in overlay networks. HIERAS [26] and [14] are both routing schemes that
adopt this topology. In [14], the participating peers are organized into multiple layers
of rings with separate identifier spaces to reflect administrative domains and
connectivity constraints. Boundary Chord [8] is a replica location mechanism used in
grid environments. Boundary Chord adopts a two-layer multiple ring topology to
group nodes according to logical domains. In comparison with these systems, CFR
adopts a two-layer hierarchy of multiple rings.

3 System Overview

Figure 1 shows the system architecture of CFR and the functions offered by the
system components. The CFR system consists of two modules: Overlay Management
Module (OMM) and File Management Module (FMM).

CFR System Architecture

File Management Module (FMM’

User Interface Component (UIC’

( put ) del 1 get )

File Duplication Component (FDC’

[ getPermsI getTransI putRepli caIputTransi emI removeRepIicaj

Overlay Management Module (OMM’

Region Overlay Management Component (ROMC’

[ getRegionTableEntry ]

Base Overlay Management Component (BOMC’

[ cheighborI ccheighborI IocateStorageNodeI stabilization]

Fig. 1. The system architecture of CFR

OMM is responsible for maintaining connectivity between the participating storage
nodes using a two-layer overlay network. The two-layer overlay network consists of
two overlays, the base overlay and the region overlay. These two overlays are
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maintained by the Base Overlay Management Component (BOMC) and Region
Overlay Management Component (ROMC), respectively. ROMC maintains the
required routing information in a data structure called the region table.

FMM is used for providing functions that are related to files in CFR. FMM
consists of two components: the User Interface Component (UIC) and the File
Duplication Component (FDC). UIC provides an interface for users to access the files
which are stored in CFR. Duplications of files in CFR are automatically created in
order to enhance performance and increase availability. The File Duplication
Component (FDC) is responsible for creating the duplications.

4 The Overlay Management of CFR

In this section, we will describe the overlay management of CFR. It can be divided
into the base overlay and the region overlay.

4.1 The Base Overlay

The purpose of the base overlay is to route messages between any two storage nodes
in the system. The base overlay is constructed and maintained by BOMC. In the base
overlay, each participating storage node has a node ID that is obtained by hashing the
IP address of the node using a consistent hash function, such as SHA-1 [3] or MD5
[17]. Using this method, participating storage nodes are organized as a ring, the base
ring, according to their IDs.

4.2 The Region Overlay

4.2.1 Regions

The basic concept of region is inspired by mirroring scheme on the internet such as
SourceForge. User usually can choose a server to download file according to their
own geographic locality to achieve efficient downloading. Therefore, the geographic
locality can be interpreted as network locality in two end hosts connected to the
Internet. In [24], it is shown that topology of the Internet today obeys the Power Law
and consists of several dense autonomous system clusters.

We adopt a model to capture the scenario that we mentioned above. We assume
that the connection between two participants (storage nodes or users) of CFR is
efficient if they are in the same geographic area. In our model, all storage nodes and
users, both end hosts in the Internet, are partitioned into disjoint sets called regions.
We assume that the partition reflects geographic locality.

4.2.2 Construct and Maintain the Region Overlay

Constructing the region overlay can allow the participating storage nodes to contact
other storage nodes that are in different regions quickly. This ability aids the file
duplication procedures to select target storage nodes to replicate desired files. Details
of the file duplication procedures are described in Section 5.
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Fig. 2. (a). An example of region overlay with 3 regions. (b). An example of the join process.

We now describe the construction and maintenance procedures of ROMC. First we
will introduce some terms and variables that will be used. R denotes the total number
of regions in the system. Nodes that belong to the same region are called locals of
each other. Nodes that belong to different regions are called contacts of each other. A
link is an ID-to-address mapping, used to convert node ID to actual network address.
Links that point to locals are called local links. Links that point to contacts are called
contact links. Links that are required to form the region overlay which are stored in
the region table of the participating nodes.

To form the region overlay, each node stores and maintains R links in their region
tables. The local links in the region table of each node connect nodes from the same
region into a ring, called the region ring. The region overlay is essentially made up of
R interconnected region rings. Figure 2(a) shows a system with 3 regions. Storage
node 9 stores and maintains 3 links in its region table. A local link points to the
clockwise neighbor in its region ring, node 13. Two contact links point to the closest
contacts from the remaining two regions in the base ring, nodes 11 and 22,
respectively.

A node constructs its region table when it first joins the system, and maintains its
region table throughout its lifetime in the system.

Figure 2(b) shows an example of the join process. In Figure 2(b), storage node 10
joins the system. As shown on top of Figure 2(b) all storage nodes between storage
node 9 and storage node 67 have a link to storage node 22 before storage node 10
joins. The region table of storage node 9 contains links to storage nodes 11, 13, and
22. After storage node 10 joins, all nodes between storage node 9 and storage 67 are
affected. As shown on the bottom of Figure 2(b), the region table of storage node 10
contains links to storage nodes 11, 13, and 22. These links are obtained from storage
node 9. All the links that point to storage node 22 are modified to point to storage
node 9.
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5 The File Management of CFR

In this section, we give detailed descriptions of file management procedures in CFR.
Files that are stored in CFR can be classified into two types: permanent file, and
transient file. Permanent file will stay in the system until a remove operation is
performed on it. Each transient file has a lifetime to determine how long it can stay in
the system, and will be removed from the system when the system time exceeds its
lifetime. A permanent file is associated with a data structure called permanent table,
which contains all the necessary file management information about a permanent file.
Likewise, a transient file is associated with a transient table which contains the
necessary information about a transient file. The storage space of each storage node is
divided into to two areas: local and cache areas. Permanent files are stored in the
local areas of storage nodes, and transient files are stored in the cache areas.

Table 1. An example of a permanent table Table 2. An example of a transient table

filename App.tgz filename App.tgz
fileID 8 fileID 8
permNodes | 8 | 11 | 22 lifetime 50000
caches 24 | 50 path /opt/cfr/cache
hort 359
long 50
path /opt/cfr/local

Table 1 shows a permanent table. The filename and the fileID field record the
name of the file and the hash value of the filename. Each file will be replicated, and
the permNodes field records the storage nodes in different regions that store the
replicas when the caches field records the storage nodes in the same region that store
the replicas. The long and short fields record the long term and short term access rates
of that file, respectively. The path field stores the physical location of the file. Table 2
shows a transient table. The filename, fileID, and path fields are the same as the fields
in the permanent table. The lifetime field stores the lifetime of that transient file.

5.1 Insert Files and Create Duplicates in CFR

The put function provides by UIC allows users to insert files into CFR. In CFR, a file
will first be put to the node, n;, whose id is closest to fileID. After the first stage of
insertion is completed, node n; will replicate files to nodes in other regions according
to its contact link information.

Transient files are created for reducing the load of the storage nodes hosting
popular files as proposed in [12]. In order to cope with this phenomenon, we record
the long term download rate, in the scale of days, of each file in the long field of its
permanent tables. The transient file will be created when one of the download rates of
that file exceeds its threshold.
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Figure 3(a) shows an example of file insertion and duplication process. The file
App.tgz, which is the same file in Table 1, is inserted into a system with 3 regions.
Since the fileID of App.tz is 8, its home is storage node 9. Storage node 9 uses its
region table to create two replicas on storage nodes 11 and 22 according to the
described creation procedure.

Region A . ' l Region
:" ﬁ /@ ',:

O Storage Node Local Link ~ — — Contact Link D File

() (b)

Fig. 3. (a). An example of file insertion and duplication. (b). An example of file retrieval.

5.2 Retrieve and Remove Files in CFR

The get function provided by UIC allows users to retrieve files from CFR. To retrieve
a file f; from CFR, a user u; first finds the home of f;, n,. After ny, is found, u; invokes
the getPerms function on n, to find the list of storage nodes that stores f; as a
permanent file, and selects the storage node that belongs to the same region as herself.
Let this storage node be n,. u; invokes the getTrans function on 7, to obtain the list of
caches of f. u; then chooses a storage node from all the caches and n, with equal
probability. This will evenly distribute the requests among all the storage nodes that
stores f; or transient file of f; in the same region.

The remove operation is similar to the get operation. A user first invokes the del
function on the home of a file, n,,. n;, then finds all the storage nodes that store replicas
and transient file of that file from the permanent tables, and issues requests to remove
the files from their storage space. Figure 3(b) shows an example of the file retrieval
process.

5.3 Dealing with Storage Node Dynamics

To ensure users can always locate their desired files, dynamic storage nodes must be
considered. The addition of new storage nodes and the departure of existing storage
nodes will cause files to migrate to different homes. If no corresponding actions are
taken, future requests will be routed to their new homes and dropped because the new
homes are unaware of their existence. However, migration of all files from one
storage node to another will be very costly especially when the total size of files is
large. We use redirection to deal with these problems. A storage node can store only
the permanent table of a file and records a link to the storage node that store the actual
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file. This link is called a reference. References are created by storing links instead of
local paths in the path field of permanent tables.

A joining or leaving storage node will affect its clockwise neighbor in the base
ring. It will also affect the nodes between itself and the closest counter-clockwise
storage node in its region. In the case of join and voluntary departure, the affected
nodes will be notified. The affected nodes will first create references to deal with the
change of topology, and schedule physical file migration to be done in the future.

6 Simulation Results

To evaluate CFR, we implemented a simulator and performed several experiments to
further understand its behavior. All simulations were run on an IBM eServer,
equipped with two Intel(R) Xeon(TM) 2.40GHz CPUs and 1GB of memory. The OS
running on the eServer is Debian. The kernel version is 2.6.

6.1 Expected Number of Hops to Collect All Links

The objective of this experiment is to compare the average number of hops[13] to
obtain a complete set of R links to the derived expected number of hops. We would
also like to verify that the minimal average value appears when the population of
storage nodes in all regions is equal. We only show the results with two and three
regions. When the number of regions is larger than three, it is difficult to present the
results using graphs. However, all results show similar characteristics.
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Fig. 4. Average number of hops and the expected number of hops to obtain all links in a system
consisting of two regions and different number of storage nodes

Figure 4 shows the average number of hops in a system with two regions, with
different node proportions and storage node populations. The x-axis is the proportion
of the first region. We can see that all results are close to the expected value[13]. Note
that the larger storage node population, the closer the average is to the derived value.
This is because the distribution of nodes over the identifier space is more uniform as
the number of nodes increase. Also note that the lowest expected value and average
values occur at the point where the proportions of the nodes are equal (0.5), which
concurs with our derived result.
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6.2 Evaluation of File Management of CFR

The objective of next experiments is to evaluate the proposed replication strategy and
to compare the proposed strategy to PAST. The reason PAST is chosen is because it
shares most similarity with CFR. We use the download statistics from the “top 100
downloaded projects in 7 days” web page available from the SourceForge website.

Using this data, we simulated our replication strategy and compare it with the
replication strategy of PAST. The system consists of five hundred nodes. The average
download time of around 45000 downloads with varying number of replicas created
for each file inserted in both CFR and PAST, are shown in Figure 5(a). As shown in
the figure, download time decreases as the number of replicas created for both
systems. We can see that CFR achieves lower average download time than PAST
using the same number of replicas.
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Fig. 5. (a) The average download time of CFR versus PAST with different number of replicas.
(b). Comparisons the transfer time between with transient files and without transient files.

Next we evaluate the effect of creating transients on performance. In this
experiment, the setup is identical to the previous experiment. The result of the
experiment shows that the average download time is reduced to about one half when
transients are created. Figure 5(b) shows the comparisons the transfer time between
with transient files and without transient files.

As shown in Figure 5(b), the use of transient files effectively reduces transfer time.
With transient files, it has greatly reduced download time.

7 Experimental Results

To evaluate the real performance of CFR, we have implemented the CFR system on
Taiwan UniGrid [25]. The Taiwan UniGrid is a Grid platform for researchers in
Taiwan to do Grid related research. Currently, the platform contains about 30 sites.
We execute the CFR program on 12 sites in 4 cities of Taiwan as shown in Figure
6(a). Each site has 3 storage nodes. We select the top 10 download files, as shown in
Table 3, from the sourceforge.net [21] as our test data. To measure the performance of
CFR, we have 4 region configurations, 1, 2, 3, and 4, for these 12 sites. For the
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1-region configuration, all sites form a region. For the 2-region configuration, sites in
{Taipei, Hsinchu} and {Tainan, Kaoshiung} form a region, respectively. For the 3-
region configuration, sites in {Taipei}, {Hsinchu}, and {Tainan, Kaoshiung} form a
region, respectively. For the 4-region configuration, sites in each city form a region.
For each region configuration, a download program is executed in each site to
randomly decide whether a client needs to download a particular program or not.

Table 3. Top 10 downloads from sourcesforge.net

Filename Size (bytes)
7-Zip_Portable_4.42_R2.paf.exe 1193218
72443 .exe 862846
aresregular195_installer.exe 1253674
audacity-win-1.2.6.exe 2228534
Azureus_2.5.0.0_Win32.setup.exe 8799656
DCPlusPlus-0.698.exe 3836577
eMule0.47c-Installer.exe 3534076
eMulePlus-1.2a.Binary.zip 3047952
gimp-2.3.12-i1586-setup.zip 14267302
Shareaza_2.2.3.0.exe 4366779
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Fig. 6. (a) Testbed map of CFR in TANET of Taiwan. (b) The average downloading time
against region number.

Figure 6(b) shows the average downloading time against the region number. From
Figure 6(b), we observe that the overall downloading time goes down while the
number of regions increases. Since the region partitioning exploits the geographical
relationships of sites, the experimental result also shows that the downloading time of
the 4-region configuration is almost 3 times faster than that of the 1-region
configuration.
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8 Conclusions and Future Work

In this paper, we have proposed a scalable, loosely coupled, and efficient storage
system, Cooperative File Repository (CFR), for large scale collaboration projects. The
main concept of CFR is to use peer-to-peer techniques to achieve scalability, use a
two-layer hierarchy managing participating organizations to eliminate centralized
administration authority, and use the geographic locality of the storage nodes and
caching mechanism to achieve the efficiency. The simulation and experimental results
confirm that CFR can achieve those goals mentioned above.

From the simulation results, we observe that the CFR can produce the best
performance when all regions have the same number of storage nodes. In real
situation, the number of storage nodes of regions may not be equal. How to
dynamically combine small regions to one larger region or split one larger region to
small regions such that each region has approximate the same number of storages
node to keep CFR remain efficient is an important issue for the future study.
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Abstract. Sensor network deployment and its maintenance are very challenging
due to hostile and unpredictable nature of environments. The field coverage of a
wireless sensor network (WSN) can be enhanced and consequently network
lifetime can be prolonged by optimizing the sensor deployment with a finite
number of sensors. In this paper, we propose an energy-efficient fuzzy optimi-
zation algorithm (EFOA) for movement assisted self-deployment of sensor
networks based on three descriptors — energy, concentration and distance to
neighbors. The movement of each sensor node is assumed relatively limited to
further reduce energy consumption. The existing next-step move direction for-
mulas are improved to be more realistic. We also propose a network mainte-
nance strategy in the post-deployment phase based on the sensor node impor-
tance level ranking. Simulation results show that our approach not only
achieves fast and stable deployment but also greatly improves the network cov-
erage and energy efficiency as well as prolongs the lifetime.

Keywords: Sensor networks, fuzzy logic, deployment, mobility, coverage.

1 Introduction

Sensor networks which are composed of tiny and resource constrained computing
devices, have been widely deployed for monitoring and controlling applications in
physical environments [1]. Due to the unfamiliar nature of such environments, de-
ployment and maintenance of sensor networks has become a challenging problem and
has received considerable attention recently.

Some of the work [2], [3], [4] assume that the environment is sufficiently known
and under control. However, when the environment is unknown or inhospitable such
as remote inaccessible areas, disaster fields and toxic urban regions, sensor deploy-
ment cannot be performed manually. To scatter sensors by aircraft is one of the possi-
ble solutions. However, using this scheme, the actual landing position cannot be
predicted due to the existence of wind and obstacles such as trees and buildings. Con-
sequently, the coverage may not be able to satisfy the application requirements. Some
researchers suggest simply deploying large amount of static sensors to increase cover-
age; however it often ends up harming the performance of the network [5].Moreover,
in many cases, such as during in-building toxic-leaks detection [6], chemical sensors
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must be placed inside a building from the entrance of the building. In such cases, it is
necessary to take advantage of mobile sensors, which can move to the appropriate
places to provide the required coverage.

To address this issue, a class of work has recently appeared where mobility of sen-
sors is utilized to achieve desired deployment [7], [8], [9], [10], [11], [12]. Typically
in such works, the sensors detect lack of desired deployment objectives such as cov-
erage holes, estimate new locations, and move to the resulting locations. For example,
in [9], the authors present the virtual force algorithm (VFA) as a new approach for
sensor deployment to improve the sensor field coverage after an initial random
placement of sensor nodes. The cluster head (CH) executes the VFA algorithm to find
new locations for sensors to enhance the overall coverage. However none of the
above work can well handle the random movement and unpredictable oscillation in
deployment. In [13], fuzzy logic theory is applied to handle the uncertainty in sensor
network deployment problem. Their approach achieve fast and relatively stable de-
ployment and increase the field coverage as well as communication quality. However,
their fuzzy inference system has only two antecedents, number of neighbors of each
sensor and average Euclidean distance between sensor node and its neighbors, with-
out energy consumption considered at all, which is one of the most critical issues in
sensor networks.

In this paper, our contribution relies on the two propose strategies. The first is an
energy-efficient fuzzy optimization algorithm (EFOA) for movement assisted self-
deployment of sensor networks. It outperforms [13] in three aspects. The first is that
we take the energy level of sensor node as one of the antecedents in fuzzy rules; the
second is that the mobility of sensor nodes is set to be relatively limited, i.e., the
movement distance is bounded by communication range, so that energy consumption
can be further reduced; the last is represented by the more realistic next-step moving
direction equations we derived. The second strategy we propose for network mainte-
nance in the post-deployment phase is based on the derived sensor node importance
level ranking.

The rest of the paper is organized as follows. Section 2 briefly introduces the
overview of fuzzy logic system and preliminaries. In section 3 the Energy-efficient
Fuzzy Optimization Algorithm (EFOA) is explained in detail for mobile nodes de-
ployment design. In section 4 network maintenance strategy is proposed based on
sensor node importance ranking. Simulation and performance evaluations of this
work are presented in Section 5. We conclude with a summary and discuss future
work in Section 6.

2 Technical Preliminaries

2.1 Fuzzy Logic Systems

The model of fuzzy logic system consists of a fuzzifier, fuzzy rules, fuzzy inference
engine, and a defuzzifier. We have used the most commonly used fuzzy inference
technique called Mamdani Method [14] due to its simplicity.
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The process is performed in four steps:

1) Fuzzification of the input variables energy, concentration and average distance to
neighbors - taking the crisp inputs from each of these and determining the degree
to which these inputs belong to each of the appropriate fuzzy sets.

2) Rule evaluation - taking and applying the fuzzified inputs to the antecedents of the
fuzzy rules. It is then applied to the consequent membership function.

3) Aggregation of the rule outputs - the process of unification of the outputs of all
rules.

4) Defuzzification - the input for the defuzzification process is the aggregate output
fuzzy set moving distance and the output is a single crisp number.

Information flows through the fuzzy inference diagram as shown in Figure 1.

—

1.If a then

nd
2.1f and | then

.
:
5

Fig. 1. Fuzzy inference diagram

2.2 Coverage

Generally, coverage can be considered as the measure of quality of service of a sensor
network. In this paper, coverage [10] is defined as the ratio of the union of areas cov-
ered by each node and the area of the entire Region of Interest (ROI), as shown in Eq.
(1), and binary sensing model [10] is adopted. Here, the covered area of each node is
defined as the circular area within its sensing radius. Perfect detection of all interest-
ing events in the covered area is assumed.

C ="t (M

where

A; is the area covered by the i node;
N is the total number of nodes;
A stands for the area of the ROI.

In order to prevent recalculating the overlapped area, the coverage here is calcu-
lated using Monte Carlo method by creating a uniform grid in the ROI [11]. All the
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grid points being located in the sensing area are labeled 1 otherwise 0, depending on
whether the Euclidean distance between each grid point and the sensor node is longer
or shorter than sensing radius. Then the coverage can be approximated by the ratio of
the summation of ones to the total number of the grid points.

If a node is located well inside the ROI, its complete coverage area will lie within
the ROL. In this case, the full area of that circle is included in the covered region. If a
node is located near the boundary of the ROI, then only the part of the ROI covered
by that node is included in the computation.

3 Proposed Deployment Approach: EFOA

3.1 Assumptions and Model

Let G(V, E) be the graph defined on V with edges uv €E iff uv < R. Here uv is the
Euclidean distance between nodes u# and v, R is the communication range. A sensor
can detect any event within its sensing range r. Two sensors within R can communi-
cate with each other. Neighbors of a sensor are nodes within its communication range.
Detection and communication is modeled as a circle on the 2-D sensor field.

According to the radio energy dissipation model, in order to achieve an acceptable
Signal-to-Noise Ratio (SNR) in transmitting an / bit message over a distance d, the
energy expended by the radio is given by [15]:

IE, +le,d> ifd<d
o e )
IE,, +lg,d* if d>d,

elec

where E,. is the energy dissipated per bit to run the transmitter or the receiver circuit,

€, and €

up are amplifier constants, and d is the distance between the sender and the

receiver. By equating the two expressions at d=dy, we have d = /e €y - Here we

set electronics energy as E,,.=50nJ/bit, whereas the amplifier constant, is taken as
Ep =10pJ/bit/m’, E,p= 0.0013pJ/bit/m’, the same as in [15].

To receive [ bit message, the radio expends:
E,()=IE,, 3)

For simplicity, assume an area over which n nodes are uniformly distributed and
the sink is located in the center of the field, so the distance of any node to the sink or

its cluster head is < d,,.

3.2 Energy-Efficient Fuzzy Optimization Algorithm

Expert knowledge is represented based on the following three descriptors:

e Node Energy - energy level available in each node, denoted by the fuzzy variable
energy,



116 X. Wu et al.

e Node Concentration - number of neighbors in the vicinity, denoted by the fuzzy
variable concentration,

e Average distance to neighbors - average Euclidean distance between sensor node
and its neighbors, denoted by the fuzzy variable d,,.

The linguistic variables used to represent the node energy and node concentration,
are divided into three levels: low, medium and high, respectively, and there are three
levels to represent the average distance to neighbors: close, moderate and far, respec-
tively. The outcome to represent the moving distance d,, was divided into 5 levels:
very close, close, moderate, far and very far. The fuzzy rule base includes rules like
the following: IF the energy is high and the concentration is high and the distance to

neighbor is close THEN the moving distance of sensor node i is very far.

Thus we used 3° = 27 rules for the fuzzy rule base. We used triangle membership
functions to represent the fuzzy sets medium and moderate and trapezoid member-
ship functions to represent low, high, close and far fuzzy sets. The developed mem-
bership functions and their corresponding linguistic states are represented in Table

1 and Figures 2 through 5 respectively.

Table 1. Fuzzy rule base (d,=average distance to neighbors, d,,=moving distance)

No. energy concentration d, d,

1 low low close close

2 low low moderate vclose

3 low low far vclose

4 low med close moderate
5 low med moderate close

6 low med far vclose

7 low high close moderate
8 low high moderate close

9 low high far close

10 med low close moderate
11 med low moderate close

12 med low far close

13 med med close far

14 med med moderate moderate
15 med med far close

16 med high close far

17 med high moderate moderate
18 med high far moderate
19 high low close far

20 high low moderate moderate
21 high low far moderate
22 high med close vfar

23 high med moderate far

24 high med far moderate
25 high high close vfar

26 high high moderate far

27 high high far far

Legend: vclose=very close, vfar=very far, med=medium.
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For the defuzzification, the Centroid is calculated and estimated over a sample of
points on the aggregate output membership function, using the following formula:

Cenz(z,uA(x)*x)/z,uA(x)

where, i (x) is the membership function of x in A. The membership function maps
each element of X to a membership value between 0 and 1.

The control surface is central in fuzzy logic systems and describes the dynamics of
the controller and is generally a time-varying nonlinear surface. From Fig. 6 and Fig. 7
obtained by computation in Matlab Fuzzy Logic Toolbox, we can see that although the
concentration for a certain sensor is high, the moving distance can be smaller than some
sensor with higher energy or sensor with fewer neighbors but more crowded. With the
assistance of control surface, the next-step moving distance can be determined.

The next-step move direction is decided by virtual force. Assume sensor i has k
neighbors, k=k;+k,, in which k; neighbors are within threshold distance d;, to sensor
i, while k, neighbors are farther than d,, distance to sensor i. The coordinate of sensor
i is denoted as C; = (X, Y;), and that of neighbor sensor j is C; = (X, ¥;). The next-step
move direction of sensor i is represented as Eq. (5) and (6), which are the improved
version of moving direction equation in [13]. It is improved in the sense that threshold
distance is set here so that attraction and repulsion forces can be represented in the
equations. Thus after getting moving distance d,, and direction (angle a), sensor i
clearly knows its next-step moving position.

“
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_ 1 T A
F=——| > (C,—=C)+).(C;-C) )
‘Ci—Cj‘ j=1 j=1
_Y(@@)
tan(ar) = X (6)

The threshold distance d, here is set to a proper value J3r which is proved as fol-
lows: We attempt to make distance between 2 sensor nodes moderate, i.e., not very
close and not very far. This kind of stable structure is illustrated in Figure 8. Non-
overlapped sensor coverage style is shown in Figure 8(a), however, an obvious draw-
back here is that a coverage hole exists which is not covered by any sensor. Note that
an alternative way is to allow overlap, as shown in Figure 8(b) and it ensures that all
grid points are covered. Therefore, we adopt the second strategy.

concentration 00

energy

Fig. 6. Control surface (concentration, energy Fig.7. Control surface (d,, concentration
VS dm) VS dm)

e

(a) (b)

Fig. 8. Non-overlapped and overlapped sensor coverage cases
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In Fig. 8(b), it is obvious that AS;S,S; is equilateral triangle. Because the sensing
radius is r, through some steps of simple geometry calculations, we can easily derive
the distance between two sensor nodes in the latter case S5, =S5,83=

S,85=2x3r 12=~/3r .

4 Proposed Network Maintenance Strategy

After the first stage deployment, the network maintenance is also necessary to be
considered due to the uncertain environment. Thus, it is actually the post-deployment
stage after the fuzzy optimization deployment stage and a certain period of network
operation. The characteristic of the network in this situation is heterogeneous. The
proposed network maintenance strategy is based on the sensor node importance level
ranking. First, we take the importance level calculation of the node n as an example.
Assume the total number of nodes in the network is N. Let the probability that node i
can sense grid point j be denoted by Si(P;), and then the probability C(P;) that grid
point j is sensed by the whole network is derived as:

cp)=1-TTa-s,P)

(N
N
=1-(1-S,(P)x[]1-S,(P)
If delete node n, then the probability C(P;) becomes
N
C(P)=1-T]a-S,P)) @®)

i#n

For point j, the detection probability loss due to the deletion of node n becomes

AC,(P) =S, (P)x[]A-5.(P)) ©)

i#n

Considering the importance difference of each node in the network, the detection
ability loss of the whole network after deleting node n is:

AC, =Y AC,(P)xV(P)) (10)
J

in which V(Pj) is the temporal gradient of sensing value at grid point j. The higher

the gradient value the more often the interesting events occurrence. We assume that
sensor measurement physically has a range (0~xy,,); if the sensing vale v>xy, then
let v=xpax.
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According to importance level indicator ACn , the importance level ranking of

each node in the network can be sorted. Consequently we can either deploy several
new sensor nodes close to the most important nodes or remove redundant nodes from
“quiet” spot to the vicinity of those “busy” nodes as a backup.

5 Performance Evaluations

The proposed EFOA algorithm is evaluated first. For the convenience of comparison,
we set the initial parameters the same as in [13]: various number of sensors deployed
in a field of 10x10 square kilometers area are investigated; the r and R used in the
experiment are /km and 2km (2km and 4km) respectively. So d, should be ranged as
0~2 (0~4), not 0~10 as set by [13]. We assume each sensor is equipped with an omni-
antenna to carry out the task of detection and communication. Evaluation of our
EFOA algorithm follows three criteria: field coverage, energy consumption and con-
vergence. Results are averaged over 100 Monte Carlo simulations.

Figure 9 shows that the coverage of the initial random deployment, fuzzy optimiza-
tion algorithm (FOA) proposed in [13] and our proposed algorithm EFOA when
r=Ikm and R=2km. The FOA and EFOA algorithm have similar results that both of
them can improve the network coverage by 20% ~ 30% in average.

Figure 10 gives the results when r=2km and R=4km, the coverage comparison be-
tween random deployment, FOA and EFOA. In the case when 20 sensors are de-
ployed, initially the coverage after random deployment is around 86%. After FOA
and EFOA algorithm are executed, the coverage reaches 97%. The coverage is dra-
matically improved in the low density network. The above two figures indicate that
instead of deploying large amount of sensors, the desired field coverage could also be
achieved with fewer sensors.

—&— Random| = //E: 4
== 098l - o— |
= 1 [~ _—
g /9’
0.96 —&— Random|
4 / —* FOA
g
2 094 ° EFOA
©
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Fig. 9. Coverage vs. # of Nodes (R=2, r=1) Fig. 10. Coverage vs. # of Nodes (R=4, r=2)

Figure 11 shows the total number of nodes that remain alive over time where each
node begins with 2J of energy and when R=4km and r=2km. The number of nodes in
EFOA remains the same for a long time and they die out quickly almost at the same
time while the first node dies early in FOA. The reason is that after some operation
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time, the network display heterogeneous characteristics, however, FOA doesn’t con-
sider the residual energy of nodes, so the energy difference among sensors becomes
significant as time goes on. Network lifetime is the time span from the deployment to
the instant when the network is considered nonfunctional. When a network should be
considered nonfunctional, it is generally the instant when the first sensor dies or a
percentage of sensors die and the loss of coverage occurs. Thus the lifetime is pro-
longed in EFOA compared with FOA.
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Fig. 11. # of nodes alive over time where Fig. 12. Standard deviation of distance trav-
each node begins with 2J energy. (R=4, r=2)  eled verses number of nodes

Figure 12 shows EFOA has lower standard deviation of distance compared with
FOA in both cases when R=4km, r=2km and R=2km, r=1km with various number of
nodes. When the standard deviation of distance traveled is small, the variation in
energy remaining at each node is not significant and thus a longer system lifetime
with desired coverage can be achieved.

The network maintenance strategy is simulated thereafter as Figure 13 shows. The pa-
rameter X, is set to be 50, sampling period is 5s.Total number of nodes in the network is
30, and two of the most importance nodes are the nodes labeled as 18 and 19 which have
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Fig. 13. Importance level verses node serial number
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the highest importance level. After adding four new nodes close to node 18 and 19, the
importance level distribution become nearly uniform compared with the case before
executing network maintenance strategy. Thus the working load of the “busy” nodes can
be shared by the backup nodes and the lifetime can be further prolonged.

6 Conclusions and Future Work

In this paper, an energy-efficient fuzzy optimization algorithm (EFOA) for self- de-
ployment of mobile sensor networks was proposed. It was based on three descriptors
— energy level of nodes, concentration and average distance to neighbors. The move-
ment of each sensor node was assumed to be relatively limited for further reducing
energy consumption. The existing next-step move direction formulas were also im-
proved to be more realistic. Our approach has a great advantage to deal with the ran-
domness in sensor deployment as well as minimize energy consumption. We also
proposed a network maintenance strategy in the post-deployment phase based on the
sensor node importance level ranking. Simulation results showed that our approach
not only achieved fast and stable deployment but also greatly improved the network
coverage and energy efficiency as well as extended the lifetime.

In the future work, the integration of environmental factors and realistic sensing
model will be investigated.
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Abstract. This paper addresses the optimization problems of placing
servers in the presence of competition. We place a set of extra servers
on a graph to compete with the set of original servers. Our objective
is to find the placement that maximizes the benefit, which is defined
as the profits from the requests made to the extra servers despite the
competition, minus the cost of constructing those extra servers.

We propose an O(|V |*k) time dynamic programming algorithm to find
the optimal placement of k extra servers that maximizes the benefit in a
tree with |V| nodes. We also propose an O(|V|*) time dynamic program-
ming algorithm for finding the optimal placement of extra servers that
maximizes the benefit, without any constraint on the number of extra
servers. For general connected graphs, we prove that the optimization
problems are NP-complete. As a result, we present a greedy heuristic
for the problems. Experiment results indicate that the greedy heuristic
achieves good results, even when compared with the upper bounds found
by a linear programming algorithm. The greedy heuristic yields perfor-
mances within 15% of the upper bound in the worst case, and within 2%
of the same theoretical upper bound on average.

1 Introduction

This paper considers a strategy for setting up servers to compete with existing
ones. For example, we assume that there are originally a number of McDonald’s
restaurants in a city, but no Kentucky Fried Chicken (KFC) restaurants. Now,
if we decide to set up a number of KFC restaurants in the same city, where
should we place them? We need to determine the locations for KFC so that
they can compete with McDonald’s and maximize their profits. Due to heavy
competition among business of similar nature, it is important to choose locations
of new servers in the area where the competitors have deployed their servers.
We define the servers we would like to set up as extra servers, and the existing
(competitor) servers as original servers. Thus, in the above example, KFC restau-
rants are the extra servers and McDonald’s restaurants are the original servers.
We use a graph to model the locations of the servers and users. A node in the
graph represents a geographic location, and an edge represents a path between
two locations. Building servers in these locations enables users at a node to

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 124-[T35] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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request services from the servers. Each edge has a communication cost. The
distance between two nodes is the length of the shortest path that connects them.

For efficiency, We assume that requests from users always go to the nearest
server. However, when the shortest distances from a user to the original and ex-
tra servers are the same, the user will go to the original server. That is, a user will
NORMALLY go to the nearest restaurant, either McDonald’s or KFC; however, if
the distances to the two restaurants are the same, the user will go to McDonald’s.

After extra servers have been established, users who previously went to Mc-
Donald’s may now go to KFC. We define the benefit of an extra server placement
to be the profit derived from user requests made to the server, minus the cost of
constructing the server. The cost may vary, depending on the location of the ex-
tra server. This paper considers two placement problems related to extra servers,
in the presence of competition from original servers.

1. Given the city configuration and a number k, locate k extra servers such
that they will earn the most profit;

2. Given the city configuration, locate extra servers such that they earn the
most profit, without any constraint on the number of extra servers.

We solve these two problems for a tree graph in O(|V|*k) and O(|V|?) time,
respectively. For a general graph, we show that the two problems are intractable
(NP-complete) and propose a heuristic to solve them. We also run experiments
and compare our results for the heuristic with theoretical upper bounds.

Similar server placement problems, such as replica placement problems
[ABI6IT0], p-Medians [5], and facility location problems [§], have been studied
in the literature. For example, Kariv and Hakimi [5] formulate the p-median
problem as locating p points such that the sum of each node’s weight multiplied
by its shortest distance to the p points is minimized. However, the p-median
problem they considered does not take the building costs into account, and it
minimizes the costs, instead of maximizing the profits. The facility location prob-
lem is similar to the p-median problem, with the additional consideration of the
facility’s costs.

Our extra server model differs from the model in [5] because it introduces
the concept of competition. Extra servers must compete with original servers for
user requests, in order to maximize their profits. The number of extra servers
established is controlled by the building costs, which differ from location to
location. Our dynamic programming model uses a similar technique to that
in [4]. The presence of competition demands innovative proof techniques.

Tamir [9] described a dynamic programming model that solves p-median prob-
lems on a tree topology with building and access costs. The algorithm assumes
that the cost for a client to request services is an increasing function of the dis-
tance between the client and the server. If the benefit function in our model is a
decreasing function of the distance between the client and the server, our place-
ment problem can be solved by transforming it into a p-median problem, and
solving it by the dynamic programming described in [9]. However, the method
proposed in this paper can deal with any arbitrary benefit functions, and still
obtain the optimal solution for a tree topology.
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The remainder of this paper is organized as follows. Section [2 formally de-
scribes our server placement models. In Section Bl we introduce the dynamic
programming for finding the optimal extra server placement in a tree. Section [
contains the proof that the problems are NP-complete for general graphs and
presents a heuristic algorithm to solve them. Section [ reports the experiment
results, and Section [6] contains our conclusions.

2 Problem Formulation

We consider a connected graph G = (V, E), where V is the set of nodes and E
is the set of edges. Each edge (u,v) € E has a positive integer distance denoted
by d(u,v). For any two nodes u,v € V, d(u,v) also denotes the distance of the
shortest path between them. For ease of representation, we also let d(v,S) =
mingegs d(v,u) be the length of the shortest path from v to any node in X,
where X C V.

We consider servers that provide service to nodes in the graph. Every node v
must go to the nearest server u for service. If a server is located at node v, then
v will be serviced by that server. To simplify the concept of “the nearest server”,
we assuem that for every node v, its distances to all other nodes are different,
ie., d(v,u) # d(v,w) for u # w. As a result the nearest server for every node is
uniquely defined.

By serving a client v, a server node u earns a benefit of b(v, u). Note that the
function b can be arbitrary. For example, unlike [9], we do not assume that, for
the same client node v, the function value must be monotonic with respect to
the distance between v and the server node .

We assume that there are a number of original servers O C V in G. In addition
to the original server set O, and we would like to add a number of extra servers
to G to obtain the maximum benefit. Let ¢(v) be the cost of building a server
at node v € V, and X be the set of new servers we would like to add into the
system. A node v € V goes to either O or X for service - v goes to X for service
when d(v, X) < d(v,O); otherwise (d(v, X) > d(v, 0)), v goes to O for service.
Let Vx denote the set of nodes that go to A for service, and Vo =V — Vy be
the set of nodes that go to O for service.

We define the nearest servers NS(v) of v as the server v uses. Consequently
NS(w) € Oifv e Vo, and NS(v) € X if v € Vy. We can now define the benefit
function of adding the servers X as follows.

B(X)= > bw,NS() - Y c). (1)
vEVx veEX

We now define the problem as follows.

k-Extra-Server Problem. Given an integer k, 1 < k < |V — X|, we want to
find the optimal placement of k extra servers such that the benefit function is
maximized (Equation (2)).

B(X) (2)

max
XC(V-X),|X|=k
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Ezxtra-Server Problem. We want to place extra servers to maximize the benefit
function, without any constraint on the number of the extra servers. We call this
optimization problem the extra-server problem.

3 Finding Extra Server Locations

We present algorithms that utilize global information to solve server placement
problems. The use of global information facilitates the optimality of the algo-
rithm and the assumption of global information is reasonable since we are dealing
with a city or grid configuration and the location of servers are static and can
be known completely in advance.

We focus on the case where the graph G = (V, E) is a tree. Let T be the tree
and 7 be the root of T. For each node v € V, let T, be the subtree of T rooted
at v. If v is an internal node, then we use child(v) = {1)1,1)2, <oy Vlchild(v)|} tO

denote the children of v. Following the notations in [4], let 7" be the subtree

of T' that consists of v and the subtrees rooted at the first ¢ children of v, i.e.,
S = YU T,

Definition 1 (Benefit function, B). For nodes v u €V, an integer k, and

an integer i between 0 and |child(v)|, we define B, to be the mazimum beneﬁt

derived by placing k extra servers in Té ), under the condition that u = NS(v).
Consequently u is either an original server or an extra server.

We now consider the benefit function BU " by placing X in T ) We define X to
be the set of k extra servers that maxmuze the following benefit function. Recall
that O is the set of original servers.

By} = max{ > b(w, NS(w)) = Y e(s)}, u g O,

weT NS(w)eXUu sEX
Bk:i = m)f(iX{ Z b(w, NS(w)) — Z ¢(s)}, ueO.
weT{ NS (w)ex sEX

The definition indicates that the benefit includes those nodes that will either
go to the extra servers X or u (when u ¢ Q) for service, minus the construction
cost of the extra server set X.

For the case where u is not in O, by definition u is v’s nearest server, so u
has an extra server. However, u can be a node outside of Tu(l)7 — in which case it
will not be in & because & is a subset of T,Ei). We still need to add the benefit
from Ty) to u, since we assume that an extra server is placed in u.

Lemma 1. For every node v € V and every child v; of v, if u € Ty, is the
nearest server to v, then u is also the nearest server to v;.

Proof. We prove this lemma by contradictions and assume that the nearest server
for v; is u/, not u. Since v’ is the nearest server to v;, the distance d(v;, u’) must
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be strictly smaller than d(v;,u). The length of the shortest path between v and
v is d(v,u’) < d(v,v;) + d(vi, u') < d(v,v;) + d(vi, w) = d(v, u), which suggests
that v is closer to v than u; however, this contradicts the assumption that u is
the nearest server of v.

For ease of discussion of the following lemma, we define a node set V, , ;. This
set contains those nodes in 73, that could be the nearest server for v;, under the
condition that u is the nearest server for v, but not for v;, i.e., NS(v) = u and
NS (v;) # u. Intuitively, the set V,, ,,; stands for those nodes in T),, that are far
enough from v so that it will not be the nearest server for v (when compared
with u), but close enough to v; so that it is the nearest server of v;.

Definition 2 (Vy ui). Let u be the nearest server of v and i be an integer
between 1 and |child(v)|. Vi, is the subset of those u' in T,, such that u' is
the nearest server to v;, but it is not the nearest server to v. That is, Vi =
{v|v € T,,,d(vi,v) < d(vi,u), d(v,u)d(v,u')}

Lemma 2. For every node v € V and every child v; of v, if u ¢ T,, is the
nearest server of v, then either u is the nearest server of v; or there exists a
node u' € V,,,.; that is the nearest server of v;.

Proof. If u is the nearest server of v;, the lemma follows. Otherwise, we conclude
that the nearest server of v; must be within 7,,, since the path from v; to nodes
not in 7, must pass through v, which already has u as its nearest server. The
lemma then follows by the definition of V,, ;.

Theorem 1. For every node v € V and an integer i between 0 and |child(v)|, if
u 1s the nearest server of v, then for every node w in T,,, we can find the nearest
server for w in T,, U {u}.

Proof. The only way a shortest path from a node w in 7}, to any node outside
T,, is to go through the edge (v;,v). However, any such shortest path must end
at node u since u is the nearest server for v; otherwise we will be able to find a
closer server for v other than u — a contradiction to the fact that N.S(v) = u.

Terminal Conditions. We first derive two terminal conditions for the recursion
of B, the benefit function.

k = 0. When £ is 0, we do not place any extra servers in T,Ei). If uw is an original
server in O, every node in Tv(l) will go to O for service, so the benefit is 0. If
u is not in O, we consider two cases. First if u is not in Ty), every node in

Tv(i) will either go to an original server or to u for service; thus, the benefit
can be determined by Equation (8.

B = Z b(w, u) (3)

weTE d(w,u)<d(w,0)
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In the second case, u is not an original server but w is in Tu(l)7 which means
that there is at least one extra server in Téi). This contradicts the assumption
that & is 0. For the purpose of dynamic programming, we define the benefit
to be —

k=1u¢ (9 ue T . When £ is 1, u is in TU( ), so it is not an original server,
but it is definitely the only extra server in T, 15 ), Every node in T, 15 ) will either
go to O or u for service; thus, the benefit can be calculated in the same way
as B’ — ¢(u). Note that, since u is now in the X’ that maximizes the benefit

of TSV, ¢(u) should be deducted from the benefit.

Recursion. Next, we derive the recursion function for B)";".

0, ifk=0anduecO
B, ifk=0,u¢ O, and u g TS
o B, kmLugomduen?
! B, ifue T
maX{B” B}, if u ¢ TU
—o0, otherwise,
where
"o , vs
b= or%ljasxk{Bk gi=1 +Bj,|child(vi)|}7 (5)
and
nmo__ U v
BT = oma, {B’“ sim1 T B } (6)

The first three cases were discussed as the terminal conditions in Section [3]
so we only need to consider the rest.

uc Ty,

If u € T,,, u will also be the nearest server to v; by Lemma [Il since u is the

nearest server of v. Then, by Theorem [ every node in T,, goes to either

Ty, or u for service. In addition, u is the nearest server to v. By Theorem [I]

all nodes in TU(FI) obtain service from u or T,J(Fl).

Assume that there are j extra servers in 715, then there will be k— j extra
servers in TU(FI)7 where 0 < j < k. To obtain the best X that maximizes
the benefit, we need to consider all possible values of j, as formulated in
Equation (). The recursion follows.

u¢ Ty,

If w is not in T),, we need to consider two sub-cases.

Case 1: If u is the nearest server of v;, the value of BZZ“ is defined as
in Equation (&), because we can isolate two subtrees, as we did in the
previous case where u € T,.

Case 2: If the nearest server of v; is mot u, by Lemma 2] we can find the
nearest server u' for v; in T,,. We formulate the benefit as B” in Equa-
tion ().

Consider these two sub-cases, if u ¢ T;,,, B, is formulated as max { B”, B"'}.
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Now, in order to finish the recursion the only missing element is the new cost
function E}}".

Definition 3 (E,’}"). For nodes v,u € V, an integer k, and the i-th child of
node v (denoted by v;), we define E:lu to be the maximum benefit derived by
placing k extra servers in the subtree T, where u ¢ T, is the nearest server of

v, but u is not the nearest server of v;. Instead, the nearest server of v; is a u’
in Ty,. The benefit is similarly defined in Equation (7):

Ep = max{ > b(w, NS(w)) = Y c(s)}- (7)

weT,, ,NS(w)eX s€EX

From the above discussion, the maximum benefit £, is derived by Equation ().
That is, we need to enumerate all the possible v’ and use the one that maximizes
Bzif:hud(w)r The set V,,,,,; is exactly the possible set to select v’ from, since v;

will go to u for service, but not to w. This is exactly the definition of V,, ;.

’
E’Y = max {BY". .
ki u,e‘%w k,|child(v;)| (8)

The Final Solution. Finally, the maximum benefit of locating k extra servers in
the tree T' can be calculated by Equation (@I):

Ii’lea%{ {Bl::rchild(rﬂ } (9>

The possible candidates for u are subject to the following constraints: If u is
an original server d(r,u) must be d(r, O), i.e., u is the nearest original server to
the root. If u is not an original server, the distance d(r,u) must be smaller than
d(r, O) to ensure that u is the nearest extra server to the root.

Theorem 2. Given a tree T = (V, E) and a set O CV as the original servers,
the k-extra-server problem for T can be solved in O(|V|3k) time, where 0 < k <
|V — O| is an integer.

Proof. The problem can be solved by Equations ([B) to (@). The time of the
dynamic programming is derived by calculating all the entries of B, and E}}".
Consider each pair of v and i, so that there are totally >, .y [child(v)| = [V| -1
pairs. Thus, the number of entries of B)"!" is (k+1)-|V[-(|[V[-1) = O(|V|*k), and
it takes O(|V\) time to calculate each entry; hence, the time required to calculate
all the entries of B)’}" is bounded by O(|V|*k). Similarly, there are O(|V[*k)
entries of E,", and it takes O(|V[) time to calculate each entry; therefore, the
time required to calculate all the entries of £, is O(|V[3k). The total time
required is therefore O(|V|*k).

Using similar techniques we derive the following theorem. The proof is removed
due to space limitation.
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Theorem 3. Given a tree graph T = (V, E) and O C 'V are the original servers
of T, the extra-server problem for T can be solved in O(|V|?) time.

Proof. The proof is similar to that of Theorem Bl There are O(|V|?) entries
of B"" and O(|V'|?) entries of E;"", and the calculation of each entry requires
at most O(|V|) computing time. Hence, the problem can be solved in O(|V|?)
time.

4 NP-Completeness

The NP-complete proof is derived from the dominating set problem [2], and is
removed due to space limitation. A subset V' C V is a dominating set if for all
u € V — V', there is a v € V' such that the edge (u,v) is in E. The decision
problem of the dominating set can be formulated as follows: Given a graph G =
(V, E) and a positive integer K < |V, is there a dominating set of size K or less?

k-EXTRA-SERVER. We now consider the k-extra-server problem and define the
corresponding decision problem as follows: In a k-extra-server problem instance,
is there a placement of k extra servers such that the benefit is at least B?

EXTRA-SERVER. Similarly, we define the decision problem of EXTRA-
SERVER as follows: In a extra-server problem instance, is there a placement
of extra servers such that the benefit is at least B?

Theorem 4. The k-EXTRA-SERVER problem is NP-complete.
Theorem 5. The EXTRA-SERVER problem is NP-complete.

Since the k-extra-server problem and the extra-server problem are both NP-
complete, we propose a greedy heuristic (denoted as Greedy) for these prob-
lems. Here, we only describe Greedy for the k-extra server problem because the
method for the extra-server problem is very similar.

The greedy method works in rounds. In each round, we locate an extra server
that maximizes its benefit. We add the benefit produced by the selected extra
server to the total benefit, which was set to 0 initially, and then mark the se-
lected server as an original server. We repeat the process until k extra servers
are selected.

5 Experiment Results

We conduct simulations to compare performance of Greedy with the linear pro-
gramming optimal solutions acquired using GLPK (GNU Linear Programming
Kit) [7] for the k-extra-server problem. GLPK is a set of routines designed to
solve large-scale linear programming (LP), mixed integer programming (MIP),
and other related problems. It is written in ANSI C and organized in the form
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of a library [7]. Let the 0-1 variable X, and u € V' denote whether there is an
extra server on u, and let the 0-1 variable Z,,, u € V, v € V denote whether
v is a client of u. The integer programming for the k-extra-server problem is
formulated as follows:

maximize Z Z Zuwb(v, u) Z Xuc(u), (10)

ue(V-X)vev ueV
subject to
X, €{0,1}, foreachueV, (11a)
Zuw €{0,1}, foreachueV,veV, (11b)
X, =0, for each u € O, (11c)
> Xu=k, (11d)
ugVv
Z Ly = 1, for each v € V, (11e)
ugV
Xy — Zyw >0, for eachu € (V — 0), eachv e V, (11f)

Zuw = 0, for each u € V, each v € V, and d(v,u) > d(v,0). (11g)

Consider the 0-1 variables X, and Z,, in constraints ({Ta) and (IID) respec-
tively. We replace them with constraints (IZal) and (I2h) respectively, so that
we have a linear programming formulation.

0< X, <1, for each u € V, (12a)
0< Z,, <1, foreachueV,veV. (12b)

The optimal benefit gained from linear programming only serves as a upper
bound, since it allows a fraction number of an extra server to be placed on a node.
However, in our experiments, we find that, in most cases, linear programming
produces integer solutions, i.e., X,, and Z,, are in the range {0, 1}.

5.1 Experiment Setting

In our experiments, we use GT-ITM [I] to generate random graphs according
to Waxman model [I1]. Each of the graphs is connected, and nodes are added
randomly in a s X s square. The probability of an edge between v and v is given by

plu,v) = ae~ /7L,

where 0 < o, 8 < 1, d is the Euclidean distance between u and v, and L = v/2s
is the largest possible distance between any two nodes. In our experiments, we
set s to 20, a to 0.2 and 3 to 1.

For each v, we set a value r(v) to be a random integer between 20 and 40,
and set the building cost ¢(v) to be r(v) plus a random integer between 1 and
10. The benefit function b(v, ) is defined as r(v) divided by the distance from
v to u. Finally, we place original servers randomly in the graph. We simulate up
to 150 nodes since this is a reasonable size for city or grid configuration.
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5.2 Effect of o

We evaluate the performance of Greedy compared with the upper bounds found
by linear programming under different values of a.. In these experiments, for each
a we set |V| from 50 to 150, and for each |V| we set |O| from 0 to 0.1]V|. As a
result, we have 1066 graphs to simulate, and for each graph we set k from 1 to
0.1]V]. Figure [l shows that when a increases the average degree of each node
also increases. Figure [I] shows that Greedy performs very well; on average, its
performance differs from the theoretical upper bounds by only 1% and in the
worst case the difference is no more than 15% of the upper bound.

Figure[also shows that as « increases, the average difference between Greedy
and the upper bound derived by linear programming also increases. Since the aver-
age degree of each node increases as « increases, there is a higher probability that
the extra servers will affect each other. However, to maximize the benefit, Greedy
only considers the current configuration when it selects the next location to place
an extra server; thus, it can not predict the “long range” effects and the interac-
tion among the extra servers. Hence, as « increases, the average difference (as a
percentage) between Greedy and the upper bound also increases.

Via=02a=03a=04a=05 a Avg. difference Max. difference

50 3.56 5.37 7.11 8.78 0.2 0.43% 9.54%
0.3 0.49% 14.35%

150 1045 15.59 20.87 26.12
Average  8.11 12.01 16.03 20.03 04 0.52% 13.20%
' ’ ' ' 0.5 0.58% 11.95%

Fig.1. The average degree of a node under different values of a and the average
difference (as a percentage) between Greedy and the upper bound under different
values of «

5.3 Effect of the Number of Original Servers

We now consider the effect of the number of original servers on the average dif-
ference as a percentage of the upper bounds. In these experiments we set |V to
100, |O| from 1 to 50, and & to 10.

Figure @] (a) shows the error-bar between Greedy and the upper bounds
derived by the linear programming. The upper markers are the average upper
bounds and the lower markers are the average benefits of Greedy. In the figure,
the average benefits produced by Greedy are so close to the upper bounds that
they coincide. Furthermore, the figure suggests that as |O| increases the benefit
will decrease. This is reasonable since a large number of competitors only have
a negative impacts on the extra servers.

5.4 Effect of k

Next, we consider the effects of k on the average difference as a percentage be-
tween Greedy and the theoretical upper bound. In these experiments we set



134 P. Liu et al.

900 T T T T T T T T T 800 T T T T T T T T

FIEITEIEzg
B % Iz
= Bip,

34
iz
ix,
700 = = 3
= 600 - Ty
H
i

Average benefit
"
Average benefit

400 |

tes 300 |

o 5 10 15 20 25 &% o 40 45 50 0 5 10 15 20 25 &% o 40 45 50
Number of original servers K
(a) The benefits of Greedy and the average upper (b) The average benefits of Greedy and the upper
bounds under different numbers of original servers. bounds under different values of k.

2 T T T T T T T T T

Average difference percentage [%]

) 5 10 5 20 25 % 3 40 45 50

«
(c) The average percentage difference for Greedy under
different values of k.

Fig. 2. Average benefits under different number of original and extra servers ((a) and
(b)), and derivation percentage from the theoretical bounds (c)

|V| to 100 and |O| to 10, so we generate 100 graphs in total. For each graph we
set k from 1 to 50, which gives us 5000 simulation results.

Figure[2 (b) shows the error-bars in our simulations. We observe that the ben-
efit of Greedy is extremely close to the theoretical upper bounds. The figure
also shows that, initially, as k& increases, the benefit increases because we can
make more profit. As the number of extra servers increases substantially, the
benefit decreases due to the cost of constructing the extra servers.

Figure Pl(c) shows that as k increases the average difference between Greedy
and the theoretical upper bound also increases. This is because Greedy places
an extra server to maximize the benefit at each step because it can not consider
the overall situation; thus, the difference accumulates at each step — more servers
means a larger difference between Greedy and the upper bound.

In summary, we conclude that the Greedy algorithm performs extremely well.
Considering all the simulation parameter setting, the greedy algorithm yields av-
erage benefits that are within 2% of the average theoretical upper bounds. It is
also extremely efficient and easy to implement.

6 Conclusion

We have formulated two optimization problems, the k-extra-server problem and
the extra-server problem. We consider the profit and construction costs at each
location, and place extra servers to maximize the benefit in the presence of
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competition from original servers. For trees, we formulate dynamic programming
algorithms to solve the k-extra-server problem and the extra-server problem in
O(|V|?k) time and O(|V'|?) time, respectively. For general graphs, we prove that
the problems are NP-complete and propose a greedy heuristic to solve them. The
experiment results demonstrate that the greedy heuristic yields performances
within 15% of the theoretical upper bound in the worst case, and within 2% of
the same theoretical upper bound on average.

In the future we will investigate the possibility of designing efficient and effec-
tive algorithms for graphs other than trees. For example, our greedy algorithms
perform well on general graphs, so we should be able to show that the greedy
algorithm performance is guaranteed to be within a constant factor of the opti-
mum. We would also like to generalize dynamic programming to other graphs,
such as planar graphs.
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Abstract. Semantic service discovery improves the performance of service
matching, due to using ontology and logical reasoning. However, in open distributed
computing environment available mechanisms for semantic service discovery face
new challenges: increasing scale of systems, multiple coexistent ontologies and so
on. Aiming to these problems, a semantic service discovery mechanism based on
ontology community, SSD_OC, is proposed in this paper. Multiple coexistent
ontologies are supported by SSD_OC and bridging axioms between different
ontologies enable users to match services across ontologies. Experiment results
show that SSD_OC is scalable and outperform other systems in term of F-Measure.

1 Introduction

Semantic service discovery (SSD), the infrastructure of semantic web service, matches
services on the basis of their capability by using ontology and logical reasoning'").
Semantics is both a blessing and a curse. It can improve the precision and recall of
service matching. On the negative side, logic reasoning results in greater responding
time of service discovery and worse scalability. In addition, most available SSDs
assume that all services refer to identical ontology. In practice, there are mostly
multiple coexistent ontologies, especially in open distributed computing environment
where providers provide services with similar functions, but refer to different
ontologies. For example, Google, Amazon.Com etc. provided some services with
similar functions according to their own class hierarchy. Ideal SSD should support
multiple coexistent ontologies and enable service discovery across ontologies. But
most available service discovery mechanisms can’t cover those requirements.

The aim of this paper is to study a novel SSD mechanism which supports multiple
coexistent ontologies and SSD across ontologies. In addition, it must be scalable. For these
aims, a SSD mechanism based on ontology community, SSD_OC, is proposed. SSD_OC
partitions advertised services into different ontology communities according to their
referred ontologies. It also establishes relations among communities as bridging axioms,
and implements service discovery across ontologies through ontology translation based on
these axioms. Within community, SSD builds upon previous works done by Paolucci on
semantic matching of web service capabilities '*' and importing semantics into UDDI ©.

This paper is organized as follows. Section 2 reviews related works. Then in section
3, the architecture of SSD_OC is described. The corresponding algorithms of service
matching are presented in section 4. To evaluate our approach, a set of experiments are
conducted in section 5. Finally, we conclude this article.

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 136-[145]2007.
© Springer-Verlag Berlin Heidelberg 2007
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2 Related Works

Ontology interoperability is the essential precondition for SSD across ontologies.
Ontology mapping is one of mature approaches® to achieve that interoperability. It
establishes relations between ontology entities by calculating semantic similarity
between them. There are many methods for ontology mapping, such as GLUE,
FCA-Merge, IF-MAP, QOM, Anchor-PROMPT/PROMPT, OLA and so on. Dejiang
Dou"' claimed ontology translation can be thought of in terms of inference. Therefore
they represented mapping rules as first order axioms, and implemented OntoEngine, an
ontology translation engine basing on first order reasoning.

LARKS'” is the first system implementing semantic service matching. LARKS
identified a set of filters that progressively restrict the number of candidate services.
LARKS identified four degrees of match: Exact, Plug-in, Subsumes, Fail. To enable
UDDI support semantic discovery, Paolucci added a DAML-S/UDDI engine on
UDDI™. Further, they proposed a matching algorithm on the basis of DAML
ontology'. Klusch'”' complemented logic based reasoning with approximate matching
based on syntactic IR, and proposed OWLS-MX, which applies this approach to match
services and requests specified in OWL-S. Furthermore, they provided a collection of
OWL-S service, OWLS-TC' to test matching algorithms.

Meteor-S provided a federate of registry to enable service partition®. It supported
multiple ontologies and described the data partitioning criteria as Extended Registries
Ontology (XTRO) in MWSDI. And, they developed a Web service discovery algorithm for
a multi-ontology environment'”. The matching process is based on a service template
related to WSDL-S. Based on Paolucci’s works, Akkiraju!'” added ontology selection
process during service discovery. But how to implement that is not mentioned. WSMO
matched service across ontologies by OO-Mediator''). It provided a conceptual model for
the semantic-based location of services. Jyotishman Pathak!'” described a framework for
ontology-based flexible discovery of Semantic Web services. The proposed approach relied
on user-supplied, context-specific mappings from user ontology to relevant domain
ontologies. YIN Nan'"' proposed a general framework of ontology-based service discovery
sub-system, where context-based domain matching algorithms located service domains;
ontology-based service matching algorithms matched services in specific domain. Most
approaches mentioned above supported multiple ontologies. But they considered domains
separately, that’s to say, they didn’t not support service discovery across ontologies.

3 Architecture of SSD_OC

To support multiple coexistent ontologies, we design the architecture of SSD_OC as
figure 1. The architecture consists of three components: Ontology Community,
Ontology Bridging and Translation, Request Parser and Community Selection.
Ontology community (OC) includes services referring to the identical consistent
ontology set. OC takes charge of service registration and management, and service
matchmaking within OC. OC adapts Paolucci’s UDDI + DAML-S framework!' for

! http://projects.semwebcentral.org/projects/owls-tc/
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OWL-S. It is composed of UDDI Register, UDDI/OWL-S Translator, OWL-S Matching
Engine, OWL Ontology and Communication Module. UDDI/OWL-S Translator maps
OWL-S description into UDDI specification (e.g. tModel). The OWL-S Matching
Engine performs the capability matching on basis of OWL-Lite ontology. The process of
service advertisement and discovery is similar to that in Paolucci’s study.

~Ontology Community

T =
Makking
' g rc
Conummiulion W
Elaoduke

Ontalogy Comemunily:

Clnksbopy
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Fig. 1. Architecture for SSD_OC

Ontology Bridging and Translate module consists of an Ontology Mapping Generator,
a set of Bridging Axioms and an Ontology Translation Engine. The Generator establishes
the relations, namely Bridging Axioms, between entities. In this paper, how to establish
these mappings is not the focus. And we assume that bridging axioms are available.
Translator Engine translates the request for one community to another using Bridge
Axioms, which enables service discovery across communities. Our work is inspired by
the Bridge Axiom proposed by Dejiang Dou®. The aim of his work was to translate
dataset or queries for one ontology to another. And they implemented it in OntoEngine.

Request Parser and Community Selection parses user requests, and forwards the
request to corresponding communities after community selection. SSD_OC provides a
central register which manages the metadata of ontology community to support
community selection. The metadata includes the URL of community register; the
ontologies which some ontology community refers to. Therefore this register can
answer following questions: 1) where is the register of some community? 2) which
community refers to some ontologies? 3) which ontology is referred by a community?

4 Semantic Service Matching in SSD_OC

4.1 Related Definitions

From different viewpoints, ontology can be defined in different ways. In this paper,
ontology is defined formally as follows:
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Definition 1 Ontology. Ontology can be described as a 4-tuple O :=(C,R,H.,A),
where C represents the set of concepts in ontology; R. € CxC is the set of relations
over concepts; H . < R, is asubset of R, represents hierarchical relation set between

concepts; and axioms A characterize the relations.
In this paper, we focus on two special relations, i.e. equal semantically and
subsume semantically. Given two concepts ¢, £ in an ontology, if they are equivalent

concept, « is equal semantically to S, denoted as “or = 8 ; if they have relation H.,
B subsume semantically ¢ , denoted as “a ~< £ “. Within an ontology, the relations
between them are following:

() Ia=pp~<ya~<y;
2 Ifao-<ppB=y.a~<y;
B Ifa<pB~<y,a~<y;
@ a=ppB=y,a=y.

An ontology snapshot about book is shown as figure 2. In Sell_Book (shown as
Fig.2 (a)), the ontology defines concepts: “Book” “Price”, “Amount” as well as “Date”,
“Title”, “Author”; and the relations between them: “hasPrice”, “hasTitle”, “by” and so
on. However, Lib_Book defines concepts “Item” ,”RetDate” as well as “Date”, “Title”,
“Author”, and the relations between them: “Return”, “hasName”, “hasAuthor”,
“Available” etc. (shown as Fig.2 (b)).

Fig. 2. An Example of Ontology

As shown in the above figure, there are multiple ontologies for the same concepts.
Ontology mapping establishes relations between different ontology entities by
calculating the semantic similarity between them. It can be defined formally as follows:

Definition 2 Ontology Mapping. Given source ontology O, and target ontology O,,
the mappings between them are described as:

Mapping : O, — O,

Mapping(e,) = e, if Sim(e,,e,) >t

s

where e_,e are entities of source and target ontologies respectively; Sim(x, y) is the
function calculating semantic similarity between x, y; t is the threshold. In this paper,



140 Z. Liu, H. Wang, and B. Zhou

we assume mappings were stored as Bridging Axioms in first logic knowledge base.
Fig.2 describes some mappings, including type equation and relation equation.

Definition 3 Ontology Translation. Ontology translation applies above bridging
axioms to translate user requests from one ontology to another. Given source ontology
O, , target ontology O,, and bridging axioms KB , ontology translation can be

.,

represented by “~—"":
(KB;at)) ~— 3,
where ¢, is a expression referring to O, and S, referring to O, .

Definition 4 Service Template. Service Template (ST) depicts service advertisement
or service request. It specifies IOPEs of service using a specific domain ontology.
Formally, Service Template is describes as:

ST =(Ng. Dy 1,0, Py Egp Ontg,)

where N, is the name of service; Dy, is the textual description of service; I, denotes
the Inputs set of service; O, denotes the Outputs set of service; F; is the Preconditions
set of service; E,, is the Effects set of service; in addition, Ont,, describes the referred
ontologies.

Many semantic service description languages, for instance OWL-S, WSDL-S, can
be mapped to ST easily. Therefore, our work doesn’t limit to specific language.

Definition 5 Ontology Community. Section 3 gave the definition of ontology
community informally. Here the formal definition of ontology community is presented
as OC:=(S,0nt,.), where S is the set of Service Templates, Ont,.is the set of

referred ontologies, and VST € S,ST.Ont, = OC.Ont,,,..

The matching algorithm within OC builds upon which proposed by Paolucci!®,
which matches all outputs of request against those of advertisements; and all inputs of
request against those of advertisements. Given candidate service Template
CS =(Ngg,Deg, 15,05, Prg, Epg,Ontp) and request service template

CcS» CS>~CS>~CS>—CS >

SR=(Ng, D, Ip,Op, P, Eqp ,Ont,) , the match degree between CS and SR is

SR> SR>" SR>~ SR>~ SR>
computed as following Table 1.

Table 1. Match Degree between CS and SR

I, = I, (Exact) Iy, < I (Subsume) | Others(Fail)
Og < O (Plug-in) Subsume Subsume
O = Oy, (Exact) Exact Subsume Fail
O < Oy, (Subsume) Plug_in Plug_in
Others(fail) Fail
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Where “< “ is a partial order relation between two sets; “=“is the equal relation
between two sets. Given two sets A, B, A< B if and only if, for every elements e, in

A, there exists one elements e, in B such that e, ~<e¢,; and A= B if and only if,
for every elements e, in A, there exists one elements e, in B such that e, ~=¢, .

In this paper, only candidate services with match degree “Exact” or “Subsume” are
considered as matched services. Racer'' is adapted the semantic equality and
subsumption.

Definition 6 Service Request Translation. While SR,CS refer to different
ontologies, SSD_OC implements ontology translation for SR . Based on ontology
bridging axioms, service request translation translates request ST from one ontology to
another by first logic reasoning. Given service template
SR=(Ng,Dg,l 3,0, P, Eq,,Onty,) and  bridging axioms KB  between

Ont,, Ont,

< » SErvice request translation can be denoted as:

(KB;SR) ~— SR,
Where: SR =(Ng,., Dgys g Ogys Poges Egqr» Ontg,.) and

(KB;SR) ~— SR & (KB;1y,) ~— I A (KB;Og,) ~— Ogy A
(KB; Pyy) ~—> Py A(KB;Eg) ~— Eg.

4.2 Semantic Service Matching in SSD_OC
Semantic service matching in SSD_OC consists of three steps (shown as algorithm 1):

SelectCommunity, MatchinOC and Ontology Translation. MatchinOC which based
on Paolocci’s study matches Service Template ST in OC.

Algorithm 1. Match(ServiceTemplate SR) : MatchedServiceList L,
1: OC <« SelectCommunity(SR)

2:Foreach Strict Match Community S_Com do

3: L, < L, +MatchinOC(OC,SR)

4:Endfor
3: For Relaxed Match Community R_Com do
4: T_ST ¢ OntoTranslate(SR)

5. L, < L, +MatchinOC(ROC,T _SR)
6:end for
Treturn L,

SelectCommunity returns communities supporting ontologies referred by SR.
According to the relations between Ont,,Ont,. , those communities are classified into

two classes: S_Com whose ontologies subsume SR’s ontologies, and R_Com whose
ontologies overlap with SR’s ontologies. The details are shown as algorithm 2.
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Algorithm 2. SelectCommunity(ServiceTemplate Sg): Communities Leom
1: Foreach Community C in Meta-Data Register do
2: If S;.Onty  C.Ont, then

3: LCom.S_Match.Append(C)
4: elseif S,.Ontg, NC.Oni. # ¢ then

5: LCom.R_Match.Append(C)
6: endif

7:endfor

8:Return LCom

OntoTranslate translates service template of request from an ontology to
another by using the bridging axioms between them. It implements ontology
translation for each factor of service template. OntEngine'' developed by Dou
Dejiang fufills the reasoning based on first order logical. Figure 4 demonstrates the
OntoTranslate and the OutputTrans. First logical reasoning is based on
Modus-Ponens.

Algorithm 3. OntologyTranslate(ServiceTemplate SR, OntologyCommunit S_OC,
OntologyCommity T_OC): ServiceTempalte T_SR
1: if OutputTrans(ST.Outputs, S_OC, T_OC) is NULL then return NULL
2: T_ST.Outputs < OutputTrans(ST.Outputs, S_OC, T_OC)
3: if OutputTrans(ST.Inputs, S_OC, T_OC) is NULL then return NULL
4:T_ST.Inputs <~ OutputTrans(ST.Inputs, S_OC, T_OC)
5: Return T_ST
Algorithm 4. OutputTrans(Ouputs ST_Outputs, OntologyCommunit S_OC,
OntologyCommity T_OC): Outputs T_ST_Outputs
1: KB is the bridging Axioms between S_OC and T_OC
2: for each elements Output in ST_Outputs
3 T_Output <~ Modus-Ponens(Output,KB)
4: if T_Output is NULL then return NULL
5
6
7

T_ST_Outputs.Append(T_Output)
:end for
:return T_ST_OutPuts

4.3 Put Them Together-A Service Discovery Example

Table 2 shows a whole example of service discovery in SSD_OC. In this example, the
service discovery request described by Service Template requires services that have
capability of finding books with specific author and topic. And advertised services are
published in three ontology communities: Sell_Book, Lib_Book and Sell_Good. With
respect to referred ontologies, Sell_Book and Lib_Book are related. And
Trans_Request is the translated request.
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Table 2. The Requests and Advertised Services

Degree
ocC Name Inputs Outputs of Match
#_Author
Request Sell_Book # Topic #_Book
Trans_Requ Lib_ Book #_Author # Ttem
est # Topic
QueryBook | #_Author |, p o T
Service #_Topic
Sell_Book
BrowseBook | ., # Book Fail
Advertised Service - -
Service Lib_Book Query .Item # Person # Item Subsume
Service
Service

In this example, SellGoodService is in a community irrelative to service request,
therefore the matching algorithm does not take it as candidate services.
QueryBookService is discovered firstly in Sell_Book for it has same inputs and outputs
as request, and QueryltemService semantically matched with the translated request
Trans_Request, for its inputs subsume that of request and its outputs equal to that of
request. And BrowseBookService’s inputs are not matched, so it is not matched
service.

S Experiments

The performance of service discovery is usually evaluated by Responding Time of
service discovery, scalability of system, recall and precision of service matching or
their harmonic mean F-measure (F-Measure=2*Recall*Precision/(Recall+
Precision)). To evaluate our mechanism, we conduct experiments in Java 1.4.2, using
OWL-S 1.0, and the tableaux OWL-DL reasoner Racer developed at Concordia
University. The service sample is a subset of OWLS-TC v2.1 provided by DFKI,
includes 3 communities (Education, Communication and Economy) and 220 services
in these community. And 20 requests are proposed to those services. Further, we
compare the results with that of JAXR Register” and augment UDDI Register with
DAML-S'.

Fig.3 shows the preliminary statistical results of those requests. Analysis of these
results provide, in particular, evidence in favor of the following conclusions:

1) SSD_OC and augment UDDI is outperformed by JAXR in term of responding time
for they match service using logical reasoning (cf. Fig. 3 (a)). For SSD_OC spare
time in ontology translation, it is outperformed by augment UDDI, when the system
scale is small. However, with the increasing of system scale, SSD_OC should
outperform augment UDDI.

2 http://www.sun.com/xml/jaxr
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2) Both augment UDDI and SSD_OC increase responding time with the increasing
scale of system, while JAXR holds the line. Further, because SSD_OC limits the
communities where semantic matching occurs, the increasing rate of SSD_OC is
lower than that of augment UDDI, that’s to say, the scalability of SSD_OC is better
than that of augment UDDI. And the scalability of system will be improved by the
number increasing of community (cf. Fig. 3 (a)).
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Fig. 3. The Responding time, Precision, Recall and F-Measure of Different Mechanisms

3) With logical reasoning, SSD_OC and augment UDDI have higher recall, precision
and F-measure than JAXR. SSD_OC has higher Recall and F-measure for its
capability of service discovery across communities. However, due to loss of
information during ontology translation, SSD_OC is outperformed by augment
UDDI in term of precision (cf. Fig. 3 (b)).

6 Conclusions and Future Works

Aiming to support semantic service discovery in multi-ontology environment and
improve the scalability of SSD system, we proposed a mechanism based on ontology
community, SSD_OC. It uses the divide-and-conquer approach with respect to the
ontology used by services, to provide scalable data integration. Within community,
traditional semantic matchmaking is employed. And to enable service matching across
ontologies, the mechanism implements ontology translation by using bridging axioms.
The mechanism improves scalability of system and efficiency of service discovery due
to limiting service matchmaking in a relative small scope. Further service matching
across communities improves the recall of service matching. In addition, the coexistent
ontologies enable users describe their requirements with respect to their context, that’s
to say, users have more flexibility.

In the next step, we will improve the algorithms for service matchmaking, and mend
the service template with some personal information (e.g. across ontology or not, the
accepted degree of service match, etc.). Then service matching will be taken according
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to those preferences. Furthermore, we will take the QoS of service into account to
ranking and selecting services with similar functionality. And the loss of information
during ontology translation will be considered in our future work.
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Abstract. In this paper, we present a new extension and reinterpretation of one
of the most successful models of awareness in Computer Supported
Cooperative Work (CSCW), called the Spatial Model of Interaction (SMI),
which manages awareness of interaction through a set of key concepts, to
provide task delivery in collaborative distributed systems. This model also
applies some theoretical principles and theories of multi-agents systems to
create a collaborative and cooperative environment that can be able to provide
an autonomous, efficient and independent management of the amount of
resources available in a cluster. This model has been implemented in a cluster
based on a multi-agent architecture. Some results are presented with the aim of
emphasizing the performance speedup of the system using the Collaborative
Awareness Model for Task-Balancing-Delivery (CAMT).

1 Introduction

Clusters of workstations provide a good price/performance ratio, which makes these
systems appropriate alternatives to supercomputers and dedicated mainframes. With
the aim of providing better capabilities on clusters, it is essential to use a resource
manager, which will take the suitable, and complex, decision about the allocation of
processes to the resources in the system.

Even though load balancing has received a considerable amount of interest, it is
still not definitely solved [11]. Nevertheless, this problem is central for minimizing
the applications' response time and optimizing the exploitation of resources. Clusters
require from load distributions that take into consideration each node's computational
features [5]. The resources utilization can be improved by assigning each processor a
workload proportional to its processing capabilities.

Multi-agent systems offer promising features to resource managers. The reactivity,
proactivity and autonomy, as essential properties of agents, can help in the complex
task of managing resources in dynamic and changing environments. Additionally, the
cooperation among agents, which interchange information and resources status,
allows load balancing mechanisms to be performed and efficiently deployed on
clusters. In this sense, these mechanisms have common goals with current
collaborative systems, and several synergies between both disciplines can be arisen.

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 146 _ 2007.
© Springer-Verlag Berlin Heidelberg 2007
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In this paper, we present a new extension and reinterpretation of the Spatial Model
of Interaction (SMI), an abstract awareness model designed to manage awareness of
interaction, in cooperative applications. Thus, this paper presents a new
reinterpretation of this model, and its key concepts, called CAMT (Collaborative
Awareness Model for Task-Balancing-Delivery), in the context of an asynchronous
collaboration in clusters. This reinterpretation has been designed, form the beginning
to be a parametrical, generic, open, scalable, free of bottleneck and extensible be
adapted easily to new ideas and purposes. CAMT takes advantage of the aggregated
power of all the cluster nodes.

The CAMT model manages not just resources and information but also interaction
and awareness. It allows: i) controlling the user interaction (through the aura concept);
ii) guiding the awareness towards specific users and resources; iii) scaling interaction
through the awareness concept. This model has also been designed to apply successful
agent-based theories, techniques and principles to deal with resources sharing as well
as resources assignment inside the cluster environment.

This paper is organized as follows: section 2 discusses the related work in the area;
section 3 provides an overview of the Spatial Model of Interaction (SMI) and presents
CAMT as an extension of the SMI; section 4 describes the load balancing algorithm
in CAMT; section 5 provides readers with more specific details about the architecture
of the model; section 6 describes the empirical evaluation and then section 7
concludes this paper with a summary of the research carried out and points out some
future research lines.

2 Related Work

A taxonomy of load balancing methods has been defined in [3], taking into account
different aspects. Three important criteria for this classification are: time in which
workload distribution is performed (static [5] or dynamic [11]); Control, which can be
centralized or distributed [6]; and finally the system state view that is can be global
[6] or local [4]. Other solution is presented in[15], which defines a generic and
scalable architecture for the efficient use of resources in a cluster based on CORBA.
However, CORBA has as main disadvantage its complexity, which has made difficult
to extend its use. DASH (Dynamic Agent System for Heterogeneous) [14] is an
agent-based architecture for load balancing in heterogeneous clusters. The most
noticeable characteristic of this proposal is the definition of a collaborative awareness
model, used for providing global information that helps establish a suitable load
balance. Unlike this work, our proposal (CAMT) extends and reinterprets one of the
most successful models of awareness, the Spatial Model of Interaction (SMI), which
manages awareness of interaction through a set of key concepts. Most of the agent-
based load balancing systems use mobile agents, which makes easier the migration of
tasks [7]. Nevertheless, the study published in [13] concludes that the task migration
only obtains moderate benefits for long duration tasks.

3 CAMT: Reinterpreting the Key Awareness Concepts

The Spatial Model of Interaction was defined for application to any Computer
Supported Cooperative Work (CSCW) system where a spatial metric can be identified
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[2]. The model itself defines some key concepts: Aura is the sub-space which
effectively bounds the presence of an object within a given medium and which acts as
an enabler of potential interaction [8]. Focus, which delimits the observing object's
interest; Nimbus, that represents the observed object's projection; and Awareness,
which quantifies the degree, nature or quality of interaction between two objects. For
a simple discrete model of focus and nimbus, there are three possible classifications
of awareness values when two objects are negotiating [9].

Let’s consider a system containing a set of nodes {n;} and a task T that requires a
set of processes to be solved in the system. Each of these processes need some
specifics requirements, being r; the set of requirements associated to the process p;,
and therefore each of the processes will be identified by the tuple (p;, r;). The CAMT
model intends to increase the collaboration capabilities of the system to start by a
simple, abstract and preliminary interpretation of the SMI key concepts in the context
of an asynchronous collaboration. Thus the CAMT model proposes an awareness
infrastructure based on these concepts capable of managing the load management of
clusters. This model reinterprets the SMI key concepts as follow:

Focus: It is interpreted as the subset of the space on which the user has focused his
attention with the aim of interacting with. The focus will be delimited by the Aura of
the node in the system.

Nimbus: It is defined as a tuple (Nimbus=( NimbusState, NimbusSpace)) containing
information about: (a) the load of the system in a given time (NimbusState); (b) the
subset of the space in which a given node projects its presence (NimbusSpace). As for
the NimbusState, this concept will depend on the processor characteristics as well as
on the load of the system in a given time. In this way, the NimbusState could have
three possible values: Null, Medium or Maximum, as we will see in section 4. The
NimbusSpace will determine those machines that could be taking into account in the
tasks assignment process and it is delimited by the Aura of the node in the system.

Awareness of Interaction (Awarelnt): This concept will quantify the degree, nature or
quality of asynchronous interaction between distributed resources. Following the
awareness classification introduced by Greenhalgh in [9], this awareness could be
Full, Peripheral or Null.

Awarelnt(nl.,nj) =Full if nje Focus({ni D A nje Nimbus(nj)
Peripheral aware of interaction if
n . € Focus ({ni}) Ay ¢ Nimbus (nj)

Awarelnt(n;,n j) = Peripheral  if or

nj ¢ Focus ({ni}) Ao n; € Nimbus (n;)
The CAMT model is more than a reinterpretation of the SMI, it extends the SMI to
introduce some new concepts such us:

Interactive Pool: This function returns the set of nodes {n;} interacting with the n;
node in a given moment. Given a System and a task T to be executed in the node n;:

if Awarelni(n;,n;) = Full then n ; € InteractivePool(n; )
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Task Resolution: This function determines if there is a service in the node n;, being
NimbusState(n;)/=Null, such that could be useful to execute the task T (or at least one
of its processes).

n; = Z {s;} Task Re solution: Node xTask — Task

n, x T —= {(p;,s)}

i

Where “s” is the “score” to execute p; in n; node, being its value within the range [0,
o): 0 if the node n; fulfils the all the minimum requirements to execute the process p;;
the higher is the surplus over these requirements.

This concept would also complement the Nimbus concept, because the
NimbusSpace will determine those machines that could be taking into account in the
tasks assignment process because they are not overload yet. This only means that they
could receive more working load, but the task T or at least one of its processes p; will
be executed in n; if, an only if, there is a service s; in the node n; that could be useful
to execute any of these p; processes

Collaborative Organization: This function will take into account the set of nodes
determined by the InteractivePool function and will return those nodes of the System
in which it is more suitable to execute the task T (or at least one of its processes p;).
This selection will be made by means of the TaskResolution function.

4 Load Balancing Algorithm in CAMT

In this section we will introduce the load balancing algorithm as it has been
introduced in the CAMT awareness model. The main characteristics of this algorithm
are that it is dynamic, distributed and global, and it takes into account the system
heterogeneity. The load balancing process can be performed by means of different
stages or phases [12], which are explained in this section.

4.1 State Measurement Rule

This rule will be in charge of getting information about the computational capabilities
of the node in the system. This information, quantified by a load index, provides
aware of the NimbusState of the node. Several authors have proposed different load
index and they have studied their effects on the system performance [10]. In this
paper the concept of CPU assignment is used to determine the load index. The CPU
assignment is defined as the CPU percentage that can be assigned to a new task to be
executed in a node. The calculation of this assignment is based on two dynamic
parameters: the number of tasks N, in the CPU queue and the percentage of
occupation of the CPU, U, and it would be calculated as:

1

1
FU2—)=>A,, =——
A N) PN +1

If(U < %) = Ay =1-Usage
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As the system is heterogeneous, a normalization with the computational power of the
more powerful node of the cluster, Py, is needed in order to compare load index of
different nodes:

P-A

1=i CPU

P,

MAX

The NimbusState of the node will be determined by the load index and it will depend
on the node capacity at a given time. This state determines if the node could execute
more (local or remotes) tasks. Its possible values would be:

e Maximum: The load index is low and therefore this infrautilized node will
execute all the local tasks, accepting all new remote execution requests.

e Medium: The node will execute all the local tasks, but they will not accept
requests to execute tasks from other nodes in the system.

e Null: The load index has a high value and therefore the node is overload. In
this situation, it will reject any request of new remote execution.

4.2 Information Exchange Rule

The knowledge of the global state of the system will be determined by a policy on the
information exchange. This policy should keep the information coherence without
overloading the network with an excessive number of unnecessary messages. An
optimum information exchange rule for the CAMT model should be based on events
[1]. This rule only collects information when a change in the Nimbus of the nodes is
made. If later, the node that has modified its nimbus will be in charge of notifying this
modification to all of the nodes in the system (global algorithm), avoiding thus
synchronization points. Each of the nodes has information about the rest of the nodes
of the cluster. This information is stored in a list containing the node’s NimbusState
and its NimbusSpace.

4.3 Initiation Rule

As the model implements a non user interruption algorithm, the selection of the node
must be made just before sending the task execution. Once the execution of the
process starts in a specific node it would have to finish in the same node. The decision
of starting a new load balancing operation is completely local. If an overloaded node
receives a new task T to be executed, and it can not execute it (NimbusState =Null),
the load balancing operation will be automatically thrown. Then the initialization rule
which the node has to evaluate is the following:

o [If (NimbusState = Maximum) or (NimbusState = Medium), the task is accepted
to be executed locally.
e [f (NimbusState = Null), a new load balancing operation is started.

4.4 Load Balancing Operation

Now the node has made the decision of starting a load balancing operation, which will
be divided in another three different rules: localization, distribution and selection.
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Localization Rule: Given a task T to be executed in the node n;, the localization rule
has to determine which nodes are involved in the CollaborativeOrganization of the
node n;. In order to make it possible, firstly, the CAMT model will need to determine
the awareness of interaction of this node with those nodes inside its focus. To
optimize the implementation, the previous awareness values are dynamically updated
based on the information exchange rule. Those nodes whose awareness of interaction
with n; was Full will be part of the Interactive Pool of n; to solve the task T, and from
that pre-selection the TaskResolution method will determine those nodes that are
suitable to solve efficiently the task in the environment.

Selection and Distribution Rule: This algorithm joins selection and distribution
rules because the proposed algorithm takes into account the NimbusState of each of
the nodes as well as the TaskResolution to solve any of the T’s processes. The goal of
this algorithm is to find the more equilibrate assignment of processes to
computational nodes based on a set of heuristics. This spread is made in an iterative
way. The sequence of steps that implements the assignment heuristic is:

1. The nodes belonging to the CollaborativeOrganization will be arranged by the
number of processes (associated to the T task) that could execute.

2. The first node of the arranged list is selected.

3. The process having the maximum score is assigned to the selected node and
both process assigned and node are removed from the list.

4. The following process of the ordered list is selected and the steps 2 and 3 of
this algorithm are repeated again.

5. This loop continues until the process had finalized with all the nodes of the
CollaborativeOrganization.

6. This algorithm doesn’t guarantee that all the processes could be assigned in a
first round. So, if any of the processes is out of the assignment, a new task
with all the pending processes is created, and the whole process starts again.

5 The CAMT Architecture

The load balancing multi-agent architecture, is composed of four agents replicated for
each of the nodes of the cluster (see figure 1): a) the Load Agent (LA), which in
charge of the state measurement rule; b) the Global State Agent (GSA), in charge of
the information rule; c) the Initiation Agent (IA), which decide if the task is executed
locally or if a new load balancing operation needs to be carried out; d) the Load
Balancer Agent (LBA) which implements the load balancing operation, strictly
speaking, including the localization, selection and distribution rules.

5.1 The Load Agent

The Load Agent calculates, periodically, the load index of the local node and
evaluates the changes on its NimbusState. When it detects a change on the state, this
modification is notified to the local GSA and IA. The load index is evaluated,
following the expressions introduced in section 4.1. The first step of the LA is to
obtain the node computational power, P;. Then this information is communicated to
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BA GSA GSA BA
1A LBA LBA 1A
Amble Node Amble Node
BA: Benchmark Agent IA: Initiation Agent
GSA: Global State Agent LBA: Load balancing Agent

Fig. 1. CAMT Architecture

the rest of the nodes through the MPI_Reduce function, which is in charge of
calculating the maximum of the computational power of all the nodes, Pyax. Next,
the agent starts an infinite loop until the application is ended. In this loop the first step
is, to get dynamic node load information: the number of running task and the CPU
usage. Then the new state of the node is calculated and the agent determines if a node
state change has occurred. If the later, the agent communicates it to the local GSA and
IA. Finally, the agent sleep a time span, defined as a parameter by the user.

5.2 The Global State Agent

The main functionality of this agent is to manage the flux information exchanged
among the nodes of the system and provide LBA with this information as soon as it
requires it. Firstly, the agent gets information about its focus, its NimbusSpace and its
NimbusState. Once this information is communicated to the rest of the nodes, it
determines the current InteractivePool. Next, the agent enters in an infinite loop in
which it is waiting for receiving messages from other agents, which could be:

e LOCAL_STATE_CHANGE: This message comes from the Load Agent local
and it has to be notified to all the GSAs of all of the cluster nodes.

e REMOTE_STATE_CHANGE: In this case, only the local state list should be
modified to update the new state of the remote node.

e INTERACTIVE_POOL_REQUEST: The local LBA requests the
InteractivePool to the GSA.

e STATE_LIST_REQUEST: the local LBA requests the state list that the GSA
agent keeps updated with the state of all the nodes composing the cluster.

5.3 The Initiation Agent

When a user intends to execute a task in a node of the cluster, this request is sent to
the IA of that node. Then, this agent evaluates the initialisation rule to determine if it
can be executed locally or if a new load balancing operation has be carried out. Its
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main structure contains an infinite loop and, for each of these iterations, the pending
tasks in the execution queue are checked. There are two types of messages:

LOCAL_STATE_CHANGE: It receives a message from the local LA to
notify a change on the local state.

EXECUTE_TASK_REQUEST: It requests execution of a new task. For each
process of the task, the NimbusState is checked to corroborate if its value is
equal to Full or Medium. If later, the process is executed locally. This loop
will finish when all the processes had been executed or when NimbusState of
the local node changed its value. In that moment a message would be sent to
the local LBA to start a new load balancing operation.

5.4 The Load Balancer Agent

This agent contains an infinite loop that is waiting to receive messages from other
agents. Its functionality depends on the messages received:

BALANCER_EXECUTION: This message comes from the local IA and it
indicates that a new load balancing operation needs to start. For the
localization rule, the LBA will follow the following sequence of steps:
1. Request the InteractivePool and the states list to the local GSA
2. Determine the TaskResolution, analyzing which nodes of the
InteractivePool have their NimbusState different to Null.
3. Request the scores, to the nodes included in the TaskResolution
4. Determine the CollaborativeOrganization by analyzing those nodes that,
belonging to the TaskResolution, can execute at least one of the processes
of the task.
As for the selection and distribution rule, the algorithm presented in section
4.4 has been implemented. Once all the processes had been assigned, they
would be sent to the designated nodes. If the process is accepted by the node,
the assignment of the process would have finalized otherwise the process
would be pending of assignment and it would add to the new task.
REMOTE_EXECUTION: This message comes from the remote LBA, asking
for the remote execution of a process. Once the LBA has checked its own
state, it replies to the remote LBA with an acceptance or rejection message. If
the process is accepted, the LBA would execute the process locally. The
rejection could be due to a change on its NimbusState (to Null).
SCORE_REQUEST: This message is a request to the LBA to send the scores
of a specific task. The LBA evaluates the scores for each of the processes
belonging to that task.

6 Experimental Results

These tests were performed over a 32 node PC cluster connected through a Myrinet
Network. The CAMT model has been developed using GNU tools and LAM/MPI
7.1.1 Library. In order to generate a set of CPU-bound task the NAS Parallel
Benchmark NPB 2.3 has been used. Besides the multi-agent architecture presented in
previous sections of this paper, an additional agent, named Task_Executor_Agent, has
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been implemented to simulate the throwing of tasks to any node of the cluster. In all
the experiments presented the focus and the nimbus of each of the nodes include the
rest of the nodes, and therefore the algorithm has been processed as global. All the
tasks have been launched with a 3 seconds interval.

First Experiment: This experiment intends to get a measure of the overhead
introduced by the CAMT model in the execution of a set of tasks while the size of the
cluster increases. With this purpose, the algorithm has been executed in different
clusters configurations: 4, 8, 16 and 32 nodes. In all these cases, 50 tasks with 10
processes per task were run. The experimental results obtained from the execution of
this experiment are presented in the table 1 and in the figure 2.

Table 1. Speedup, maximal overhead, average overhead, number of load balancing operations
and number of attempts to assign a process with respect to the cluster size

Cluster Speedup Max. Overhead Average Overhead Balancing N.

Size per Process /process Operations attempts
4 2.85 594 17.12 41 30816
8 7,24 2.33 0.41 48 1338
16 15,87 1.59 0.28 44 0
32 31,65 1.92 0.29 48 1

These results show that cluster size has a benefit impact on the algorithm
performance when the number of tasks remains constant. From figure 2 we can point
out that when there are many more processes in the system that the cluster can
manage, all the nodes are overloaded and the overhead as well as the number of
attempts to assign a new process increases dramatically. On the other hand when the
cluster size is increased up to 32 nodes, the overhead remains almost constant.
Therefore this algorithm has very good scalability features.

Overhead per process with cluster size = 4 nodes Overhead per process with cluster size = 32 nodes

:

T T T T 1
0 100 200 300 400 500
Processes Processes

Fig. 2. Overhead per process with 4 and 32 nodes in the cluster

Second Experiment: This second test has only been achieved for the biggest cluster,
32 nodes. In all these cases, 50 tasks have been thrown. The objective was to get a
measure of how the number of processes of the T task affects the algorithm
performance. The experimental results obtained from the execution of this experiment
are presented in the table 2 and in the figure 3.
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Table 2. Speedup, maximal overhead, average overhead, number of load balancing operations
and number of attempts to assign a process with respect to the number of processes per task

Processes/task N processes Speedup Max Average Balancing  N.
overhead Overhead operations attempts
10 259 31.76 1.73 0.24 45 0
20 458 31.69 2,89 0.30 47 3
30 854 30.98 12.47 2.81 45 1401
40 1028 28.48 41.93 5.62 43 10299
Overhead per process with 10 process/task Overhead per process with 40 processes/task
2
” 1,5 4 ‘ * m
- © x4
g LY : 7] * "..
0,54 . . e . LN
0 50 100 150 200 250 300 0 100 200 300 400 500 600 700 800 900 1000 1100
Processes Processes

Fig. 3. Overhead per process with 10 and 40 processes per task

It can be to highlight that increasing the number of processes of the task, even over
the number of the nodes, we get the situation in which all the processes can not be
assigned in the first round of the selection rule. Additionally, increasing the total
number of processes that the system has to manage causes an increment in the global
load of the system that could lead to a TaskResolution empty. These two factors
provoke an increase on the overhead introduced by the algorithm. Moreover, the
number of tries to assign each of the processes needs to be taken into account. This
can be seen in figure 3 when the number of processes is around 600 and the overhead
value is dramatically increased. On the other hand when the number of processes is
not so high the overhead remains almost constant for all of the processes and tasks. In
table 2 we can see that in these cases the number of attempts to assign the processes is
drastically increased too.

Third Experiment: The last test has been carried out on a cluster of 32 nodes. The
size of the task is between 1 and 16 processes. The aim of this experiment is to
measure the impact that the number of consecutive tasks executed over the overhead
of the system. In order to make this evaluation, this experiment has been
accomplished with a number of tasks between 25 and 100. The experimental results
obtained from the execution of his first experiment are presented in the table 3 and in
the figure 4.
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Table 3. Speedup, maximal overhead, average overhead, number of load balancing operations
and number of attempts to assign a process with respect to the number of consecutive tasks.

N N. Speedup Max. Average Balancing  N.
Tasks  Processes overhead/  overhead/ Operations  attempts
Process process
25 227 29.11 242 0.38 23 0
50 443 30,24 2.54 0.35 47 0
75 708 31.85 2.63 0.28 72 2

100 919 32.03 3.1 0.32 96 7

The conditions given in the third experiment implies a higher global load of the
system, and it could drive to a situation in which all the nodes of the system would be
overload and the TaskResolution was empty. In this case the number of tries to make
the tasks assignment should increase and therefore the overhead of the system.
However in this experiment the overhead remains almost constant with the number of
tasks. Therefore we can conclude that the number of processes per task has a more
strong impact on the algorithm performance that the number of task. This is a
consequence of that this algorithm assigns only one process per round to each of the
nodes. Then if the number of processes in a task is much larger than the number of
cluster nodes the algorithm needs several rounds, increasing the overhead per process.

Overhead per Process

3 V3 .
.
%2,5 .
2 .
8152 .
L] Y1p . . ‘.00’ M
5 1 >
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Fig. 4. Overhead per process with 100 consecutive tasks

7 Conclusions

This paper presents an awareness model for balancing the load in collaborative cluster
environments, CAMT (Collaborative Awareness Model for Task-Balancing-
Delivery), in a collaborative multi-agent system. CAMT is a new reinterpretation of
the SMI model in the context of an asynchronous collaboration in clusters. The
CAMT model allows managing not just resources and information but also interaction
and awareness; guiding the awareness towards specific users and resources; and
scaling interaction through the awareness concept. This model has also been designed
to apply successful agent-based theories, techniques and principles to deal with
resources sharing as well as resources assignment inside the cluster environment.
CAMT manages the interaction in the environment allowing the autonomous,
efficient and independent task allocation in the environment.
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This model has been evaluated in a real cluster infrastructure. Different scenarios
were designed for this purpose. The most important conclusions that could be
extracted from the experimental results presented in this paper are: Firstly, the
introduction of the load balancing algorithm based on the CAMT model on a cluster
achieves very important improvements with respect to the response time and speedup.
These results are reflected on the speedup figures and therefore on the scalability
degree of the algorithm. Secondly, we have to point out that the overhead incurred by
the algorithm to assign a process to a node is mainly determined by the number of
processes per tasks. Finally, the algorithm performs a number of load balancing
operations close to the maximum achievable value.
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Abstract. In this paper, we propose an improved model for predicting HPL
(High performance Linpack) performance. In order to accurately predict the
maximal LINPACK performance we first divide the performance model into two
parts: computational cost and message passing overhead. In the message passing
overhead, we adopt Xu and Hwang’s broadcast model instead of the
point-to-point message passing model. HPL performance prediction is a
multi-variables problem. In this proposed model we improved the existing model
by introducing a weighting function to account for many effects such that the
proposed model could more accurately predict the maximal LINPACK
performance R, . This improvement in prediction accuracy has been verified on
a variety of architectures, including IA64 and IA32 CPUs in a Myrinet-based
environment, as well as in Quadrics, Gigabits Ethernet and other network
environments. Our improved model can help cluster users in estimating the
maximal HPL performance of their systems.

1 Introduction

The continuous improvement in commodity hardware and software has made cluster
systems the most popular alternative [1-5] for high performance computing for both
academic institutions and industries.

In 1998, Pfister [5] estimated over 100,000 cluster systems were in use worldwide.
In November 2006, more than 70% of machines on the 26" Top500 List were labeled as
clusters [6]. Most of these clusters used HPL (High performance Linpack) to
benchmark their system performance, in accordance with the requirement of the
Top500 List.

HPL utilizes LU factorization with row partial pivoting to solve a dense linear
system while using a two-dimensional block-cyclic data distribution for load balance
and scalability. A number of analysis models [7, 8] have been developed for HPL
performance prediction for different architectures. However, these models did not
consider the effect of hardware overhead, such as cache misses, pipeline startups,
memory load or store and floating point arithmetic. Most models adhere to
Hockney’s message passing model [9] in dealing with the message interchange
overhead.

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 158 2007.
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In this paper we propose an improved HPL performance prediction model where
we use a weighting function to account for the hardware overhead on the
computation side. On the communication side we adopt Xu and Hwang’s broad-
cast model [10]. This improved model comes up with a closer prediction of the
actual performance than the other models in the literature, after a series of
experiments on the Myrinet-based, Gigabits Ethernet based, IA64- and IA32-based
architectures.

2 HPL Algorithm and Performance Score Model

We first introduce the HPL algorithm in Section 2.1 and then the existing HPL
performance prediction model from [7] in Sections 2.2.1-2.2.5. The improved model is
discussed in Section 2.2.6. Here we list the definitions of the pertinent variables in
Table 1.

Table 1. Definition of the variables

Variable Definition

B Block size

NxN Dimension of linear system

PxQ Two dimensional map of computational processors
o Latency of Hockney’s mode (point to point), constant
p The reciprocal of throughput of Hockney’s model (point to point), constant
o Latency of Xu and Hwang’s model (MPI broadcast), function of (PQ)

, The reciprocal of throughput of Xu and Hwang’s model (MPI broadcast),

B function of (PQ)
83 Floating-point operation rate of matrix-matrix operations
g Floating-point operation rate of matrix-vector operations

the approximate floating-point operations per second when the processor is
performing matrix-matrix operations

V= The real computational performance of HPL, not including message passing
wXy. overhead. w is the weighting function in our proposed performance model

2.1 HPL Algorithm

The HPL algorithm is designed to solve a linear system by LU factorization with row
partial pivoting. The data are first logically partitioned into BxB blocks, and then
distributed onto a two-dimensional PxQ grid, according to the block-cyclic scheme to
ensure load balance as well as scalability. The block size B is for the data distribution as
well as for the computational granularity. The best B value is a function of the
computation-to-communication performance ratio in a system. A smaller B performs
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better load balance from a data distribution point of view; but when it becomes too
small, it may limit the computational performance because no data reuse occurs at the
higher level of the memory hierarchy from a computational point of view. The
recommended B value is between 32 and 256.

At a given iteration of the main loop, each panel factorization occurs in one column
of processes because of the Cartesian property of the distribution scheme. Once the
panel factorization has been computed, this panel of columns is broadcast to the other
process columns. The update of the trailing sub-matrix by the last panel in the
look-ahead pipe is made in two phases. First, the pivots must be applied to form the
current row panel U. U should then be solved by the upper triangle of the column panel.
Finally U needs to be broadcast to each process row so that the local rank-B update can
take place.

2.2 Performance Score Model

2.2.1 Assumption and Definition

Let the communication time to transfer L length of double precision messages be 7, =
o+BL, whereaandPare latency and the reciprocal of maximum bandwidth, respectively.
Both aandfare constants. Also, g,, g, and g, are defined as the times needed for
performing one floating point of the vector-vector, matrix-vector and matrix-matrix
operations, respectively. With the definitions behind us, we may proceed to solve an
NxN linear system.

2.2.2 Panel Factorization and Broadcast
Let us consider an IxJ panel distributed over a P-process column. The execution time
for panel factorization and broadcast can be approximated by:

Tacl L, J) = (IIP - J13) J* g3 + J In(P)(a+ 2BJ) +a+ BI T / P (1)

2.2.3 Trailing Sub-matrix Update

Let’s consider the update phase of an Ix/ trailing sub-matrix distributed on a PxQ
process grid. From a computational point of view, one has to (triangular) solve [/
right-hand sides and to perform a local rank-J update of this trailing sub-matrix. Thus,
the execution time for the update operation can be approximated by:

Topdarel, 1) = g3 L J1Q + 2 ' J IPIQ) +0(In(P)+P-1)+ 3B1 J /Q. )

2.2.4 Backward Substitution

The number of floating point operations performed during the backward substitution is
given by N*/P/Q. Then, the execution time of the backward substitution can be
approximated by:

Thaets(N. B)= g, N*I(PQ) + N (o B + 2P). 3)
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2.2.5 The Original HPL Performance Model
The total execution time 7 is given by:

N
T= 2 [Tpfact (N_k’ B)+Tupdate (N_k -B, B)]+Tbacks (N’B)
k=0, B, 2B,---
2
:g3{2Ns{ul_1JBN2+(2_1_1st}+g2{N}
3PQ 2P 20 PQ PO Q 3 PQ
+0{{N[(B ”)l"g))” +1}+Bln(P)+log(P)+ P} @
+,B{(3P+QJN2 +[1+21n(P)—3+2JBN+[2ln(P)—3JBZ}
2P0 2P 20 0

The algorithm totally perform 2N *13+3N°/20f floating point operations, Then, the
performance score, hereinafter called R,y _oyigina, becomes:

ON3/3+2N2%/2
T

B JEVE I (0 NS N U PSS P S W Y BS Pd
g3{3PQN +[2P+2Q PQJBN +(PQ 0 3]3}”2{1@} 5)

=<2N3+3N22>/ +a{N[—(B+l)log(P)+P+1}+Bln(P)+ln(P)+P}

R

est _original =

3 B

+ﬁ{[3p+ Q]NZ +[i+ 21n(P)—%+ 2]BN +[21n(P)—%jBZ}

2P0 2P

For a very large N, we need only to consider the dominant term in g5 a, and B. Then,
Eq.(5) becomes:

1
est-orighal = g5 3al(B+1)in(P)+P]  3p(3P+Q)
PQ 2BN? #NPQO

R

(6)

2.2.6 Our HPL Performance Model
Wang and co-workers [8] defined a new variationy; as the approximate floating point
operations per second when the processor is performing matrix-matrix operations.

Then, )3 = L
83
Now, we propose a weighting function w to include overheads such as cache misses,
pipeline startups, and memory load or store. This weighting function w will be taken as
the ratio of the time for matrix multiplication to the total HPL execution time on a
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single processor; and 0 < w < 1. Next, we define a new variable y= wxy, to represent
the approximate floating point operations per second for the total HPL solution.

The parameters representing the communication overhead, a and B in Eq.(5) and
Eq.(6), are based on Hockey’s model; that is, they are constants. However, in our
proposed model, we will adopt Xu and Hwang’s model to account for the
communication overhead. The communication time to transfer L length of double

precision messages is then T.= o + ﬂ’ L, where & and ﬂ, are latency and the

reciprocal of maximum bandwidth, respectively. Now, both o and ﬂ' are functions

of the total number of processors (PQ). Therefore, the performance score of our
modified HPL performance model, hereinafter call R, oqified » bECOMES:

For small size cluster, Rest_mod ified =
2
1{2N3+(1+1_l]BNz+(2_1_1]B3}+g2 N2
7 |3P0 2P 20 PQ PO 0 3 PO 7
3 2
<2N+3N>/ +a’{N[—(B+1)logép)+P+1}+Blog(P)+log(P)+P}

3 2
J(3P+0 ), .2 1 _3 _3 B2
+ﬁ{(2 JN +(2 +210g(P) 2 +2JBN+(210g(P) QJ }

For large cluster,

/
Rest_modified == 3¢ [(B+1)log(P)+P] 3 B(3P+Q) ®
PQy 2N?B 4NPQ

The denominator of Eq. (8) consists of three terms. The first term dominates the
performance of the system if communication overhead is not considered, with the best
score being PQy. The second and the third terms account for the communication

overhead resulting from discrete computing, while o and ﬂ' depend on the latency
and bandwidth of the network for MPI collective message, respectively. In general,
when the size of a cluster system increases, so do the influences of o and ﬂ’ .

3 Comparative Analysis of Different Models on Various Clusters

We now proceed to analyze the HPL performance on three different cluster systems,
i.e., the Formosa Cluster [11], the Triton Cluster [12], and Dawning 4000A [13]. The
Formosa cluster is equipped with IA32 CPUs and in a Gigabit Ethernet environment.
The Triton Cluster uses the IA64 CPUs with Quadrics interconnection network [14].
The Dawning 4000A is a cluster of IA64 CPUs with Myrinet [15] network
environment. Details of the systems are described in Sections 3.1, 3.2, and 3.3.
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3.1 NCHC Formosa PC Cluster

This PC Cluster was built by the National Center for High-Performance Computing
(NCHC) in September 2003. Our team had diligently optimized the system, specifically
the network drive, the MTU, two network interface cards with two different private
subnets, and with unused services turned off. It was the 135" on the 22" Top500 List in
November 2003, and it was then the fastest computer system in Taiwan [11].

The system utilizes IBM X335 servers with Intel Xeon 2.8GHz dual processors.
There are 300 CPUs connected together by a Gigabit Ethernet network. We adopted
Debain 3.0 (kernel 2.6.0) operating system (OS), Intel compile 8.0 compiler,
LAM/MPI 7.0.6 [16], and GOTO BLAS [17].

To compare Eq.(7) with Eq.(5), we need to first decide the parameters in these two
equations. We apply the DGEMM function in HPL; that is, matrix multiplication of
double precision random numbers of HPL, to compute the floating-point operations per
second of matrix multiplication, shown in figure 1. From figure 1, we obtainy; = 4.6
GFLOPS. Similarly, 1/g, = 633 MFLOPS.

Next, we determine the value of the weighting function, w, by adding a timing merit
of matrix multiplication in HPL software and enabling the option:
-DHPL_DETAILED_TIMING. The outputis shown as figure 2, and then w = 516.42 /
586.77 = 0.88.

In our previous research [18], we obtain o= S5l8us, = 0011us,

o’ =81.3154In( PQ )—63.81,and B =0.0193In( PQ )—0.0085 . Both &’
and [ " are ings.
Table 2 lists the performance scores in GFLOPS of the measured R,,,, value and the

Rest-origina USINg Eq. (5), and Resmodifiea Using Eq. (7) on 4, 6, and 8 processors. It
demonstrates that Re.odifiea 1S indeed closer t0 R,qc than R originar-

5000

MFLOPS

0 2000 4000 6000 8000
Matrix Size

Fig. 1. MFLOPS vs. Matrix size on the Formosa Cluster
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T/V N NB P Q Time Gflops
WOOL2L88 15840 88 1 1 586.77 4.516e+00
—=VVV--VVV-=-VVV-=-VVV--VVV--VVV--VVV--VVV--VVV—

Max aggregated wall time HPL DGEMM. . :[ 516.42
Max aggregated wall time rfact. . . : 17.06

+ Max aggregated wall time pfact . . : 17.06

+ Max aggregated wall time mxswp . . : 0.27

Max aggregated wall time update . . : 569.30

+ Max aggregated wall time laswp . . : 9.71

Max aggregated wall time up tr sv . : 0.41

Fig. 2. The output of HPL

Table 2. Comparison of two Performance Scores in GFLOPS on 4-, 6-, and 8- CPUs on the
Formosa Cluster

NO- Of PI'OCS E E mec E Rest—oriﬁinal E Rest—moditwd
4 _Score. 16.06. 1700 . 1579
R error; - . 6% . 2%
6 __Score; 2347 2698 23.47
SR I error | el 15% 0%
g Score 3151 3596 | 3102

error - 14% 2%

Note: R, is the maximal LINPACK performance achieved.

We reported a measured R,,,, = 0.9975 TFLOPS to the Top500 List in October 2003.
R, as defined in the Top500 List, represents the maximal LINPACK performance
achieved where B = 88, N = 188000, P =12, and Q = 25.

Table 3 lists the performance scores in TFLOPS of the measured R,,,, value and the
Regt-origina USing Eq. (6), and R, podiiea Using Eq. (8). It demonstrates that R, oaifiea OF
1.05 is indeed closer to R,,,, of 0.9975.

Table 3. Comparison of two Performance Scores in TFLOPS on 300 CPUs on the Formosa
Cluster

Rmax Rest-original Rest-mod_iﬁed
Score 0.9975 1.35 1.05
error -- 35 % 5%

Note: R, is the maximal LINPACK performance achieved.

3.2 NCHC Triton Cluster

This Cluster was built by NCHC in March 2005 and is currently the fastest computer
system in Taiwan [12]. The system contains 384 Intel Itanium 2 1.5GHz processors
(192 HP Integrity rx2600 servers) connected together by a Quadrics interconnection
network, with a RedHat AS3.0 operating system and Intel compile 8.1, HP MLIB
v.19B, and HP MPI v2.01 software.
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As in Section 3.1, we must first determine the parameters in Egs. (6) and (8). With a
sequential static analysis and curve fitting, we obtaina= 2.48s, o = 20.55us, P=
0.0040us and 3" = 0.010665s.

Rux = 2.03 was measured and reported to the Top500 List with the following
parameters B = 72, N =25500, P = 12, and Q = 32.
By the DGEMM function in HPL, we plot figure 3 and obtainy; of 5.88 GFLOPS.

7000
6000 |
2 5000
S 4000
= 3000
= 2000
1000

0

0 4000 8000 12000
Matrix Size

Fig. 3. MFLOPS vs. Matrix size multiplication on the Triton Cluster

Following the similar procedure in Section 3.1 gives the weighting factor w of 0.93.

Table 4 lists the performance scores of the measured R,,,, value and the scores using
Eq. (6) and Eq. (8) for the Triton Cluster. It is clear that R,.,0qies yields a score of 2.07,
a much better prediction than R,y.,igina Of 2.25 using the original model.

Table 4. Comparison of two Performance Scores in TFLOPS on Triton Cluster

Rmax Rest-original Rest-moiiﬁed
Score 2.03 2.25 2.07
error - 11 % 2 %

3.3 Dawning 4000A

This cluster system was ranked 10" in the 23" Top500 List in November 2003. It
contains 2560 AMD Opterons running at 2.2 GHz connected together by a Myrinet
network. Parameters used on Egs. (6) and (8) are: R, = 8.061 TFLOPS and N =
728400 from the Top500 List. P =40 and Q = 64 are assumed.

We choose an B of 240 from reference [19], assuming identical behavior to the AMD
Opterons running at 1.6 GHz found in the literature (AMD 2.2 GHz Opteron were used
in the Dawning 4000A) andy,= 4.4 x 0.918 = 4.0392 GFLOPS [17].
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The message passing overhead is assumed to be similar to the Gunawan and Cai’s
results [20] with a Linux platform with 64bit 66 MHz PCI; then o = 14.08s, o =
259.79us, B= 0.009us and 3" = 0.11ys.

Assuming that the behavior of HPL on the Dawning 4000 was similar to that of
reference [19], we then calculate the weighting function w to be 0.9. The prediction
results R.y.origingt AN Regp.moaifiea ar€ listed in Table 6. Again, our improved model gives
an error of 4 % versus 27 % if we use the original model.

Table 6. Comparison of two Performance Scores in TFLOPS on the Dawning 4000A

Rmax Rest—ori,eirwl Rest—mudiﬁ'ed
Score 8.061 10.28 8.417
error - 27 % 4 %

4 Prediction of R, on SIRAYA

The maximal LINPACK performance achieved R,,,, in the Top500 List depends on
network communication overhead, BLAS, motherboard, PCI system, size and
bandwidth of main memory, compiler, MPI-middleware. In Sections 3.1-3.3, our
improved model of Eq. (8) has resulted in a better correlation with R, in all three
clusters: the Formosa, the Triton, and the Dawning 4000A clusters. It should be noted
on the first two clusters we use the actually measured parameters, and in the cases of the
last, only “estimated” parameters are used. We believe once the parameters for the last
become available, the prediction results should be even more accurate.

The authors of HPL suggest that the problem size N should be about 80% of the total
amount of memory in reference[7]; that is N = 0.8 X Ny.x, Where Ny = SQRT(TM/8) is
the allowable maximum problem size, TM is total memory size, reserving 20% of the
total memory for system kernel overhead. In our experience, the problem sizes of the
IA32-based cluster, Formosa, is quite near Ny, and may be larger than the suggested
values. On the other hand, the problem sizes for the two IA64-based platforms--both
Triton and Dawning--are smaller than the suggested, where N = 0.58 X N, for the
Triton and N = 0.46 x Ny, for the Dawning 4000A, because the IA64 based clusters
need to save large memory for system kernel overhead [6].

SIRAYA is a high-performance Beowulf cluster located within the Southern
Business Unit of NCHC. The cluster was designed and constructed by the 'HPC Cluster
Group' at NCHC for computational science applications.

The computing nodes in SIRAYA are 80 IBM eSeries €326 in 1U cases mounted in
three racks. Each IBM eSeries €326 has two AMD Opteron 275 DualCore processors
running at 2.2 GHz with 1 MB of L2 cache, 4 GB of DDR400 registered ECC SDRAM.
This means SIRAYA has 320 cores. All computers are connected together in a star
topology to six stackable Nortel BayStack 5510-48T 10/100/1000 Mbps switches.

Based on above elaboration, we use the following parameters to predict the maximal
performance score on SIRAYA. N = 0.5 X Ny = 10°, B = 240, w = 0.9, = 4.0392
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GFLOPS from section 3.4, o = 405.24us, and ,B' = 0.10283us from section 3.1.

Then, Resmodifiea Of 835.6 GFLOPS using Eq. (8) is very close to R, of 848.2
GFLOPS.

Next phase, we will upgrade the system to 8 GB RAM for each node and fat-tree
high performance network. Moreover, the system will be increased sixteen nodes.
Then, the parameters become N = 1.5 x 10°. Therefore, we predict the maximal
performance score on SIRAYA will be 1.37 TFLOPS after upgrade at the second
phase.

5 Conclusion

Building on Wang’s HPL performance model, we propose an improved HPL
performance prediction models. Four existing clusters are used for comparing the
prediction results. One of them is IA32 system and the other three are IA64 systems.
The intercommunication media used in these four clusters are Myrinet, Quadrics, and
Gigabit Ethernet network. In all cases, our improved model shows consistently better
predictions than those using the existing model.

Our improved HPL performance prediction model would be a great help for those
who wish to better understand their systems. It helps reduce the time for trial-and-error
runs; it provides a user in scientific computing with useful information in predicting the
performance and scalability of his own program as well.
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Abstract. Limited computing resources may often cause poor perfor-
mance and quality. To overcome these limitations, we introduce the idea
of ad hoc systems, which may break the resource limitation and give mo-
bile devices more potential usage. That is, several resource-limited de-
vices may be combined as an ad hoc system to complete a complex com-
puting task. We illustrate how the adaptive software framework, FRAME,
may realize ad hoc systems by automatically distribute software to ap-
propriate devices via the assembly process. We discuss the problem that
ad hoc systems may be unstable under mobile computing environments
since the participating devices may leave the ad hoc systems at their
will. We also propose the reassembly process for this instability problem;
i.e., assembly process will be re-invoked upon environmental changes. To
further reduce the performance impact of reassembly, two approaches,
partial reassembly and caching, are described. Our experimental results
show that the caching improves performance by a factor of 7 ~ 40.

1 Introduction

As technology improves, small devices and task-specific hardware begin to emerge.
These devices usually have limited resources or specialized interfaces to address
the desired goal of mobility and friendly usage. Thus, it will be a challenge to
execute complex applications on these devices with reasonable performance and
quality. However, the ubiquitous existence of computers may bring many possi-
ble solutions for this challenge. For instance, it is possible for computers to move
and interact with their environment to seek the available resources to accomplish
resource-intensive tasks more efficiently.

That is, instead of running software on a single device, one may look for avail-
able devices nearby and connect them together to form a temporarily organized
system for short-term usage. Once the software is launched, the appropriate
part of the code will be automatically distributed to each participating device.
After that, these devices will execute the assigned code to accomplish the task
collaboratively. Such a system without prior planning is called ad hoc [5].

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 169 2007.
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Image the scenario that a person may watch a movie with his mobile phone.
Because of limited computing capability, the video and audio quality may be
unacceptable, and the viewing experience may not be pleasant. On the other
hand, he may look for available intelligent devices nearby. For example, he may
find an ATM machine for its larger screen and a MP3 player for its stereo
sound quality. Thus, he may connect them together to form an ad hoc system as
shown in Fig. [l After the video playback software is launched, the appropriate
part of the code will be distributed to each device, such as the code for audio
processing to the MP3 player and the code for video processing to the ATM.
As a consequence, instead of watching the movie on the mobile phone, he may
enjoy the movie on the ad hoc system with larger image on the screen of the
ATM and better sound on the MP3 player.

b

Fig. 1. A video playback application running on an ad hoc system

Such ad hoc systems may be realized by an adaptive Java software frame-
work, FRAME [0}, [7]. FRAME may automatically distribute software components to
each participating devices and provide the functionalities of a middleware to
allow these components to execute cooperatively. However, mobile computing
environments are not likely static and, hence, ad hoc systems may be unstable.
For example, some participating devices may leave the ad hoc system during the
execution of the application. Therefore, the code on these leaving devices have
to migrate to other devices in the system for proper execution of the application.
In this paper, we shall illustrate the approach to improve FRAME for this chal-
lenge. We also discuss the issue of the performance impact on the application
execution, and introduce two possible performance improvement.

We shall briefly describe the architecture of FRAME in the next section. Section[3]
illustrates an approach for solving instability problem of ad hoc systems, discusses
the performance issue, and describes how we improve it. We applied the improved
FRAME to a robot application and measured the performance impact. The results
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are illustrated in Sect.[d Finally, the last two sections will give a summary, survey
of related work, and then discuss potential future investigations.

2 Adaptive Software Framework: FRAME

The central themes of FRAME are component, constraint, and assembly. The ar-
chitecture of FRAME [0l [7] may be summarized as follows.

Component: An application is composed of components. Each component pro-
vides services to cooperate with other components. The services define the
dependency of the components and form a software hierarchy tree, i.e., a par-
ent component requires services from its child components and vice versa.

Implementation: A component may have more than one implementation.
Each implementation provides the same functionality of the component but
with different performance, quality, and resource requirements. Only one
implementation of each component is needed to execute a program. For ex-
ample, the audio component of the video playback application may have two
implementations. Each is able to process the audio of the movie but with
different sound quality and computation resources. The implementation with
better sound quality may require more computation resources than the mo-
bile phone has. Of course, such an implementation should not be executed
on the mobile phone. The question for which implementation is feasible on
the given device will be answered with help from constraints. Finally, the
software hierarchy information, such as what components the application
has and what implementations of the component has, will be registered to a
database server called the component registry.

Constraint: Each implementation may have a set of constraints embedded. A
constraint is a predicate and used to specify whether the given computing
environment has resources that the implementation requires. It may also
specify the execution performance and quality of the implementation. The
constraints of the implementation are used by the assembly process to de-
termine whether the implementation is feasible on the given device.

Assembly: A process called assembly will resolve, on the fly by querying the
component registry, what components and their implementations an appli-
cation has. For each component, the assembly process will load each imple-
mentation and check its constraints on a given device. If all constraints are
satisfied, the implementation is feasible on the device. Hence, the compo-
nent with the feasible implementation will be distributed to the device. As
shown in Fig. 2 there may be an implementation for audio component with
better sound quality and all its constraints are satisfied on the MP3 player
but not the mobile phone and the ATM. Thus the audio component will be
distributed to the MP3 player.

Execution: After all the components are distributed, the application begin to
execute.
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Fig. 2. Components will be distributed to appropriate devices based on their constraints

Table 1. if-else statement structure

if (constraints of component 1 with implementation 1)
{ // select component 1 with implementation 1

if (constraints of component 2 with implementation 1)
{ // select component 2 with implementation 1

// check each implementation of component 3, 4,...

}
else if (constraints of component 2 with implementation 2)
{ // select component 2 with implementation 2

// check each implementation of component 3, 4,...

// more else if blocks for other implementations of component 2

}
else if (constraints of component 1 with implementation 2)
{ // select component 1 with implementation 2

// similar as the code in the if block of
// component 1 with implementation 1

. // more else if blocks for other implementations of component 1

The traditional approach to distribute components to appropriate devices
based on constraints is to use condition statements such as if-else statements. For
example, suppose there is an application that may have components 1,2,..., N,
where component i has M; implementations. Thus, there may be nested if-else
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statements similar to Table [l First, it checks if the constraints of component
1 with implementation 1 are true. If yes, it will has code in its if block to
check appropriate implementation of component 2, then 3, and so on. If not, it
will jump to else if block to check the component 1 with implementation 2.
The code in its else if block of implementation 2 are same as implementation
1. Thus, if constraints of implementation 2 are true, it will check appropriate
implementation of component 2, then 3, and so on. The process will find an
appropriate implementation for component 1 first, then 2, 3, and so on.

The condition statements approach is primitive from the software engineering
perspective. As the number of components and their implementations increase,
the code tends toward so called “spaghetti code” that has a complex and tangled
control structure and the software will become more difficult to maintain or
modify.

The most important limitation of the condition statements approach is that
condition statements are hard-coded. Thus, the availability of all implementa-
tions need to be known during the development stage. It is not flexible enough to
integrate newly developed implementations without rewriting and recompiling
the code, and, of course, the down-time.

To avoid the above limitations, the assembly process uses the following two-
step approach:

1. Components distribution: In this step, the assembly process will dis-
tribute components to participating devices. Note that there will be n¢ differ-
ent component distributions with n participating devices and ¢ components.
By using the information stored in the component registry, the assembly
process may be able to identify all the component implementation of an
application. Since the assembly process queries this information during run-
time, the above limitations of the condition statements approach are avoided
as long as newly developed implementations register their information to the
component registry. When all components of a distribution are distributed,
all the constraints will be collected and the assembly process will proceed to
next step for solving these constraints.

2. Constraints solving: For each component, the assembly process will find
out if all the constraints are satisfied. If all the constraints of the distribution
are satisfied, the distribution is feasible and the application may execute on
this distribution. FRAME uses a backtracking algorithm [§] for solving con-
straint satisfaction problems. If one of the constraints within this distribu-
tion is not satisfied, the assembly process will return to the first step for next
distribution.

3 Reassembly

A straightforward idea for solving the instability problem of ad hoc systems
is to monitor the computing environment changes. If some of constraints fail
due to environmental changes, the application execution will be temporarily
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suspended, the component assembly process will be re-invoked, and then the ap-
plication execution will resume with appropriate implementations of the compo-
nents. However, one challenge for this reassembly approach is performance, since
the assembly process involves I/O activities, such as communication between de-
vices, and intense computation, such as constraints solving to find the feasible
distribution. In our experiments, the assembly process of the robot application is
about 650 times slower than the similar application hard coded by if-else condi-
tion statements. It will be not feasible to simply re-invoke the assembly process
for the reassembly, especially on a small temporal scale of environment change.
Therefore, we propose two schemes, partial reassembly and caching, to improve
the performance.

First, we observe that not all components need to be changed for the reassem-
bly process and it is unnecessary to examine the constraints of these components.
Thus, developers may only specify the subset of the components to be examined
to reduce the run-time monitoring performance impact and the constraints solv-
ing time. For the video playback application example, the person may always
carry the mobile phone and MP3 player, but not the ATM. As the person walks
around, the connections between the ATM and other devices may drop, and
then the ATM will leave the ad hoc system. Therefore, as shown in Fig. B it is
only necessary to monitor the ATM and perform the video component migration
when the ATM leaves.

ad hoc system

monitored subsystem

video component migration

Fig. 3. Example of partial reassembly

The other performance improvement is to use cache, which may be done in two
different levels. The first level is to cache the component distribution results, i.e.,
the first step of the assembly process. The purpose of the first step is to find possi-
ble distributions and collect all the constraints of each distribution for constraints
solving. If no component implementation is added or removed, the constraints
of each distribution will remain the same and the first step may be avoided.

The second level is to cache the computing environment, a more aggressive
scheme based on the assumption that the computing environments will repeat.
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A computing environment will be used as a key, and its assembly results are
cached in a hash table with the key as shown in Fig. @ That is, a computing
environment may contain information that an application requires for execution,
such as number of participating devices, network bandwidth, hardware, etc. Thus
the information may be converted to a key for caching via a hash function. If
the computing environment repeats, its assembly results may be obtained from
the cache with the key.

cache

. . A component distribution
A computing environment

Fig. 4. Flow of reassembly cache

4 Performance Evaluation

We use a robot, XR4000 [I2], to evaluate the performance of the component
reassembly process. We compare the performance of different implementation
selection schemes, including component reassembly with and without caching,
and also evaluate the performance of the similar application using hard coded if-
else condition statements. The performance is measured versus different number
of the component implementations registered in the component registry.

To highlight the relationship between the performance and these different im-
plementation selection schemes, we simplify the software hierarchy so the mea-
sured application has only one component with multiple implementations to be
assembled. As a consequence, what the reassembly process actually does is to
select an appropriate implementation of the component. Note that performance
is application dependent, and, therefore, the performance comparison may not
be same for different applications.

Figure Bl shows that the time required for the constraints solving step, which
is about 50% ~ 60% of the total time for assembly or non-cached reassembly. If
the application hierarchy does not change and no new implementation is added,
the first level caching may be used. The non-cached reassembly may be approxi-
mately reduced to the constraint solving step, which is a 40% ~ 50% time saving.

Figure [6l compares the time required to search for the appropriate implemen-
tation of the component by the different schemes, i.e., non-cached reassembly,
cached reassembly, and hard coded if-else statement. The if-else scheme requires
about 0.003 ~ 0.018 ms that depends on the number of implementations. The
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Fig. 6. Performance comparison for different component selection scheme

non-cached reassembly requires about 2.1 ~ 12.1 ms that also depends on the
number of implementations, and it is about 650 times slower than the if-else
scheme.

The result also shows that the cached reassembly requires about 0.29 ms and
improves the reassembly speed by a factor of 7 ~ 40, and may be only about 15
times slower than if-else scheme. Unlike if-else and non-cached schemes, the cache
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access time is constant and independent on the number of implementations.
Thus, the performance improvement becomes more significant while the number
of implementations increases. Also, the constant assembly time of cache makes
the execution time of the application more predictable, which is an important
issue for real-time applications.

Reassembly will load and unload the implementations of component whenever
necessary, which will free some unnecessary memory, a scarce resource in embed-
ded systems. Depending on how the application is developed, reassembly may
save the memory usage. For example, the robot application using hard coded
if-else statements has all implementations preloaded for better performance.
However, this is a trade-off with memory usage. Fig. [ shows that preloaded
components require about 50% more memory than the reassembly scheme.

Memory Usage

Memory size (MB)

6
4
2
Reassembly —%—
0 ) ‘ L L | ) Pre]oad -‘--)(...‘
2 4 6 8 10 12 14 16 8 %

Number of implementations

Fig. 7. Memory usage comparison for ASAP and component-preloaded

5 Related Work

The original idea of ad hoc systems is introduced in [5]. Lai, et al. [9] use infrared
communication, which allows users to easily connect several devices as an ad hoc
system via infrared communication. They also propose an approach to improve
the performance of the assembly process by grouping the participating devices
into “virtual subsystems” based on the hardware characteristics of the devices.
With properly specifying the constraints, a component will only be distributed
to the devices of the specified virtual subsystem and the time for the assembly
process will be reduced.

There are several other related projects that may deliver applications on
resource-limited devices and perform adaptation when necessary. The Spectra
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project [2] monitors both application resource usage and the availability of re-
sources in the environment, and dynamically determines how and where to exe-
cute application components. In making this determination, Spectra can gener-
ate a distributed execution plan to balance the competing goals of performance,
energy conservation, and application quality.

Puppeteer [I] is a system for adapting component-based applications in mo-
bile environments, which takes advantage of the exported interfaces of these
applications and the structured nature of the documents they manipulate to per-
form adaptation without modifying the applications. The system is structured
in a modular fashion, allowing easy addition of new applications and adaptation
policies.

Gu, et al. [3] propose an adaptive offloading system that includes two key
parts, a distributed offloading platform [I1] and an offloading inference [4]. The
system will dynamically partition the application and offload part of the ap-
plication execution data to a powerful nearby surrogate. This allows delivery of
the application in a pervasive computing environment without significant fidelity
degradation.

Compositional adaptation exchanges algorithmic or structural system com-
ponents with others that improve a program’s fit to its current environment.
With this approach, an application can add new behaviors after deployment.
Compositional adaptation also enables dynamic recomposition of the software
during execution. McKinley, et al. [I0] gives a review of current technologies
about compositional adaptation.

6 Conclusion and Future Work

Limited computing resources may often cause poor performance and quality.
To overcome these limitations, we introduce the idea of ad hoc systems, which
may break the resource limitation and give mobile devices more potential usage.
That is, several resource-limited devices may be combined as an ad hoc system to
complete a complex computing task. We also illustrate how the adaptive software
framework, FRAME, may realize ad hoc systems. FRAME provides the functionalities
of a middleware to allow software components to execute cooperatively. Most
importantly, with constraints embedded in the component implementations, the
assembly process of FRAME is able to automatically distribute these components
to appropriate devices.

However, mobile computing environments are dynamic and ad hoc systems
may be unstable since the participating devices may leave the ad hoc systems at
their will. Thus, the code on some devices may need to migrate to another de-
vices. We propose the reassembly process for this instability problem; i.e., if some
constraints fail due to environmental changes, the application execution will be
temporarily suspended, the component assembly process will be re-invoked, and
then the application execution will resume with appropriate implementations
of the components. Furthermore, the reassembly performance is an important
issue for seemlessly execution of applications. To further reduce the performance
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impact of the reassembly process, two approaches, partial reassembly and caching,
are proposed. Our experimental results show that the caching improves the re-
assembly speed by a factor of 7 ~ 40 and the time for reassembly is constant
and hence predictable.

There is room for performance improvement. For instance, the constraints
solving performance depends on the number of distributions and the number
of constraints in each distribution. To improve the backtracking algorithm, if
more information may be extracted from the relationship between constraints,
some redundancy may be found between the constraints. Thus, truth checking
for some constraints may be avoided. Moreover, more performance evaluation
and measurement will be conducted in the future, including power consumption
of large-scale ad hoc systems.

One important aspect of ubiquitous computing is the existence of disappear-
ing hardware [I3] that are mobile, have small form factor and usually limited
computation resources. Since the constraints solving may require a lot of com-
putation, these disappearing hardware may not have enough resources. One so-
lution is to use a dedicated server for the off-site assembly process. Therefore,
the participating devices may send the environment information to the server
for assembly, and retrieve assembly results and the appropriate implementations
of the components.
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Abstract. This paper focuses on two problems related to QoS-aware
I/O server placement in hierarchical Grid environments. Given a hi-
erarchical network with requests from clients, the network latencies of
links, constraints on servers’ capabilities and the service quality require-
ment, the solution to the minimum server placement problem attempts
to place the minimum number of servers that meet both the constrains
on servers’ capabilities and the service quality requirement. As our model
considers both the different capabilities of servers and the network la-
tencies, it is more general than similar works in the literatures. Instead
of using a heuristic approach, we propose an optimal algorithm based
on dynamic programming to solve the problem. We also consider the
optimal service quality problem, which tries to place a given number of
servers appropriately so that the maximum expected response time is
minimized. We prove that an optimal server placement can be achieved
by combining the dynamic programming algorithm with a binary search
on the service quality requirement. The simulation results clearly show
the improvement in the number of servers and the maximum expected
response time.

1 Introduction

Grid technologies enable scientific applications to utilize a wide variety of dis-
tributed computing and data resources [I]. A Data Grid is a distributed storage
infrastructure that integrates distributed, independently managed data resources.
It addresses the problems of storage and data management, data transfers and
data access optimization, while maintaining high reliability and availability of
the data. In recent years, a number of Data Grid projects [23] have emerged in
various disciplines.

One of the research issues in Data Grid is the efficiency of data access. One
way of efficient data access is to distribute multiple copies of a file across different
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server sites in the grid system. Researches [ABI6I7I8I9] have shown that file repli-
cation can improve the performance of the applications.

The existing works focus on how to distribute the file replicas in Data Grid in
order to optimize different criteria such as I/O operation costs [5], mean access
latencies [§] and bandwidth consumption [9]. However, few works use the quality
of services as an performance metric of Data Grid. We believe the service quality
is also an important performance metric in Data Grid due to the dynamic nature
in the grid environment. In [TO/TT], quality of service is considered. Those works,
however, fail to take the heterogeneity of servers’ capabilities into consideration.
That is, in those works, servers are assumed to be able to serve all I/O requests
it received. This assumption omits one of the characteristics in grid computing
infrastructure: the heterogeneity of its nature. In an early work by Wang [12],
they considered the servers’ capabilities when minimizing the number of servers.

In this paper, we focus on two QoS-aware I/O server placement problems in
hierarchical Grid environments which consider the service quality requirement,
the capabilities of servers and the network latencies. As our model consider both
the different capabilities of servers and the network latencies, it is more general
than similar works in the literatures. The minimum server placement problem
asks how to place the minimum number of servers to meet both the constrains on
servers’ capabilities and the service quality requirement. We propose an optimal
algorithm based on dynamic programming to solve this problem. We also con-
sider the optimal service quality problem, which tries to place a given number of
servers appropriately so that the maximum expected response time is minimized.
We prove that such a server placement can be achieved by combining the dy-
namic programming algorithm with a binary search on the maximum expected
response time of servers. The experimental results clearly show the improvement
in the number of servers and the maximum expected response time.

2 The System Model

In this paper we use a hierarchical Grid model, one of the most common archi-
tectures in current use [FOITOTTIT2ITE]. Consider Fig. [l as an example. Given a
tree T = (V, E), V is the set of sites and E € V x V represents network links
between sites. A distance d,,,, associated with each edge (u,v) € E represents
the latency of the network link between sites u and v. We may further extend
the definition of d,, as the latency of a shortest path between any two sites u
and v.

Leaf nodes represent client sites that send out I/O requests. The root node is
assumed to be the I/O server that stores the master copies of all files. Without
loss of generality, we assume that the root node is the site 0. Intermediate nodes
can be either routers for network communications or I/O servers that store file
replicas. We assume that, initially, only one copy (i.e., the master copy) of a file
exists at the root site, as in [QUTOITTIT2IT3]. Let T; be the sub-tree rooted at node i.

Associated with each client site i, there is a parameter r; that represents the
arrival rate of read requests for client site i. A data request travels upward from
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Fig. 1. The hierarchical Grid model

a client site and passes through routers until it reaches an I/O server on the
path. Upon receiving the request, the I/O server sends the requested file back to
the client site if it owns a copy of the requested file. Otherwise, it forwards the
request to its parent server. This process continues up the hierarchy recursively
until a node that has the requested file is encountered or the root node is reached.
The network latency of a I/O request from a client site to a server site can be
computed as the sum of the network latencies of all intermediate links between
both sites. The root server might update the contents of a file. For each update,
corresponding update requests are sent to the other I/O servers to maintain file
consistency. Let u be the arrival rate of update requests from the root server.

For each server site j, [L;- and )\; are represented as the service rate and the
arrival rate of I/O requests of server site j respectively. )\; can be computed as:
)\; = Zz‘ecj r; + u, where C; is the set of clients served by server site j. We
assume each server in the grid system is a M/M/1 queueing system. Thus, the
expected waiting time at server j will be 1/(p); — \}) = 1/(p) —u — Ziecj ;).
To simplify the notations, we will use p; = pj —u and \; = Zz‘ecj r; as the
service rate and the arrival rate of server site j throughout this paper.

p; and A; will be used to decide the expected response times of requests it
served. Suppose the I/0 requests from site i are served by server j. The expected
response time of a request from site ¢ can be defined as the sum of the network
latencies in the path and the server j’s expected waiting time, i.e., d;; + /\

Given the service quality requirement ¢, a server site j must satisfy the follow—
ing conditions: (1) the arrival rate of all requests it served is less than its service
rate, i.e., \; < p; and (2) the expected response times of all requests it served
are less than or equal to ¢, i.e., maw;cc,{dij + Hji)\j} <'t, where Cj is the set
of clients served by server site j. Let the expected response time of serverj be
the maximum expected response time of requests it served.

3 The Minimum Server Placement Problem

In this section, we formally define the minimum server placement problem and
introduce our optimal algorithm to this problem. Our first problem is to place
the minimum number of I/O servers that will satisfy capability constrains of
servers as well as the service quality requirement from clients.
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Definition 1. Given the network topology, network latencies, request arrival
rates, 1/0 service rates and the service quality requirement, the minimum server
placement problem tries to place the minimum number of servers such that the
expected response time of any request is less than or equal to the service quality
requirement.

Before introducing the optimal algorithm, we first give definitions on three basic
functions as follows:

Definition 2. Let A(i,m,d,t) be the minimum arrival rate of requests that reach
node i among all the server placements that meet the following three conditions.

1. At most m servers are placed in T; — {i}

2. The expected response time of any request served by these servers must be
less than or equal to t.

3. If requests that reach node i exist, the mazximum latency of these requests to
node i must be less than or equal to d.

Definition 3. Let w(i,m,d,t) be the minimum arrival rate of leakage requests
that pass through node i among all the server placements that meet the following
three conditions.

1. At most m servers are placed in T;.

2. The expected response time of any request served by these servers must be
less than or equal to t.

3. If leakage requests that pass through node i exist, the mazimum latency of
these leakage requests to node i must be less than or equal to d.

Definition 4. 2(i,m,d,t) is an optimal server placement that meets all the
requirements for w(i,m,d,t).

Leakage requests that pass through node ¢ are those requests generated by leaf
nodes in the sub-tree rooted at node i, but not served by servers in that sub-tree.
Such requests must be served by a server above node 7 in the hierarchy. Hence, it is
desirable to minimize the arrival rate of these leakage requests. Depending on the
server placement, the arrival rate of leakage requests may changes. w(i,m,d,t)
represents the minimum arrival rate of leakage requests among all possible server
placements that satisfy the above three conditions while (2(i,m, d, t) represents
an optimal server placement. If no server placement satisfy the above three con-
ditions, w(i, m, d, t) simply returns null. Let n be the number of nodes in the grid
system. By definition, we can derive the following lemmas.

Lemma 1. w(i,mq,d,t) < w(i,me,d,t) for any node i, mqy > mo > 0,d > 0
andt > 0.

Lemma 2. w(i,m,d,t1) < w(i,m,d,ts) for any node i, m > 0,d > 0 and
t1 >t > 0.

Lemma 3. w(i,m,dy,t) < w(i,m,da,t) for any node i, m > 0,dy > da > 0 and
t>0.
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Lemma 4. Ifw(i,m,dy,t) = 0 for some dy, then w(i,m,d,t) =0 for any d > 0.

Based on the above lemmas, theorems for computing the minimum arrival rate of
leakage requests can be derived. We show that it can be computed in a recursive
manner.

Theorem 1. If node i is a leaf node, then w(i,m,d,t) = \; and 2(i,m,d,t) is
an empty set for 0 <m <n,d>0 andt > 0.

Proof. Since a leaf node cannot be a server, all requests generated by a client
site will travel up the tree toward the leaf node’s parent. In addition, the latency
to node ¢ must be 0. By definition, w(i,m,d,t) = X\; and 2(i,m, d, t) is an empty
set for 0 <m <n,d>0andt>0.

Theorem 2. For an intermediate node i with two child nodes, j and k, we can
derive:

A, m,d,t) = mino<r<m{w(j,r,d — dji, t) + w(k,m —r,d — dg;, t) }

w(i,m,d,t) =0 if there exists 0 < d' <t such that
Ai,m—1,d,6)+ 1/t —d') < p.

w(i,m,d,t) = \(i,m,d,t), otherwise.

Proof. For node i, there are two possibilities for an optimal placement of at
most m servers:

Case 1: A server is placed on node 7. At most m — 1 servers can be placed on 7}
and T}. Suppose that, in an optimal server placement, there are p servers on 7}
and ¢ servers on T}, as shown in Fig. [J(a). Obviously, we have 0 < p,q <m —1

wti,m d, ) =9-7

"
®; 2
l Sitej l l Sitek l l Si\ej(,l l Site ] l Sile/zl
(@) (D
© (i, md 1)
i Ns (i Py 4 o D) t
(. p. d—d ji, 1) 2 i i
[ s | [ siet | Mz (i D .1,,)/7”" © ot o d=d; 10 1)
-Sitcj,(,,
()
NG py. d 1) im(i:quv d—d ;. 0)
| | Site j,
wti,m d, ) =9-7 [T :
- Holi py s d,/ G ar d=d ;. 1)
-
o, p. d=d ji. 1) ke m—1=p, d—dy;, 1) e '
[ Sitej ] [ Sitek ] @GPy > d=d; ;. 1)
©) (e)

Fig. 2. (a), (b) and (c) illustrate the concept of Theorem 21 (d) and (e) illustrate the
basic concept of Theorem
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and p 4+ g < m — 1. Without loss of generality, we may assume the arrival rates
of leakage requests from node j and node k are wy and wy and the maximum
latencies of their leakage requests are d; and do, respectively. The maximum
latency of requests that reach node 7 is assumed to be d’.

Next, we show that another optimal server placement can be generated by
substituting the placement of p servers on T} with £2(j, p,d’ — d;;,t) as shown in
Fig. 2Ib). If wy # 0, then d’ > dy + d;;. We can derive

w1 Z W(j,p, dlat) Z w(japa d, - djiat)

After the substitution, the arrival rate of requests that reach node 7 can be
reduced while the maximum latency of requests remains unchanged. Thus, it is
also an optimal server placement. On the other hand, if w; = 0, we can derive

0= w1 = W(j,p, d17t) = W(j7p7 d/ - djl7t)

In this case, it is also an optimal server placement. Therefore, another optimal
server placement can be generated by substituting the placement of p servers on
T; with 2(j,p,d" — dj;,t). Similarly, we can show that another optimal server
placement can be generated by replacing the placement of ¢ servers on T} with
Q(k,m —1—p,d — di;,t) as shown in Fig. Pl(c).

wa > w(k,q,do,t) > w(k,q,d —dgi, t) > wlk,m —1—p,d — dgi,t) if wy #0
0=wy =w(k,qds,t) =wk,q,d —dpi,t) =wlk,m—1—p,d —dg;,t) if wg =0
By assumption, the maximum expected response time of leakage requests that

reach node ¢ is less than or equal to ¢. In other words, d’' 4+ 1/(u; — w1 —ws) < t.
Accordingly, we an derive

i > wi+we+1/(t—d)
> w(j,p,d —dji,t) +wlk,m —1—p,d —dp,t) +1/(t —d)
> Aim—1L,d o)+ 1/(t - d)

Therefore, there exists 0 < d’ < ¢ such that A\(i,m — 1,d',t) +1/(t —d') < p,.
In this case, Fig. Bl(c) is an optimal server placement and w(i, m,d,t) = 0. This
completes the proof of Case 1.

Case 2: No server is placed on node 7. Consequently, at most m servers are placed
on T; and Tj,. Obviously, we have 0 < p,q < m and p + ¢ < m. Suppose that,
in an optimal server placement, there are p servers on 7} and g servers on Tj.
Without loss of generality, we may assume the arrival rates of leakage requests
from node j and node k are w; and ws and their maximum latencies are d; and
ds, respectively. The maximum latency of requests that reach node i is assumed
to be d. Similar to the proof of Case 1, the optimal arrival rate of leakage requests
can be computed as

w(i,m,d,t) = wy +ws
w(japa dlat) +w(kaQ7d2at)

w(japa d - djia t) +w(ka q, d - dkia t)
w(j,p,d—dji, t) +w(k,m —1—p,d — dp, t)
A(i,m,d,t)

VIV IVIV N
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Since it is an optimal server placement, all the equalities must hold. Therefore,
this theorem holds for Case 2. Since an optimal server placement must be one
of the two cases, this completes the proof of this theorem.

Theorem 3. For an intermediate node i with k child nodes jg,...,jk—1, the
minimum arrival rate of leakage requests that pass through node i can be com-
puted iteratively as follows:

)\o(i,m,d, t) = w(jo,m,d — dj0i7t)

Ag(i,m, d,t) = ming<,<m{Ag-1(i,7,d,t) + w(jg,m —r,d — dj i, 1)},
1<q¢<k-1,

w(i,m,d,t) =0 if there exists 0 < d' <t such that
Mec1(t,m—=1,d )+ 1/(t = d') <

w(i,m,d,t) = Ag—1(i,m, d, t), otherwise

Proof. Fig.[A(d) and[Z(e) illustrate the basic concept of this theorem. To find an
optimal server placement, we can view an intermediate node with k child nodes
in Fig. 2l(d) as the sub-tree in Fig. [X(e). Then, the minimum arrival rate of
leakage requests can be computed recursively along the sub-tree. As the detailed
proof of this theorem is similar to that of Theorem [3] it is omitted here.

Theorem 4. The minimum number of 1/O servers that meet their constraints
can be obtained by finding the minimum m such that w(0,m,0,t) = 0.

Corollary 1. Let m’ be the minimum number of servers found by the dynamic
programming algorithm. m’' grows nondecreasingly when the service quality re-
quirement t decreases.

Based on Theorems[Il to[Bl we can compute the minimum arrival rates of leakage
requests that start from leaf nodes and work toward the root node. After the
minimum arrival rate of leakage requests that reach the root node has been
computed, the minimum number of I/O servers that meet their constraints can
be computed according to Theorem Fl The proposed algorithm is presented in
Fig.

In the first line of the algorithm, we sort all nodes according to their distances
to the root node in decreasing order. This ensures that child nodes will be com-
puted before their parents so that Theorems [l toBlcan be correctly applied. The
execution time of this step is O(n log n). The loop in line 2 iterates over every
node in the system. Note that there are at most n values on the maximum latency
to some node i. Thus, for each leaf node, it takes O(n?) execution time in line 4.
For an intermediate node that has k child nodes, it takes O(n?) execution time
in line 9, and iterates k — 1 times in line 8. This results in O(kn?®) execution time
for lines 8 to 10. Lines 11 to 16 also take O(n?) execution time. Consequently, the
complexity of lines 3 to 16 is O(kn?) and the complexity of the whole algorithm
is O(n*), where n is the number of nodes in the Grid system. The complexity
can be further reduced to O(p?n?), where p is the minimum number of servers,
by computing w(i,m,d,t) incrementally from m = 0 to m = p.
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Algorithm Minimum Leakage
Input: 1. the arrival rate \; for all leaf nodes.

2. the service rate p; for all intermediate nodes.

3. the network latency dj;

4. the service quality requirement t.

Output:  the minimum arrival rate w(i, m,d, t) for 0 < i,m < n.

Procedure: . L . .
1. sort all nodes according to their distance to the root node in decreasing order.

2. for each node 7 do

3 if node i is a leaf node then

4 compute w(i,m,d,t) = X; for0 < m <n

5. else

6. let the child nodes of node i be nodes jo, ..., Jr—1

7. compute Ao (i, m,d,t) = w(jo, m,d — djji,t),0 <m < n

8 for g from 1 to k — 1 do

9. Aq(i,m, d, t) = ming<,r<miAg—1(i, 7 d,t) + w(jg,m — 7, d —djyi, 1)}, 0 <m < n
10. endfor

11. for m from 0 to n do

12. if exists d’, 0 < d’ < t, such that \,_1(i,m — 1,d",t) + 1/(t — d') < u;
13. w(i,m,d,t) =0

14. else

15. w(i,m,d,t) = Ag—1(i,m,d, t)

16. endfor

17. endif

18. endfor

Fig. 3. An optimal algorithm for the minimum server placement problem.

4 The Optimal Service Quality Problem

In this section, we try to place a given number of servers appropriately so that
the maximum expected response time of servers is minimized. We call this the
optimal service quality problem.

Definition 5. Given the network topology, request arrival rates, service rates
and network latencies of links, the optimal service quality problem aims at placing
a given number of I/0 servers so that the mazimum expected response time of
the Grid system is minimized.

Let m be the number of servers to be placed. We aim to place m servers such
that the maximum expected response time is minimized. To achieve this goal, we
can perform a binary search on the service quality requirement ¢. Given a service
quality requirement ¢, we can use the dynamic programming algorithm described
in Section[lto find an optimal server placement such that the maximum expected
response time of servers is less or eqaul to t. Let the minimum number of servers
be m/. If m’ > m, according to Corollary [[I we cannot find a placement of
m servers whose maximum expected response time is less than or equal to t.
Therefore, when m’ > m, we need to increase t to find a server placement with
m servers and, when m’ < m, we may decrease ¢ to find if a better server
placement exists.

Before applying a binary search, we have to determine an upper bound and
a lower bound. It is rather easy to get an upper bound and a lower bound on
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the maximum expected response time. We can use 1/(tmaz — Amin) as a proper
lower bound, where fi,,q, is the maximum server capability of servers and A,
is the minimum requests of clients. A upper bound can be computed by the
following steps. First, we set t to a sufficient large value and find a server place-
ment. According to Corollary [l the number of used servers must be smaller
than or equal to m. Then we can use the maximum expected response time of
servers as a proper upper bound. Next, we can combine a binary search of the
maximum expected response time and the dynamic programming algorithm for
the minimum server placement problem to find the optimal value of the maxi-
mum expected response time. Because the lower bound and the upper bound of
the binary search are both functions of the input parameters, the algorithm is
strongly polynomial.

5 Experimental Results

In this section we conduct several experiments to evaluate the proposed algo-
rithms. Test cases are generated based on the proposed Grid model. The height
of each case is at most 8. Each node has at most 4 children. The number of
nodes in each test case is between 1250 and 1500. The request arrival rates for
the leaf nodes and the service rates for intermediate nodes are generated from a
uniform distribution. There are four testing groups. Each group has a different
range of network latencies: 0.00005~0.00015, 0.0005~0.0015, 0.005~0.015, and
0.05~0.15. We will refer them as group 1, 2, 3 and 4, respectively. There are
1000 test cases in each group. Table [l shows the summary of these parameters.

Table 1. Parameters of experiments

Parameter Description
Height of tree <8
Number of child nodes <4
Number of nodes in each case & 1300
Range of arrival rates 1~4
Range of service rates 50~350

Range of network latencies 0.00005~0.00015, 0.0005~0.0015,
0.005~0.015 and 0.05~0.15

First, the experiments for the minimum server placement problem are con-
ducted. We use a greedy heuristic algorithm as a performance comparison with
our dynamic programming algorithm since, to the best of our knowledge, there
are no similar studies on QoS server placement problems that both consider
the server’s capacity and the network latency. The Greedy algorithm works as
follows: in each iteration, it first selects all candidate servers that can satisfy
the service quality requirement ¢, i.e., the expected response time of requests it
served will less than ¢. Then it selects a site who has the maximum arrival rate
of I/0O requests. The process is repeated until all requests are served.

As the experiments with the four testing groups show similar results , we will
present only the result with group 4. The performance metric is the difference in
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the number of servers used by Greedy and DP, i.e., the extra number of servers
used by Greedy. The experimental results for the minimum server placement
problem is shown in Fig. [l The vertical axis shows the number of test cases,
while the horizontal axis shows the difference in the number of servers used by
these two algorithms.
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Fig. 4. Performance comparison for the minimum server problem. (a), (b), (¢) and (d)
are experimental results when ¢ is set to 1, 0.75, 0.6 and 0.45 respectively.

In Fig. [ it is clear that the difference in the number of servers used becomes
significant as t decreases, i.e., as the service quality requirement becomes crucial.
In Fig. @(a), Greedy generates optimal solutions in 23.9% of the test cases and,
in 84.4% of the test cases, the differences are between 0 and 2. However, in
Fig. [@l(d), Greedy generates no optimal solution and over 80% of test cases, the
differences are between 10 and 28 when ¢ is set to 0.45. Although Greedy is rather
fast and easy to implement, the results show that it cannot generate acceptable
solutions when the service quality requirement becomes crucial.
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Fig. 5. Performance comparison for the optimal service quality problem. (a), (b), (¢c)
and (d) are experimental results for group 1, 2, 3, and 4 respectively.

We next conduct the following experiments for the optimal service quality
problem. We compare three algorithms: (1) the DP algorithm combined a binary
search as described in Section [ (2) the Greedy algorithm combined a binary
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search and (3) a waiting-time based(WTB) server placement algorithm described
in [I2]. Note that there is no guarantee of performance for the Greedy algorithm
combined a binary search since the Greedy algorithm does not have the property
of Corollary [l A binary search is only used to adjust ¢ such that Greedy can
generate a placement with m servers. The WTB algotithm is similar to the
algorithm described in Section H] except it only tries to minimize the maximum
waiting time of servers.

In the experiments, for each group of test cases, we use 4 different values of
server numbers m: 60, 80, 100 and 120. The performance metric is the average of
maximum expected response times of test cases. For each test case, there will be
a maximum expected response time among those m servers. We use the average
of maximum expected response times in 1000 test cases as our performance
metric. The experimental results are shown in Fig. Bl The vertical axis shows
the average expected response time, while the horizontal axis shows the number
of servers m.

In Fig. [l it is clear that the difference in performance between DP and WTB
becomes larger as the network latency increases. When the network latency is
small with respect to the server’s waiting time, the difference of the average
expected response time is less significant. However, as the network latency in-
creases, the difference becomes larger because the expected response time is
dominated by the network latency and WTB does not take network latencies
into consideration. This result explains the advantage of DP algorithm: it takes
both the server’s waiting time and the network latency into consideration. Thus,
DP can always get the best performance no matter the expected response time
is dominated by either server’s waiting time as the result shown in Fig. Bl(a) or
the network latency as the result shown in Fig. Bl(d).

In Fig. Blc) and El(d), Greedy has a good performance when the number of
I/0 servers increases and the network latency dominates the expected response
time. This is mainly due to the power of the binary search. However, as the
expected waiting time dominates the expected response time, Greedy performs
worse than WTB as shown in Fig.[Bl(a). Therefore, Greedy does not perform well
in all kind of situations like DP does.

6 Conclusions

In this paper, we focus on two QoS I/O server placement problems in Data
Grid environments. We consider the minimum server placement problem which
asks how to place the minimum number of servers that meet both the con-
strains on servers’ capabilities and the service quality requirement. Instead of
using a heuristic approach, we propose an optimal algorithm based on dynamic
programming as a solution to this problem.

The optimal service quality problem is also considered, which tries to place a
given number of servers appropriately so that the maximum expected response
time of servers can be minimized. By combining the dynamic programming al-
gorithm with a binary search on the service quality requirement, we can find
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an optimal server placement. Several experiments are also conducted, whose re-
sults clearly show the improvement on the number of servers and the maximum
expected response time compared with other algorithms.
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Abstract. In this paper, we present a novel self-healing engine for autonomic
network management. A light weight Self Management Frame (SMF) performs
monitoring and optimization functions autonomously and the other self
management functions, driven by context, are invoked on demand from the
server. The policies are maintained to calculate the trust factor for network
entities and those trust factors will be used at the later stages of our project to
enforce resource utilization policies. The plug-ins, residing at the server, are
used to perform the on-demand management functions not performed by SMF
at client side. A Simple Network Management Protocol (SNMP) based
monitoring agent is applied that also triggers the local management entities and
passes the exceptions to the server which determines the appropriate plug-in.
Considering the amount of resources being put into current day management
functions and contemporary autonomic management architectures our findings
show improvement in certain areas that can go a long way to improve the
network performance and resilience.

1 Introduction

As the complexity and size of networks increase so does the costs of network
management [1]. The preemptive measures have done little to cut down on network
management cost. Hybrid networks cater with high levels of QoS, scalability, and
dynamic service delivery requirements. The amplified utilization of hybrid networks
i.e. ubiquitous-Zone based (u-Zone) networks has raised the importance of human
resources, down-time, and user training costs. The u-Zone networks [3] are the fusion
of the cluster of hybrid Mobile Ad-hoc NETworks (MANETSs) and high speed mesh
network backbones. They provide robust wireless connectivity to heterogeneous
wireless devices and take less setup time. The clusters of hybrid networks feature
heterogeneity, mobility, dynamic topologies, limited physical security, and limited
survivability [2] and the mesh networks provide the high speed feedback to the
connected clusters. The applications of MANETS vary in a great range from disaster
and emergency response, to entertainment and internet connectivity to mobile users.
Ubiquitous networks are metropolitan area networks which cover great distances and
provide service to heterogeneous users. In this situation, the network availability is
critical for applications running on these networks. This distributed utilization and
network coverage requires some effective management framework that could bring

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 193 £203] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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robustness and resilience to the functionality of these networks. A sample u-Zone
network scenario is shown in figure 1. There are various clusters of devices that are
attached with their gateways and are physically parted but connected with a high
speed backbone. The devices can have variable mobility levels and hence can roam
among various clusters.

| Cluster 3
ek
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Clustern

/

//
/
©

-

o }“q*

Fig. 1. A Ubiquitous-Zone Based Network

Several network management solutions have been proposed in [3], [4], [5], [6], [7]
for wireless sensor networks. The schemes proposed in [4], [5], [6] are confined
strictly to their domains i.e. either mesh network or MANETSs. The self management
architecture proposed in [8] might not be appropriate for thin clients. The following
questions rise while considering the self management architecture proposed in [8] for
MANETS.

1. If self healing is one of the FCAPS functions' (Fault, Configuration, Accounting,
Performance, Security) then what is the physical location of self healing
functions?

2. How does the control, information etc flow from one function to another?

3. If self healing is a fault removing function, then what does the Fault Management
function do?

4. Are these sub-functions functionally independent? If so, then there is evidence of
significant redundancy and if not then how can self healing be thought of, as an
independent entity? In other words, what is the true functionality definition of self
healing?

There has not been a considerable amount of work published on self management
of u-Zone networks. In [3] the authors present unique management architecture for u-
Zone networks. The questions posted above motivates us to propose a flexible self
healing architecture [9] that can not only define the individual functionality of the
participating management functions but can also be lightweight for different nodes. In

' FCAPS is the ISO Telecommunications Management Network model and framework for
network management.
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this paper, we propose flexible autonomic self management architecture for u-Zone
networks. We propose that the Context Awareness and Self Optimization should be
‘always-on’ management functions and the rest should be ‘on-demand’ functions e.g.
Self Configuration, Fault Management etc. This way we split the information flow
between nodes and servers into two categories 1) service flow: containing service
information and its contents 2) Management plug-in flow: the plug-in(s) delivered to
remote user on request. We implement our scheme and compare it with the
contemporary architectures.

The proposed scheme follows in section 2. The implementation details are
furnished in section 3. In section 4 we compare our scheme with some of the
contemporary solutions proposed. This paper ends with a conclusion and discussion
of future work.

2 Related Work

A considerable amount of research has been done in the area of network management
and thus it is a mature research area. With the advent of Autonomic Computing (AC),
network management has acquired a new dimension. Since then there has not been a
lot of work done for ubiquitous autonomic network management. Although network
management has existed for some time, not much literature has been published on the
subject of autonomic self management in hybrid networks especially on ubiquitous
zone based networks. In this section we compare our research with the related work.
The Robust Self-configuring Embedded Systems (RoSES) project [13] aims to target
the management faults using self configuration. It uses graceful degradation as means
to achieve dependable systems.

In [14] the authors propose that there are certain faults that can not be removed
through configuration of the system, which means that RoSES does not fulfill the
definition of self management proposed in [18]. The AMUN is an autonomic middleware
that deals with intra-cluster communication issues better than RoSES with higher support
for multi-application environments. Both architectures rely mainly on regressive
configuration and do not address the issues such as higher traffic load leading to
management framework failure, link level management, and framework synchronization.

The AMUSE [15] is an autonomic management architecture proposed in the
domain of e-health. The peer-to-peer communication starts once the node enters into a
self-managed cluster. But publish-subscribe services can create serious issues like
service consistency, synchronization and coordination as discussed in [16]. An
Agent-based Middleware for Context-aware Ubiquitous Services proposed in [16]
gives a more distinct hierarchy for the management framework to define the
boundaries and performance optics but the payload attached with agents may not
work for weaker nodes this can be a big drawback in a heterogeneous environment.

The HYWINMARC [3] is novel autonomic network management architecture that
targets ubiquitous zone based networks. It aims at managing the hybrid clusters
supported by a high speed mesh backbone. The HYWINMARC uses cluster heads to
manage the clusters at local level but does not explain the criteria of their selection.
Moreover the Mobile Code Execution Environment (MCEE) and use of intelligent
agents can give similar results as discussed above in the case of [16] and [17]. To
enforce management at local level, the participating nodes should have some
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management liberty. However HY WINMARC fails to answer the questions raised in
the previous section. We compare the architectures discussed in this section in a table
to observe their efficacy.

In table 1 we compare AHSEN with other architectures. The comparison reveals
that the entity profiling, functional classification of self management entities at
implementation level, and assurance of the functional compliance is not provided in
the schemes proposed. In very dynamic hybrid networks these functionalities go a
long way in improving the effectiveness of the self management system implemented.

Table 1. The comparison table

RoSES AMUN AMUSE HYWINMARC | AHSEN
Fault . State variable Traffic Wotificationto | - Detected
Detection staleness monitoring evernt bus through SNMP
interrupt
messages
Fault Feconfigure Event Policy-based Agent search Two stepped:
Respornse software, based | dispatcher and execution | the target
ot data & netifies to the management
control flow Autonomic service 1s
graphs Manager decided either
locally or
globally
Recavery Feaconfigure Configuration- | Policy-based Agent initiate Fault-based
and reboot based recovery policy upgrade | recovery
Assurance Future worl Transport layer | - Future work Trust-based
level assurance (components
assigned trust
factors)
System Seif- Systermn knows | Node-based Component- Partial Device
Knowledge the potential local based profiling
point of knowledge creates high
failures management level of self
knowledge
Management | 314 Mo Initiated by Independent Interdependent,
Functions Self Managed hierarchical,
Classification Cell (3MCY, can be applied
policy-based coneurrently
Mabife Code | 170 nfa, JXTA No Agent-based Endto End
Managsrment based p2p but no terminal | TTL for
reconfiguration tracking of managerment
service agent’s TTL functions and
services
Sarvice Mo Tes, managed | Group-based Tes, managed | Yes, managed
Repository by service service by service by service
provider delivery provider provider
MO””O””Q Constant Constant Optional, fault- | Optional, fault- | Constant
and Profiling monitoring but | monitoring but | based based, no
no profiling ne profiling profiling

3 Proposed Architecture

3.1 Software Architecture

In hybrid wireless networks, there are many different kinds of devices attached with
the network. They vary from each other in the bases of their power, performance etc.
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One of the characteristics not present in the related literature is the separate
classification of the client and the gateway architectures. Figure 2 shows the client
and gateway self-management software architectures.

[ Senice Pool | [NPIGREGIN)
=g || =
- SM ™ PM 331 &
Service Pool | PligrinPool ] 1 ,. 2%
[} =
Normal Functionality Model (NFIM) é Self Management Framework (SMF) | =
| Self Management Framework (SMF) | = Gateway Software
JVM JVM
Real Time Operating System (RTOS) Real Time Operating System (RTOS)
SM: Service Manager, TM: Trust Manager, PM: Policy Manager
Client Side Gateway Side
(a) (b)

Fig. 2. The AHSEN architectures for client (a) and gateway (b)

The Normal Functionality Model (NFM) is a device dependent ontology that is
downloaded on the device at network configuration level. It provides a mobile user
with an initial default profile at gateway level and device level functionality control at
user level. It contains the normal range of functional parameters of the device,
services environment and network which allows the prompt anomaly detection.

There are two kinds of Self Management Frameworks (SMFs) one for clients and
one for gateways. The SMF at client end constantly fraps the user activities and sends
them to the SMF at the gateway. The SMF at the gateway directs the trap requests to
the context manager who updates the related profile of the user. The changes in
service pool, Trust Manager (TM), and Policy Manger (PM) are reported to the
context manager. The context manager consists of the Lightweight Directory Access
Protocol (LDAP) directory that saves sessions after regular intervals in the gateway
directory. LDAP directory servers store their information hierarchically. The
hierarchy provides a method for logically grouping (and sub grouping) certain items
together. It provides scalability, security and resolves many data integrity issues.

The Policy Manager (PM) and Service Manager (SM) follow the same registry
based approach to enlist their resources. The presence of NFM provides the decision
based reporting unlike ever-present SNMP. The Trust Manager uses the reputation-
based trust management scheme in public key certificates [10]. The trust is typically
decided on trustee’s reputation. The trust based access relies on “dynamic values”,
assigned to each client, to mitigate risks involved in interacting and collaborating with
unknown and potentially malicious users.

3.2 Operational Details

In this section we describe the operational details of the architecture proposed in this
paper through simple scenarios.
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Scenario 1: Initial Mobile Node Configuration

When a mobile user enters into the area under the influence of a gateway, it sends a
Jjoin request to the gateway. The join message contains node specification, connection
type, previous session reference etc. After the join request is processed by the
gateway, the SMF and NFM is downloaded to the client and the node starts its normal
functionality. The NFM is an optional item for u-person because we can not restrict
the human user to a static policy file. The returning node presents its previous session
ID which helps the gateway to offer the appropriate services to the user and updated
NFM.

Scenario 2: Anomaly Detection and Reporting

We use the role based functionality model by enforcing the NFM at the joining node.
The processes registered with the local operating system are automatically trusted.
The network operations seek permission from NFM. The NFM contains the security
certificate generating algorithms, network connection monitoring entities (in/out
bound), trust based peer level access policies and some device related anomaly
solutions i.e. related plug-ins.

Scenario 3: Normal State Restoration

The SMF at gateway predicts the relevant plug-in needed at the requesting node and
notifies the plug-in manager along with the certificates to communicate with the
faulty node. The plug-in manager talks with node and provides the plug-ins
mentioned by the SMF. Once a plug-in finishes its operation, the node context is
provided to the SMF at the gateway which analyzes the context and specifies another
plug-in (if needed). This feed back loop continues until the normal status of the node
is restored.

3.3 Self Management Framework

Although there is not much published work on self management in hybrid networks,
Shafique et. al. [3] proposes an autonomic self management framework for hybrid
networks. Our approach is different from their work in basic understanding of the
functionality of self management functions. We argue that the self management
functions do not stem from one main set rather they are categorized in such a way that
they form on-demand functions and some functions are always-on/pervasive functions
[11]. Figure 3 gives a clearer description.

As shown in figure 3, we place self awareness and self optimization in the always-
on category and the others as on-demand functions. This approach is very useful in
hybrid environments where there are clients of various battery and computing powers.
The NFM regulates the usage of self management functions according to computing
ability of the client. This gives the client local self management. The management
services come in the form of plug-ins registered in the plug-in manager present on the
gateway. A SOAP request carries Simple Object Access Protocol-Remote Procedure
Call (SOAP-RPC) and the latest node context to the SMF located on the gateway
which decides the anomaly type and suggests the appropriate plug-in. The SOAP-
RPC requests are considered when the SMF at gateways polls for the nodes. The
frequency of the poll depends upon the network availability and traffic flux.
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Fig. 3. The proposed Classification of Self Management Functions

The Self Management Framework (SMF) consists of a Traffic Manager that redirects
the traffic to all parts of SMF. As proposed in [18] the faults can be single root-cause
based or multiple root-causes based. We consider this scenario and classify a Root
Cause Analyzer (RCA) that checks the root cause of failure through the algorithms
proposed in [19]. After identifying the root causes, the Root Cause Fragmentation
Manager (RCF manager) looks up for the candidate plug-ins as solution. The RCF
manager also delegates the candidate plug-ins as possible replacement of the most
appropriate. The scheduler schedules the service delivery mechanism as proposed in
[20]. The processed fault signatures are stored in signature repository for future
utilization. The plug-in manager is a directory service for maintaining the latest plug-in
context. This directory service is not present at the client level.

In [3] the authors classify self management into individual functions and react to
the anomaly detected through SNMP messages. The clear demarcation of self-*
functions is absent in modern day systems as there is no taxonomy done for various
fault types. This is one of the main reasons why we prefer component integration over
conventional high granularity modules for self management [12]. A detailed
architecture of the Self Management Framework (SMF) is shown in figure 4.

The Root Cause Analyzer plays the central part in problem detection phase of self
healing. The State Transition Analysis based approaches [21] might not be
appropriate as Hidden Markov Models (HMMs) take long training time along with
their ‘exhaustive’ system resources utilization. The profile based Root Cause
Detection might not be appropriate mainly because the domain of errors expected is
very wide [22], [23], [24]. We use the meta-data obtained from NFM to trigger Finite
State Automata (FSA) series present at root cause analyzer. In future we plan to



200 J.A. Chaudhry and S. Park

Lookup Lookup
Traffic Manager

Plug-in Manger

Signature
Repository

A

invokes

Root Cause

RCF Manager” Scheduler
Analyzer

T Root Cause Fragmentation Manager

Fig. 4. Architecture of Self Management Framework (SMF)

modify State Transition Analysis Tool [21] according to on fault analysis domains
[25]. After analyzing the root cause results from the RCA, the RCF manager,
Signature Repository and Scheduler searches for the already developed solutions, for
a particular fault if not, it arranges a time slot based scheduler as proposed in [26] for
plug-ins. The traffic manager directs the traffic towards different parts of AHSEN.

4 Implementation Details

In order to verify our scheme, we have implemented the design using Java Enterprise
Edition (Java EE) technologies. We used the template mechanism, nested classes and
parameter based system call and inheritance in our software prototype. We define the
properties of types of entities involved into various classes i.e. the mobile nodes differ
from each other on many bases power, mobility rates, speed, energy levels, and
hierarchical position in the cluster. We categorize the cluster headers into a separate
class derived from the base class mobnd. Due to their unique functionality, the
backbone servers are defined into a different class. The devices can be connected to
the wireless gateway through Wireless LAN interface and sensor nodes are connected
through miscellaneous interfaces i.e. blue tooth, 802.1.5 etc. The link type is also
defined into a separate class names Inktyp. The SMF is defined as a separate base
class with various entities i.e. RCF Manager, root cause analyzer, etc as independent
classes. A log service is used to keep track of instances and fault flow. The Java
Naming and Directory Interface (JNDI) provides unified interface to multiple naming
and directory services. We use JNDI as a directory service in our architecture.

The scenario mentioned above was developed for a past project but we consider
that it can provide good evaluation apparatus for testing the healing engine proposed
in this paper. The current prototype can handle very limited number of clusters and
mobile nodes. We plan to improve the system in future work. We defined two clusters
with 8 mobile nodes. Each cluster contains two cluster headers and 6 child nodes. At
first, we run our system without faulty nodes. After that in order to test the
performance of our system, we introduce a malicious node in each cluster. The



AHSEN - Autonomic Healing-Based Self Management Engine 201

activities of that malicious node result into identifiable fault signatures that are
detected and removed by the SMF present at the gateway. As shown in figure 5 and
figure 6, the Transactions Per Second (TPS) decreases with increase in time as the
malicious node is introduced. We observe that a considerable decrease in transactions
is because every time a request times out, the SMF reacts and provides the healing
policies to cover the interruption in service delivery.
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Fig. 5. Simulation Results of the scenario before the error node was introduced
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Fig. 6. Simulation Results of the scenario after the error node was introduced

5 Concluding Remarks

In this paper we present a trust based autonomic network management framework
using self healing techniques. We re-categorize the self management functions and
dissolve the mapping created between errors and self management functions in [3].
We offer the healing solutions in the form of atomic plug-ins that can either work
independently and atomically or they can be meshed into a composed file. The
individual self management at the node level is done by NFM which sends the
exceptions to the SMF at gateway. The SMF at gateway is the entity that decides the
plug-in selection for an anomaly detected at the client level. The entity profiling
enables the trust calculation against every node which allows a user to use certain
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privileged services. Some scenarios are described for better understanding. We share
our implementation experience and compare our work with cotemporary work.

In the scheme proposed in this research article we have put an effort to contour the
trust in device profiles but we have not studied effect on the trust of a migrating node.
Although, in our previous research, we studied the context migration from one cluster
to another we will try to study the relationship between the two research approaches.
Moreover we plan to study the signature independent anomaly identification at NFM
level. We also plan to implement the post-healing test strategy.
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Development of a GT4-Based Resource Broker Service:
An Application to On-Demand Weather and Marine
Forecasting

R. Montella
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Abstract. The discovery and selection of needed resources, taking into account
optimization criteria, local policies, computing and storage availability,
resource reservations, and grid dynamics, is a technological challenge in the
emerging technology of grid computing.

The Condor Project’s ClassAd language is commonly adopted as a “lingua
franca” for describing grid resources, but Condor itself does not make extensive
use of Web Services. In contrast, the strongly service-oriented Globus Toolkit is
implemented using the web services resource framework, and offers basic
services for job submission, data replica and location, reliable file transfers and
resource indexing, but does not provide a resource broker and matchmaking
service.

In this paper we describe the development of a Resource Broker Service
based on the Web Services technology offered by the Globus Toolkit version 4
(GT4). We implement a fully configurable and customizable matchmaking
algorithm within a framework that allows users to direct complex queries to the
GT4 index service and thus discover any published resource. The matchmaking
algorithm supports both the native simple query form and the Condor ClassAd
notation. We achieve this flexibility via a matchmaking API java class
framework implemented on the extensible GT4 index service, which maps
queries over ClassAds in a customizable fashion.

We show an example of the proposed grid application, namely an on demand
weather and marine forecasting system. This system implements a Job Flow
Scheduler and a Job Flow Description Language in order to access and exploit
shared and distributed observations, model software, and 2D/3D graphical
rendering resources. The system combines GT4 components and our Job Flow
Scheduler and Resource Broker services to provide a fully grid-aware system.

1 Introduction

Our proposed grid infrastructure is based on the Globus Toolkit [1] version 4.x (GT4)
middleware, developed within the Globus Alliance, a consortium of institutions from
academia, government, and industry. We choose GT4 because it exposes its features,
including service persistence, state and stateless behavior, event notification, data
element management and index services, via the web services resource framework
(WSREF).

The brokering service that we have developed is responsible for interpreting
requests and enforcing virtual organization policies on resource access, hiding many
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details involved in locating suitable resources. Resources register themselves to the
resource broker, by performing an availability advertisement inside the virtual
organization index [4]. These entities are classified as resource producers using many
advertisement techniques, languages and interfaces. Resource are often discovered
and collected by means of a performance monitor system and are mapped in a
standard and well known description language [5] such as the Condor [8] ClassAd
[9]. Ideally, the entire resource broking process can be divided into two parts. First, a
matchmaking algorithm finds a set of matching resources using specific criteria such
as “all submission services available on computing elements with at least 16 nodes
using the PBS local scheduler and where the MMS [3] weather forecast model is
installed.” Then, an optimization algorithm is used to select the best available
resource among the elements [6]. Usually, the broker returns a match by pointing the
consumer directly to the selected resource, after which the consumer contacts the
resource producer. Alternatively, the client may still use the resource broker as an
intermediary. When the resource broker selects a resource, the resource is tagged as
claimed in order to prevent the selection of the same resource by another query with
the same request. The resource will be unclaimed automatically when the resource
broker catalogue is refreshed reflecting the resource state change [10].

In this scenario, the resource broker service is a key element of grid-aware
applications development. Thus, users can totally ignore where their data are
processed and stored, because the application workflow reacts to the dynamic nature
of the grid, adapting automatically to the resource request and allocation according to
grid health and status.

The allocation and scheduling of applications on a set of heterogeneous,
dynamically changing resources is a complex problem without an efficient solution
for every grid computing system. Actually, the application scenario and the involved
resources influence the implemented scheduler and resource broker system while both
the implicit complexity and the dynamic nature of the grid do not permit an efficient
and effective static resource allocation.

Our demo applications are based on the use of software for the numerical
simulation in environmental science, and are built and developed using a grid
computing based virtual laboratory [11]. Weather and marine forecasts models need
high performance parallel computing platforms, to ensure an effective solution and
grid computing is a key technology, allowing the use of inhomogeneous and
geographically-spread computational resources, shared across virtual organization.
The resource broker service is the critical component to transform the grid computing
environment in a naturally used operational reality. The buildup of grid-aware
environmental science applications is a “grand challenge” for both computer and
environmental scientists, hence on-demand weather forecast is used by domain
experts, common people, amateur and enthusiasts sailing racers.

In this paper we describe the implementation of a GT4-based Resource Broker
Service and the application of this component to a grid-aware dynamic application,
developed using our grid based virtual laboratory tools. The resource broker
architecture and design is described in the section 2, while in sections 3 and 4 we give
a short description of the native matchmaking algorithm and of the interface to the
Condor ClassAd querying features. In section 5, we show how all these components
work together in an on-demand weather and marine forecasting application. The final
section contains concluding remarks and information about plans for future work.
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2 The Resource Broker Architecture and Design

Our resource brokering system, leveraging on a 2-phase commit approach, enables
users to query a specified virtual organization index service for a specific resource,
and then mediates between the resource consumer and the resource producer(s) that
manage the resources of interest. Resources are represented by web services that
provide access to grid features such as job submission, implemented by the Grid
Resource Allocation Manager (GRAM) service and the file transfer feature,
implemented by the Reliable File Transfer (RFT) service [2].

The sequence begins when the Resource Broker service is loaded into the GT4
Web Services container to create an instance of a Resource Home component. The
Resource Home invokes the Resource initialization, triggering the creation of the
matchmaking environment and collecting the grid-distributed published resources
using the index service. The collector is a software component living inside the
matchmaker environment managing the lifetime of the local resource index. The
collector processes query results in order to evaluate and aggregate properties, map
one or more properties to new ones, and store the result(s) in a local data structure
ready to be interrogated by the requesting resource consumer.

The collector is a key component of the resource broker. Thus, we provide a fully
documented API to extend and customize its behavior. In the implementation, a
generic collector performs a query to the GT4 Monitor Discovery Service (MDS) [7]
to identify all returned elements where the local name is “Entry.” Element properties
are parsed and stored in a format suitable for the resource brokering algorithm. The
end point reference of each entry is retrieved to obtain the host name from which the
resource is available. This step is needed because the collected properties are stored in
a hostname-oriented form, more convenient for the matchmaking instead of the
resource-oriented form published by the index service. In this way, each grid element
is characterized by a collection of typed name/value properties.

Each entry has an aggregator content used to access the aggregator data. In the case
of the ManagedJobFactorySystem, the aggregator data contains a reference to a
GLUECE Useful Resource Property data type, where information about the grid
element is stored by the MDS data provider interfaced to a monitor system such as
Ganglia [13]. The collector navigates through the hierarchically organized properties
performing aggregation in the case of clusters where master/nodes relationships are
solved. A property builder helper component is used to perform this task, analyzing
the stored data and producing numeric properties concerning hosts, clusters and
nodes. In the collecting process new properties may be added to provide a better
representation of resources available on grid elements.

A configurable property mapping component is used by the collector to perform
some properties processing such as lookup: the value of a resource is extracted from a
lookup table using another resource value as key; ranging: the resource value is
evaluated using a step function defined using intervals; addition: a resource value is
retrieved using and external component and added to the resource set; averaging: the
value of a resource is calculated using the mean value of other resources.

The use of the property mapping component is needed in order to aggregate or better
define resources from the semantic point of view: in the resource broker native
representation, the available memory on a host is “MainMemory.RAMAvailable.Host,”
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while usually the ClassAd uses the simple “Memory” notation, hence a copy operation
between two properties is needed. A less trivial use of the property mapping tool is done
by evaluating the Status property: there is no Status property definition in the GLUECE
Useful Resource Property, while ProcessorLoad information are available. The property
mapping algorithm averages the ProcessorLoad values storing this value in the
LoadAvg property, then the LoadAvg property is range evaluated to assign the value to
the Status property (Idle, Working) [14].

A principal resource broker service activity is to wait for index service values
changing notification in order to perform an index service entity query and to collect
data about the grid health represented by the availability of each VO resource. The
resource brokering initialization phase ends when the collector’s data structure is
filled by the local resource index and the Resource component registers itself to the
virtual organization main Index Services as a notification sink, and waits for index
resource property data renewal events. In our resource broker, many users have to
interact with the same stateful service querying resources that are tracked in order to
be in coherence with the grid health status. Due to these requirements, we create the
service using the singleton design pattern with the stateless web service side is
interfaced with the stateful one via resource properties [12]. Due to the dynamic
nature of grid resources, the resource property is not persistent and it is automatically
renewed each time the index service notifies to the resource broker service that its
entity status is changed. In this way the resource lifetime is automatically controlled
by the effective update availability and not scheduled in a time dependent fashion
[15]. Registered entity status changes are transferred upstream to the Index Service
and then propagated to the Resource notification sink. Due to our application
behavior, this approach could be inefficient because many events may be triggered
with high frequency, degrading performance. We choose a threshold time interval
value to trigger the data structure update.

From the resource consumer point of the view, the sequence starts when the user
runs the resource broker client using one of the query notations that our system
accepts.

Native notation: each selection criteria expression is separated by a space with the
meaning of the logical and. Properties reflects the GLUECE Useful Resource
Properties nomenclature with the dot symbol as property and sub property separator.
The criteria are the same of the majority of query languages, plus special ones such as
“max” and “min” to maximize or minimize a property and “dontcare” to ignore a pre-
set condition.

Globus.Services.GRAM!="" Processor.InstructionSet.Host=="x86"

Cluster.WorkingNodes>=16 MainMemory.RAMAvailable.Average>=512
ComputingElement.PBS.WaitingJobs=min

This query looks for a PC cluster with at least 16 working nodes and 512
megabytes of available RAM using the PBS as local queue manager and where the
GRAM Globus web service is up and running. Computing elements with the
minimum number of waiting jobs are preferred.

ClassAd notation: the selection constraints are expressed as requirements using the
well-known Condor classified advertisement notation for non structured data
definition queries. In this notation, the query is enclosed in a brackets envelope and
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each couple of property name/value is separated by a semicolon. Special mandatory
fields are Rank and Requirements. The Requirements field contains the constraints
criteria expressed using the standard C language notation.

[ Type="Job”; ImageSize=512; Rank=1/other.ComputingElement_PBS_WaitingJobs;

Requirements= other.Type=="Machine” && other.NumNodes>=16 && other.Arch=="x86" &&
other.Globus_Services_GRAM!="" ]

The shown classad performs the same query previously shown with the native
notation. The NumNodes property is equivalent to the Cluster.WorkingNodes. The
underscore substitutes the dot for the property/sub property access notation to avoid
ambiguity with the dot meaning in ClassAd language. The ranking is mathematically
computed using a simple expression involving the number of PBS waiting jobs [16].

The implementation of the matchmaking algorithm differs in relation to the chosen
strategy, but can be formerly divided in two phases: the search and the selection.

In the search phase, some constraints are strictly satisfied, such as the number of
nodes equal to or greater than a particular value, and the available memory being not
less than a specified amount. If none suitable resource is available, the fail result is
notified to the client applying the right strategy in order to prevent deadlock and
starvation issues. After this step, resources satisfying the specified constraints are
passed to the second phase, where the best matching resource is found using an
optimization algorithm based on a ranking schema. The selected resource is tagged as
claimed to prevent another resource broker query selecting the same resource causing
a potential overload. At the end of the query process the resource broker client
receives the End Point Reference (EPR) of the best matching resource and is ready to
use it. The resource remains claimed until a new threshold filtered update is
performed and the resource status reflects their actual behavior.

3 The Native Latent Semantic Indexing Based Matchmaking
Algorithm

We implemented a matchmaking algorithm from scratch; it is based on an effective
and efficient application of Latent Semantic Indexing (LSI) [17].

In the case of search engines, a singular-value decomposition (SVD) of the terms by
document association matrix is computed producing a reduced dimensionality matrix
to approximate the original as the model of “semantic” space for the collection. This
simplification reflects the most important associative patterns in the data, while
ignoring some smaller variations that may be due to idiosyncrasies in the word usage
of individual documents [18]. The underlying “latent” semantic structure of the
information is carried out by the LSI algorithm. In common LSI document search
engine applications, this approach overcomes some of the problems of keyword
matching based on the higher level semantic structure rather than just the surface level
word choice [19].

In order to apply LSI to resource matchmaking, we have to map some concepts
from the document classification and indexing to the grid resource discovery and
selection field. As documents, in the web identified by URLs, are characterized by
some keywords, resources, identified by EPRs in the grid, have name properties typed
as string, integer, double and boolean values. A document may or may not contain a



Development of a GT4-Based Resource Broker Service 209

particular word, so the matrix of occurrence document/words is large and sparse; in
the same way each grid resource is not characterized by a value for each defined
property, because not all properties are relevant to a specific grid resource description.
Documents and grid resources share the same unstructured characterization, but while
words and aggregated relations between words could have a special meaning because
of the intrinsic semantic of the aggregation itself, grid resource properties are self
descriptive, self contained and loosely coupled in the aggregation pattern. Under this
condition, we have no need to apply the dimension reduction in grid resource
properties indexing, while the application of the SVD is mandatory if dealing with
documents. The grid resource description property values can be numeric,
alphanumeric and boolean, but alphanumeric values have not hidden semantic mean
build by aggregation, while a query can be performed specifying the exact value of
one or more properties. Due to the deterministic behavior needed by the resource
matchmaking process, a criteria based selection process is done before grid resources
are threaded by our LSI based matchmaker algorithm. This kind of selection is
performed in order to extract from all available resources the set of close matching
requirements.

c Properties Space Adimensional Values
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Fig. 1. The A ... F grid elements properties and the X query property. On the left in the
dimensional space, on the right in the adimensional space.

Our LSI approach to matchmaking is based on the assumption that all boolean and
alphanumeric query criteria are strictly satisfied in the selection phase, so the set of
available grid resources comprises all suitable resources, from which we must extract
the best one characterized by only numerical property values. After selection, the grid
resources have a specific position in a hyperspace with a number of dimensions equal
to those of the query: for example, after the ComputingElement.PBS.FreeCPUs>=25
Processor.ClockSpeed. Min==1500 Globus.Service. GRAM!="" query, the hyperspace
is reduced to a Cartesian plane with the ComputingElement.PBS.FreeCPUs on the x
axis and the Processor.ClockSpeed.Min on the y axis (Figure 2, left side). We assume,
if the user asks for 25 CPUs or more, the best resource is the machine with 25 CPUs,
while more CPUs are acceptable but something of better as in the case of
ComputingElement.PBS.FreeCPUs=max. The best fitting resource could be
considered to be the one that minimize the distance between the position of the
requested resource and the offered one. This kind of ranking approach could be correct
if all property values are in the same unit. If Processor.ClockSpeed.Min is expressed as
GHz or MHz, and ComputingElement.PBS.FreeCPUs as an integer pure number the
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computed distance is biased, because of the anisotropic space. An adimensionalization
process is needed in order to map all offered and asked grid resources in an isotropic
unitless n-dimensional space, with the goal of making distances comparable.

The goal of our adimensionalization process is to re-normalize property values so
that they have a mean of zero and standard deviation equal to one. In order to achieve
this result, we calculate the mean and standard deviation for each involved property.
Then, using a lookup data structure, both the asked and offered grid resource,
identified by their characteristics, are adimensionalized and projected in a isotropic
space in which distance units on each axis are the same. Finally, a ranking table,
ordered in ascending order of distance, is computed using the Euclidean distance; then
the resource in the first position represents the best one fitting the querying criteria
(Figure 2, right side).

4 The Condor ClassAd Based Matchmaking Algorithm

The world wide Condor open source ClassAds framework [20] is robust, scalable,
flexible and evolvable as demonstrated by the production-quality distributed high
throughput computing system developed at the University of Wisconsin-Madison.
Classified Advertisements are stated as the “lingua franca” of Condor and are used
for describing jobs, workstations, and other resources. In order to implement a GT4
resource oriented matchmaker algorithm using ClassAds framework, a mapping
between Index Service entries and ClassAds component is needed. The component
have to be flexible, full configurable, customizable and extensible in order to manage
any kind of entries. In the GT4 Index Service each entry represents a resource of a
specified type characterized by property values for which the ClassAd mapping
process is trivial or straightforward. Resource properties, such as the GLUECE, are
complex and data rich and the mapping process could be more tricky because some
aggregation, synthesis and evaluation work is needed (as in the case of clusters
computing elements).

Once the ClassAd representation of unclaimed GT4 grid element resources is
available thanks to the developed mapping component, our matchmaker algorithm
compares each ClassAd with the ClassAd form of the submitted query. The grid
element vector is filled and each element each is characterized by the self and other
Rank property (formerly the ClassAd Rank attribute computed from the query point
of view, self, and the resource one, other). The Rank ClassAd parameter is used to
perform a sort criteria in order to choose the best fitting resource represented by the
one that maximize both self.Rank and other.Rank properties. Thanks to the native
matchmaker algorithm, we have all tools needed to perform the best fitting resource
selection, using a native query in the form “self.Rank=max other.Rank=max”, that
selects the grid element that maximize both properties.

S An Application to on Demand Weather and Marine Forecasting

In our grid computing based virtual laboratory we grid enabled several atmospheric,
marine and air/water quality models such as MM5 (Mesoscale Model 5) [3], POM
(Princeton Ocean Model) [21], the STAEM (Spatio-temporal distribution Emission
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Model) [22], the PNAM (Parallel Naples Airsheld Model) [23], WRF (Weather and
Research Forecasting model), sea-wave propagation models WW3 (WaveWatch III)
and the CAMx (Comprehensive Air quality Model with eXtension) air quality model
[26]. We made this models grid enabled using the black-box approach implementing a
modular coupling system with the goal to perform several experiments and
environmental science simulations without the need of a deep knowledge about grid
computing. We are still working about the grid enabling of other environmental
models developing other virtual laboratory components in order to deliver a
comfortable environment for earth observation grid aware application deployment.
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Fig. 3. The application workflow as represented by the JFDL file

We developed an on-demand weather and marine forecast, which is a full grid-
aware application running in an effective ad efficient fashion on our department grid
as test-bed for our resource broking service. The application environment in which the
application runs is based on our virtual laboratory runtime grid software integrating
our Job Flow Scheduler and the ResourceBroker Service. Using this tool, we develop
the application using the Job Flow Description Language (JFDL), based on XML,
with the needed extension for resource broking interfacing and late binding reference
management [24].

The user need only specify the starting date and the number of hours for the
simulation or the forecast. Then, all needed resources are requested from the resource
broker and allocated at runtime. In the job elements of the JFDL application file,
queries are coded to select resources using both the native and the ClassAd notation,
while some design optimizations are made using the dynamic reference management
syntax of the JFDL to run application components minimizing the data transfer time.

From the data point of view, the grid-aware application computes weather forecast
and wind driven sea wave propagation on four nested domains ranging from the
Mediterranean Europe (81 Km cell size) to the Bay of Naples (3 Km cell size),
produces both thematic maps and GRIB data files ready for other processes and uses
via standard, commercial or free software. This application is a smart and simplified
version of the one we run operationally for regional weather and marine forecasts
used by different local institutions.
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The application workflow (Figure 3) begins with the starting event produced by the
on-demand request coming, for example, from a multi access, mobile device enabled
web portal. Then, the weather forecast model is initialized and the output data is
rendered by a presentation software and concurrently consumed by the sea wave
propagation model. Then each application branch proceeds on a separate thread.

The workflow could be represented as an acyclic direct graph into a JFDL file
where each job to be submitted is described by an inner coded RSL [25] file while the
launching scripts are stored in a separate repository (Figure 4). Our JFES component
permits the grid application implementation using a single XML self describing file,
while the RB service makes the application grid-aware.

JFDL XML Schema

‘ rsls ‘globaIProperties ‘ jobs

o] [ |

Fig. 4. The JFDL developed schema

In the element jfdl:globalProperties the developer can specify the values read in
each job definition and substituted at runtime. The jfdl:rsls element contains a
collection of jfdl:rs] named elements used to describe jobs with the Globus GRAM
RSL file. In this files the use of environment variables place holding for scratch
directory path and provided utility macros.

The file describing the grid aware application can be divided into two parts: inside
the element <jfdl:jobs> each job belonging to the application is described specifying
its symbolic name, the computing node where it will be submitted, and the name of
the RSL file specifying all needed resources.

The statically assigned grid element unique identifying name, specified in the job
element host attribute, could be omitted, in which case a resource broker
jfdL:resourceBroker element would have to be used. In this element could be specified
the classAlgorithm attribute to select the matchmaker implementation class
identifying the matchmaking algorithm using the native one if this parameter is
omitted as shown in the following example:

<jfdl:resourceBroker
classAlgorithm="it.uniparthenope.dsa.grid.ClassAdMatchmakingAlgorithm”>
[Type="Job”; ImageSize=512;
Rank=1/other.ComputingElement.PBS.WaitingJobs;
Requirements= other.Type=="Machine” &&
other.Software_MM5_Regrid==true &&
other.Disk>=64 && other.NumNodes==0 ]

</jfdl:resourceBroker>
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Where the application is looking for a non cluster machine, such as a workstation
or a dedicated server, on which the Regrid component is installed. Moreover, the job
needs at least 64 MB of available space on disk, and the best fitting resource is the
one that minimizes the number of waiting jobs in the PBS queue manager (implicitly
the PBS local queue manager is needed as requirement).

In each job definition the user can specify local properties using the jfdl:propeties
element. Properties are runtime accessible using the conventional name
$propertyname; global properties referred to a particular job are referred by
$jobname.propertyname. This is really useful if a sort of optimization is needed using
an integrated grid-enabled/aware approach. In our application we want to assign grid
elements dynamically but some components have data strictly related as the case of
Regrid/Interpf pairs or mm52grads/makeWindMaps pairs, so it is better to execute
Regrid and Interpf, as well mm52grads and makeWindMaps, on the same computing
element to achieve best performances avoiding heavy data transfers.

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

Fig. 5. Simulated Time versus Computing Time under several configurations. On the left
absolute times, on the right relative times.

In order to evaluate the grid-aware application performance, we repeated the
experiment 10 times and then averaged total computing time for 24, 48, 72, 96, 120,
and 144 simulated hours.

We evaluated three different grid behavior configuration scenarios:

No grid technology use: The application runs as a common Bash shell script on the
master node (Pentium IV at 2.8 GHz Hyper Threading equipped with 4 GByte of
RAM and 2 160 GB hard disk and running Fedora Core 3 Linux) of the computing
element named dgbeodi.uniparthenope.it formed by a cluster of 25 workstation
powered by a hyper heading PentiumIV at 2.8 GHz, each with 1GByte of RAM and
80 GB hard disk, running Fedora Core 3 Linux. The local network is a copper gigabit
using a high performance switch. This workstations are used also for student learning
activities running concurrently Windows XP Professional operating system hosted by
virtual environment. In this case no kind of explicit parallelism is performed and there
is no need to use an external network for data transfer.

Grid-enabled mode: Globus+JFS, the application is developed using JFDL and runs
under our virtual laboratory tools. Computational loads are distributed statically over
available grid elements, with a design optimization performed regarding computing
power and data file transfer needs. In this approach the Job Flow Scheduler
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component is used, but the Resource Broker Service is switched off. The application
takes advantage of the explicit parallelism carried out by parallel execution of
regrid/intepf and mm52grads/makeWindMaps software modules pairs. As in the
previous case of not us of grid technology, MM5 and WW3 models run on the same
25 CPUs computing element dgbeodi.uniparthenope.it.

Grid-aware mode: Globus+JFS/RB, the application is developed using JFDL and
runs under our tools as in the previous case, but resources are assigned dynamically
using our resource broker service performing queries each time it is needed. To
achieve better performance and to avoid unnecessary data file transfers, Regrid and
Interpf jobs and mm52grads/makeWindMaps are submitted to the same computing
element using the Job Flow Scheduler late binding capabilities: the resource broker is
invoked to choose the computing element for the Regrid job and then the same CE is
used for the Interpf job. The query for parallel computing intensive load characterized
jobs MM5 and WW3 is performed, but dgbeodi.uniparthenope.it is always used
because the constraints.

From the performance analysis line graph (Figure 5, left side), we see that as
simulated time increases from 24 to 144 hours, the grid-enabled application (filled line)
performs well when compared to the no-grid (dotted line) technology use. This is
because of the parallel execution of loosely coupled jobs and the optimized data high
performance transfer. When resource broking capabilities are activated (outlined
graph), the grid-aware system still performs better than the no-grid application version,
but is slower than the grid-enabled version without resource brokering because of the
latency introduced by the Web Services interactions, the adopted matchmaking
technique related issues and the deadlock/starvation avoiding subsystem interactions.
In the other graph (Figure 5, right side) are drown computing time differences between
the no grid setup and the grid-enabled (filled line) and the grid-aware one (outlined
graph). The dotted line represents the difference in computing time between the two
approaches. The time consumed by the resource broker in all tests is quite constant
because our grid was used in a exclusive manner (without other users). On the other
hand, in production conditions (not exclusive grid use), the overall computing load of
the department grid is better distributed using the grid-aware behavior, allowing for
efficient and effective resource allocation optimization.
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Fig. 6. Demo grid aware application results
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6 Conclusions and Future Works

We have described some results in the field of grid computing research, with
particular regard to the challenging issue of resource discovery and selection with
matchmaking algorithms.

We developed a resource broker service, fully integrated with Globus Toolkit
version 4, that is both modular and easy to expand. The plug-in architecture for both
collector and matchmaking algorithm implementations we developed makes this tool
an excellent environment for resource handling algorithms experiments and
productions in the Globus Toolkit grid approach world. Our next goal develop an
accurate testing suite, based on both real and simulated grid environment, in order to
evaluate and compare native and ClassAd algorithm performances and effectiveness.
In this scenario is our interest in developing a matchmaking algorithm based on the
minimization of cost functions evaluated using resource characterization benchmarks
in order to implement dynamic performance contracts. A better self registering
approach to grid available application have to be followed to make the real use of our
tools in a straightforward fashion.

In order to achieve a better, and more standard, application workflow environment,
a Job Flow Scheduler refactoring is planned with the aim to be BPEL [27] compliant
leveraging on open source workflow engines [28].

Our virtual laboratory for earth observation and computational environmental
sciences based on the grid computing technology is enriched by the features provided
by the Resource Broker Service, making possible the design and the implementation
of truly grid-aware applications. The integration between the Job Flow Scheduler
service and the Resource Broker service is a powerful tool that can be used both for
research and application-oriented uses for running any kind of complex grid
application (Figure 6).
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Abstract. The trustworthiness between anonymous web service client and
provider influences service stability and collaboration. Trustworthiness includes
some aspects such as service’s security, controllability and survivability. So, a
definition of trustworthiness for web service is given in the paper, and then a
web service trustworthiness evaluation and management model is brought forth
inspired by human small-world network. The model consists of three web
service federations: WSRRC, APAEAS and AWSORT. WSRRC is a Web
Service Resource Register Center, which is established by UDDI protocol.
APAEAS is an Area Proxy Authentication Evaluating Autonomy
System, which collects some authentication information of web service clients,
accepts clients’ special requirement and feedbacks service’s trustworthiness
values to AWSORT. AWSORT is an Area WS Resource Organizing Tree,
which organizes and manages web service resources; records web service
trustworthiness values, keeps web service state, assigning web service. The
model establishes a trustworthy environment for anonymous web service clients
and providers. Furthermore, some detailed evaluating parameters about service
trustworthiness and quality is discussed and some service management
algorithms are proposed in the paper. The simulation results show that model is
feasible for semantic grid integration and establishment for virtual organization.

Keywords: web service federation, trustworthy web service, small-world
network, loading-balance, quality of service.

1 Introduction

Web service (WS) are quickly maturing as a technology that allows for the integration
of applications belonging to different administrative domains, enabling much faster
and more efficient business-to-business arrangements [1]. For the integration to be
effective, the provider and the consumer of a service must negotiate some parameters,
such as quality of service, security auditing and communication speed [2-4]. However,
security auditing can be very challenging when the parties do not blindly trust each
other, which is expected to be the common case for large WS deployments [5, 6].

By now some WS-security specifications and trust auditing framework are
available [7, 8]. Microsoft and IBM propose a set of WS security specifications
includes a message security layer, a policy security layer, a federated security layer
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[9-11]. However, the specifications demand all of the provider and customer be
authenticated by a trustworthy verification center [11]. Especially for anonymous WS
providers, the WS customer needs to pre-evaluate their trustworthiness, and then it
will choose a provider which trustworthiness is the highest.

Thus, we propose a trustworthiness evaluation and management model inspired by
human small-world network. The model establishes an integrated loosed-trustworthy
WS environment for the anonymous users and resources. Whether web clients and
services are authenticated or not, the model will ensure some initial effective
trustworthiness. Furthermore, it can optimize WS and manage effectively service traffic.

This paper is organized as follows: Section 2 introduces characters of
trustworthiness in human small word and gives the definition of trustworthiness.
Section 3 puts forward WS trustworthiness evaluating and managing model. Section 4
presents web service federation organization protocols, data structures and
instructions. Section 5 presents WS trustworthiness evaluating & managing algorithm.
Section 6 discusses the simulation of WS loading-balance in the web service
federation. Section 7 concludes the paper by discussing the research trends of the
trustworthiness model.

2 Small-World Network and WS Trustworthiness

2.1 Trustworthiness in the Human Small-World Network

M. Stanley proposed the assumption of ‘six degrees’ in human society as early as
1967. Watts and Strogatz built the small-world networks theory according to the
assumption in 1998. The small world model widely exists in the human society and
bio-network. It describes ubiquitous resource searching characteristics such as self-
like, self-organizing and self-adjusting. WS network presents some characteristics like
small world, and users would like to obtain service in the nearer ‘small world’ from
internet. So, we expect to establish a service evaluation framework to organize and
manage WS based on small world model.

Small world is a relation network centralized on a person in the human society, in
which he decides how to choose friends and what resource to select for use. From
another point of view, the small world is a trustworthiness evaluating and dynamically
selecting network, which structure and nodes’ trustworthiness values will change with
the environment and time. People add or delete the partial node to the small world
according to their needs. They constantly do some trustworthiness-evaluating work about
surrounding ‘node’, and at the same time they change their trustworthiness value and
adjust their behaviors. Thus, it is clear that the small world network is a trustworthiness
and benefit driven network. People choose these required resources or services and give
up those disabled nodes in order to get the largest benefits in minimum costs.

2.2 WS Trustworthiness

Along with SOA (service-oriented-architecture) is more and more popular, it is
necessary that the SOA applications should provide trustworthy services. Trustworthy
network should have three essential properties: security, controllability and
survivability [8]. From the view of trustworthiness, we attempt to give the definition
of the trustworthiness of WS. WS trustworthiness also should include three
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properties: security, controllable and survivable. The following is the detailed
definition. Namely

Tys =I'(Seu, Ctrl,Sur)

Define 1: Security

WS security includes a series of attributes: service entity being security, service
context being security, WS structure being security. That is service entity must be
legal and authenticated; WS content must be effective and security, no error and no
virus. As WS is stateless, WS structure security is that WS can keep its service state
and its state is stable in a certain period. Namely

I'(Seu) =¥, (En, Con, Stru)

Define 2: Controllability

WS controllability is that WS role can be managed, its behavior can be controlled,
and its services quality can be ensured. WS client or provider should have right role in
the SOA system, and these roles should be managed in the security policy. WS
behavior being controlled means that WS’ access policy should have been integrated
managed. WS quality being controlled means that WS should satisfy different
business needs. Therefore, WS can provide different quality and security grade
service for different requirement. Namely

I'(Ctrl) = Q(Role, Act, Qua)

Define 3: Survivability

WS survivability is that WS have the ability of withstanding intrusions or attacks.
That is that WS can still provide service in case of being damaged. WS survivability
includes fault-toleration, intrusion-toleration, and self-recovery.

I'(Sur) = ®(Fault _ tol, Intru _ tol, Rcov)

WS Trustworthiness should include all of the three factors. So, the trustworthiness
value should be expressed as following:

Tys =I'(Seu,Ctrl,Sur) = *I'(Seu)+ £ *I'(Ctrl) + y *T'(Sur)
=a*%¥,(En,Con,Stru) + S*Q(Role, Act,Qua) + y* ®(Fault _tol, Intru _ tol,Rcov)
Here, @, 3, are the weights of the three factors. No matter what the detailed
parameters are changed, its value should be in a scope. Namely

Tyws €[0.1]

3 WS Trustworthiness Evaluating and Managing Model

3.1 WS Trustworthy Management Model

Fig 1(a) describes normal WS structure. WS provider publishes its services into
WSRRC (WS Resources Register Center). Web client submits service querying to
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Fig. 1. WS Trustworthiness Evaluation & Management model

WSRRC, and after getting resource identification, then bind each other to deal with
corresponding transaction.

Inspired by human small-world network, we put forward a WS trustworthiness
evaluation and management model (fig.1 (a)). We add two modules: APAEAS (area
proxy authentication evaluating autonomy system) and AWSORT (area WS resource
organizing tree). APAEAS consists of a great many of authenticated or anonymous
WS-clients, and it will supervise and evaluate their trustworthiness. AWSORT is in
charge of recording WS quality, keeping its service state, and implementing loading-
balance. Thus, the two web service federations establish a trustworthy environment
for WS-clients and WS-providers, a normal WS-Provider become a trusted WS entity
(Trusted-WSE), shown in fig.1 (b).

APAEAS and AWSORT don’t change working patterns of WS-clients and WS-
providers. Furthermore they make simple and stateless service to become Trusted-WS.
Thus, APAEAS AWSORT and Trusted—WSE form a trusted WS federation (T-WSF).

3.2 APAEAS and AWSORT

3.2.1 APAEAS

APAEAS is a small-world web service federation for evaluating WS-client’s
trustworthiness and submitting service requirement instead of WS-client. Its functions
include:

@ Tt collects security information of users, such as authentication information,
security grade and their personnel service demands. According to the information,
APAEAS will communicate with AWSORT to satisfy users’ needs.

@ As to high-security grade WS, APAEES must authenticate users, and verify
whether the user is able to require a high-security grade services. Since only
authenticated user have the qualification to apply security transaction. If the
requirement is permitted, APAEES will record these events, and make logs about
users’ working states and results.

® On the other hand, APAEES can automatically distribute these requirements
to different area AWSORT to prevent DOS (deny of service).
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3.2.2 AWSROT
AWSROT is a self-organizing federation of WS resources. It organizes many WS
providers as a large service pool. Its functions include:

(O AWSROT keeps WS service states, registers relevant parameters, and
records service trustworthiness values from APAEAS.

2 AWSROT can be established according to trustworthiness values, service
quality of WS and maximum service capacity. When WS trustworthiness values and
service quality change, the position of the corresponding node should be adjusted in
order to provide the most effective service in minimum costs.

3 AWSROT can automatically design a the best WS-provider to a WS-client
with a set of service optimization policy.

@ AWSROT can implement WS loading-balance. When a WS-client roams in
different APAEAS, AWSROT will design a local optimized WS-provider instead of
previous WS-provider.

After the WS normal structure is changed by adding the two models, WSRRC
not only takes charge of registering and querying services, but also assign different
tasks to corresponding AWSROT. Therefore, WSRRC, APAEAS and AWSROT
together provide a trustworthy WS environment.

4 Web Service Federation Organization Protocols, Data
Structures and Instructions

4.1 AWSROT Protocol

Fig. 2. is the structure of AWSROT. AWSROT is the core of trustworthy web service
environment. Its functions include states keeping, service recommending, loading
balance, trustworthiness evaluating. Its organization structures are a hybrid structure.
It consists of a four-rank B-tree and some circulating double-linked-list.

The four-rank B-tree is used to locate and organizes different category service, and
the double circulating linked-list is used to organize the same category service.
Because for users, querying services is hoped to get a quick answer, B-tree can high-
effectively search for a resource; get a service is hoped the service provider is the best,
the circulating linked-list always place the best service in the header point.
Furthermore, the double circulating linked-list can dynamically adjust the location of
service provider by its trustworthiness value, QOS, capacity and responding speed. So,
the hybrid structure can high-effectively and quickly provide an optimized service.

4.2 APAEAS Protocol

APAEAS has a layered structure, shown in fig.3. It is a small world for WS-Clients. It
will register in WSRRC; some little APAEAS will form a large APAEAS. So, the
whole ARAEAS has a tree structure in logic. Each APAEAS is a management unit to
anonymous or authenticated users. Its main functions are collecting users’
information, accepting users’ service request, feed-backing trustworthiness value to
AWSROT and satisfying users’ special demand.
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Fig. 3. The Structure of APAEAS

APAEAS keeps a great number of users’ information. The information has been
stored in database, and each user has a recorder in the database. The recorder includes
some information of WS-Clients, such as service access history, security grade,
personal information, particular service demands etc. So, actually an APAEAS is a
user authenticating server.

Table 1 is the record format of customer; in which APAEAS record recent used
resources. Service histories keep such items as service’s using frequency, service 1D,
trust values and service’s quality etc. According to the information, APAEAS can
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learn about WS-Client’s needs and provide appropriate services to satisfy its demand.
APAEAS also collect user’s authentication parameters in order to monitor web
service process.

4.3 Instruction System

The WSRRC, APAEAS and AWSROT together cooperate to make up a loosed
trustworthiness evaluating and managing framework. The model divide a whole large
work into some small procedures, and each finish a part work. So, all of WSRRC,
APAEAS and AWSROT is an integrated loosed security system for web service.
Although WSRRC, APAEAS and AWSROT have own attributes and instructions,
most of them are the same. So, we give a summary to the all attributes and instructions.

All attributes of these protocols include: *.state, *TTL(), *.living(), *.warning,
*.security_grade, *.IP_address, *.fellow, *.SID, *.URL, *.service_type, *.federation_ID,
*QOS, * header, * tail, * trustworthiness_value, *.service_capacity,
*.online_connectting_amount, *.Connecting _online etc. Here, * denotes a certain object,
such as APAEAS, AWSROT, a node in the B-tree, a WS-Client, a service resource etc.
The attributes describe some characters of the object in the framework. The information
are collected and recorded to determine the object how to respond a special event.

The instructions of the model include: *.invite(), *.register(), *.authenticate(),
*TTL(), *roaming(), *.request(), *.respond(), *.Query(), *.cost(), *.connect(),
*.close(), * trustworthiness_evaluating(), *.QOS_evaluating(), * sort(),
* adjust_position(), *.provide_service(), *.assign(); *.relay_assign() etc. As the same
way, * denotes a certain object, such as APAEAS, AWSROT, a node in the B-tree, a
WS-Client, a service resource etc. The whole function of these instructions cooperate
each other to drive the model to provide the best service in the lowest cost. Here, the
interpretation of how to use the each instruction is omitted.

5 WS Evaluating and Managing Algorithm

5.1 WS Assigning Algorithm

In order to provide high-quality and low-cost WS, we design two-layer assigning
structure. Firstly, by querying APAEAS or WSRRC, user can get the nearest
AWSROT; secondly, AWSROT will recommend proper WS-Provider according to
trustworthiness, QOS, responding speed and Maximum connecting capacity.
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WSRRC divides the whole service area into some parts, each part has an
AWSROT, and all WS-Providers in a part will register itself into the local AWSROT.
So, in WSRRC, all the registered resources are organized according to geography
feature. Every AWSROT is a small word of resource. When a WS-Client queries a
WS-Provider, it will be relocated to the local AWSROT. Thus, communication
between the client and the provider is confined to a small word. Therefore, it will
reduce the main traffic of bone network.

In the AWSROT, all resources will be organized by services category and sorted
by trustworthiness, QOS, maximum connecting capacity and responding speed etc.
So, according to these parameters, AWSROT will recommend the most popular WS-
Provider to WS-Client. In order to fairly evaluate a service, we introduce an
evaluating concept: believed zone.

Believed zone is an evaluating range, when two or more values of an item are in a

range of [m,m+£], we consider that they have the same value. So, believed zone is
a range of probability. We evaluate trustworthiness and QOS using the method of
believed zone. But for maximum connecting capacity and online connecting amount,
we use precise values to evaluate them.

WS assigning algorithm is shown as the following:

While (Double_cir_link.live and Double_cir_link.state) {
if (Double_cir_link.ttl())
{Double_cir_link.live=false; Double_cir_link.closed;} // if no TTL returns, then close closed
link-list.
link.sort (Trust_eva()); // Firstly , nodes will be sorted by trust value.
If Trust_eva()e [©', O]

link.sort (Qua_eva ()); //Secondly, nodes will be sorted by service quality.
If Qua_eva()e [©', O]
link.sort (connect_max); //Finally, nodes will be sorted by maximum connecting amount.
When WS_Client.request ();
AWSROT.Query ();
Double_cir_link.head_pointer.provide_service(), //Firstly, head-node provides WS
Double_cir_link.head_pointer.connect_onle ++; //adding one to head nodes’ online
connecting amount
link.connect_onle ++; // adding one to link-list’s online connecting amount
If head_pointer.connect_only >0.8%* head_pointer.connect_max
P1.Head_pointer=Head_pointer.next;
P1.Tail_pointer=Head_pointer; //if head nodes’ online connecting amount is 80 percents of the
whole service capacity, then insert it into the tail node.
If link.connect_onle >0.8* link.connect_max
Double_cir_link.state=false; // if link-list’ online connecting amount is 80 percents of the whole
service capacity of the link-list, then its state bit become false.
Link_content_warning (federation_ID) or warning.sending to WSRRC; // sending a warning of
full-loading to its sedation fellow or WSRRC. }}

5.2 WS Loading-Balance Algorithm

All of the WS-Providers, AWSORT, APAEAS and WSRRC compose a large virtual
organization. The whole virtual organization will deal with loading-balance from
three steps in the whole process.
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(1) Firstly, WSRRC will distribute the network traffics in the whole virtual
organization. For web service request from the local APAEAS, WSRRC will transmit
the requests to the local AWSROT. Thus WSRRC confine local service traffic in
certain range, so decrease chances of traffic blocks.

(2) Secondly, when AWSROT receive the service request, according to the
trustworthiness value, QOS, service capacity and responding speed, it will select the
best WS-Provider to WS-Client from its resource tree. Thus, AWSROT always
remain the lowest communicating cost for the web service.

(3) Finally, if the user is roaming out of its local APAEAS, it will send a message
to WSRRC, and then WSRRC will give the several nearer AWSROT. The user will
calculate the communicating cost according the roaming relaying algorithm. The step
aims at connecting the best WS-Providers in the lowest cost. So in different
conditions, coefficients in the roaming relaying algorithm will be adjusted according
to the actual circumstance. For example, if the network is busy, the coefficient of TTL
() should be added, namely its rate in the cost should be the more than others. If the
network is very free, the rates of trustworthy and QOS should be added.

Here, the detailed loading-balance algorithm is shown as the following.

While (WS. Request ())

{If (WS-client. Roaming !==0)) then WS.connect=min(cost;.connect| cost,.connectl...... |
cost,.connect) //If the user is in the roaming state, it will calculate the lowest cost to connect the
nearest AWSORT according to roaming relaying algorithm.

Else

WS.connect=WSRRC.assign (); // Normal user connects the local AWSROT

If (AWSROT.state==0) then

WS.connect= AWSROT .provide_service () //If the capacity of local AWSROT is enough; it will
accept the service request.

Else

WS.connect=WSRRC.relay_assign ();//if the local AWSROT already has be up to the maximum
connecting amount, it will transmit the request to the fellow AWSROT or send a warning
message to the WSRRC.

AWSROT.assign (); //the best resource is normally assigned in the AWSROT. }

6 Simulations of Trustworthy WS Assigning

In order to verify the WS trustworthiness management middleware, we simulate in a
local area network environment. We design four APAEAS and AWSROT, one
WSRRC, 200 WS-Clients and 50 WS-Providers. They consist of a trusted WS
environment; all the four AWSROT are an AWSROT-federation.

The loading-balance algorithm is simulated only on invariable loading. In the
beginning all the WS-Clients are in roaming state, so received requires amounts of
different AWSROT are different. Along with the rule of lowest connect-cost, WS
assigning algorithm begin to work, finally the four AWSROT get the average and
stable connecting amount, shown in the Fig.4. The Simulation results imply that the
structure of APAEAS and AWSROT is available in implementing loading-balance
and connecting the nearest AWSROT in the lowest cost.
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Fig. 4. WS assigning process in the case of keeping invariable loading

7 Conclusions

The paper establishes a trustworthiness appreciable and manageable model for WS.
The model provides a trustworthy WS environment for anonymous WS-Clients and
WS-Providers. It can record service’ state, optimize service quality, carry out loading-
balance.

The model has three web service federations: WSRRC, APAEAS and AWSROT.
They are small-worlds of user or resource. These federations provide a trustworthy,
controllable and reliable WS environment. The model has the ability of automatically
assigning services and trustworthiness evaluating.

By increasing AWSROT and APAEAS, some disadvantages of WS are also
eliminated. Stateless WS becomes trustable and stable service, and the process of WS
be supervised, managed. But the model still remains WS original working pattern,
only adding some management procedure, such as registering, trustworthiness feed-
backing and evaluating, resource optimizing. At the other hand, all of WS-Clients and
WS-Providers still remain independent and free. The model also provides a scaleable
and trustworthy service resolution for anonymous service applications of SOA, Grid,
and P2P.
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Abstract. A grid has to provide strong incentive for participating sites to join
and stay in it. Participating sites are concerned with the performance
improvement brought by the gird for the jobs of their own local user
communities. Feasible and effective load sharing is key to fulfilling such a
concern. This paper explores the load-sharing policies concerning feasibility
and heterogeneity on computational grids. Several job scheduling and processor
allocation policies are proposed and evaluated through a series of simulations
using workloads derived from publicly available trace data. The simulation
results indicate that the proposed job scheduling and processor allocation
policies are feasible and effective in achieving performance improvement on a
heterogeneous computational grid.

Keywords: feasibility, load sharing, simulation, heterogeneous grid.

1 Introduction

This paper deals with scheduling and allocating independent parallel jobs in a
heterogeneous computational grid. Without grid computing local users can only run
jobs on the local site. The owners or administrators of different sites are interested in
the consequences of participating in a computational grid, whether such participation
will result in better service for their local users by improving the job response time.
Therefore, we say a computational grid is feasible if it can bring performance
improvement and the improvement is achieved in the sense that all participating sites
benefit from the collaboration. In this paper that means no participating sites’ average
response time for their jobs get worse after joining the computational grid.

In addition to feasibility, heterogeneity is another important issue in a
computational grid. Many previous works have shown significant performance
improvement for multi-site homogeneous grid environment. However, in the real
world a grid usually consists of heterogeneous sites which differ at least in the
computing speed. Heterogeneity puts a challenge on designing effective load sharing
methods. Methods developed for homogeneous grids have to be improved or even
redesigned to make them effective in a heterogeneous environment. This paper
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addresses the potential benefit of sharing jobs between independent sites in a
heterogeneous computational grid environment. To construct a feasible and effective
computational grid, appropriate load sharing policies are important. The load sharing
policies have to take into account several job scheduling and processor allocation
issues. These issues are discussed in this paper, including job scheduling for feasible
load sharing benefiting all sites, site selection for processor allocation, multi-site
parallel execution. Several job scheduling and processor allocation policies are
proposed and evaluated through a series of simulations using workloads derived from
publicly available trace data. The simulation results indicate that a significant
performance improvement in terms of shorter job response time is achievable.

2 Related Work

Job scheduling for parallel computers has been subject to research for a long time. As
for grid computing, previous works discussed several strategies for a grid scheduler.
One approach is the modification of traditional list scheduling strategies for usage on
grid [1, 2, 3, 4]. Some economic based methods are also being discussed [5, 6, 7, 8].
In this paper we explore non economic scheduling and allocation policies with
support for a heterogeneous grid environment.

England and Weissman in [9] analyzed the costs and benefits of load sharing of
parallel jobs in the computational grid. Experiments were performed for both
homogeneous and heterogeneous grids. However, in their works simulations of a
heterogeneous grid only captured the differences in capacities and workload
characteristics. The computing speeds of nodes on different sites are assumed to be
identical. In this paper we deal with load sharing issues regarding heterogeneous grids
in which nodes on different sites may have different computing speeds.

For load sharing there are several methods possible for selecting which site to
allocate a job. Earlier simulation studies in our previous work [10] and in the
literature [1] showed the best results for a selection policy called best-fit. In this
policy a particular site is chosen on which a job will leave the least number of free
processors if it is allocated to that site. However, these simulation studies are
performed based on a computational grid model in which nodes on different sites all
run at the same speed. In this paper we explore possible site selection policies for a
heterogeneous computational grid. In such a heterogeneous environment nodes on
different sites may run at different speeds.

In [11] the authors addressed the scheduling of parallel jobs in a heterogeneous
multi-site environment. They also evaluated a scheduling strategy that uses multiple
simultaneous requests. However, although dealing with a multi-site environment, the
parallel jobs in their studies were not allowed for multi-site parallel execution. Each
job was allocated to run within a single site.

The support of multi-site parallel execution [12, 13, 14, 15, 16] on a computational
grid has been examined in previous works, concerning the execution of a job in
parallel at different sites. Under the condition of a limited communication overhead,
the results from our previous work [10] and from [1, 3, 4] all showed that multi-site
parallel execution can improve the overall average response time. The overhead for
multi-site parallel execution mainly results from the slower communication between
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different sites compared to the intra-site communication. This overhead has been
modeled by extending the execution time of a job by a certain percentage [2, 3, 10].

In [2] the authors further examined the multi-site scheduling behavior by applying
constraints for the job fragmentation during the multi-site scheduling. Two parameters
were introduced for the scheduling process. The first parameter lower bound
restricted the jobs that can be fragmented during the multi-site scheduling by a
minimal number of necessary requested processors. The second parameter was
implemented as a vector describing the maximal number of job fragments for certain
intervals of processor numbers.

However, the simulation studies in the previous works are performed based on a
homogeneous computational grid model in which nodes on different sites all run at
the same speed. In this paper we explore possible multi-site selection policies for a
heterogeneous computational grid. In [17] the authors proposed job scheduling
algorithms which allow multi-site parallel execution, and are adaptive and scalable in
a heterogeneous computational grid. However, the introduced algorithms require
predicted execution time for the submitted jobs. In this paper, we deal with the site
selection problem for multi-site parallel execution, requiring no knowledge of
predicted job execution time.

3 Computational Grid Model and Experimental Setting

In this section, the computational grid model is introduced on which the evaluations
of the proposed policies in this paper are based. In the model, there are several
independent computing sites with their own local workload and management system.
This paper examines the impact on performance results if the computing sites
participate in a computational grid with appropriate job scheduling and processor
allocation policies. The computational grid integrates the sites and shares their
incoming jobs. Each participating site is a homogeneous parallel computer system.
The nodes on each site run at the same speed and are linked with a fast
interconnection network that does not favor any specific communication pattern [18].
This means a parallel job can be allocated on any subset of nodes in a site. The
parallel computer system uses space-sharing and run the jobs in an exclusive fashion.
The system deals with an on-line scheduling problem without any knowledge of
future job submissions. The jobs under consideration are restricted to batch jobs
because this job type is dominant on most parallel computer systems running
scientific and engineering applications. For the sake of simplicity, in this paper we
assume a global grid scheduler which handles all job scheduling and resource
allocation activities. The local schedulers are only responsible for starting the jobs
after their allocation by the global scheduler. Theoretically a single central scheduler
could be a critical limitation concerning efficiency and reliability. However, practical
distributed implementations are possible, in which site-autonomy is still maintained
but the resulting schedule would be the same as created by a central scheduler [19].
For simplification and efficient load sharing all computing nodes in the
computational grid are assumed to be binary compatible. The grid is heterogeneous in
the sense that nodes on different sites may differ in computing speed and different
sites may have different numbers of nodes. When load sharing activities occur a job
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may have to migrate to a remote site for execution. In this case the input data for that
job have to be transferred to the target site before the job execution while the output
data of the job is transferred back afterwards. This network communication is
neglected in our simulation studies as this latency can usually be hidden in pre- and
post-fetching phases without regards to the actual job execution phase [19].

In this paper we focus on the area of high throughput computing, improving
system’s overall throughput with appropriate load sharing policies. Therefore, in our
studies the requested number of processors for each job is bound by the total number
of processors on the local site from which the job is submitted. The local site which a
job is submitted from will be called the home site of the job henceforward in this
paper. We assume the ability of jobs to run in multi-site mode. That means a job can
run in parallel on a node set distributed over different sites when no single site can
provide enough free processors for it due to a portion of resources are occupied by
some running jobs.

Our simulation studies were based on publicly downloadable workload traces [20].
We used the SDSC’s SP2 workload logs' on [20] as the input workload in the
simulations. The workload log on SDSC’s SP2 contains 73496 records collected on a
128-node IBM SP2 machine at San Diego Supercomputer Center (SDSC) from May
1998 to April 2000. After excluding some problematic records based on the
completed field [20] in the log, the simulations in this paper use 56490 job records as
the input workload. The detailed workload characteristics are shown in Table 1.

Table 1. Characteristics of the workload log on SDSC’s SP2

Number of | Maximum Average Maximum Average
jobs execution execution number of | number of
time (sec.) time (sec.) processors processors
per job per job
Queue 1 4053 21922 267.13 8 3
Queue 2 6795 64411 6746.27 128 16
Queue 3 26067 118561 5657.81 128 12
Queue 4 19398 64817 5935.92 128 6
Queue 5 177 42262 462.46 50 4
Total 56490

In the SDSC’s SP2 system the jobs in this log are put into five different queues and
all these queues share the same 128 processors on the system. In the following
simulations this workload log will be used to model the workload on a computational
grid consisting of five different sites whose workloads correspond to the jobs
submitted to the five queues respectively. Table 2 shows the configuration of the
computational grid under study. The number of processors on each site is determined
according to the maximum number of required processors of the jobs belonged to the
corresponding queue for that site.

! The JOBLOG data is Copyright 2000 The Regents of the University of California All Rights
Reserved.
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Table 2. Configuration of the computational grid

total site 1 site 2 site 3 site 4 site 5
Number of processors 442 8 128 128 128 50

To simulate the speed difference among participating sites we define a speed
vector, speed=(spl,sp2,sp3,sp4,spd), to describe the relative computing speeds of all
the five sites in the grid, in which the value 1 represents the computing speed
resulting in the job execution time in the original workload log. We also define a load
vector, load=(ld1,1d2,1d3,1d4,1d5), which is used to derive different loading levels
from the original workload data by multiplying the load value 1di to the execution
times of all jobs at site i.

4 Site Selection Policies for Load Sharing in a Heterogeneous Grid

This section explores the potential of a computational grid in improving the
performance of user jobs. The following describes the scheduling structures of two
system architectures with/without grid computing respectively.

e Independent clusters. This architecture corresponds to the situation where no grid
computing technologies are involved. The computing resources at different sites
are independent and have their own job queues without any load sharing activities
among them. Each site’s users can only submit jobs to their local site and those
jobs would be executed only on that site. This architecture is used as a comparison
basis to see what performance gain grid computing can bring.

e Load-sharing computational grid. Different sites connected with an
interconnection network form a computational grid. In the computational grid,
there is a global job scheduler as well as a globally shared job queue. Jobs
submitted by users at different sites are automatically redirected to the global
queue and the jobs retain the identities of their home sites. In this section, different
sites in the computational grid are viewed as different processor pools and each job
must be allocated to exactly one site. No jobs can simultaneously use processors on
different sites. Support for multi-site parallel execution will be discussed in later
sections.

Two kinds of policies are important regarding load sharing in a computational
grid: job scheduling and site selection. Job scheduling determines the sequence of
starting execution for the jobs waiting in the queue. It is required in both the
independent clusters and computational grid architectures. On the other hand, site
selection policies are necessary in a computational grid, which choose an
appropriate site among a set of candidate sites for allocating a job according to
some specified criteria.

The best-fit site selection policy has been demonstrated to be the best choice on a
homogeneous grid in previous works [1, 10]. In the best-fit policy a particular site is
chosen for a job on which the job will leave the least number of free processors if it is
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allocated to that site. As for job scheduling policy, we compared both the FCFS
(First-Come-First-Serve) policy and the NJF (Narrowest-Job-First) policy. The NJF
policy was shown to outperform other non-FCFS policies, including conservative
backfilling, first-available, widest-first, in our previous work [10]. Here, the word
“narrowest” means requiring the least number of processors. In this paper we use the
average response time of all jobs as the comparison criterion in all simulations, which
is defined as:

Z (endTime ; — submitTime )

jeAllJobs

TotalNumberofJobs

AverageRe sponselime=

However, in the real world a computational grid is usually heterogeneous, at least,
in the aspect of computing speeds at different sites. The best-fit site selection policy
without considering the speed difference among participating sites may not achieve
good performance in a heterogeneous grid, sometimes resulting in even worse
performance than the original independent-site architecture.

To deal with the site selection issue in a heterogeneous grid, we first propose a
two-phase procedure. At the first phase the grid scheduler determines a set of
candidate sites among all the sites with enough free processors for a specific job
under consideration by filtering out some sites according to a predefined threshold
ratio of computing speed. In the filtering process, a lower bound for computing speed
is first determined through multiplying the predefined threshold ratio by the
computing speed of a single processor on the job’s home site, and then any sites with
single-processor speed slower than the lower bound are filtered out. Therefore,
adjusting the threshold ratio is an effective way in controlling the outcomes of site
selection. When setting the threshold ratio to 1 the grid scheduler will only allocate
jobs to sites with single-processor speed equal to or faster than their home sites. On
the other hand, with the threshold ratio set to zero, all sites with enough free
processors are qualified candidates for a job’s allocation. Raising the threshold ratio
would prevent allocating a job to a site that is much slower than its home site. This
could ensure a job’s execution time would not be increased too much due to being
allocated to a slow site. However, for the same reason a job may consequently need to
wait in the queue for a longer time period. On the other hand, lowering the threshold
ratio would make it more probable for a job to get allocation quickly at the cost of
extended execution time. The combined effects of shortened waiting time and
extended execution time are complicated for analysis. At the second phase the grid
scheduler adopts a site selection policy to choose an appropriate site from the
candidate sites for allocating the job.

Figure 1 compares the performances of two different values, 0 and 1, for the
threshold ratio. The results indicate that when the speed difference among sites is
large, speed=(0.6, 0.7, 2.4, 9.5, 4.3), setting the threshold ratio to 1 can enable the
best-fit policy to make performance improvement in a heterogeneous computational
grid compared to the independent-site architecture.
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Fig. 1. Performance of best-fit policy with large speed difference among participating sites

Another possible policy for the second phase of the site selection process is called the
fastest one. The fastest-one policy chooses the site with the fastest computing speed
among all the sites with enough free processors for a job without consideration of the
difference between the number of required processors and a site’s free capacity. To deal
with the difficulty in determination of an appropriate site selection policy, in this section
we propose an adaptive policy, which dynamically changes between the best-fit and the
fastest-one policies, trying to make a better choice at each site selection activity. The
decision is made based on a calculation of which policy can further accommodate more
jobs for immediate execution. Figure 2 shows that the adaptive policy has potential for
outperforming the best-fit and the fastest-one policies in some cases.
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Fig. 2. Performance of the adaptive policy

We also performed a series of 120 simulations representing all kinds of relative
speed sequences for the 5 sites, permutations of speed=(1, 3, 5, 7, 9), in the
computational grids. In the 120 simulations, among the three policies the adaptive
policy is the most stable one. It is never the last one and always quite close to the best
one in performance for all the 120 cases, while the other two policies would lead to
poor performance in some cases, being distant from the best and the second policies.
Therefore, while it is not clear whether the best-fit or the fastest-one policy could
achieve better performance under current grid configuration and workload, it may be
a way for playing safe adopting the proposed adaptive policy.
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5 Feasible Load Sharing in a Computational Grid

In most current grid systems, participating sites provide their resources for free with
the expectation that they can benefit from the load sharing. Therefore, it is important
to ensure that the load sharing is feasible in the sense that all sites benefit from it.
Feasible load sharing is a good incentive for attracting computing sites to join a
computational grid. In this paper, we define the feasibility of load sharing to be such a
property which ensures the average job response time of each participating site is
improved without exception. In this section we propose a feasible load sharing policy
which works as follows. When the grid scheduler chooses the next job from the
waiting queue and finds that there exists no single site with enough free processors for
this job’s immediate execution, instead of simply keeping the job waiting in the queue
the grid scheduler inspects the status of the job’s home site to see if it is possible to
make enough free processors by reclaiming a necessary amount of occupied
processors from some of the running remote jobs. If so, it stops the necessary amount
of these running remote jobs to produce enough free processors and put the stopped
remote jobs back to the front of the waiting queue for being re-scheduled to other sites
for execution. This feasible load sharing policy tries to benefit all sites by giving local
jobs a higher priority than remote jobs.

For performing the feasible load sharing policy, the grid scheduler maintains a
separate waiting queue for each site. Each time it tries to schedule the jobs in one
queue as more as it can until no more jobs can be allocated. At this time the grid
scheduler moves on to the next queue for another site. Multi-queue is an effective
mechanism to ensure that local jobs have higher priority than remote jobs during the
processor reclaiming process.

Table 3 evaluates the effects of the feasible load sharing policy in a heterogeneous
computational grid with speed=(1, 3, 4, 4, 8) and load=(5, 4, 5, 4, 1). The NJF
scheduling policy and the fastest-one site selection policy are used in the simulations
with the computing speed threshold ratio set to one, ensuring jobs won’t be allocated
to the sites slower than their home sites. Table 3 shows that with the ordinary load
sharing policy site 5 got degraded performance after joining the grid, which may
contradict its original expectation. On the other hand, our proposed policy is shown to
be able to achieve a somewhat more feasible and acceptable load sharing result in the
sense that no sites’ performances were sacrificed.

Table 3. Average job response times (sec.) for different load sharing policies

Entire Site 1 Site 2 Site 3 Site 4 Site 5
grid
Independent 9260 14216 10964 10199 6448 57
sites

Ordinary load 4135 191 4758 4799 3881 559
sharing policy

Feasible load 4152 193 4750 4798 3939 57
sharing policy
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6 Multi-site Parallel Execution in a Heterogeneous Grid

In the load sharing policies described in the previous sections, different sites in the
computational grid are viewed as independent processor pools. Each job can only be
allocated to exactly one of these sites. However, one drawback of this multi-pool
processor allocation is the very likely internal fragmentation [4] where no pools
individually can provide enough resources for a certain job but the job could get
enough resources to run if it can simultaneously use more than one pool’s resources.

Multi-site parallel execution is traditionally regarded as a mechanism to enable the
execution of such jobs requiring large parallelisms that exceed the capacity of any
single site. This is a major application area in grid computing called distributed
supercomputing [21]. However, multi-site parallel execution could be also beneficial
for another application area in grid computing: high throughput computing [21]. In
our high throughput computing model in this paper, each job’s parallelism is bound
by the total capacity of its home site. That means multi-site parallel execution is not
inherently necessary for these jobs. However, for high throughput computing a
computational grid is used in the space-sharing manner. It is therefore not unusual
that upon a job’s submission its requested number of processors is not available from
any single site due to the occupation of a portion of system resources by some
concurrently running jobs. In such a situation, splitting the job up into multi-site
parallel execution is promising in shortening the response time of the job through
reducing its waiting time. However, in multi-site parallel execution the impact of
bandwidth and latency has to be considered as wide area networks are involved. In
this paper we summarize the overhead caused by communication and data migration
as an increase of the job’s runtime [2, 10]. The magnitude of this overhead greatly
influences the achievable response time reduction for a job which is allowed to
perform multi-site parallel execution.

If a job is performing multi-site parallel execution, the runtime of the job is
extended by the overhead which is specified by a parameter p [2]. Therefore the new
runtime r* is:

F=+p)xr

where r is the runtime for the job running on a single site. As for the site selection
issue in multi-site parallel execution, previous works in [1, 10] suggested the larger-
first policy for a homogeneous grid environment, which repeatedly picks up a site
with the largest number of free processors until all the selected sites together can
fulfill the requirement of the job to be allocated. As a heterogeneous grid being
considered, the speed difference among participating sites should be taken into
account. An intuitive heuristic is called the faster-first policy, which each time picks
up the site with the fastest computing speed instead of the site having the most
amount of free processors. This section develops an adaptive site selection policy
which dynamically changes between the larger-first and the faster-first policies based
on a calculation of which policy can further accommodate more jobs for immediate
single-site execution.

Figure 3 shows that supporting multi-site parallel execution can further improve
the performance of a heterogeneous load sharing computational grid when the multi-
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site overhead p=2. Moreover, our proposed adaptive site selection policy outperforms
the larger-first and the faster-first policies significantly. Actually in all the 120
simulations we performed for different speed configurations the adaptive policy
performs better than the other two policies for each case.

speed=(1, 3,5, 7, 9) multi-site overhead=2

i1}
wn
S 3600 O without multi-site parallel
& g 3400 execution
@
x < 3200 & larger-first policy
2 £ 3000
% = & faster-first policy
z 2800
FCFS @ adaptive policy
Scheduling Policy

Fig. 3. Performance evaluation of adaptive site selection in multi-site parallel execution

7 Conclusion

Most current grid environments are established through the collaboration among a
group of participating sites which volunteer to provide free computing resources.
Each participating site usually has its own local user community and computing jobs
to take care of. Therefore, feasible load sharing policies that benefit all sites are an
important incentive for attracting computing sites to join and stay in a grid
environment. Moreover, a grid environment is usually heterogeneous in nature in the
real world at least for the different computing speeds at different participating sites.
The heterogeneity presents a challenge for effectively arranging load sharing
activities in a computational grid. This paper explores the feasibility and effectiveness
of load sharing activities in a heterogeneous computational grid. Several issues are
discussed including site selection policies for single-site and multi-site parallel
execution as well as feasible load sharing mechanisms. For each issue a promising
policy is proposed and evaluated in a series of simulations. The quality of scheduling
and allocation policies largely depends on the actual grid configuration and workload.
The improvements presented in this paper were achieved using example
configurations and workloads derived from real traces. The outcome may vary in
other configurations and workloads. However, the results show that the proposed
policies are capable of significantly improving the overall system performance in
terms of average response time for user jobs.
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Abstract. As the resources in a wireless network are limited and freely shared
by all network users, Call Admission Control (CAC) plays a significant role in
providing the Quality of Service (QoS) in wireless networks. However, when
the network is congested with too many users, traditional CAC that mainly
focuses on the tradeoff between new call blocking probability and handoff call
dropping probability cannot guarantee QoS requirements to users. To address
this issue, this paper proposes a dual level congestion control scheme which
considers not only the call level admission control but also the user’s decision
to enter the network or not during the network traffic burst interval (we call it as
user-level burst control). We adopt the economical terms of externality and
introduce a total user utility function to formally model the user’s perceived
QoS metric. Our simulation shows that the weighted blocking probability (Pb)
of our scheme can decreases 70~80% than traditional CAC systems and
increase the total user utility to 2~3 times.

Keywords: Call admission control, congestion control, utility function, quality
of service, wireless network.

1 Introduction

As 802.11 wireless LANs becomes more and more popular, the demand for mobile
communication services, such as Internet phone, is increasing. Since such
communication services require high quality of transmission, how to provide desired
Quality of Service (QoS) to users becomes an important research issue. Generally, call
admission control (CAC) plays a significant role in providing desired QoS in wireless
networks [1]. Traditional CAC usually limits the number of call connections into the
networks to reduce the network congestion and call blocking. In mobile networks,
there are two classes of call connections: new calls and handoff calls. Both of them
may be blocked or dropped due to the limited resources in a wireless cell. Therefore,
call blocking probability (CBP) and call dropping probability (CDP) are two
important connection level QoS parameters [2]. Many CAC schemes, such as guard
channel scheme and queueing priority scheme, have been proposed to balance the
tradeoffs between new call blocking and handoff call droppings [3][4].

However, above schemes only concentrate on the tradeoff between CBP and CDP,
that is, decreasing the CDP at the cost of increasing the CBP. It’s noticeably that
when the traffic load is heavy, for example in peak hours, no matter how CAC adjusts
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to allocate the resources, CBP and CDP are still high [5]. The reason for QoS
degradation in such case can be explained by an economical term- externality, which
means that some wireless users bear the costs of QoS degradation stemmed from
other users being admitted freely into the network (we assume wireless resources are
public good and can be freely shared by all network users). As the causes of QoS
degradation is from too many users entering into the networks in a burst mode, a
rational solution is to regulate the users. A problem arises naturally: how to do the
user regulation?

To address the user regulation problem mentioned above, in this paper, we first
define a fotal user utility to model the total users’ perceived QoS metric, then define a
congestion threshold which represents the balance point where the number of satisfied
users is maximized and channel resources are most efficiently used. With these two
definitions, we propose a scheme, named UBC-CAC, to integrate User-level Burst
Control (UBC) with CAC. UBC-CAC comprises three components: congestion
detection, user traffic shapes and user notification. We have developed a method to
decide whether the network enters the congestion state or not, a leaky-bucket
algorithm to perform user traffic shaping, and a SIP-based protocol to implement the
user notification. Our simulation shows that the weighted blocking probability (P,) of
our scheme can decreases 70~80% than traditional CAC only systems and increase
the total user utility to 2~3 times.

The remaining of this paper is organized as follows: Section 2 introduces some
congestion control schemes. Section 3 introduces our system model. Section 4
describes the three components of our system. In Section 5, we describe the
simulation which compares the performance between UBC-CAC system and
conventional CAC system under various user behavior modes. Finally, we give short
conclusion and explore future research direction in Section 6.

2 Research Background

In general, there are three types of congestion control schemes: call-level control,
packet-level control, and user-level control.

Packet-level control is also called input rate control, which aims controlling the
input rate of traffic sources to prevent, reduce, or control the level of congestion.
Some well-known packet-level control schemes, such as traffic shaping [6], develops
the algorithms of leaky (token) bucket and random early detection (RED)[7].

Call-level control is defined as a set of actions, performed at call set-up phase, to
determine whether or not the call requesting the resources can be accepted. CAC is
one representation. The major design concern of CAC is to prioritize handoff calls,
because mobile users tend to be much more sensitive to call dropping than to call
blocking. Various handoff priority-based CAC schemes have been proposed [4],
which can be classified into two broad categories of guard channel scheme [8][9] and
queueing priority scheme[10][11].

User-level control aims to control user traffic to prevent, reduce, or control the
congestion caused by the burst of user traffic. A well-known scheme is Pricing-based
scheme[5], which integrates CAC and pricing where the price is adjusted dynamically
based on the current network conditions.
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3 UBC-CAC System Model

3.1 Utility Function

In terms of economics, utility describes how users satisfy with their consumptions.
Here, we use utility to describe network users’ satisfaction with the perceived QoS
and utility function to measure how sensitive users are due to the changes of
congestion state in a network. In this paper, we assume the utility function is a
function of CBP and CDP[5].

First of all, we let the average number of admitted users (N) as a function of the
new call arrival rate 4,, i.e., N = f(4,) and define the function of the QoS metric P, as a
weighted sum of new call blocking probability (P,,) and handoff call dropping
probability (Py,). In other words, P, = axP,,+ fxP;,, where o and f are constants that
denote the penalty associated with rejecting new calls and handoff calls, respectively.
The case of f > a means that dropping a handoff call has higher cost than blocking a
new call.

It is noted that both P,, and P,, are monotonically increasing function of 4,
therefore P, = g(1,) holds. In addition, the increase of function P, implies the users
will face higher call blocking probability and lower level of user satisfaction.
Therefore, we can reasonably make the assumption that the utility function of a single
user (U,) is a function of the QoS metric P, i.e., U;= h (P,). Note that U, achieves
maximum value at P, = 0. It means that if the blocking probability is zero percent, i.e.,
every user could acquire the wireless resource, the user has the highest level of
satisfaction with the QoS.

Definition [total user utility]
Given the average number of admitted users (V) and the utility function of a single
user (Uy), a total user utility U can be defined as follows:

U=NxUs=f4,) x h (Py) =f{4,) x h [ g(4,) ] (D

The above equation shows that the total user utility in wireless networks depends on
the new call arrival rate (4,). Based on the proof in [5], we learn that there exists an
optimal new call arrival rate where the total utility is maximized. We denote this
optimal value as 4, .

Definition [congestion threshold]

The congestion threshold is defined as 4,". When the condition of 4,= 4, holds, the
user arrival rate has reached a point where the number of satisfied users is maximized
and the channel resources are most efficiently used. However, when 4, > i,,* holds, the
network enters congestion states, where both the total user utility and the QoS
decrease.

3.2 System Model

The system is made up of two parts: User-level Burst Control (UBC), and CAC,
which is shown in Figure 1.
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Fig. 1. UBC-CAC scheme

In our design, we will take the following steps to alleviate the problem of
congestion and get maximum total user utility.

1. Handoff users do not need to go through UBC because they are a continuation
of previously admitted users. They are controlled by traditional CAC scheme.

2. While the network is not congested, new users just go through UBC and
proceed to CAC.

3. The UBC scheme begins to control the user traffic when the network becomes
congested.

4. The UBC scheme will notify users when the network becomes congesting, so
that users could make informed decisions to wait or leave. We assume the
users do not leave after joining the waiting queue.

4 Design of UBC Module

The UBC module is composed of three modules: congestion detection, user traffic
shaper and SIP-based user notification.

Congestion detection module periodically checks whether the traffic load exceeds
the congestion threshold. User traffic shaper module uses leaky bucket algorithm to
control the user traffic when the network becomes congesting. The function of
notification module is to inform users of important information, such as expected
waiting time.

4.1 Congestion Detection

The core of UBC is to determine whether the network has entered into a congested
state or not. In other words, we have to determine whether the network exceeds the
congestion threshold by estimating the current user traffic.

At any given access point (AP) of an 802.11 WLAN, the user traffic load, i.e., how
many new users arrive in a period, is observable. Therefore, our congestion detection
make use of so-called exponential smoothing technique in RED[7] to compute the
assessed value of user traffic in an AP from the observed real user traffic. This
technique is briefly described as follows:
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First of all, we divide the time into many assessed period. We denote 1,”’(i) as the
real user traffic (new call arrival rate) and 1,/(i) as the assess traffic load in the i th
assessed period. We could obtain A,"(i) at the beginning of the i+ th assessed period
(i.e. the end of i th assessed period) and also estimate 1,(i) at the beginning of the i
th assessed period. By exponential smooth technique, we assess the user traffic of the
next period (i+1 th) by the following equation:

j.n(ﬂ)(l.'f'l) — (I-W)X j.,,(”)(l.) + Wxﬂ,n(")(i) (2)

By this assessed user traffic of the next period, we can determine whether the
oncoming user traffic is beyond /1, (congestion threshold) or not. In Equation (2), wis
a “weight” (0 < w < 1) that should be related to the change curve of /1,,(’)( i). If we
rearrange this equation and gather all the terms multiplied by w, we could make the
equation more meaningful and calculation faster, and we get:

i+ 1)= 2,[(0) + wx[4, (i) = 2, ()] A3)

Now 4,/“(i+1) is the prediction of the user traffic of the next period, A,”(i)—A,"“(i),
and is considered the error of the prediction. The above equation indicates that we
predict the traffic load of next period (new forecast) on the basis of previous
prediction plus a percentage of the difference between that previous prediction and
the actual value of the traffic load at that point (forecast error).

4.2 User Traffic Shaper

User traffic shaper is based on the well known token bucket algorithm. The basic idea
is that each incoming user can pass through the UBC only after obtaining a token.
Tokens ‘leak’ at a constant rate r out of a leaky bucket. The size of bucket imposes an
upper bound on the burst length and determines the number of users that can pass.

It is noted that token leaking rate r is set to the optimal new call arrival rate of
i,,*, for from Section 3.2, we know that maximum total user utility can be achieved at
this point. When the network is congested, there’s no token available for users and
they are queued in the waiting queue, not discarded. We let users make their own
decision.

4.3 User Notification

Since our UBC scheme puts the users in a queue, we have to inform users of the
congestion information and the expected waiting time. We adopt the Session
Initiation Protocol (SIP) [12] to achieve this goal and use it to implement the call set-
up and tear-down.

We use one of SIP response messages- Provisional 182 (Queue), which would
contain the network states and queue information, e.g., "the network is in congested
state; 2 calls queued; expected waiting time is 5 minutes ", to users. Here we adopt a
simple method to calculate the expected waiting time. First, we assume a user a
arriving at time ¢ when the network is detected to be congested. Let the waiting queue
length be L,, the number of tokens at time ¢ be TK,, and the optimal new call arrival
rate be /ln*, then the expected waiting time, eWT,, is the time that user @ must wait to
obtain a token subtracting the time that the users who are in front of user a and can
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pass through the waiting queue without delay (for they could obtain the token
immediately). Weobtain the following equation:

W= ([ V7 e 141) [t ] 4)

where [ ] is Gauss’ symbol. Since L, and 7K, are known at time t, so eWT, could be
computed easily.

Figure 2 shows an example of SIP messages flows. It is noticeable that PRACK is
used here for reliable delivery of provisional responses, because this information is
important to users.

MN AP ER CN

A
Perform
User-level Burst Control

182 Queued
“Ten in The Queue,

Expected Waiting time
is60s”

PRACK———»
200 OK:

Theuser — 7

don’ twant
to wait so
long

CANCEL-
200 OK:

[+——487 Transaction cancelled——

ACK-

———» SIP Message

Pl RTP Data

Fig. 2. SIP message flows to indicate the user want to leave in long queue

5 User Behavior Modes and Performance Evaluation

In this section, we first describe the various user behavior modes when a user waits in
a waiting queue, then we use simulations to compare our UBC-CAC scheme with
traditional CAC scheme.

5.1 User Behavior Modes

When a user waits in a waiting queue, what will he/she do if the queue length is very
long? In [13], W. Feng et al., think that there are two cases for such situation: (1)
users have no information about the system; (2) users are informed of the queue
length upon arrival. In the first case, users may balk (leave upon arrival) or renege
(leave after joining the waiting line). In the second case, users are hopefully able to
make a better decision with respect to balking. We believe the latter is more user
friendly, so we adopt the scheme that the users are informed of expected waiting time
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upon arrivals. There are four possible user behavior modes when they are entering a
congested network:

1.

2.

Retry: Give-up or blocked users retry to request the resources after waiting some
time.

Leave: Give-up or blocked users just leave the system and not requests the
resources.

Leave/Retry: The probabilities of the give-up or blocked user retry or leave is
fixed, e.g., users leave with probability of one third and retry with probability of
two thirds [5].

State-dependant Leave/Retry: In [13], the authors propose that the customer
decides to join the queue based simply on the number of customers in front of
them, i.e., if the number of customers in the queue is large, the probability that
the incoming customer will balk should also be large. In this paper, the
probability for the users to leave or retry is based on the expected waiting time.
Thus, if the expected waiting time is large, the probability for them to leave is
also large. The user knows that the network is seriously congested and cannot
obtain the resources at that time even after a long time, so he would like to leave.

A. Conventional CAC systems

In conventional systems where no UBC scheme is used, we don’t need to take into
consideration of the state-dependant leave/retry because users need not to wait in
UBC queue. The following notations are used in our simulation:

1.

2.

3.

CSwL: All blocked users just leave the system and not retry to request the
resources.

CSwR: All blocked users retry to request the resources after waiting some
time.

CswLR: Blocked users leave with probability of one third and retry with
probability two thirds. In other words, one third of the blocked users leave the
system and the rest wait and retry.

B. UBC-CAC system
The user may behave differently in UBC-CAC scheme (refer to Figure 3). We use the
following notations in our simulations:

1.

User-level Burst Control System with Leave (UBCSwL): All blocked Users
leave as in CCwL. All give-up users retry to request the resources after waiting
some time, i.e., =0 and p=1.

User-level Burst Control System with Retry (UBCSwR): Both all blocked users
and give-up users retry after waiting some time, i.e., 0=p=0.

User-level Burst Control System with Leave/Retry (UBCSwLR): Both give-up
users and blocked users leave and retry with probability one third and two thirds,
i.e., a=P=Vs.

User-level Burst Control System with State-dependant Leave/Retry
(UBCSwSLR): The probability for users to leave and retry depends on the
expected waiting time. Thus, as the expected waiting time increases, the
probability for users to leave the system also increases.
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Fig. 3. User behavior modes inUBC-CAC scheme

5.2 Simulation

We use C language to write a simulation program to analyze the performance of CAC
and UBC-CAC schemes.

A. Simulation parameters

We use guard channel scheme as CAC scheme, and assuming that each wireless cell
is assigned capacity C= 40 channels and two of them are reserved for guard channels.
Each call uses only one channel for service. We assume both new call arrival and
handoff call arrival follow Poisson process with mean rates 4, and 4, respectively. 4,
increases little by little (with values range from O to 1 user per second), it means that
the network is more and more congested. And like the models in [14][15], we assume
that /4, is proportional to 4,, i.e., 4,= 1/5 * A,.

For both new calls and handoff calls, the call duration times are exponentially
distributed with mean 1/u# (240 seconds) and the cell resident times are also
exponentially distributed with mean 1/7 (120 seconds). Parameters « and f in P, are
set to be %5 and %, respectively. Assessed period (7) is set to be 50 seconds. We also
assume that user patience time, and waiting time for blocked users and dropped users
to retry are exponential distributed with mean values of 60 , 240, 60 seconds
respectively.

B. Simulations Results

Figure 4 shows the comparisons of P, between conventional systems (CSwL, CSwR,
and CSwLR). We observe that CSwL has lowest P, and CSwR is the worst one
among them. It is reasonable, because in CSwL, all blocked users leaves and they
don’t compete with original users for the resources. However, in CSwR, all blocked
users retry to compete with original users, so that more users are blocked and the total
user utility decreases.

Figure 5 compares the achievable total user utility between conventional systems
and UBC-CAC. The total user utility of UBCSwL increases around 3.3 times than
that of CSwL; the total user utility of UBCSwR increases around 4.3 times than that
of CSwR; the total user utility of UBCSwLR and UBCSwSLR increases around 3.8
times more than that of CSwWLR.
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We can conclude that no matter how users behave, the performance (P, and total
user utility) improves quite much after taking UBC into consideration.

Figure 5 also compares the achievable total user utility between UBCSwL,
UBCSwR, UBCSwLR, and UBCSwSLR. We can easily find that CCSwWLR achieves
larger total user utility than UBCSwSLR. Besides, UBCSwR has the largest total user
utility, and UBCSwL has the lowest one. It’s because in UBCSwR all give-up users
and blocked users choose to retry, so that more users can be served. On the contrary,
UBCSwL can only serve the minimum number of users, because all blocked users
leave the system. In UBCSwWLR, two thirds of give-up users and blocked users choose
to retry, but in UBCSwSLR the probability for give-up users and blocked users to
retry decreases with the states of network, so that more and more give-up users and
blocked users leave the system. Therefore, UBCSwWLR can serve more users than
UBCSwSLR. But remember that UBCSwSLR is more realistic than UBCSwLR.
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Fig. 5. Comparisons of total utility

Figure 6 shows the comparison of average waiting time. The average waiting time
is the average time from users’ entering of the queue to their leaving. We can easily
find that UBCSwR has largest average waiting time. That is because all give-up users
and blocked users choose to retry. Compared with UBCSwLR and UBCSwSLR, the
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probability for give-up users and blocked users to leave increases with the network
conditions, so UBCSwSLR has less average waiting time.

Besides, we find that average waiting time of UBCSwL is close to UBCSwR. We
think that the number of give-up users exceeds that of blocked users quite many, so
that all give-up users who choose to retry (UBCSwL) will make average waiting time
increase fast.
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Fig. 6. Average waiting time for UBC systems

5 Conclusions

In this paper we propose a dual-level control scheme which combines user-level burst
control (UBC) with CAC to meet the QoS requirements of wireless networks. The
basic function of our proposed scheme is to regulate the users. With this scheme, the
system will periodically detect the network conditions and control user traffic when
the network is congested with too many users. Besides, our scheme also informs users
of congestion information via SIP messages, so that users can depend on it to make
decisions. UBC-CAC can not only control user traffic but also restrain the demand for
resources when the network is congested.

The simulation results showed that our proposed scheme works well to alleviate
the problem of congestion and guarantee the QoS to users. P, of UBC-CAC decreases
70~80% than conventional systems and achievable total user utility, which is a
measure of how efficiently the resources are used increases 2~3 times.

In the future, we plan to explore the following issues with regards to this scheme:
(1)Mathematical proving: Since we only verify our proposed scheme via simulation,
it is worth proving it by the concepts of mathematics. For example, our UBC scheme
can be analyzed as queueing models with user’s patience, since it queues users in the
waiting queue; (2)Message overhead evaluation: Since we use SIP to deal with call
set-up and tear-down and inform users of the information, we should also take SIP
message overhead into consideration. The evaluation is needed in the future.
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Abstract. Pervasive computing is widely researched and a large number of con-
text-aware applications have been built in the recent years. However, correct-
ness of contexts and fault handling of these applications have always been ig-
nored. This paper proposes a transaction model for context-aware applications.
In this model, context-aware applications are organized as a number of logic
units and each unit may have a compensation module, which will be executed
when errors or exceptions occur in context-aware applications in order to mini-
mize the bad infection. This model supports nested scopes and the number of
levels of subtransactions is unlimited. We also present an implementation of
this transaction model, which is specialized for context-aware use.

1 Introduction

Pervasive computing was introduced by Mark Weiser in 1991 [1] and has attracted a
lot of attention from both academic researchers and industrial practitioners in the
recent years. The long-term goal of pervasive computing is to build large-scale smart
environments that provide adequate services for users, and making computation in-
visible to us. Context-aware computing plays a key role to achieve this goal.

Context-aware applications are driven by contexts which are collected from envi-
ronments by sensors or other devices automatically. In this way, it decreases users’
attention of computation and users’ intended input sometimes becomes unnecessary.

However, when wrong contexts are provided or some exceptions occur, the situa-
tion will be disgusting. The system may provide users with wrong services, and even
worse, it may cause waste or damage of users’ belongings, since context-aware appli-
cations have the ability to control electrical appliances and other devices. We take the
following scenario for example.

When Tom leaves his office and drives home at 6:00 pm, the GPS on his car re-
ports his location and the smart environment knows that Tom is on his way home and
predicts he will have his supper at home. The system opens the air conditioner at
home and turns on the coffee maker, so that when Tom gets home, he can enjoy hot
coffee and comfortable temperature. However, Tom suddenly receives a call from a
friend, who invites him for dinner, and he swerves his car towards his friend’s home.

In this case, some compensating work should be done. The air conditioner should be
turned off to save energy and the coffee maker may be turned to heat-preservation state.

* Funded by 973 Program of China (2002CB312002) and 863 Program of China
(2006AA01Z159), NSFC (60233010, 60403014, 60603034).
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In this paper, we propose a transaction model for context-aware applications. It
provides a uniform framework for these applications to handle errors, exceptions and
other abnormal cases. In this model, context-aware applications are formalized, and
compensations are fulfilled in a uniform way. In addition, our transaction model sup-
ports nested scopes and the number of levels of subtractions is unlimited, where flexi-
bility and description ability are the concern.

We also present an implementation of this model, in which internal logic of con-
text-aware applications are described with a XML based declarative language. In this
implementation, RDF is supported and RDQL [2] sentences can be used for transition
conditions between functional modules of applications. This property makes the im-
plementation more suitable for context-awareness.

The rest of the paper is organized as follows. Section 2 reviews related works. Sec-
tion 3 discusses why transaction properties are necessary in pervasive computing
contexts and presents some further analyses. Section 4 describes our transaction
model for context-aware applications and section 5 presents an implementation of this
model. In section 6, we discuss the rationality of our model. Finally, section 7 con-
cludes the paper.

2 Related Work

Transaction models were deeply researched in the past two decades. Some classic
models have been proposed, such as Linear Sagas [3], flexible transactions [4], etc.
Linear Sagas is suitable for solving the problems related to long lived transactions and
flexible transactions work in the context of heterogeneous multidatabase environ-
ments. Years later, several transaction models have been proposed to address non-
traditional applications: [5] [6] [7] to name a few. However, most of these models are
developed from a database point of view, where preserving the data consistency of the
shared database by transactional method is the main concern. They are usually good
at theoretical properties but have difficulties when applied in the real word applica-
tions. These models are not suitable for context-awareness because context-aware
applications are far different from traditional ones simply based on databases. We will
discuss it in section 3.

Some researchers have noticed that wrong contexts may lead to unpleasant results
in context-aware applications. Ranganathan tried to resolve semantic contradictious
contexts using fuzzy logic in the first order predicate calculus [8]. Dey gave a novel
solution for ambiguity resolution by user mediation [9]. These attempts try to improve
the quality of contexts. However, errors in contexts can be reduced but cannot be
eliminated. Accordingly, a compensational mechanism is desired by context-aware
applications, yet we find little work focus on this domain.

This paper is part of work of FollowMe project, which is a pluggable infrastructure
for building context-aware applications. [10] gives an overview of FollowMe system.
The first version prototype of FollowMe did not include a transactional mechanism
and in this paper, we propose a transaction model providing the compensation ability
for context-aware applications.
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3 Motivation and Further Analyses

In this section, we first discuss what leads to anomalies in context-aware service pro-
viding, and then present the motivations why we introduce a transaction model to
solve this problem. Finally, we point out the requirements of a transaction model
specially serving for context-aware applications.

3.1 Cause for Anomalies in Context-Aware Service Providing

In context-aware service providing, we refer to anomalies as providing wrong or in-
appropriate services to users and abnormal termination of the service. These anoma-
lies stem from the facts listed as follows.

a) Inaccurate contexts. When wrong or inaccurate contexts are input to the system,
an application may offer wrong services to users or meet other exceptions. An appli-
cation, for example, is responsible for opening the door when the host comes home
and closing the door when he/she leaves. If the context describes the host’s action in
error, the result will be awful.

b) Deficiencies in policies and algorithms of context-aware applications. Recall the
scenario in section 1. The system uses the route Tom has finished to predict his whole
route, in order to prepare coffee in advance. This kind of prediction, actually all pre-
dictions, are risk bearing. Another example, an application detects users’ gesture to
recognize his activity and then provides appropriate services. However, even best
algorithms cannot recognize peoples’ activities and minds accurately. Prediction is a
kind of policy, and recognizing is a sort of algorithm. Deficiencies in these policies
and algorithms may cause anomalies in service providing. This case is a character of
context-aware computing.

c) Hardware errors and unexpected software runtime errors or exceptions. This is
much the same as other applications. In this case, service providing may terminate
amorally.

3.2 Necessity and Benefits of Applying Transaction Models

Anomalies in context-aware applications may cause users’ displeasure and even more
serious effects, such as waste of energy, loss of users’ assets, etc. In this section, we
will list the methods solving this problem and expound the necessity of the transaction
model according to the three cases mentioned in section 3.1.

a) To address the problem caused by inaccurate contexts, there are mainly two
categories of methods, ex-ante and ex-post. The ex-ante method is to improve the
quality of contexts to prevent the abnormity beforehand, while the ex-post compensat-
ing after error occurs. However, we will show that the ex-ante method has some in-
herent limitation.

Apparently, there is a gap between real world contexts and contexts input to com-
puting systems. This gap is mainly caused by two facts. The first is that sensors,
which collect the contexts, may fall into errors and their accuracy is limited. The
second is that real world contexts are continuous but sensors always send data to the
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sink periodically. Computing systems cannot know what exactly happens during the
time interval between two senor signals. It’s conceivable that this gap can be reduced
but cannot be erased, because physical errors of sensors are inevitable, and von Neu-
mann computing model is inherently discrete other than continuous. Therefore, we
can make efforts to improve context quality (ex-ante method) to reduce the gap, but
compensating ability (ex-post method) should also be included since the gap always
exists.

b) For the anomalies caused by imperfect policies and algorithms in context-aware
applications, situation is similar to the case above. Of course, we can develop more
powerful and clever algorithms (ex-ante method), however, only the person himself
knows really what he wants to do and what he needs. Computers are not human be-
ings. Even best rules or artificial intelligent algorithms can only try to get close to
facts or people’s minds, but cannot replace them. When context-aware applications do
recognition or judgments inaccurately and anomalies occur, we have to resort to ex-
post methods.

c) Let’s move on to the last case. Evidently, software and hardware exceptions and
errors are inevitable in any computer systems. We can try to produce more reliable
software and hardware, but can never promise that no errors will occur. To deal with
anomalies of services caused by such matters, ex post facto handling is indispensable.

From the above discussion, we can conclude that ex post facto measurements are
necessary for anomalies handling in context-aware services. Then, why is the transac-
tion model a proper solution for such needs?

Firstly, transaction models are naturally used for error handling and consistency
maintenance. These models, especially ones proposed to address non-traditional ap-
plications, as mentioned in section 2, provide inspiration and show common points
with our problem.

Secondly, a transaction model can provide an infrastructure upon which all con-
text-aware applications can perform ex post facto handling in a uniform way. If many
applications in a smart environment do the compensating work autonomically, the
software structure will become complicated and confused. Moreover, applications in
one smart environment may share contexts each other, therefore, handling anomalies
autonomically will make data dependence among these applications very hard to
maintain. By employing a uniform framework, it is possible to maintain data depend-
ence by the system other than application developers.

Thirdly, a transaction model is able to treat all anomalies caused by three kinds of
factors mentioned in section 3.1. It provides a convenient way and a succinct style for
application development.

Hence, a transaction model is a good choice. Also it is feasible. We define context
as a kind of natural input, that is, input with little artificial processing. This definition
conforms to our experience, because contexts are usually collected by sensors and
input to the system automatically. In this way, context-aware computing follows Mark
Weiser’s idea that people can pay more attention to their task itself instead of compu-
tational devices [1]. Since context is a kind of input, classic computing models can be
applied in the context-aware domain as well.
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3.3 Requirements of Transaction Model for Context-Awareness

First, let’s consider when the compensations should be fulfilled. We discuss this issue
still according to the three cases mentioned above. In case c), apparently, the compen-
sating work, if any, should be executed as soon as errors or exceptions occur. This is
simply the same as traditional transaction models. In case a) and b), as time elapses,
the system will get more contexts and will be possibly able to detect whether its origi-
nal judgment was right or wrong. In the example mentioned in section 1, when Tom
changes his way and drives towards his friend’s home, the smart environment can
find out the change of his route and trigger the compensating work. On the other
hand, sometimes, users may notice that the environment provides a service in error,
and then abort it by sending a command to the system. This kind of manual abortions
may also require compensations. To sum up, there are three points when compensa-
tions will start to execute: an error or an exception occurs; the context-aware applica-
tion itself notices it has provided an inappropriate service; the user aborts the service.
The second and third cases are different from traditional transaction models. It re-
quires our transaction model for context-aware applications offer an external entrance
to abort the abnormal service and trigger the compensating modules.

Then we pay attention to the differences between operations on databases and op-
erations in context-aware environments. Traditional transaction models are developed
mostly from a database point of view and operations on databases are the changes of
soft states, so that all such operations can be redone and undone. When system roll-
back is performed, all the states recover to that of a certain moment before. However,
many operations in context-aware environment are performed on the objects beyond
software systems and cannot be revoked. For example, cooked beef will not turn back
to raw beef in any case. Therefore, the concept of transaction in pervasive computing
context is different from that in the traditional fields. In context-aware applications,
the abortion of a transaction does not mean all the operations in this transaction
should be revoked and the whole state will be turned back to the state before the exe-
cution of this transaction. Instead, it just means some compensating work should be
done, in order to decrease the waste or damage, mitigate users’ displeasure, and set
the system to a proper state.

According to the above analysis, we conclude that a transaction model for context-
aware applications needs an external entrance to abort a transaction. In addition, the
semantics of abortion in context-aware computing is not performing overall revoking
but doing proper compensations.

4 A Transaction Model: TMfm

In this section, we first formalize the context-aware applications and then build a
transaction model for such applications.

4.1 Formalizing of Context-Aware Applications

We divide context-aware applications into logic units, each of which stands for an
atomic operation, such as turn on the air conditioner, make coffee, show a map on
users’ PDA, etc. We refer such a logic unit as an activity. Therefore, a context-aware
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application or a group of applications related closely in a smart environment can be
represented as a set of activities and the data (context) flows and control flows between
these activities. Here ‘“related closely” refers to data sharing or dependency among
applications. The rationality of this formalization will be discussed in section 6.

More formally, let T be a context-aware application (or a group of closely related
applications) and let a;, ay, ..., a, be activities in 7. Each of a; (1<i<n) can have a
compensating facility ct;, and if a; has ct;, we use ¢; to represent (a;, ct;) pair. We may
call #; transactional activities. Each of #; can own a monitoring activity mt;. The com-
pensating facility performs compensations for corresponding activity, which is
straightforward to understand, while a monitoring activity is a software module that
serves to validate the service provided by the corresponding transactional activity.
Recall the scenario in section 1, system predicates that Tom is driving home and an
activity prepares coffee for him in advance. A monitoring activity may be activated at
the same time, which monitors whether Tom follows the route to home all along his
way. If not, the monitoring activity throws an exception and the corresponding com-
pensating facility may be triggered.

Pay attention, ct; is not an activity, but an accessional facility attached to a;. For
example, 7~ has five activities and among them, only a,, a, have compensating facili-
ties and only a, has monitoring activity. In this case, activity set A’ of T" is {ay, 15, a3,
14, as, mtz}.

Definition 1. (Activity Set). Let A be activity set of an application. A is the smallest set
satisfying:

1) Ifa;is an activity in this application and ct; does not exist, then a,€ A;

2) If a;and ct; both exist, then r,€A;

3) If mt; is in this application, then mz,e A.
Definition 2. (Application). Let T be an application (or a group of closely related
applications). T is a partial order set < A, <>, where A is activity set of this applica-

tion (these applications), and < is a partial order relation on A.

In definition 2, < indicates data dependencies between activities and implies exe-
cution order. For example, if f,, a;€A, and t, dependents on a;, then ordered pair
<aj, ty>e <.

4.2 Scopes

Definition 3. (Scope). Let s be a scope of an application T, and T=< A, <> . sis a
non-empty subset of A.

Definition 4. (Scope Set). Let S be scope set of an application T. S is the smallest set
satisfying the condition: if s is a scope of T, then se S.

Stipulative Definition. For convenience, we use < A, <, S > to denote an application

T with defined scope set S.
We have defined the scope and scope set, then we will give five rules that scopes
must follow.
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Scope Rule 1 (SR1): T =< A,<,§ >, if s€S, aes, ajes, then Ja’e s, such that <a’,

a>e < and <a’, ap>e <.

This rule indicates that if s is a scope, and activities a;, a; are both elements of s, then
s must have an activity a’, on which both ¢; and q; directly or indirectly depend. Of
course, the partial order relation is a reflexive relation, so that ¢’ may equal to g, or a;.

Scope Rule 2 (SR2): T =< A, =<, S >,if s€S, aes, aes, <a;, a’>e <, <a’, ape <,
then a’es.

Intuitively speaking, this rule indicates that if two activities, one of which indi-
rectly depends on another, are both in a scope, then the activities on the dependency
path of these two activities must be also in the same scope.

Scope Rule 3 (SR3): T =< A, =<, S >, if 5,€8, 5,68, then 5,Ms,=0 or s;Ms,=s; or
S1MSI=S85.

This rule indicates that if s5; and s, are both scopes and not the subset of one an-
other, then they do not have intersection. However, nested scopes are legal.

Scope Rule 4 (SR4): T =< A, <, S >, if s€S, a€s, aEs, ;€A, <a;, ape <, <a;,
a>€ <, aaj, then i€ s or <a;, ai>€ <.

This rule is a little hard to describe intuitively. We will explain it according to an
example later.

Scope Rule 5 (SR5): T =< A,<,S >, if t,€A, mt,€A, then Jse S, such that tes,

mtes.
This rule is tightly bounded to the semantics of mt;.

Definition 5. (Legal Scope and Legal Scope Set). If s follows SR1-SRS5, then s is a
legal scope. If for any se S, s is legal, then S is legal.

Since < is a partial order relation, 7 can be described by an acyclic directed graph.
Figure 1 shows a fragment of directed graph of 7. s={a;, as} is not a legal scope,
because it does not follow SR1. s,={t;, a3} is not a legal scope either, for violating
SR4 (1,€ 5, ases;, <ty, az>€ <, <h, as>€ <, but as¢ s; and <a3, as>¢ <). However,
{as, t4} complies with all of the rules and so dose s,.

@

Fig. 1. A fragment of directed graph of 7”
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Now we move on to the semantics of scope. While #; is an atomic transaction of a
context-aware application 7, a scope is an upper-tier transaction. A scope could be
view as an activity in the upper layer. In this model, scopes can be nested, so we have
a multi-layer transaction structure. However, a complete context-aware application T
is not necessarily a transaction in our model, which is determined by characters of the
context-aware domain and differs significantly from most traditional transaction mod-
els. This property will be further discussed in section 6.

4.3 TMfm Model

Definition 6. (Compensation Handler). A compensation handler is a trigger, which
invokes compensating facilities in proper order. A compensation handler should be
bounded to a transactional activity #; (referred as CHt;) or a scope s; (CHs;).

For an activity can be viewed as a trivial scope, we will not distinguish CHt; and
CHs; hereinafter.

Compensating Rule 1 (CR1): If CHs; (s;€S) captures an exception thrown from an
activity a; (both normal and transactional) where a,es;, all elements of the set {ctl
ti€ 5;} should be executed in the reverse order of #; (€ s,).

In figure 1, assuming the original execution sequence of T° is ay, t,, as, t4, as. If 1,
throws an exception, and s, is a scope owning a compensation handler, then according
to CR1, the compensated sequence should be a;, 15, as, ty, cty, cto.

Compensating Rule 2 (CR2): s; (s;€ S) throws an exception if and only if g, throws an
exception and a,€ s; and CHs; do not exist.

Consider s; as an upper-tier activity, CR2 defines recursive handling process of
compensating.

Definition 7. (TMfm Model). TMfm model M =<T,R,,R, > , where
T =< A,<,S >, R,=(CRI1, CR2}, and R,={SR1, SR2, SR3, SR4, SR5}.

Such defined M is our transaction model for context-aware applications. In the next
section, we will give an implementation of this model.

S An Implementation of TMfm

In this section, we will define an xml-based declarative language to implement the
transaction model and describe the internal logic of context-aware applications.

In our system, one file defines one context-aware application or a group of closely
related applications. <ApplicationGroup> is the root element of a file and the element
<Application> stands for a specific context-aware application. <Scope> element
defines scopes and <Activity> refers to an atomic functional unit in an application.
The element of <Compensation> describes the compensating facility of a transac-
tional activity, while <CompensationHandler> serves to captures exceptions and
triggers compensating facilities in proper order. <Source> and <Destination> are
used to portray control flows of the application. For reasons of space, detailed schema
of this language cannot be provided. A segment of the description file of the “guests
reception” application is shown as follows.
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<ApplicationGroup>
<Link id = “from_s001_to_s002"/>

</Container>
<Application id = “http://moon.nju.edu.cn/followme#010” name
“guests_reception”>
<Scope id = “s001”>
<Source linkld = “from_s001_to_s002” transitionCondition
“select ?x where (?x prefix:locateln prefix:Room311) using prefix for
&lt; hitp://moon.nju.edu.cn/followme#&gt; GENERATED ">
<CompensationHandler>
<Catch faultName = “unknown_exception”>
<Compensate excuteAuto = “True”/>
</Catch>
</CompensationHandler>
<Activity id = “a001” name = “welcome”>
<ProcessUnit id = “show_welcomeinfo” isAuto = “True”>
<Assign>

</Assign>
<Input containerld = “input_of_show_welinfo”/>
</ProcessUnit>
<Compensation>
<ProcessUnit id = “compen_of_a001” isAuto =
“True”>
<Input containerld = “errorlnfo_001"/>
</ProcessUnit>
</Compensation>
</Activity>

The transitions between activities reflect control flows and data dependencies of
the application. The transition condition returns a boolean value, directing the applica-
tion whether goes through that path or not. In our implementation, transition condi-
tions can be expressed using RDQL sentences, which is powerful and convenient for
context description and queries.

We add a special user interface to the system. This UI enables users to abort the ser-
vices by inputting a command to his/her PDA or handset, when users find that the sys-
tem provides wrong services or services he/she does not need. Receiving this command,
the running activity will throw an exception. By this way, all the three cases mentioned
in section 3 (1. software or hardware errors; 2. system finds itself inappropriate services
are provided; 3. user aborts) can be performed uniformly. They all trigger the compen-
sation handler by throw exceptions (Exceptions are thrown by mt; in case 2).

In this implementation of the model, a context-aware application is consist of a
definition file and a number of process units, which actually performs atomic opera-
tions such as open the light, cook coffee, etc. When deploying the file and process
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units on FollowMe infrastructure, the system will parse and execute the definition file
and invoke proper process units. With this infrastructure, workload on development
and deployment of context-aware applications is reduced. [11] presents the first ver-
sion of this infrastructure and we add transactional properties in this version.

6 Discussion

In section 4, we formalize a context-aware application (or a group of closely related
applications) and divide it into a number of atomic functional units. For simple appli-
cations, this method seems not very valuable, because they may only have one or two
atomic functional units, and the control flows and dependencies between units are
very simple. An application responsible for opening and closing the door automati-
cally is an example of this category. Formalizing such simple applications may be
regard as a waste of time. However, the long-term goal of pervasive computing is to
build smart environments everywhere and provide adequate services to meet users’
needs. In such an environment, most services could not be very simple and they may
have complex internal logic, such as a patients’ guide system in smart hospitals. Even
if some simple applications exist, they are closely tied to other applications. For ex-
ample, an application for opening and closing the door automatically uses people’s
location contexts, which could also be used for many other applications. In addition,
the state of the door itself may used as contexts for other applications, such as safe
guard system and applications controlling the light and temperature conditions in the
room. Therefore, simple applications are not that simple in a smart environment view.
Moreover, generally speaking, models should be built on general cases. Simple appli-
cations with only one or two activities can be regard as the trivial-case of general
applications. However, that’s not the case by contrary.

We have mentioned that in our transaction model, a context-aware application is
not necessarily a transaction, and some components may be “transactions”, such as
transactional activities and scopes. It is far different from traditional transaction mod-
els, such as [3] [4]. They are researched on the premise that all subtransactions com-
pose an upper-tier transaction. This difference is caused by the idiosyncrasy of con-
text-aware computing. In most cases, work having been done needn’t and cannot be
revoked when exceptions occur in the context-aware environment, because the range
that context-aware applications effect is far beyond software systems and soft states.
Even the transactional components of context-aware applications are not classic trans-
actions. They can only recover part of the states and do some compensations when an
exception occurs. There is another difference between traditional models and ours.
For the former, if an exception occurs, the abortion of lower-tier transactions will
definitely spread to the upper-tier transactions. However, in our model, if compensa-
tion handler works, exceptions will not spread to the upper-tier. This difference is
caused by transactional semantics in the context-aware domain. Actually, after com-
pensations are performed, the state of the activity is close to “committed” in the tradi-
tional sense instead of “aborted”.

In section 5, we implement the model by a declarative language. Readers may no-
tice that it shares some common points with workflow definition language. In our
model, context-aware applications consist of logic units and dependencies between
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these units, which originally is a workflow-like structure. Moreover, as [12] has
pointed out, workflow has a more powerful description ability than transaction mod-
els. So it is possible and rational to describe a transaction model by a workflow-like
declarative language.

7 Conclusion

In this paper, we analyze the necessity of a transaction model in context-aware com-
puting domain, and present such a model called TMfm. In addition, a declarative
language has been proposed to implement our model. With this model, context-aware
applications are able to perform compensations when inaccurate contexts appear or
exceptions occur. Besides, compensating tasks of various applications are fulfilled in
a uniform way, which benefits software architecture, especially for complicated smart
environments.

References

1. Weiser M.: The Computer for the 21st Century. In: Scientific American, September 1991.
(1991)94-100

2. RDQL, http://www.w3.org/Submission/2004/SUBM-RDQL-20040109/

3. H. Garcia-Molina, and K. Salem.: Sagas. In: Proc. 1987 SIGMOD International Confer-
ence on Management of Data. (1987)249-259

4. AK. Elmagarmid, Y. Leu, W. Litwin, and M.E. Rusinkiewicz.: A Multidatabase Transac-
tion Model for Interbase. In: Proc. of the 16™ VLDB Conference. (1990)23-34

5. U. Dayal, M. Hsu, and R. Ladin.: A Transaction Model for Long-running Activities. In:
Proc. of the 17" International Conference on Very Large Databases. (1991)113-122

6. H. Waechter and A. Reuter.: The ConTract Model. In: A.K. Elmagarmid, editor, Database
Transaction Models for Advanced Applications, chapter 7. Morgan Kaufmann Publishers,
San Mateo (1992)219-263

7. A. Biliris, S. Dar, N. Gehani, H.V. Jagadish, and K. Ramamritham.: ASSET: A System for
Supporting Extended Transactions. In: Proc. of 1994 SIGMOD International Conference
on Management of Data. (1994)44-54

8. A. Ranganathan, J. Al-Muhtadi, and R. H. Campbell.: Reasoning about Uncertain Con-
texts in Pervasive Computing Environments. In: IEEE Pervasive Computing, 03(2).
(2004)62-70

9. A. K. Dey and J.Mankoff.: Designing Mediation for Contextaware Applications. In:
ACMTransactions on Computer-Human Interaction(TOCHI), 12(1). (2005)53-80

10. Jun Li, Yingyi Bu, Shaxun Chen, Xianping Tao, Jian Lu.: FollowMe: A Pluggable Infra-
structure for Context-Awareness. In: Ubicomp2005. Tokyo, Japan (2005)

11. Shaxun Chen, Yingyi Bu, Jun Li, Xianping Tao, and Jian Lu.:. Toward Context-
Awareness: A Workflow Embedded Middleware. In: Proc. of IFIP 2006 International
Conference on Ubiquitous and Intelligent Computing (UIC2006). Volume 4159 of LNCS.
(2006)766-775

12. G. Alonso, D. Agrawal, A.E. Abbadi, M. Kamath, R. Giinth6ér, C. Mohan.: Advanced
Transaction Models in Workflow Contexts. In: Proc. of the 12" International Conference
on Data Engineering. (1996)574-581



A Grid-Based Remote Experiment Environment
in Civil Engineering

Jang Ho Lee!, Taikyeong Jeong?, and Song-Yi Yi®

! Dept. of Computer Engineering, Hongik University, Korea
janghol@cs.hongik.ac.kr
2 Dept. of Communication Engineering, Myongji University, Korea
ttjeongl@mju.ac.kr
3 School of Computer Science and Engineering, Seoul National University, Korea
yis@snu.ac.kr

Abstract. Recently, there is an increasing need for researchers in en-
gineering to share the result of the experiment without having to visit
the experiment facilities. Especially in the civil engineering, researchers
feel the need for participating in a number of experiments conducted at
distant places. In addition, it has been suggested that high-cost facilities
should be used by remote researchers for the high utilization rate. This
paper proposes a remote experiment environment in civil engineering
that are being developed in a project called Korea Construction Engi-
neering Development(KOCED), which connects major civil engineering
experiment facilities using grid technology. This environment enables re-
searchers to participate in a remote experiment, and allows the exper-
iment results shared by remote researchers automatically. Then, based
on the suggested environment, we designed a hybrid test facility that
involves two physical experiment facility sites and one numerical sim-
ulation site that are geographically apart. Then, we implemented its
prototype and ran some tests, which showed a possibility of grid-based
civil engineering experiment.

1 Introduction

The flow of information brings a tremendous change in the area of civil engineer-
ing research as well as the economy, politics and culture of a society. This trend
induces the combination of information technology with construction technology
and provides web services for remote users.

In order to bring the efficient design of grid-based collaboratory research to
a large-scale civil engineering technologies, such as experimentation, simulation,
and design, we produce a grid computing software system and tools for the re-
search facilities across the nation [I6]. The purpose of this large-scale grid design
is to share the facilities and maximize the effectiveness of their use, through in-
formation technology innovation. By connecting all the research facilities across
the nation with grid computing infrastructure, we expect to have a balanced de-
velopment of all the regions nation-wide as well as the combination of research

and education [T0] [15].
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These computing technologies and the development of extreme technology be-
come an essential part of a nation’s competitive construction strategy. However,
related huge experiment facilities are too expensive for an organization, which
makes the building and application of them difficult.

This paper is organized as follows: In Section Bl we will present an overview of
the KOCEDgrid system architecture including the grid-computing architecture,
the communication networks connecting each research facilities, and the control
network for system initialization under the control of grid software. In Section [,
we describe an outline of the remote system software and the experimental results
of Hybrid Test model. In Section Bl we briefly discuss related work. Conclusions
are presented in Section

2 Related Works

In recent decade, grid-based telescience project was started in US and some Eu-
ropean countries. Some of the well-known grid-based telescience projects in US
are Network for Earthquake Engineering Simulation(NEES) [20] [12], Biomed-
ical Informatics Research Network(BIRN) [1], and National Virtual Observa-
tory(NVO) [II] while EUROGRID [2] [I7] and G-Civil [3] are some of the lead-
ing grid projects in Europe. Among them, NEES and G-Civil are similar to our
KOCED in the sense that they applied grid technology to the research in the
area of civil engineering.

NEES is a network that connects seismological experiment facilities of US
with grid techonology that provides a collaboratory. It is managed by a consor-
tium and consists of 16 interconnected nation-wide next-generation seismological
research facilities that supports teleobservation, teleoperation, sharing of experi-
ment data, numerical simulation and collaboration tools. NEESgrid is a software
system that consists of a NEESpop server for a experimental facilities, Telepres-
ence Mode software, data acquisition software, and data repository software.

G-Civil is a project in UK that supports remote monitoring of experimen-
tal facilities and collaboration tool using grid technology. It provides real-time
monitoring of civil engineerig experiment site through portal on the Internet
and allows teams geographically apart to share data and collaborate. Besides
civil engineering, grid projects in other area are in progress around the world,
which include BIRN in medical and NVO in astronomy. BIRN is a geograph-
ically distributed virtual community of shared resources funded by National
Institute of Health(NTH) in US since 2001. It hosts a collaborative environment
for biomedical scientists and clinical researchers and facilitates the understand-
ing of the diseases and the discovery of treatment methods by collecting and
sharing biological data that are distributed. BIRN consists of four test beds and
a coordinating center that supports networking, distributed storage, software
development, etc. BIRN exploits the grid technology in security, resource man-
agement and data management for the effective sharing of the research results
about the diagnosis and treatment of disease. NVO is a US NSF-funded project
to build a collaboration framework for the national virtual oberservatory that can
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provide the world’s leading astronomical information services and data collec-
tions to astronomers, educators, and students at a distance. NVO takes advan-
tage of grid techonology in creating prototypes for access, publishing and discov-
ery of terabytes of astronomical data generated by new telescope, detector, etc.
Finally, EUROGRID granted by European Commission established a European
GRID network of leading High Performance Computing centers from different
European countries and demonstrated distributed simulation codes from differ-
ent application areas such as biomolecular simulations, weather prediction, cou-
pled CAE simulations, structural analysis and real-time data processing. For this
purpose, EUROGRID supports software infastructure for building grid system,
standardizes major grid software components and provides stable and secure
connection to the grid network.

As the need to build grid system increases worldwide, it became necessary to
standardize the grid service and it resulted in the proposal of the Open Grid
Services Architecture(OGSA) [15] [13]. OGSA describes a grid middleware stan-
dard for sharing and managing of resources and a Web service standard for
application sharing. It is independent of operating systems or system environ-
ment. It supports Web service as an interface to service facilitating the access
to the resources or services, which has an advantage over other standards for
distributed computing. As more grid systems follow the OGSA standard, toolk-
its based on OGSA emerged. One of most well known toolkits among them is
Globus Toolkit(GT) [14] [I9]. Globus Toolkit provides services for each service
component described by OGSA, respectively. Through the reconfiguration of
those supported services, a target grid system can be built. The prototype of the
hybrid test system presented in this paper has been built with Globus Toolkit 3
and is being upgraded to Globus Toolkit 4.

3 KOCEDgrid

Based on our previous experiment of grid computing, we performed a grid-based
collaboratory for construction project. The KOCEDgrid system is nation-wide
distributions of computing systems associated with each research facility con-
nected by a wired communication information network and integrated to a grid
system, which makes the facilities become one facility.

This grid system is aimed to integrate the computing facilities and share the
resources such as simulation data and experiments for remote users. We demon-
strate the KOCEDgrid software system so that we can use some of the functions
and will extend the role of the system. We identified the major functions that
the KOCEDgrid system should provide roles e.g., resource management and data
management functions.

Resource management provides authorization to confirm the identity of users
as well as the delegation of rights. It also allows users to locate the required
resources when they need to use the experiment facilities and related data from
remote sites. The resource management enables users to monitor the status of
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the resources for the effective usage and management of resources including ex-
perimental facilities. Consequently, it includes not only facilities for experiments
but also high-end computers with which researches perform large-scale scientific
calculation and simulations. It allows researchers to allocate jobs to high-end
computers regardless of their physical location and to see the results.

Another aspect of the KOCEDgrid system function is data management. Data
generated in experiments and simulations are transferred to the database in a
secure way. Reliable File Transfer(RFT) Service [§] transfers data from local
repository to central respository using GridF'TP service [5] based on Grid Se-
curity Infrastructure(GSI) [4] on each repositories. Users are allowed to look up
data effectively in a pre-specified meta data. Access to the data from remote
places is performed in a trusted way using standard secure protocol.

The system model for building a large-scale grid system enables the above-
mentioned main functions as well remote experimentations such as teleobserva-
tion, teleoperation, which discuss in section 4. Each university locates a selected
huge experiment facility. Using this facility, each university can perform research
within the region, as well as remotely perform experiments. The remote access
of facilities is restricted to the grid portal. This grid portal plays the role of con-
necting fragmented universities’ facilities, sharing research data as a web service,
and monitoring the process of research.

Our results have been verified with this implementation of grid computing
system. Through camera and video connected to research facilities, it is possible
to look into and modify the process of research, and prove services for a collabo-
ration. The grid portal also performs the role of connecting users and facilities by
the data acquisition system (DAQ), which receives data from research and sends
them to users, local data servers, or servers. Consequently, this makes possible
a remote control of facilities by means of a controlling system that receives the
order from users and sends it to facilities.

Simulated data from research forms meta-data and is stored in local data
storage facilities, and completed data are managed in a huge database system.
This database provides an efficient searching mechanism for these data, manages
meta-data, and informs storage place when data are managed redundantly. This
construction of the database can be possible by development of application pro-
grams accompanied by existing data management systems, and by file transfer
services through grid middle-ware.

Current effort of KOCEDgrid consists of 6 different research facilities, which
can be described as follows: real-time hybrid testing facility for multi-DOF struc-
tural systems, dynamic geo-centrifuge facility, multi-support excitation facility
for earthquake simulations, wind-tunnel facility for large-scale long structures,
ocean environment simulation facility and large-scale testing facility for new
advanced construction materials.

Fig [ illustrates a connection of each research facilities of grid-based com-
modataries. It should be noted that we will extend to double size of research
facilities in the second phase of project by 2009.
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Fig. 1. KOCEDgrid interconnecting 6 different research facilities

4 Collaborative Research Environment

4.1 Remote Experiment

We describe main concept of remote experiment in KOCEDgrid which can be
shown as follows: teleobservation, teleoperation, and controlling the experimental
devices.

Teleobservation is one of the main feature of KOCEDgrid software system.
This function should obviously make possible into the grid portal. Users from
a remote site should be able to see the experiment data. Also, the video and
audio from where the experiment is being performed should be accessible from a
distance in real time. In this case, experiment data can be seen in a remote place
with a visualization program based on real-time streaming. A synchronization
mechanism is needed for synchronizing the experiment data and video in real
time as well.

Consequently, teleoperation is another key feature of this collaborative re-
search. This unique feature also provided a control experiment facilities from a
distance, but the capability of control of experiment facilities is different depend-
ing on the research facilities. Moreover, a control layer is independent from the
experiment devices that are separated from the control layer that is dependent
on the experiment devices. In particular, separation of those two layers is made
in order to reduce the cost in extending the KOCEDgrid system to include the
new experiment equipment.
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The experiment device-independent control layer is implemented as control
commands and protocols that are general to experiment devices. In addition, the
experiment device-dependent control layer converts commands from the device-
independent layer to device-specific commands to control the experiment device,
which can be extensible.

Since the experiment facilities are shared by researchers, users can look up
the usage schedule of experiment facilities by others as well as apply for using
the experiment facilities on line.

Although we can control and schedule of users access, some function should
be done by on site, both manually and remotely, such as installation of sensors,
change of video camera location for observation, and displacement of experiment
prototype. In this case, we required some services to perform the above actions,
people who can assist in the experiment, a video communication system that
connects people in the experiment facility and researchers in a remote site, and
a wireless communication system.

4.2 Collaborative Environment

We address the following aspects regarding collaborative research environment
while we develop a grid software infrastructure.

— Integrated Research Environment: With a single sign on to a grid portal that
is a gateway to experiment facility grid and collaborative research environ-
ment, they should be able to use the services and resources in the grid with
their access rights in an integrated research environment. The grid software
system should allow researchers to perform the experiment in an integrated
research environment.

— Chat: Researchers from remote sites should be able to discuss the experi-
ment situation through chat as they observe the ongoing remote experiment.
Therefore, collaborative researchers should be able communicate multi-party
discussion in real-time basis.

— Scheduling of community: It is required to schedule to look up and modify the
schedule of his community among collaborative researchers. This scheduling
function provides to collaborative researchers so that they can form the com-
munity for collaboration. The scheduling is maintained for each collaborative
research community.

— e-Notebook: The grid architecture allows researchers to collect and organize
data for collaborative research. The data includes not only text but also
pictures, CAD, voice, video and application-generated data such as Word
and PowerPoint. E-notebook enables collaborators to organize and look up
the data.

5 Supporting Remote Experiment

Among the overall architecture of collaborative research environment, we focus
on the remote experiment environment using grid architecture in this section.
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The remote experiment model is based on the hybrid experiment where the
experiment includes not only physical model but also mathematical simulation.

5.1 Hybrid Test Model

In hybrid test, the entire test structure consists of independent substructures
that are modelled computationally or physically. These substructures can be lo-
cated at different facilities, tested separately, and integrated via a computational
simulations. A hybrid test consists of parts of two types: one part of a structure
is modelled computationally and run on a simulation computer numerically, and
another part is constructed and instrumented physically. Fig. 2l shows our design
of the hybrid test model.

Input( load or displacement)
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f Control (volts} .
input ool ol Structure Experiment
hysical
physica volts
quantity
Simulation
Output Computer
(load or displacement) Input
Numerical Analysis Feedback (load or displacement)

Fig. 2. A hybrid test model

The control system of the physical experiment node communicates with the
simulation computer sending feedback during the experiment. The physical ex-
perimental results acquired by DAQ are fed to the simulation computer for nu-
merical analysis. The simulation computer, in turn, provides input to an actuator
of the physical substructure by simulating the interactions between the physical
and the virtual model. A hybrid test is performed by repeating each simulation
step which sends a feedback of the simulation to the physical equipment.

5.2 Building a Prototype for Hybrid Test Model

Fig. Bl shows a prototype of a simple hybrid experiment model with seismic
wave input. Our prototype is a modified version of Mini-MOST experiment [6]
of NEES. Mini-MOST experiment is a miniature version of the MOST(Multi-
site Online Simulation Test) that aims to examine the dynamics of a structure
in response to the seismic wave. The Mini-MOST model consists one physical
experiment node and two simulation nodes. These nodes are geographically apart
and conduct physical experiments or perform numerical simulations using tools
such as Matlab.

We modified the Mini-MOST model by decreasing the number of simulation
nodes to one and by increasing the number of physical experiment nodes to two,
which resulted in modifying the part of the Mini-MOST code and building an-
other physical experimental body as in Fig. @l In Mini-MOST experiment the
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Computational Node
Fl

F2
F1

A4 [

— —

Experimental Node 1 Experimental Node 2

Fig. 3. Prototype for the hybrid test model

physical experiment node 1 in Fig. @l had been a simulation node that accepts
force and momentum input and generates displacement and rotation. We elimi-
nated the momentum input of the node in making the physical experiment node
1 the same model as the physical experiment node 2. As shown in Fig. @ soft-
ware consists of three parts: a control part, an experiment part, and a monitoring
part. The detailed explanation for each part are as follows.

Labview Plugin
Control Server

Labview Plugin
Control Server

Labview Plugin

Control Server

=
Physical Experimental Node 1

Simulation
Coordinator

Monitoring

Streaming Server| Client

Physical Experimental Node 2

Fig. 4. A software architecture of the prototype for hybrid test model

The control part consists of Simulation Coordinator, a control server for each
node, and plugin that provides interface between a node and a control server.
Simulation Coordinator manages the hybrid test during the entire period of ex-
periment by sending control command to control servers for each node. When a
hybrid test starts, Simulation Coordinator notifies the beginning of the experi-
ment and receives commands to be delivered to the control server for a physical
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Fig. 5. An architecture for monitoring in hybrid test model
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Fig. 6. Screenshot of remote monitoring client in the hybrid prototype test

experiment node. Based on the commands received, the control server controls
the physical experiment node through plugin which communicates with a control
program running on a DAQ computer. In our experiment, Simulation Coordina-
tor is coded in Matlab and the control server uses NTCP(NEESgrid Teleopera-
tions Control Protocol) [I8]. There are two types of plugins: Labview plugin for
a physical experiment node and Matlab plugin for a numerical simulation node.

An experiment part can be either physical experiment part or numerical simu-
lation part. In a physical experiment part, a DAQ program acquires sensor values
and sends them to the streaming server. A numerical simulation part calculates
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the value for the next step when it receives command from the Simulation Coor-
dinator. In the prototype, the control program for a physical experimental node
was coded in Labview while a numerical simulation node was written in Matlab.

As can be seen in Fig. Bl the monitoring part consists of the streaming server
and monitoring clients. The streaming server based on Ring Buffered Network
Bus(RBNB) [9] sends sensor data and video from the nodes to Realtime Data
Viewer(RDV) [7] monitoring clients which show users the result with graphical
user interface as in Fig. [0l The structural response of the force that acts between
Seismic wave and numerical simulation node are measured and shown in the form
of graph. During the experiment, the movement of the physical nodes are visually
represented in the video stream and the resulting change of the numeric data are
shown in the form of two-dimensional graph. Eight windows in the Fig. [6l shows
the video from two physical experimental nodes and sensor data(displacement,
load, resistance) from those two node in the graph form.

6 Conclusions

In this paper, we presented a grid-based remote experiment environment in
KOCED project that connects large civil engineering facilities distributed across
the nation. We discussed the design and implementation of the model that pro-
vides remote experiment to researchers geographically apart and allows the ex-
periment results to be shared among them. Remote researchers are allowed to
observe the experiment in real time. If the characteristics of the experiment
permits, a researcher can conduct an experiment from a distance. After the ex-
periment, the result of the experiment including video and sensor data are shared
among researchers. The functions described above provide basic environment for
collaboration among researchers at a distance. We designed and implemented a
hybrid test prototype connecting two physical experiment sites and one numer-
ical simulation site, which shows a possibility of conducting remote experiment
in grid-based collaborative research environment.

We are modifying the client from a executable file on a local PC to a Web-
based client based on Globus Toolkit 4 so that researchers can access the grid
system with a Web browser without having to preinstall the client system. The
presented prototype system is currently being used by researchers in civil engi-
neering who can give us feedback that can be used for building the final version
of the experimental facility. Furthermore, we plan to expand the current grid
network to include more experimental facilities so that more experiment results
can be shared by researchers. We expect this presented remote experiment en-
vironment to be applied to other engineering area.

References

1. Biomedical informatics research network. http://www.nbirn.net.
2. Eurogrid. http://www.eurogrid.org.
3. G-civil project. http://www.soton.ac.uk/ gcivil/.



=

® N o ot

11.
12.

13.

14.

15.

16.

17.

18.

19.

20.

A Grid-Based Remote Experiment Environment in Civil Engineering 273

Grid security infrastructure. http://www.globus.org/toolkit/docs/4.0/security/
GT4-GSI-Overview.pdf.

Gridftp. http://www.globus.org/toolkit/docs/4.0/data/gridftp/.

Mini-most. http://cive.seas.wustl.edu/wusceel /minimost /.

Real-time data viewer. http://it.nees.org/software/rdv.

Reliable file transfer service. http://www.globus.org/toolkit/docs/4.0/data/rft/.
Ring buffered network bus. http://outlet.creare.com/rbnb.

System Architecture v1.1. http://www.neesgrid.org.

Us national virtual observatory. http://www.us-vo.org.

I. Foster J. Futrelle D. Marcusiu S. Gulipalli L. Pearlman C. Kesselman, R. Butler
and C. Severance. NEESgrid System Architecture Version 1.1. http://it.nees.org/
documentation/pdf/NEESgrid SystemArch v1.1.pdf

J. M. Nick I. Foster, C. Kesselman and S. Tuecke. The Physiology of the Grid:
An Open Grid Services Architecture for Distributed Systems Integration. http://
www.globus.org/research /papers/ogsa.pdf, 2002.

I. Foster and C. Kesselman. Globus: A Metacomputing Infrastructure Toolkit.
International Journal of Supercomputer Application, 11(2):115-129, 1998.

I. Foster, C. Kesselman, J. Nick, and S. Tuecke. Grid Services for Distributed
System Integration. IEEE Computer, 35(6):37-46, 2002.

I. Foster K. Czajkowski, S. Fitzgerald and C. Kesselman. Grid Informaion Ser-
vices for Distributed Resource Sharing. In HPDC-10, pages 344-353, Boston,
Massachusetts, August 2001.

M. Niezgodka K. Nowinski, B. Lesyng and P. Bala. Project EUROGRID. In
Proceedings of PIONIER 2001 Conference, pages 187-191, 2001.

E. Johnson C. Kesselman L. Pearlman, M. D’Arcy and P. Plaszczak. NEESgrid
Teleoperation Control Protocol(NTCP): NEESgrid-2004-23. http://it.nees.org/
documentation/pdf/TR-2004-23.pdf, September 2004.

S. Fitzgerald I. Foster A. Johnson C. Kesselman J. Leigh S. Brunett, K. Czajkowski
and S. Tuecke. Application Experiences with the Globus Toolkit.

The NEESgrid System Integration Team. Introduction to NEESgrid: NEESgrid-
2004-13. http://it.nees.org/documentation/pdf/TR 2004 13.pdf, August 2004.


http://www.globus.org/toolkit/docs/4.0/security/GT4-GSI-Overview.pdf.
http://www.globus.org/toolkit/docs/4.0/security/GT4-GSI-Overview.pdf.
file:{http://it.nees.org/documentation/pdf/NEESgrid_SystemArch_v1.1.pdf}, May 2003.
file:{http://it.nees.org/documentation/pdf/NEESgrid_SystemArch_v1.1.pdf}, May 2003.
http://www.globus.org/research/papers/ogsa.pdf, 2002.
http://www.globus.org/research/papers/ogsa.pdf, 2002.
file:{http://it.nees.org/documentation/pdf/TR-2004-23.pdf}, September 2004.
file:{http://it.nees.org/documentation/pdf/TR-2004-23.pdf}, September 2004.

Mobile Ad Hoc Grid Using Trace Based Mobility Model

V. Vetri Selvi, Shakir Sharfraz, and Ranjani Parthasarathi

Dept. of Computer Science and Engineering,
College of Engineering Guindy
Anna University,
Chennai, Tamil Nadu, India
vetri@annauniv.edu, rp@annauniv.edu

Abstract. Ad hoc network is an infra structure less network, which is formed
by mobile devices like laptops, PDAs, cell phones etc. Each device has different
computational capability, power, hardware and software, which forms a hetero-
geneous network. These devices can be integrated to form an infrastructure
known as grid. A grid integrates and coordinates resources and users that are
within the same network with different capabilities. Hence we can visualize a
grid over an ad hoc network that effectively utilizes the heterogeneity in the
mobile devices. The major challenge in forming a grid over an ad hoc network
is the mobility of the nodes. In this paper, we address the challenges due to mo-
bility by considering a trace model for the movement of the nodes. Next, we
demonstrate the feasibility of forming a grid over a mobile ad hoc network by
proposing lightweight algorithms for grid formation, resource discovery, nego-
tiation, job scheduling, and resource sharing. We have analyzed the perform-
ance of mobile ad hoc grid both by using a theoretical model and by simulation.
The results point to a promising approach to form a mobile ad hoc grid.

1 Introduction

A mobile ad hoc network is a collection of wireless mobile nodes that are capable of
communicating with each other without the use of network infrastructure or any
centralized administration. Each node in an ad hoc network acts as a router, and is in
charge of maintaining routes and connectivity in the network. Thus, there is an
element of cooperation among the nodes to perform the routing process or the
network layer function itself. Taking this cooperation one-step further, one can
envisage a scenario where in the devices can coordinate and support each other in
terms of higher layer services, (i.) we can envision the concept of mobile ad hoc
grid. We can see that such a grid would be desirable in an ad hoc network due to the
heterogeneity of the mobile devices. Since the mobile devices like laptops, PDAs,
mobile phones, etc., have different computation capabilities, power, hardware and
software functions, the nodes with higher computation capabilities and power can
share the resources with devices of lesser capabilities. Thus a mobile ad hoc grid can
facilitate the interconnection of heterogeneous mobile devices to enable the delivery
of a new class of services.

A grid by definition is a system that coordinates resources that are not subject to
centralized control. The fundamental functions in a grid are resource discovery,
negotiation, resource access, job scheduling and authentication. A grid allows its
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resources to be used in a coordinated way to deliver various qualities of service in
terms of response time, throughput, etc [1]. The definition and function of a grid will
also be applicable to the mobile ad hoc grid.

In the Internet scenario, the grid uses architectures like Globus Toolkit 3.0 [2] and
SETI@Home which is now an application running on top of the BONIC platform [3].
However, the APIs for these architectures need high computational power and require
a lot of disk space for their installation. Thus, it may not be possible to use such
architectures on every mobile device [4], since these devices have limitations on
hardware and software capabilities and may not provide an ideal computing
environment for complex and data intensive functions. Hence it is necessary to device
lightweight grid enabling mechanisms that can be adopted for the mobile ad hoc grid.

There are several challenges involved while forming a mobile ad hoc grid. This
paper discusses various such issues and proposes an architecture for the mobile ad hoc
grid. The stability of the grid is one of the major issues to be considered in an ad hoc
scenario due to the movement of the nodes. This has been dealt with by exploiting the
regularity in the movement of nodes. Su et al [5] have shown that exploitable
regularity of user mobility patterns exist in common day-to-day environments.
Capturing this regularity in movement as a movement pattern is done using a Trace
Based Mobility Model (TBMM) [6]. This model collects a number of movement
patterns, and generates a final trace pattern. From the final trace, the probable position
and stability time of a node are obtained. Using this mobility model, trace based
source routing protocol for QoS (TBSR-Q) was proposed for an ad hoc network [6].
The TBSR-Q protocol uses the stability and position information obtained from the
trace file for obtaining a stable route. In our mobile ad hoc grid, we use this trace
based mobility model to obtain the probable position and stability time of a node in
order to build a stable grid, or in other words, to take care of the instability of the
nodes.

This paper is organized as follows. Section 2 discusses the background and related
work. Section 3 deals with the proposed architecture of a mobile ad hoc grid. Section
4 evaluates the mobile ad hoc grid using a theoretical model and by simulation.
Section 5 concludes the paper.

2 Related Work

Grid computing enables the sharing and coordination of resources across a shared
network. Integrating grid computing with ad hoc network is a very recent concept,
and introduces lot of new challenges. The following are some of the solutions that
have been proposed by various researchers.

Ihsan et al [7] have proposed a mobile ad hoc service grid that maps the concepts
of grid on to ad hoc networks. This mobile ad hoc service grid uses the under-lying
connectivity and routing protocols that exist in ad hoc networks. The availability of
the service in a node is broadcast to all one-hop neighbors. Since the grid is formed
within one-hop neighbors, there is a chance for resource discovery to fail when there
is no service provider within one hop. In this grid, each node is responsible for
maintaining the resource look up table, which can be a burden to devices with less
storage capabilities.
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Wang et al [8] have proposed a mobile agent based approach for building
computational grids over mobile ad hoc networks (MANET). Here, the mobile agent
has been used to distribute computations and aggregate resources. The mobile agent
searches for resources and executes the computations on the node that is willing to
accept it and is responsible for negotiation of resource provision for running the
computation job.

Anda et al [9] have proposed a computing grid over a vehicular ad hoc network
(VANET) by leveraging inter-vehicle and vehicle to-roadside wireless
communications. This grid has been used for solving traffic related problems by
exchanging data between vehicles. Forming a grid is not a problem in VANETS,
because the vehicles have ample power and energy and can be equipped with
computing resources.

Roy et al [10] have investigated the use of the grid as a candidate for provisioning
computational services to applications in ubiquitous computing environments. The
competitions among grid service providers bring in an option for the ubiquitous users
to switch their service providers, due to unsatisfactory price and QoS guarantees.

Our approach differs from these in that it provides a mechanism to capture the
mobility patterns of the nodes and use that information to effectively form a grid over
an ad hoc network.

3 Proposed Architecture for Mobile Ad Hoc Grid

One of the major challenges in forming a grid over ad hoc network is the mobility of
the nodes and an infrastructure-less network. Resource identification and sharing
become difficult tasks in a mobile environment. To overcome this, we propose a
model to identify the stability of the nodes which in turn helps to predict the stability
of the grid. The stability of the node is predicted using the TBM model [6].

The TBM model
Mobility models are application dependent. Hence application scenarios are important
in choosing a model. Although typical application domains of ad hoc networks are
military networks, conferences and search/rescue operations, for the kind of grid
based sharing of resources, we consider offices and institutions where people meet
regularly, with a myriad of heterogeneous mobile devices, as the application domain.
In these domains, there exist fair amounts of regularity in the movement of the mobile
nodes. Hence as opposed to the former group of applications where the mobility
models try to model the randomness in the movement, in our application domain, we
are more concerned with capturing the regularity of the movement. Hence we use a
mobility model that records regular movements to efficiently manage mobility.
TBMM identifies regularity in movement of the nodes and captures them as a
movement pattern. Each node is assumed to be location aware, and the network is
assumed to be mapped on to a virtual grid structure, depending upon the transmission
region and the area of the network. A light-weight algorithm [6] is used to arrive at
the trace representing the regular movement of the nodes over a period of time. The
information in the trace consists of a series of stable positions and associated time
duration.
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Architecture of proposed grid

We propose a trace-based approach to form a grid over an ad hoc network using the
above-mentioned trace. Further, the mobile ad hoc grid uses a lightweight algorithm
for grid formation, resource discovery, negotiation, job scheduling, and resource
sharing, in keeping with the limited resource characteristic of the mobile nodes. Load
balancing is a challenge unique to the dynamic nature of ad hoc network, and it is not
considered for the initial study of formation of grid over an ad hoc network. The
architecture of the grid is shown in Fig. 3.1.
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Grid Discovery Initiate to form Grid Negotiation
Resource ' : :
Table Provider Registration Resource
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Fee, Stability Time, Position
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Consumer Registration
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Fig. 3.1. Architecture of a mobile ad hoc grid

The grid layer is built on top of a QoS guaranteeing network layer that provides
stable routes. The grid layer consists of a grid resources module, resource discovery
module, and resource management module. The resource discovery module initiates
grid formation, and allows the service providers and consumer nodes to register. Grid
resources module maintains and keeps track of the registered resources. Resource
management module is responsible for negotiation, resource access, updating of re-
sources and service monitoring. All these modules are built on the QoS routing of
network layer, which could in turn make use of the same stability information ob-
tained from the TBMM.

3.1 Grid Formation

A node willing to provide service with higher computational capability and power is
called as a service provider node (SPN) and the node which requests for the service is
called as a consumer node (CN). The SPNs and CNs are the members of the grid. The
nodes that are willing to share their resources specify a cost for their resources. The



278 V.V. Selvi, S. Sharfraz, and R. Parthasarathi

consumer node accepts a service based on the cost, service time, etc. This leads to
some negotiation between the consumer node (CN) and the service provider node
(SPN). Since ad hoc network is an infrastructure-less network, there is no centralized
authority to keep track of the negotiation between a CN and a SPN. In order to form a
grid and to keep track of the negotiation between a CN and a SPN, we have an SPN
that volunteers to act as a grid head node (GHN). The GHN takes care of the
negotiation between the CN and SPN. The GHN of a grid acts as a central point and is
responsible for resource discovery and resource access. Figure 3.2 shows the
messages that are exchanged between the nodes that are willing to form a grid.

CN GHN/SPN SPN

grid_hello_message rid_hello_message

grid_joining_message
service_request_message /

service_ provider_message

\
I

< } Service
-

service_completion_message
acknowledgement_message

Fig. 3.2. Sequence of messages for Grid formation

Resource Discovery

A node that is willing to provide service will initiate the action of forming the grid by
sending a grid_hello_message. The nodes that are willing to be a member of a grid
respond to the grid_hello_message. The format of grid_hello_message is as shown in
figure 3.3a. It consists of node ID, stability time, position and hop count. The node
ID is the identification of the node that sends the message; and stability time and
position which are obtained from its trace file denote the current position and the
associated stability time. When two nodes send a grid_hello_message at the same
time, the grid head elected is the one that has a larger stability time. Hop count
restricts the propagation of the grid_hello_message to a limited number of hops. This
helps to avoid the formation of one large centralized grid, and instead facilitates
multiple decentralized grid structures.

A node, after receiving a grid_hello_message, sends a response message depending
on whether it wants to become a member of the grid or wants to request for a service.
The node joining a grid sends a grid_joining_message. The format of the
grid_joining_message is shown in Figure 3.3b. It consists of SPN ID, GHN ID,
Resource parameter, service fee, Position and Stability. The SPN ID is the ID of the
node that is willing to join the grid and GHN ID is the head ID under which it wants
to become a member. Resource parameter indicates the resource parameter that is
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available with a SPN like the computational capability, power, storage etc. The
service fee indicates at what cost it will service a request. Similarly a node requesting
for service sends a service_request_message whose format is shown in figure 3.3c.
Service_request_message consists of the requesting node ID, GHN ID, ToS, Price,
Position and Stability. The GHN is the grid head ID to which it is requesting service.
ToS is the type of service requested by a CN. The price field indicates at what price it
is willing to accept a service. A node can also become a member of two grids based
on the resources available with it or the services it desires.

Grid Resources

The GHN after receiving responses from the member nodes forms a grid table. The
format of the grid table is shown in Table 3.1

Table 3.1. Grid Table

Node | SPN | RP/ | Service | Price | Position Stability | Job | Busy/
ID /CN | ToS | Fee ID Free

Abbreviations: SPN/CN - Service Provider Node/ Consumer Node, RP/ToS -
Resource Parameters/Type of Service

This table maintains the details about the member nodes. The node ID column lists
the identification of the member nodes. The SPN/CN indicates whether it is a SPN or
CN. The resource parameters specify the resources available with that node like
computational capability, power, storage etc. Type of service indicates what type of
service is needed by a CN. Service fee of a SPN specifies at what cost it will service a
CN. Price of a CN specifies at what price it needs a service. Position is the physical
location of a node and stability is how much time a node is going to be present at that
location. Job ID is a unique ID assigned to the communication of a SPN and a CN.
Busy indicates whether a node is being serviced in the case of a CN or is providing
service in the case of an SPN. Free indicates that an SPN is free to provide service.
The head maintains all the details about its members.

Resource Management

The head node is responsible for the negotiation between a SPN and a CN. When a
node requests for a service it sends the details of what type of service it needs and at
what cost. So the head node looks at the table to find out a SPN that offers the service
at that cost. Re-negotiation also can be done by a GHN and it is in the pipeline. The
job scheduling is done based on the stability time and the location of the SPN. A GHN
first verifies, whether the service time of a CN is greater than the stability time of a
SPN. If many SPNs have greater stability time, then an SPN that is nearer to the CN
requesting for a service is assigned. Then the GHN sends a service_provider_message
to CN. The format of the service_provider_message is given in Figure 3.3d. It consists
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of CN ID, GHN ID, SPN ID, Job ID, cost, position and stability. The CN ID is the ID
of the node requesting service, GHN ID is the ID of the node sending the message and
SPN ID is the ID of the node that has been assigned to provide service. The job ID is a
unique ID assigned by GHN to identify the communication between the CN and SPN.
Position indicates the physical position of the SPN that has been assigned to the CN.

On receiving this message the CN starts communicating with the SPN for its
service. The position of the SPN is available in the message, hence the CN can easily
communicate with the SPN using the routing protocol in the network layer.

After getting the service, the CN sends an acknowledgement about its completion
of the service to the GHN. Service completion field indicates that the service is
completed. The Job ID is sent so that the GHN can understand which service was
completed. The format of the acknowledgement_message is given in figure 3.3e.

| Node ID | Stability Time | Position | Hop count |

Fig. 3.3a. grid_hello_message

SPNID | GHNID | RP | Service Fee | Position | Stability

Fig. 3.3b. grid_joining_message sent by SPN

‘ CN ID ‘ GHN ID ‘ ToS ‘ Price ‘ Position ‘ Stability ‘

Fig. 3.3c. service_request_message sent by CN

‘ CNID ‘ GHN ID ‘ SPN ID ‘ Job ID ‘ Cost ‘ Position ‘ Stability ‘

Fig. 3.3d. service_provider_message sent by GHN

CNID GHN ID Job ID Service Completion

Fig. 3.3e. acknowledgement_message sent by CN

‘ SPN ID ‘ GHN ID ‘ JobID ‘ WtoC ‘ URP ‘ Service Fee ‘

Fig. 3.3f. service_completion_message sent by SPN

CN/SPN ID GHN ID LG

Fig. 3.3g. bye_message
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| GHNID | New GHN ID | Stability Time | Position | Hop Count |

Fig 3.3h. New GHN message

Abbreviations: GHN ID — Grid Head Node ID, SPN/CN - Service Provider Node/ Consumer
Node, RP/ToS — Resource Parameter/Type of Service WtoC — Willing to Continue, URP —
Updated Resource Parameters, LG — Leaving Grid

Similarly the SPN sends a service_completion_message to the GHN after completing
the service for a CN. The format of the service_completion_message is given in Figure
3.3f. It consists of SPN ID, GHN ID, job ID, WtoC, URP and service fee. The job ID to
identify the job that has been completed and if the SPN is willing to continue (WtoC) in
a grid it sends the willingness as well as the updated resources parameters (URP) to the
GHN. Using this information the GHN will know that the service has been successfully
completed and updates the resource parameters of the SPN in its table.

The GHN has to periodically send a grid_hello_message to its member nodes, so
that the members will know that the GHN is alive, and a new member will also know
about the GHN. Since, it is an ad hoc network there might be situations where the
members have to leave the grid even before the stability time expires. During this case,
the members have to inform the GHN by sending a bye_message that consists of its ID
and leaving grid information. The format of bye_message is shown in Figure 3.3g.

Similarly when a GHN leaves the grid, it has to select a new head from its grid
table, the new head will be a SPN which has the largest stability time (after
ascertaining its willingness to be the new GHN). The GHN informs the members of
the grid about the selection of a new head by sending a new GHN message. This
message consists of old grid head ID (GHN), new grid head ID (New GHN) as well
as the stability time and position of the new grid head. The format is as shown in
Figure 3.3h. The node selected as a new head sends a grid_hello_message to its
members. The previous GHN hands over the table it maintained to the new GHN.
Even when a GHN fails, it is identified by the non-receipt of the grid_hello_message
and any SPN can initiate the formation of the grid by sending the
grid_hello_message. But this will involve grid formation overhead. Similarly,
situations like network splits or networks merge can also be handled. When a network
split occur the members leaving the grid will inform the GHN by sending a
bye_message and the grid will still exists with the available resources. When network
merge happens it will not affect the existing grid, instead new members will join the
grid. But this situation will not happen frequently in a low mobile scenario. The
evaluation of mobile ad hoc grid is presented below.

4 Mobile Ad Hoc Grid Evaluation

The Mobile ad hoc grid is modeled as an M/M/m queuing system [12] in order to
estimate the performance theoretically. The service requests from the CNs form the
arrival process, and the SPNs are the m servers servicing these requests. In keeping
with the M/M/m model, the arrival process (with arrival rate A) is Poisson and the
service times (with mean — 1/p sec) are independent and exponentially distributed.
The successive interarrival times and service times are assumed to be statistically
independent of each other.
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In a mobile ad hoc grid, the CN request for a service to the GHN and the GHN is
responsible for assigning a SPN to the requesting CN. Hence, the probability that an
arriving request in a GHN will find all servers busy and will be forced to wait in
queue is an important measure of performance. If a GHN does not have sufficient
number of SPNs to assign for the services requested, then there is a probability of
queuing (or waiting). A service request from a CN can be considered as a customer in
the M/M/m parlance.

The probability of queuing is given in equation (1).

P{Queuing}=po(m p)"/m!(1- p) (H

Where p is given by p= A /m p < 1 and pg= [ Y.(m p)"/n'!+(m p)™/m!(1- p) ]~
where n = 1-(m-1)

A request in a waiting state is serviced when a new SPN registers with the GHN or
a SPN has completed its service and it is willing to continue in the grid. Duration of
time a request has to wait in a queue is known as the waiting time of the customer.

Equation (2) gives, the average waiting time (W), that a service request has to wait
in queue.

W = Ng/A = pPo/ A(1- p) 2)
Delay per customer includes the time taken by a SPN to service the request as well

as the waiting time of a request in the queue of the GHN. Equation (3) gives the
average delay per customer (which includes service time and waiting time).

T = /p+W = 1/ + pPo/(A(1- p)) 3)

The number of customers in the system is the total number of requests received by
a GHN. Equation (4) gives the average number of customers in the system.

N=AT= (A /p) + \Po/(m p - ) (4)

The values obtained for these parameters by varying the number of consumers are
tabulated in table 4.2. We choose the A value to be 50 and p to be 20.

Simulation studies have also been carried out to evaluate the mobile ad hoc grid.
The simulation tool used is Glomosim [11]. The parameters used for the simulation
are given in Table 4.1.

Table 4.1. Parameters for the simulation

Number of Nodes | 50

Simulation Time 1000 Seconds

Terrain (1000,1000) meters

Dimension

Mobility Mobility Trace, Mobility-Trace-
File

Radio-Tx-Power 8 dBm (with a reach of 250 meters)

MAC-Protocol 802.11

Routing-Protocols { TBSR-Q
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Mobile ad hoc grid has been simulated using 4 GHNs and 12 SPNs. The
performance is analyzed by increasing the number of consumer nodes (from 4 to 20 in
steps of 4) that in turn will increase the number of service requests. Here the SPN and
GHN are considered to be static whereas CN and all the other nodes are mobile. To
analyze the performance of grid, the parameters of interest are average number of
customers in the system, probability of queuing, average time a customer has to wait
in queue and average delay per customer.

Fig 4.1a and b show the average time a customer has to wait in queue and
average delay per customer. It can be seen that there is minimal variation between
the theoretical and simulation results. This is due to the fact that during simulation,
a CN sends a service request to the GHN only when it finds a stable position based
on its trace file, which in turn reduces the number of customers in the system. This
factor in turn affects the probability of queuing. We can observe that up to case III
(i.e no of CNs = 12), there is a sufficient number of SPNs available with the GHN
to provide service. Hence the waiting time is low. In case IV and V, number of
SPNs to service the request is not enough which in turn, increases the waiting time
in queue.

Overhead in forming a grid

The overhead in forming a grid is the additional grid-forming messages that are
communicated among the nodes to form the grid and the average routing delay.
Figure 4.2a and b shows the control message overhead and the average routing delay.
Average routing delay considers the delay in routing the control packets at the
network layer. Since we consider the stability of a node to find out the stable routes in
the routing protocol, the routing delay is considerably less than the service time
considered. However, the average routing delay increases as the number of CNs
increases; this is due to the increase in the number of service requests.

12 1 —@—Simulation Result 35 —<&—Simulation Result
10 { —H— Theoretical Result 30 |~ —Theoretical Result

25 1

= N
-]

o

Avg.Tme a Customer has|
to Wait in Queue (Sec)

Avg. Delay Per Customer
(Sec)

4 8 12 16 20

4 8 12 16 20

No. of Consumer Nodes No. of Consumer Nodes

Fig. 4.1a. Average Time a Customer Fig. 4.1b. Average Delay per Customer has to

Wait in Queue

The performance of the mobile ad hoc grid shows the feasibility of forming a grid
in a mobile environment.
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Conclusion and Future Work

This paper has proposed an architecture to form a grid over a mobile ad hoc network
by using trace files that capture the regularity in the movement or rather the stability
of the nodes. It has also shown the feasibility of sharing the resources using such a
grid using both a theoretical model and simulation. The overhead present due to
mobile environment is also very less. This paper has opened a number of possibilities
for further studies in this area. Some of the future work that are to be explored are
building trust over the mobile ad hoc grid based on the resource sharing and
mechanisms for the nodes to cooperate to share their resources.
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Abstract. As grid infrastructures become more dynamic in order to cope with
the uncertainty of demand, they are becoming extremely difficult to manage. At
the Belfast e-Science Centre, we are attempting to address this issue by devel-
oping Self Managing Grid Middleware. This paper gives an overview of the
middleware and focuses on the design, implementation and evaluation of a Re-
source Manager. Also in this paper we will see how our approach, which is
based on federated UDDI registries, has enabled us to implement some of the
desired features of next generation grid software.

Keywords: Grid Computing, UDDI Registries, Grid Resource Manager, SLA.

1 Introduction

Most production Grids [1], irrespective of whether they are being deployed in com-
mercial or academic environments, must cope with variation in demand. A goal for
next generation Grid research and development is to produce a “...fully distributed,
dynamically reconfigurable, scalable and autonomous infrastructure to provide loca-
tion independent, pervasive, reliable, secure and efficient access to a coordinated set
of services encapsulating and virtualizing resources (computing power, store, instru-
ments, data etc) in order to generate knowledge”, according to the CoreGrid European
Network of Excellence [2]. There has been a significant improvement in focus of the
vision of Grid Computing [3] since the term was introduced. A vital improvement still
to be implemented satisfactorily is to make Grid Computing more dynamic so that it
is able to cope with uncertainty of demand. Some recent work including HAND [4]
and Dynamic Deployments [5] has focused on dynamically deploying and scaling
Grids in production as and when needed.

The term “autonomic computing” is representative of a vast and somewhat tangled
hierarchy of natural self governing systems, which consist of many interacting, self
governing components that are often compromised of a large number of interacting,
autonomous self governing components at the next level down. According to the
vision of Autonomic Computing [6], the self-managing systems feature automatic
mechanisms for operator free maintenance of stand alone and distributed resources,
including self-configuration, self optimization, self-healing, self-protection and

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 286 2007.
© Springer-Verlag Berlin Heidelberg 2007
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others. This vision overlaps in its’ goals with the pursuits of adaptability and depend-
ability as described above in the recent definition of Grid Computing.

In particular, the adaptability of Grids can be interpreted as self-management on a
different scale (and environment), thus making it worthwhile to exploit the discovered
approaches in both domains. On the other hand, dependability mechanisms share a lot
of scenario problems and approaches with self-management mechanisms (e.g. auto-
matic fault recovery and preventive management actions such as software rejuvena-
tion), thus calling for a convergence of research in these areas.

Trends in automating Service Level Agreement (SLA) management [7], from
SLA creation to the performance monitoring of SLA’s, can help the Resource Man-
ager to sense the exact needs of users. With the help of an SLA Manager, middle-
ware can act as a biological system which can sense and respond to the needs of the
user. This should enable the effective utilization of resources by dynamically deploy-
ing, un-deploying and reconfiguring resources as and when needed. In such an infra-
structure, Resource Managers are not only responsible for managing the resources,
but also for selecting the resources on which the applications are to be deployed on.
Thus the Resource Manager can act as the backbone of the self managing grid
middleware.

Although a centralized Resource Manager can be very useful for a small number
of resources, it may not be able to scale as the number of resources increases. A
centralized Resource Manager acts as single point of failure and is vulnerable to
security attacks. A decentralized Resource Manager can provide fault tolerance for
the middleware by devolving responsibilities to a number of Resource Managers
interacting with each other. A decentralized Resource Manager provides us with the
necessary backbone of the next generation grid middleware but it is also difficult to
maintain. This is where the self managing approach can assist in enabling the devel-
opment of middleware which is self configuring, self healing, self optimizing and
self protect.

The rest of the paper is organized as follows. Section 2 describes the architecture of
the Self Managing Middleware. Section 3 describes the design and implementation of
the federated Registries. Section 4 describes a use case for the middleware followed
by the conclusion in section 5.

2 Self Managed Grid Middleware

According to our view of an infrastructure, infrastructure components are organised
or grouped into domains. The name “domain” attempts to indicate that it is an area
of responsibility and also serves to separate this infrastructural component view
from other users and organizations ideas such as virtual organizations—a virtual
organization might, for example, be built upon a collection of domains as shown in
Figure 1.

A domain is a group of computing resources that it is natural to manage collec-
tively; for example, it could be all of the resources in a small organization or
it could be the resources in a particular computing rack that share a network
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Domain A

Domain B

Domain C

Fig. 1. Different organizations A, B and C forming a virtual organization

connection via a shared network connection or switch. The identification and selec-
tion of domains is performed as part of infrastructure design with the intention of
identifying natural organizational units. A domain is our mechanism for providing a
simple and distributed collection of managed infrastructure components.

The (self) management of grid resources is performed at the domain level. A do-
main provides a mechanism by which a group of related resources (i.e. services or
applications) can be deployed and managed.

A domain may have sub domains. This hierarchical view enables requests to be di-
rected to high-level management components and split between the organization units
that are available within a domain—these high level components may enforce local
management rules or act as brokers by selecting the best available local domains for
deployment.

As shown in figure 2, each domain is managed using the core components of a
Software Manager, a Security Manager, a Software Repository and a Resource Man-
ager. A Resource Manger at the domain level is based on a single Registry but at the
Grid level, Resource Manager is based on Registry Federation. Resource Manager at
the grid level appears as a single logical Resource Manager of all the domains, to
which a software manager can issue a single request against multiple Resource Man-
ager and get a single response that contains results based on all the data contained in
all the registries.
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Fig. 2. Managed nodes being directed by the Managers

2.1 Software Manager

The Software Manager component takes a deployment request and performs the
specified deployment. A deployment request consists of the deployment action
and a configuration definition that enables management of the deployment action.
A deployment action can be the installation of software, the execution of a par-
ticular application, the deployment of a web/grid service, the un-deployment of an
application or web/grid service, the storage of a data source such as a database,
the un-deployment of a data source, the recovery of the data held in a data source,
or the deployment of a security definition, for example the modification of fire-
wall rules.

The Software Manager may require several deployment actions to fulfil a particular
user deployment action; for example, the deployment of a web service may require
the deployment of a specific Java environment, a web service container application,
applications or web services to support the user web service.

A portal provides a user interface where a user can upload a package by supply-
ing its configuration file—a web service provides the same functionality for an
application.

A deployment request may be in one of the following formats:

— A war file

— AnRPM

— A resource bundle for Globus container

— A resource bundle for OMII container

— A security configuration schema instance

— A data source bundle

— A meta tar file containing a combination of the above resources

The configuration definition specifies the required environment for the deployment.
The action of the Software Manager is to select a suitable host, deploy software to
that host that is required, deploy a security and the resources deployed.
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An example configuration file for deploying a simple web service might look like
this:

<config> e
<bundle> <dependencies>
<summary> <hardware>
<bundleType>rpm</bundleType> <cpu>
<systemPackagelnfo> <speed>1500</speed>
<vendor>none</vendor> </cpu>
<name>gridftp_transfer</name> <memory>512</memory>
<version>2.1</version> <storage>
<description>GridFTP</description> <freeSpace>15</freeSpace>
</systemPackagelnfo> <raid>5</raid>
<validFrom>12/02/07</validFrom> </storage>
<validTo>12/03/08</validTo> </hardware>
</summary> <software/>
<firewall/> </dependencies>
<callback><url/></callback> </bundle>

</config>

2.2 Security Manager

The Security Manager is responsible for configuring and maintaining security on
infrastructure components—currently this involves the deployment of digital certifi-
cates to enable user and host authentication, updating certificate revocation lists and
defining firewall rules.

The Security Manager keeps track of the status of the firewall on each of the man-
aged nodes with the help of an agent installed on them. When a service or application
being deployed has a particular security requirement, the Software Manager sends a
request to the infrastructure component of the Security Manager which performs the
necessary security modifications. A security modification that conflicts with the basic
security rules defined for an infrastructure component will cause a deployment re-
quest to be rejected; a modification that conflicts with rules deployed to support other
applications will result in a different infrastructure component being selected as the
deployment target. When a service or application is un-deployed, the security modi-
fications are also un-deployed.

2.3 Software Repository

A Software Repository is maintained to hold different versions of applications and
services that can be specified as software dependencies in the configuration file as
shown above. When a user submits a configuration file for deployment to the soft-
ware manager, the Software Repository provides the software to carry out the de-
ployment action. For example, a deployment of war file needs java and a web service
container. In this case war file will be provided by the user and the software reposi-
tory will provide dependent packages of java and web service container.
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3 Resource Manager

The convergence of grid computing and service oriented computing has enabled the
service registries to take on the role of a Resource Manager [8]. Job scheduling in grid
environments has taken a new form relating to the interaction between the service
provider and the service consumer, which is shown here in Figure 3.

) Submit Register
Find _ Register Job getlob

Provider
_ Return
Bind . . Result .

Fig. 3. Interaction diagram showing the interactions between the Service Provider and the
Service Consumer

Consumer

As the user demand on Grids becomes more agile and dynamic, service discovery
using static information is not enough and a need emerges for storing Quality of Ser-
vice (QoS) information inside service registries as well as a complete abstract map-
ping of compute resources. The compute resources should be mapped in such a way
so as to allow a consistent view and management of the resources and this mapping
may vary across different infrastructures.

3.1 Resource Mapping

The GLUE Schema [9] is an abstract modelling for Grid resources and mapping to
concrete schemas that is being used by most of the production Grids. Glue Schema is
widely used in most of the production grids. It has been integrated in number of Grid
middleware such as EGEE [10], LCG [11], OSG [12], Globus [13] and NorduGrid
[14]. We have represented the GLUE Schema as shown in Figure 4, inside the service
registry. A number of specifications for service registries such as UDDI [15], ebXml
[16] are available and their implementations are being used for web/grid service dis-
covery. For our middleware we chose the Universal Description, Discovery and Inte-
gration (UDDI) registry.

A web/grid service is represented inside the UDDI registry as a Business Service.
A service runs within a compute resource. These compute resources are mapped as
Business Entity inside the UDDI registry in a similar way as if they own the service.
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Fig. 4. GLUE Schema

As described in section 2, a site which consists of compute and storage resource is
considered as domain which is represented as a business entity. This site business
entity can have one or more compute resources and storage resources. The relation-
ship between the machine business entity and the service container business entity is
represented as a parent-child relation by using publisher assertions.

3.2 Architecture

An analysis of the individual and collective state of the compute resources can deter-
mine the performance of a Grid and enable (self) management activities to respond in
an efficient and directed manner; for example, if the Grid is performing poorly then
the Resource Manager should identify the compute resources which are contributing
to the poor performance and enable the activation of a reactive procedure. The
Resource Manager is named as Open Grid Manager (OGM). To achieve the above
objective, the OGM for each domain is composed number of components, namely

1) GridManagerAgents (GMA)

2) GridManagerServer (GMS)

3) Web based User Interface (GMUI)
4) UDDI Registry
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Fig. 5. Architecture of Open Grid Manager (OGM)

The GridManagerServer consists of two services — a Collector Service and a Query
Service. The GridManagerAgents are responsible for deducing a machine’s state and
reporting this to a Collector Service. The Collector Service collects state data from
nodes in a distributed environment and forwards this to the UDDI registry.

Each Managed Node registers itself by sending core information to the Collector
Service with the help of installed GridManagerAgent. The process of registration is
carried out by following steps as shown in the Interaction diagram Figure 6.

1) GridManagerAgent sends the core information to the Collector Service.

2) Collector Service of the GridManagerServer, upon receiving the core information
address, makes a create Business Entity call to the UDDI registry.

3) UDDI registry creates a Business Entity and sends back the business key to the
Collector Service.

4) Collector Service sends the Business Key back to the GridManagerAgent.

The GridManagerAgent uses the same Business key to continuously update the Busi-
ness Entity with dynamic information and Provider information. The process of up-
date follows the same steps. The frequency of update is configured via the GridMan-
agerAgent’s configuration file.

Apart from the resource information, a collector service also stores information
about deployments and un-deployments sent by the Software Manager which is con-
sidered as static data, as it doesn’t change frequently. Whenever a deployment request
is made to the Software Manager, the manager sends the information about the de-
ployment request to the Collector Service. Upon receiving the deployment request
and the IP address of the machine on which it is to be deployed, the Collector Service
creates a business entity with the resource name, which is a child of the Business
Entity representing the machine on which it is deployed.
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Fig. 6. Interaction between the different components of OGM

For example, while deploying packages such as Grid-FTP, the Software Manager
sends information such as the port on which the deployed packages will be running, a
username and their associated credentials. When the Collector Service receives this
information, it is stored inside the UDDI registry as a Business Entity. These Business
Entities have descriptions of transport packages and are children of the Machine En-
tity on which they are installed.

The Query Service is responsible for answering the queries sent by the software
manager. The Software Manager can send queries:

1) To check which machines satisfy certain hardware requirements.

2) To ascertain what packages are already deployed on a given machine. This can
help the software manager to discover which machines satisfy the software de-
pendency requirements of a given package to be installed.

To make the domain fault tolerant, the domain operator can keep a backup of their
domain registries using database mirroring. In case of a failure of the Resource Man-
ager in a particular domain, a Collector Service and a Query Service is installed and
configured to use the stored backup data. Thus the domain manager can roll back to
its state just before the failure.

3.3 Federation of Registry

In large distributed grid environments, a single registry can degrade the performance
of the whole system as number of clients becomes too large. Also, it becomes a single
point of failure, as the whole system depends on the single registry. To make the sys-
tem more scalable, multiple registries should be utilized.

The latest UDDI version 3 [17] specifications promotes a replication model of data
for multiple registries to enable a single view of multiple registries; such a replication
model is not suited to the grid environment.

It is preferable that each domain in the federation would have complete autonomy
of the data related to the domain. Each domain operator should be able to configure
what data to share and with whom it is to be shared. Thus replication between regis-
tries owned by multiple independent operators is more complex but more relevant in a
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Grid environment which is targeted at cooperating yet independent stake holders.
Such a setup requires communication between individual registries to synchronise
registration data.

Replication adds communication traffic between the registries for keeping registra-
tion data in sync. There is a trade-off between the amount of traffic and the timeliness
of the replicated data. If changes to the registration data are propagated to all regis-
tries immediately, all registries will have a more or less consistent and current view of
the service setup, resulting in a large amount of traffic between the registries. If the
registration updates are propagated less frequently and in batches the traffic size de-
creases (as communication set-up costs are averaged over all changes), but registries
will be out of sync for some time. Depending on the application domain, inconsisten-
cies may or may not be tolerable.

Although replication enables scalability, the load is not distributed automatically.
Registration is performed at the domain registry but queries can arrive at any of the
participating registries. Which registry is to be used is decided by the Query Peer.
Load distribution is taken care by the cluster of Query Peers, each of which maintains
a list of possible registries. After initial setup, the list could be maintained by auto-
matically updating it with the information from the registry to use.

Each replicated registry keeps a copy of the complete registration data of the whole
system. The advantage is that every registry can answer a query by just looking at its
database. However a disadvantage of this approach is the large amount of data which
may be kept at every site. In our approach, each registry keeps only a subset of the
registration data and can only answer query relating to that subset. The data distribu-
tion is based on locality.

As the registration data is distributed across registries, multiple registries are in-
volved in answering a query. Orchestrating the devolved registries is performed by
the Query Peer which knows all the registries that have answers to their query.

4 Use Case

As part of its core business, a Financial Company analyses Stock Market data from
each of the world’s main Stock Exchanges. This depends heavily on process and data
intensive computations for Risk Management purposes. Feeds are received from each
of the exchanges which are fed into a high performance financial database. A number
of databases are also maintained containing historical financial data. A number of
financial calculations are performed, such as Implied Volatility calculations, on each
portfolio managed by the company using the data held in each of the databases.

This system works well for the company on a day-to-day basis. However, to allow
them to react more quickly to changes in stock prices as a result of unforeseen major
world events, the company would like the option to bring in additional computation
power and resources as required. This would enable the Financial Company to react
more quickly than their competitors, performing all the additional calculations re-
quired to obtain results in near real time, thus gaining a market advantage for their
clients.

A system such as the one provided by the Self Managing Middleware described in
this paper would clearly benefit this company when they need to react quickly to



296 S. Wasnik et al.

unpredictable events. Once the increased activity within the stock exchanges has been
identified, the company could increase their computational power by quickly deploy-
ing additional services to a 3" party hardware provider and running some calculations
from there. This would require transport services to be deployed both at the com-
pany’s home location and the 3" party hardware provider’s location so that the high
performance financial databases could be deployed onto the additional machines.
Three databases are required to perform the calculations. One database is required for
capturing the data from the live feeds, one database for the intra-day data and another
database where historical data is stored. Services which undertake the calculations
could then be deployed and initiated, the various calculations performed and the re-
sults transported back to the Financial Company for dissemination or use by another
application. When the additional capacity was no longer required, the services and
databases deployed to the 3" party hardware provider would be un-deployed.

The Financial Company would be able to impose certain conditions on where their
data and services were deployed to. Certain financial regulations imposed upon the
Financial Company dictate that the data cannot leave the United Kingdom. The Fi-
nancial Company may also impose certain restrictions such as ‘Don’t deploy services
or data onto machines owned or managed by one of our competitors’. Information
such as this can be included in the configuration file sent with the bundle to be de-
ployed. The Self Managing Middleware enables the Company to have immediate
access to additional computational power when required without having to maintain
this hardware on a day to day basis.

Secure on-demand provisioning of Risk Management capabilities represents a real
and valuable next step for the financial services industry to increase competitiveness
and reduce costs. It is also relevant to service provision and consultancy companies
currently competing in the international market.

5 Conclusion

In this paper we have discussed the use of Self Managing Software and a Resource
Manager to enable the management and control of large-scale grid infrastructures. In
the Belfast e-Science centre we have deployed this software in the field for approxi-
mately a year and it is an integral part of the testing development of grid of our large-
scale commercial projects.

References

1. Foster, L., Gieraltowski, J., Gose, S., et al, : The Grid2003 Production Grid: Principles and
Practice. Proc. 13" IEEE Intl. Symposium on High Performance Distributed Computing
(2004) 236-245.

2. http://www.coregrid.net

3. Foster, I., Kesselman, C., Nick, J., Tuecke, S., : The Physiology of the Grid: An Open
Grid Services Architecture for Distributed Systems Integration. Open Grid Service Infra-
structure WG, Global Grid Forum (2002).

4. Qi, Li., Foster, 1., Gawor, J.,: HAND: Highly Available Dynamic Deployment Infrastruc-
ture for Globus Toolkit 4. Submitted for publication (2006)



Self Managing Middleware for Dynamic Grids 297

Watson, P., Fowler, C., Kubicek, C., et al, : Dynamically Deploying Web Services on a
Grid using Dynasoar. Proc. 13™ IEEE Intl. Symposium on Object And Component-
Oriented Real-Time Distributed Computing. ISORC 2006, April (2006)

Kephert, J., Chess., D. : The Vision of Autonomic Computing. Computer. Vol. 36 Issue 1.
(2003)

Sahai, A., Durante, A., Machiraju, V. : Towards automated SLA management for web ser-
vices. Research Report HPL-2001-310(R.1) Hewlett-Packard laboratories Palo Alto.
(2002)

Joseph, J., Ernest, M., Fellenstein, C.: Evolution of Grid Computing architecture and Grid
adoption models. IBM Syst. J. 43, 624-625 (2004)

. Andreozzi, S., Burke S., et al: GLUE Schema Specification version 1.2 (2005)
10.
11.
12.
13.
14.
15.
16.
17.

Enabling Grids for E-sciencE Project http://www.eu-egee.org/

LHC Computing Grid Project http://lcg.web.cern.ch/LCG/

Open Science Grid http://www.opensciencegrid.org/

http://www.globus.org/

http://www.nordugrid.org/

Bellwood, T., UDDI Version 2.04 API Specification

http://www.ebxml.org

Bellwood, T., UDDI Version 3.0 Spec Technical Committee Specification July (2002)



Adaptive Workflow Scheduling Strategy
in Service-Based Grids*

JongHyuk Lee', SungHo Chin', HwaMin Lee”, TaeMyoung Yoon',
KwangSik Chung’, and HeonChang Yu'**

" Dept. of Computer Science Education, Korea University
{spurt, wingtop, tmyoon, yuhc}@comedu.korea.ac.kr
% The Korean Intellectual Property Office
hwamin@kipo.go.kr
3 Dept. of Computer Science, Korea National Open University
kchung0825@knou.ac.kr

Abstract. During the past several years, the grid application executed same jobs
on one or more hosts in parallel, but the recent grid application is requested to
execute different jobs linearly. That is, the grid application takes the form of
workflow application. In general, efficient scheduling of workflow applications
is based on heuristic scheduling method. The heuristic considering relation
between hosts would improve execution time in workflow applications. But
because of the heterogeneity and dynamic nature of grid resources, it is hard to
predict the performance of grid application. In addition, it is necessary to deal
with user’s QoS as like performance guarantee. In this paper, we propose a
service model for predicting performance and an adaptive workflow scheduling
strategy, which uses maximum flow algorithms for the relation of services and
user’s QoS. Experimental results show that the performance of our proposed
scheduling strategy is better than common-used greedy strategies.

Keywords: adaptive grid scheduling, workflow, maximum flow.

1 Introduction

In the mid 1990s, Grid computing has emerged as an important new field,
distinguished from conventional distributed computing by its focus on large-scale
resource sharing, innovative applications, and high-performance orientation [1]. Grid
computing system [2] consists of large sets of diverse, geographically distributed
resources that are grouped into virtual computers for executing specific applications.
In common Grid computing, resource components could be processes, processors
within a computer, network interfaces, network connections, entire sites, database, file
system and specific computers. Today, Grid computing offers the strongest low cost
and high throughput solutions [1, 2] and is spotlighted as the key technology of the
next generation Internet. Grid computing is used in fields as diverse as astronomy,
biology, drug discovery, engineering, weather forecasting, and high-energy physics.
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Recently, the Grid and Web Service are converging as WSRF (Web Service-Resource
Framework)[3] that defines a system for creating stateful resources between Web
services in terms of an implied resource pattern. The current methodology in Grid
computing is service oriented architecture.

In service-based Grids, Grid resources are virtualized as services(e.g., database,
data transfer). So the Grid not only provides computational resource and data
resource, but also supports logic application that cooperates with services integration
with the composition of the Grid service. Instead of application executing a single job,
Grid application consists of a collection of several dependency services. Therefore,
many grid applications belong to the category of workflow application. Most of
science and business grid applications take the form of linear workflow structure.
That is, the science grid application is a parameter sweep application processed using
same code for different data, and the business grid application is a transaction
application that queries at databases, processes data, and stores in database. Because
of processing data in parallel with extensive parameter bounds, workflow application
is of benefit to performance. In service-based Grids, it is necessary to consider a
relation of services for execution performance because a linear workflow application
executed parallel jobs via several services on one or more hosts.

It is easy for workflow structure not only to compose services but also to visualize,
verify, schedule, execute, and monitor services. Many kinds of workflow
management systems are developed for grid workflow applications. There are two
steps for producing workflow. The first step is a service composition to use workflow
language and the second step is a scheduling to map sub-task to service. In general, an
efficient scheduling of workflow applications is based on heuristic scheduling
method. The heuristic considering relation between hosts would improve execution
time in workflow applications. But due to the heterogeneity and dynamic nature of
grid resources, it is hard to predict the performance of grid application. In addition, it
is necessary to deal with user’s QoS like performance guarantee.

In this paper, we propose service model for predicting performance and adaptive
workflow scheduling strategy, which uses maximum flow algorithms for considering
the relation of services and user’s QoS.

The rest of the paper is as follows. In section 2, we state a scheduling problem and
propose a service model for predicting performance. Section 3 describes the novel
strategy to execute the workflows adaptively. In section 4, we present an experimental
evaluation of our scheduling by comparing it with existing scheduling strategies.
Section 5 presents related works. In section 6, we conclude the paper and discuss
some future works.

2 Problem Statement

Workflow scheduling system is to translate application task graph into service graph
in computing environment.

2.1 Task Graph

A task graph is an abstract workflow that represents an application as a general model
of directed acyclic graph. It is represented as follows;
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G' = (VT’ ET)
V" : the set of tasks
E" : the set of edges between tasks that represent a partial order among them

The fact that an edge e;; is a partial order between task v; and v; means that a task v;
is executed after completing a task v;. In case a task v; and v; are a same parent, two
task can be executed parallelly. Representing G' as matrix M of size v xv, d;; is a
computation cost of v;, and d;; is a communication cost between v; and v;. In this
paper, we assume that a task graph implies a start task and a end task.

2.2 Service Graph

A service graph is an directed weighted graph of services in grid computing
environments. It is represented as follows.

GS = (VS, E)

VS {s1, 85 ..., 5,} the set of services that can be executed at available node

E® : the set of edges between services

A service graph is a complete connected graph. V° denotes a computation
performance and E° denotes a communication performance between services. A k-th
service node that executes service s; is ;. The computation cost of task v; at service
sik 18 wijr. If service s;, can’t execute task v;, then w;;;, = ©°. The communication cost
between service node s, for task v; and s, for v; is ¢; , jj n k-

2.3 Performance Criteria

Application completion time is consist of computation time and communication time.
We assume that grid application executes task #; and #, sequentially. A task graph is
composed with two nodes and one edge between them. That is, G" = ({t}, &}, E"). For
mapping this task graph to service graph, we have to search service s; and s, that can
process task #; and f,. That is G = s, s}, ES). If service s; completes before
communicating with s,, completion time of this application is defined as follows.

completion time = communication time(A, s;) + computation time(s;) +
communication time(s;, ;) + computation time(s,) + communication time(s,, (D)
A) + computation time(A)

Grid application A invokes service s; and the result of service s; is sent to service
s,. Service s, processes a task and the result of service s, is sent to grid application A.
In practice, completion time is determined according to a node that a service is
executed in. Therefore, completion time of a node about some service should be
predicted and be applied for mapping task graph to service graph.

For predicting completion time of grid service, it is necessary to select optimized
service according to performance model described the characteristics of service and to
compose workflow. In addition, we need to consider not only scheduling using
information of physical resource, but also supporting user’s QoS. Hence, in this
paper, the performance model is considered as follows.
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= service static model : considering a static information of resources like CPU,
memory, disk space, and network bandwidth.

= service dynamic model : Owing to influencing service performance by
resource capability directly, considering a dynamic information of resources
like available CPU, available memory, available disk space, available network
bandwidth, and network latency. We also consider the predicted resource
status using service patterns like service reservation, frequency of service use,
and service throughput.

Since Grid is free of participation and withdrawal of a node, it is necessary that
grid service scheduler predicts the performance of a service and applies it
dynamically. In this paper, we use a statistical method to predict the performance of a
service. Regression is a statistical method that supports relationships between
variables and is an appropriate method for predicting an effect about a cause. In
regression, the dependent variable( y ) that is an effect and the independent

variable( x ) that is a cause denote as X — y . That is, the relation between x and y is
represented as follows;

y=p8+pBx+¢€ 2)

where ﬁo is a constant; ﬁl is a coefficient of regression; £ is an error rate.

After regression analysis, we can determine a relationship between a dependent
variable and an independent variable. If we applied this regression technique with
performance as a dependent variable and each resource status as an independent
variable, we can predict the performance of a service that participates newly in Grids
using existing regression coefficient. In our work, we use a multiple linear regression
that allows the modeling of multiple independent variables, which are information of
resources defined by service model in Grids.

We consider static and dynamic physical elements x; such as CPU, memory, disk

space, network bandwidth, service reservation, frequency of service use in a service
model. The service throughput (y ), the equation applied these elements to multiple

regression, is as follows.

n

Vo=By+ D Bx, +€ 3)

i=1

where ﬂo is a constant; ,B[ is a coefficient of regression; n is a count of elements; &

is an error rate.

Table 1 is an example data for performance model using multiple linear regression
that is executed in same service. The Independent variables are CPU, CPU available,
memory available, disk available, and network bandwidth. The dependent variable is
throughput. Table 2 is a model summary that multiple linear regression is done. As
shown in Table 2, this model can be explained well because coefficient of
determination(R Square) is 0.971. That is, the strength of the linear association
between independent variables and dependent variable of this model is high. As
shown in Table 3, F-test is 93.634 and significant probability is 0.000. Therefore, the
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one of regression coefficients in the population is not O at least. Table 4 is regression
coefficients about each independent variable. We can predict a throughput of new
entrance node using these coefficients.

Table 1. Example data for performance model

CPU Memory Disk Network
cPU available _available | available | bandwidth | oroushput
1600 .80 234 3320 25 40
1800 40 346 4592 35 28
2000 .60 78 9295 29 33
2400 40 321 2934 90 34
1600 .50 398 2039 34 45
3000 .30 455 3945 10 36
Table 2. Model summary
Adjusted R Std. Error of
R R Square Square the Estimate
.985(a) 971 961 3.678
Table 3. ANOV A(Analysis Of Variance between groups)
Sum of .
Squares df Mean Square F Sig.
Regression |  6333.602 5 1266.720 93.634 .000
Residual 189.398 14 13.528
Total 6523.000 19
Table 4. Coefficients
Unstandardized Standardized
Coefficients Coefficients
t Sig.
B Std. Beta '€
Error
(Constant) -41.266 5.793 -7.124 .000
CPU .016 .002 510 8.863 .000
CPU_available 64.981 5.261 724 12.350 .000
memory_available .026 .004 .339 5.826 .000
disk_available .000 .000 .037 704 493
network_bandwidth 015 .037 022 A17 .683
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3 Adaptive Scheduling Using Dynamic Maximum Flow Algorithm

It is important to select a computation node and a data node for minimizing overall
job completion time. It is necessary to minimize completion time for processing data
and communication time between computation node and data node. Moreover, it is
essential to optimize use of resource through scheduling algorithm. Our objective is to
minimize overall job completion time and to optimize use of resource. For our
objective, we present an adaptive scheduling using dynamic maximum flow algorithm
that finds a flow of maximum value in flow network G with source s and sink 7.

The adaptive workflow scheduling algorithm presented in Algorithm 1 works as
follows. The input of WorkflowScheduling in Algorithms 1 is task graph G' and
service level agreement SLA which involve user’s QoS. G' is mapped to service
graph G® by SLA and resource performance criteria. Then Algorithm 2 is invoked
with G%. MaximumFlow in Algorithm 2 is based on Ford-Fulkerson method[9] which
finds some augmenting path p and increases the flow f on each edge of p by the
residual capacity cfp). Algorithm 3 based on breadth-first search is to find
augmenting path in residual network of G°. FindAugmentingPath in Algorithm 3
assumes that the input graph G is represented by adjacency lists in descending order
by sufferage heuristic value. Migration in Algorithm 1 is a function that migrates the
tasks through comparison of flow before rescheduling with flow after rescheduling if
a performance guarantee is violated. After all tasks executed, scheduler updates
service’s makespan(e.g. throughput) for performance criteria.

WorkflowScheduling (GT, SLA)

GS <« Find available services satisfied SLA about GT
MaximumFlow (GS)
while all tasks not executed
do Fetch task
if a performance guarantee is violated
then do update VS[GS]
MaximumFlow (G*) // rescheduling
Migration(G®, GS;rey)
update service'’s makespan

Algorithm 1. Workflow Scheduling

MaximumFlow (GS) // find maximum flow about workflow GS
for each edge (s;, sj) j ES[GS]
do f[s;, sj] 0
f[Sj, Si] 0
while (there exists a path p from start service to end
service in the residual network GS)

// min{ce(s;, s5) : (si, s5) is in p}
do c¢(p) FindAugmentingPath (GS, source, sink)
for each edge (s;, sj) in p
do fls;, sjl fls;, s3] + ce(p)
f[Sj, Si] —f[Si, Sj]

Algorithm 2. Maximum Flow



304 J. Lee et al.

FindAugmentingPath (GS, source, sink)
for each vertex u j VI[GS] - {source}
do color([ul] WHITE
color[sourcel] GRAY
Enqueue (Q, source)
c¢[source] -1
while Q # 0
u = Dequeue (Q)
// Adj[u] is sorted by sufferage value
for each v j Adj[ul]

do if (color([v] == WHITE &&
capacity([ul] [v] - flow([u][v] > 0)
then color|[v] GRAY
Enqueue (Q, V)
ceglvl = u
color[u] BLACK

return Cg;

Algorithm 3. Find Augmenting Path

For example, assume that Grid application A is composed of task Tg, T¢, and Tp.
The number of service nodes for tasks Tp, T¢, and Tp is 2, 3, and 1 respectively. The
linear workflow and the workflow mapped service are represented in Fig. 1. The edge
capacity of workflow is calculated by performance criteria.

A
SB,1 Sc,1
—_—
Ts Te To service
mapping As Sc,z S|],t
A — T —> T — T
SB;Z SC,3
Fig. 1. Linear workflow and workflow mapped service
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Fig. 2. Result through performance modeling and maximum flow
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Fig. 2(a) is a result through performance modeling and MaximumFlow in
Algorithm 2. The edge of workflow denotes ‘flow/capacity’. The capacity of 70
between A, and Sg; means that Sg; can process requested job of A at the throughput
rate of 70. If a performance guarantee is violated, the workflow scheduler reschedules
after updating current capacity of workflow. Fig. 2(b) is the result of rescheduling. As
shown in Table 5, the maximum flow increases. If the maximum flow decreases, it
means that a new service node should be added.

Table 5. Service order and comparison of flow before rescheduling and flow after rescheduling

Service order Flow before rescheduling Flow after rescheduling

AsBCaD, 10 10
AsB,C\D, 20 20
AsB,C3D, 15 15
AsB,CD, 14 14
AsB,C,D, 10 10
AsB,C3D, 6 15

4 Experiment

Although experiments and performance evaluations need to be performed in a
practical large-scale grid platform, it is difficult to build a large-scale grid platform
and to experiment repeatedly. Therefore, we simulate our scheduling algorithm using
SimGrid toolkit and experiment performance of real grid application implemented a
service based virtual screening system in practical small-scale grid environments.

Simulation scenario is classified into two categories: adding service and adding
task. In this paper, we compare our scheduling with greedy heuristic scheduling that
allocates more tasks to node with better performance. Performance prediction
scheduling is greedy heuristic scheduling with performance model described in this
paper. Experiment workflow is a generic science workflow that searches, downloads,
processes data, and stores result in Fig. 1.

4.1 Performance Evaluation According to the Number of Nodes for Services

In Grid workflow, the number of nodes for service A requesting workflow is 1, the
number of nodes for service D collecting results is 1, the number of nodes for service
B is 3, and the number of nodes for service C is 5, 10, 15 in each experiments. The
number of tasks is 5,000. Fig. 3 shows the result of evaluation. As shown in Fig. 3,
our scheduling is better than other algorithms by 15% ~ 20%. The difference of
execution time between case that the number of nodes for service C is 10 and case
that the number of nodes for service C is 15 is small. It is because the collection of
service C could process mostly data from the collection of service B in the former.
Therefore, although the number of nodes for service increases in some collection of
service, the efficiency of performance doesn’t increase. Through our scheduling, we
predict a sudden change of efficiency in that the number of nodes for service C is 10.
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Fig. 3. Result of performance evaluation according to the number of nodes for service C

4.2 Performance Evaluation According to the Number of Tasks

In Grid workflow, the number of nodes for service A requesting workflow is 1, the
number of nodes for service D collecting results is 1, the number of nodes for service
B is 3, and the number of nodes for service C is 10. The number of tasks is from
1,000 to 11,000 at intervals of 2,000. Fig. 4 shows the result of evaluation. As shown
in Fig. 4, our scheduling is better than other algorithms by 10% ~ 15%.
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Fig. 4. Result of performance evaluation according to the count of tasks

4.3 Performance Evaluation in Real Grid Application

We implemented a service-based virtual screening system which is one of large-scale
scientific applications that require large computing power and data storage capability.
A virtual screening is the process of reducing an unmanageable number of
compounds to a limited number of compounds for the target of interest by means of
computational techniques such as docking [10, 11]. Thus this application suits with
Grid computing technology which supports a large data intensive operation.
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We experimented our virtual screening system in a testbed that consists of 15
computation nodes and 5 data nodes. We performed docking jobs with 30,000 ligand
molecules on a target receptor. Fig. 5 shows the comparison of execution times as the
number of docking jobs increases. We compared three different approaches to execute
docking jobs. The first approach is to execute docking jobs on only single node which
has the best computing performance. The second approach is to execute docking jobs
on selected 5 computation nodes. We selected 5 computation nodes according to high
computing performance. The third approach is to execute docking jobs using our Grid
service-based virtual screening system applied our scheduling. Fig. 5 shows that the
performance of our virtual screening system is better than other approaches. When
30,000 docking jobs were executed, the execution time of first approach was 587,541
seconds, the execution time of second approach was 221,516 seconds, and third
approach was 162,964 seconds.
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Fig. 5. Comparison of execution time for three cases

5 Related Works

Grid Scheduling is a superscheduling[4] or metascheduling that is the process of
scheduling resource where that decision involves using multiple administrative
domains. Scheduling is classified into a static scheduling and a dynamic scheduling
according to a point of scheduling time. The static scheduling resolves the order of all
jobs before executing jobs. The dynamic scheduling can modify the order of jobs in
runtime.

In [5], Muthucumaru et al gives an overview of two types of mapping heuristics:
on-line and batch mode heuristic. These heuristics are dynamic mapping heuristics for
a class of independent tasks in heterogeneous distributed computing. In online mode,
mapper allocates tasks to resources as soon as it arrives at the mapper. In batch mode,
mapper collects tasks until calling mapping events and allocates tasks to resources
after calling mapping events. In particular, sufferage heuristic is newly proposed,
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which is different with min-min, max-min heuristic[6]. Sufferage value is defined as
difference between minimum earliest completion time and second earliest completion
time. In [7], Casanova et al extends sufferage heuristic as Xsufferage. In XSufferage,
the sufferage vaule is computed not with minimum earliest completion time, but with
cluster-level minimum earliest completion time, which is important in Grid
environment. In [8], Eduardo et al proposed the GridWay framework which executes
and schedules efficiently parameter sweep application in Grid environment. This
framework applied adaptive scheduling to reflect the dynamic Grid characteristic,
adaptive execution to migrate running jobs to better resource, and reuse of common
file to reduce file transfer overhead. [S] and [7] are a static scheduling and [8] is a
dynamic scheduling. But [5], [7], and [8] can’t support the form of workflow. In this
paper, we support the dynamic scheduling of dependent task using sufferage value.

6 Conclusion

In this paper, we proposed adaptive scheduling strategy for parallel execution of a
linear workflow considering dynamic resource in service-based Grids. We presented a
performance model using regression technique and an adaptive scheduling strategy
using maximum flow algorithm. Our experiments showed that our scheduling is better
than other algorithms.

In the future, we plan to investigate our scheduling strategy at commercial point of
view as shown in performance evaluation according to the number of nodes for
services. We also plan to work on applying not only linear workflow but also complex
workflow.
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Abstract. It is important to debug unintended data races in OpenMP
programs efficiently, because such programs are often complex and long-
running. Previous tools for detecting the races does not provide any
effective facility for understanding the complexity of threads involved in
the reported races. This paper presents a thread visualization tool to
present a partial order of threads executed in the traced programs with
a scalable graph of abstract threads upon a three-dimensional cone. The
scalable thread visualization is proved to be effective in debugging races
using a set of synthetic programs.

Keywords: OpenMP programs, data race debugging, scalable thread
visualization, three-dimensional visualization.

1 Introduction

OpenMP program model [I4] is an industry standard of parallel programming
model which supports Fortran and C language. However, it is still more diffi-
cult to debug OpenMP programs than sequential programs, because unexpected
non-deterministic executions may be incurred from unintended data races [12]
and such programs are often complex and long-running with a huge number of
threads and accesses to shared variables. Thus these problems make users still
difficult to debug races efficiently.

Thread Checker [45/T6] of Intel Corporation is a unique tool to detect thread-
ing errors including data races in the relaxed sequential program which is a kind
of programs parallelized only with OpenMP directives. During a sequentially
monitored execution, Thread Checker projects the parallel memory traces of
logical threads derived from the annotated sequential memory trace, and de-
tects threading errors including races while every instruction in the program is
executed. But this tool does not provide any effective facility for understanding
the complexity of threads involved in the reported races.

This paper presents a thread visualization tool to represent the partial order
of threads in the traced OpenMP programs with a scalable graph of abstract
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threads upon a three-dimensional cone. We consider OpenMP programs which
may include critical sections and nested parallelism. The visualization on three-
dimensional cone makes it overcome the limitation of visual space on one plane
and use an execution graph [IITI] to represent effectively a partial order over
threads. This tool solves the visual complexity using the abstract visualization
which replaces a set of events with an abstract symbol and provides the thread
information which is traced by RaceStand [9], an on-the-fly race detection tool.
The abstraction concept reduces the space complexity of thread visualization and
helps programmers to understand the complex structure of threads effectively.
We experimented this visualization tool on a Windows-XP computer based on
Pentium-4 using Visual C++ and OpenGL libraries.

Section 2 illustrates data races that occur in OpenMP programs, indicates the
problems of the previous tool for debugging races. Section 3 presents the design
concepts of our scalable thread-visualization tool. Section 4 shows the screen-
shots of the implemented tool using a set of synthetic programs to demonstrate
that scalable thread visualization is effective to debugging races efficiently. The
last section includes conclusions and future work.

2 Background

This section illustrates data races which occur in OpenMP programs and intro-
duces the problem of the previous tools, Thread Checker and RaceStand, that
detect data races.

2.1 OpenMP Program

OpenMP [14] is an industry standard model of shared memory with a set of direc-
tives and libraries that extend standard C/C++ and Fortran 77/90. OpenMP
can easily convert sequential programs into parallel programs using OpenMP
directives, and can provide scalable parallel programs using the orphan direc-
tive to make coarse-grain parallelism. The OpenMP directives include paral-
lelism directives and synchronization directives. The parallelism directives in-
clude “#pragma omp parallel for” for parallel loops and “#pragma omp section”
for parallel sections. We consider the parallel loop as an example of parallelism.
If there is no other loop contained in a loop body, the loop is called an innermost
loop. Otherwise, it is called an outer loop. In a nested loop, an individual loop can
be enclosed by many outer loops. The nesting level of an individual loop is equal
to one plus the number of the enclosing outer loops. The nesting depth of a loop
is the maximum nesting level of loops in the loop. The synchronization directives
include “#pragma omp atomic,” “#pragma omp barrier,” and “#pragma omp
critical” that control an execution order among threads. OpenMP also provides
library functions and environment variables that can control run-time execution
of programs. For example, two logical threads are created by “#pragma omp
parellel” through line 11 and line 13 of Figure [l Due to “#pragma omp for
private(i, y, z)” of line 12, the created thread takes the specified job in the loop
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10:

11: #pragma omp parallel

12: #pragma omp for private (i,y,z) 1 2
13: for (i=1 ; ¢ < 3 ; i++) {

14:  if (==1) {y = + 2; L
15: #pragma omp critical(Ll) Ll

16: z=x+ 2, x=9+2;

17: } else {

18: #pragma omp critical(Ll)

19: r =100; y =x + 1;

20: 1} g)

21: printf("x value = %d ", x); T

22:

Fig. 1. An OpenMP Parallel Program and its POEG

body from line 14 to the brace of line 20, in which, the index variable ¢ is a pri-
vate variable used in each thread, and the integer variable z is a shared variable
shared by the two threads.

Data races may occur in the program of Figure [Il during its program exe-
cutions. First, we assume that the variable x has zero as an initial value. The
statements of line 14, 15, and 16 are executed by the first thread of the two
created threads and the statement of line 18 and 19 are executed by the sec-
ond thread. Unintended races do not exist toward the variable x between line
16 and line 19, because these two blocks are protected as critical sections by
“#pragma omp critical(L1).” However, regarding the read access in the state-
ment of line 14 and the write access to the shared variable x in the statement
of line 19, the random speed of two threads may make the value of variable x
in the statement of line 21 become 100 or 104 nondeterministically. It is be-
cause these two accesses are involved in a race which include at least one write
access without proper inter-thread coordination for the accesses to the shared
variable x.

The right of Figure [[l shows an execution instance of the program in Figure [I]
by means of a directed acyclic graph called Partial Order Execution Graph
(POEG) [II. A vertex of POEG means a fork or join operation for parallel
threads, and an arc started from a vertex represents a thread started from the
vertex. The access » and w drawn with small disks upon the arcs represent a
read and a write access which access a same shared variable. A number attached
to each access indicates an observed order, and an arc segment delimited by the
symbols {M, U} means a critical section protected by the lock variable L1. With
POEG, we can easily understand the partial order or happened-before relation-
ship [I0] of accesses occurred in an execution instance of programs. POEG of
Figure [Il makes it easy to understand that rl and w4 are involved in a race,
because it shows that 1 in thread 7'1 and w4 in thread T2 are concurrent with
each other, and r1 is not protected by any lock variable.
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Fig.2. An Example of RaceStand Traces and Labeling Information in POEG

2.2 Race Detection Tools

The projection technique of Thread Checker [I5IT6] for OpenMP programs col-
lects execution information obtained during the compilation of program and
checks data dependency detected during the sequential run-time of program.
This technique is applied only to the relaxed sequential OpenMP programs [10]
which provides only OpenMP directives for parallelism. Thread Checker detects
races as follows. First, when the programs written in OpenMP directives are
compiled by Intel C/C++ Compiler [3], a part of this tool integrated in the
compiler modifies the programs to trace the information related to OpenMP
directives and shared variables into an exclusive database. Second, when the
complied program is executed sequentially, the tool uses the traced information
in the database to check data dependency of accesses to shared variables when-
ever an OpenMP directive is located. Last, the tool reports the accesses as races
if it satisfies an anti, flow, or output data dependency except an input data
dependency.

Unfortunately, Thread Checker has some problems. First, although r1 and
w4 are involved in a race in the POEG of Figure[Il this tool can not report the
race because it ignores access r1 involved in the race. Second, this tool does not
provide any effective information about the dynamic view of the detected races.
This kind of reporting is difficult for users to understand the detected races and
debug effectively OpenMP programs, because it does not provide any facility for
understanding the complexity of threads involved in the reported races.

RaceStand [9] can verify the existence of races in OpenMP programs using
a set of scalable thread-labeling techniques [2/T3] and protocol techniques [2/TT]
for detecting races. The labeling techniques generate information called label for
logical concurrency among the created threads during a program execution. A
label is a unique identifier of thread, and is used to detect races because any
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two labels can be compared to identify the logical concurrency between any two
threads. The protocol techniques detect races by comparing the label of the
current access with that of the previous accesses that are saved in a shared-
data structure called access history whenever an access occurs in a thread. An
access history consists of a set of mutually-concurrent accesses occurred in a
program execution. These protocols guarantee to detect at least one race [12] if
any in their corresponding model of programs. Unfortunately, RaceStand does
not provide any effective information about the dynamic view of the reported
races.

3 Scalable Thread Visualization

For a visual environment which can help users to debug races effectively using
the additional information traced by RaceStand, this section presents two func-
tion modules for thread visualization and two abstraction concepts for scalable
visualization.

3.1 Thread Visualization

Our tool visualizes a partial order of threads executed in the traced programs
through a scalable graph of abstract threads upon a three-dimensional cone to
help programmers to debug races intuitively. This tool requires the levels of
nested parallelism and the thread information generated by RaceStand. The
nesting levels can be traced whenever a join operation occurs in an execution.
The thread information includes the thread labels generated whenever a par-
allel or synchronization directive is executed. The table of Figure [2] shows the
information traced in an execution of OpenMP program captured with POEG
in Figure 2l In the figure, the nesting depth is three since the nesting levels of
T1 and T2 are one, the nesting levels of T'3, T4, T'5, and T6 are two, and the
nesting levels of T'7 and T'8 are three. Each thread label in the right POEG of
Figure Pl is a English-Hebrew (EH) label [13].

Our tool consists of two function modules: The Cone Visualizer and The
Thread Visualizer. The Cone Visualizer parses the trace of nesting levels and
then draws a three-dimensional cone by calculating the nesting depth and the
number of multi-way loops which are defined as executed serially in a thread
at each nesting level. The number of multi-way loops executed in a thread at a
nesting level ¢ is the number of ‘J;’s generated by the thread, where J means a
join operation and an integer ¢ means a nesting level less than 7. The maximum
value of 7 is the nesting depth. The table of Figure[2 shows a trace of four nesting
levels, by which the nesting depth is three because the maximum level is three.
In the initial thread or 76, the number of multi-way loops is one, and the thread
T2 executed two multi-way loops.

The Thread Visualizer parses the thread information and then draws the
threads on the three-dimensional cone. The thread information consists of seven
elements: source line number, event type, EH-label, loop index, nesting level, lock
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Fig. 3. The Abstract Visualization

variables, and for-statement information. The source line number identifies the
source code location at which the threads occurred. The event type expresses a
type of operations occurred in the execution: I-type for the initial thread, F-type
for a fork operation, J-type for a join operation, C-type for a lock operation,
and U-type for an unlock operation. An EH label is a thread label created by
English-Hebrew Labeling scheme [I3]. The table of Figure 2l shows an example
trace of thread information.

3.2 Scalable Visualization

This section presents the concepts of space abstraction and thread abstraction
for scalable three-dimensional visualization using the traced information. To il-
lustrate an abstract visualization, we use the visualization information shown in
POEG and the table of Figure 2l

The space of thread visualization is represented with a three-dimensional cone
which is divided vertically as many layers as the nesting depth. Each nesting level
is associated with a combo box which represents the number of loops executed
by the thread in the upper nesting level. Figure B(A) shows an example of the
space abstraction. The first or third nesting level has only one loop and the
second nesting level has two loops. The combo box for the second level allows to
select one of the two loops as shown in FigureB(A). the user can set the nesting
depth at will. For example, if the user set the value of the nesting depth to five
in the case of nesting levels (J4, J3, J3, J2, J1), the cone becomes divided into
five layers. In this case, each combo box for the nesting level but the third has
one loop. The combo box for the third nesting level has two loops, because J3
appears twice. The combo box for the fifth nesting level can not be created,
because the information corresponding to the nesting level does not exist.

The threads at the same nesting level are visualized as circles on the same
circumference of the corresponding cone layer with the optional vertical and hor-
izontal abstraction. The vertical abstraction represents a thread which created
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Fig. 4. The Overall Interface for Scalable Thread Visualization

child thread in the lower nesting levels with a special circle symbol. A parent
thread can be represented with a symbol “4” or “-” inside a circle. The symbol
“+” means that the parent thread has child threads which are not shown and
the symbol “-” means that the parent thread has child threads which are drawn
on the cone. A circle symbol which is colored and rounded by a thick line is
an abstract thread which includes a critical section. Figure B(A) shows an ex-
panded example of the vertical abstraction. Although threads can be visualized
with vertical abstraction, the space complexity for visualization may be still big.
The horizontal abstraction reduces the number of threads visualized on the same
circumference, by representing a set of threads with one abstract thread. Fig-
ureB(B) shows an example of horizontal abstraction. The second nesting level in
the figure shows horizontal abstraction by the rate of four and the third nesting
level by the rate of two.

The thread abstraction allows us to understand intuitively whether a pair
of threads is concurrent or ordered with each other, because we can see easily
an explicit path between any two threads on the cone. For example, in the
Figure[B(B), the left thread in the first nesting level is concurrent with the right
thread in the third nesting level, because the explicit path from the upside to the
downside does not exist on the visualized cone. Users can check easily whether
a pair of threads at the different nesting levels are concurrent or ordered with
each other through the thread abstraction.
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Fig.5. No Critical Sections and No Nested Parallelisms

4 Experimentation

We implemented scalable thread visualization and experimented its function-
ality using a set of synthetic programs. This section presents the interface of
implemented tool and the principles in which the tool draws the symbols using
an execution trace of the synthetic programs.

4.1 Visualization Engines

Figure @ shows the interface of our thread visualization tool which is composed
two views and two menus: Visualization View, Source code View, Main Menu,
and Rotation Menu. In the Main Menu, Visualizer Mode has four modes in which
two modes are currently implemented: Cone Visualizer and Thread Visualizer.
Nesting Level Mode provides the possible values of each nesting level and then
users can select a numeral in each nesting level. The OPTION menu make it
possible to set the maximum value of nesting levels and multi-way loops. The
SYMBOL menu shows the legend of symbols to be used for scalable visualization.
The SOURCE and ROTATION menus allow users to control the activation of
Source code View and Rotation Menu. The QUIT menu quits the interface.
The Rotation Menu located at the lower left part of the interface allows users to
rotate on the three-dimensional space or move up, down, left, and right using one
button labelled Objects or the other four buttons labelled Objects XY, Objects
X, Objects Y, and Object Z. When the visualized cone is rotated, its position and
size are fixed. The Visualization View shown at the top of the figure visualizes
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Fig. 6. Critical Sections and No Nested Parallelisms

the cone and abstract threads. The Source code View shows the corresponding
program codes.

For visualization, a cone is divided horizontally by the nesting depth acquired
from trace as shown in the figure. A thread is drawn on the cone based on
the calculated height, angle, and symbol’s position and can be abstracted for a
thread set, critical sections, and nested parallel loop which are created during
a program execution. The user understands races intuitively by visualizing a
partial order of threads involved in races selectively. For example, in Figure [
left symbol at the first nesting level is concurrent with the right symbol at the
second nesting level, because these is no path between the left symbol and the
right symbol.

4.2 Visualization Cases

The visualization tool has been implemented using Visual C++ and OpenGL
library under Windows XP on Pentium 4 computer. We verified the cone and
thread visualization with four kinds of synthetic programs with respect to the
existence of critical sections and nested parallelisms: (1) no nested parallelisms
and no critical sections, (2) nested parallelisms and no critical sections, (3) no
nested parallelisms and some critical sections, (4) nested parallelisms and critical
sections. Any critical section uses one lock variable. The nesting depth is three,
and each nesting level has 20, 100, 300 threads.

For example, Figure [ visualizes an execution of synthetic program with no
nested parallelism and no critical section, which creates one hundred threads.
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Fig. 8. Critical Sections and Nested Parallelisms

The cone in the figure is not divided, because the execution does not include
nested parallelism. Figure [6] visualizes an execution of synthetic program with
critical sections and no nested parallelisms, which has twenty threads and con-
tains critical sections in every other thread. The figure shows every thread with
critical section has a unique color according to its lock variable. Figure [] visual-
izes an execution of synthetic program with nested parallelisms and no critical
sections. Each nesting level has twenty threads; the nesting depth is three; a
one-way loop within the second nesting level is two, the second one-way loop of
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the second nesting level has the third nesting level. Figure [[{ A) marks twenty
threads within the first nesting level and one of them has twenty nested threads
to exist in the second nesting level. These threads are marked in the limited
area like the second nesting level of Figure [[(A), because the overlap among
threads occurs in the second nesting level if all threads of the first nesting level
have nested threads. If this overlap phenomenon is occur, we can not understand
duly the visualized results so we provide a horizontal abstraction like Figure[7(B).
Figure [ B) abstracts the threads at the rate of a quarter about twenty threads
of the second nesting level of Figure [[A). As the result, only four threads are
visualized in the second level. Figure [§] visualizes threads the synthetic program
with nested parallelism and critical section. It is identical with the explanation
of Figure [T{A) except the mark of critical section.

5 Conclusion

Data race in OpenMP programs must be detected for debugging, because it
may cause unexpected results incurred from unintended non-deterministic exe-
cutions. OpenMP programs are often complex and long-running, because parallel
programs may consist of a large number of threads and accesses to shared vari-
ables. Thread Checker of Intel Corporation is a unique tool to detect threading
errors including data races in the relaxed sequential program which is defined
as parallelized only with OpenMP directives. The tool however does not provide
any effective facility for understanding the complexity of threads involved in the
reported races.

This paper presents a thread visualization tool to represent the partial order
of threads in the traced OpenMP programs with a scalable graph of abstract
threads upon a three-dimensional cone. This tool solves the visual complexity
using the abstract visualization which replaces a set of events with an abstract
symbol and provides the thread information which is traced by RaceStand, an
on-the-fly race detection tool. We have been trying to apply this tool using a set
of published benchmark programs in addition to our synthetic programs specially
developed for experimenting this tool.
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Abstract. Message races, which can cause nondeterministic executions
of a parallel program, should be detected for debugging because non-
determinism makes debugging parallel programs a difficult task. Even
though there are some tools to detect message races in MPI programs,
they do not provide practical information to locate and debug message
races in MPI programs. In this paper, we present an on-the-fly detection
tool, which is MPIRace-Check, for debugging MPI programs written in
C language. MPIRace-Check detects and reports all race conditions in
all processes by checking the concurrency of the communication between
processes. Also it reports the message races with some practical informa-
tion such as the line number of a source code, the processes number, and
the channel information which are involved in the races. By providing
those information, it lets programmers distinguish of unintended races
among the reported races, and lets the programmers know directly where
the races occur in a huge source code. In the experiment we will show
that MPIRace-Check detects the races using some testing programs as
well as the tool is efficient.

Keywords: message-passing programs, debugging, message races,
MPIRace-Check.

1 Introduction

In a distributed parallel program [T4J9IT4], processes communicate with each
other through message-passing and those messages may arrive at a process in a
nondeterministic order by variations in process scheduling and network latencies.
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Nondeterministic arrival of messages causes nondeterministic executions of a par-
allel program [7YTOITT]. If two or more messages are sent over communication chan-
nels on which a receive listens, and they are simultaneously in transit without
guaranteeing the order of their arrivals, a message race [2IBIBI6IRIT2IT3] occurs in
the receive event and causes nondeterministic executions of the program.

Message races, which can cause nondeterministic executions of a parallel pro-
gram, should be detected for debugging because nondeterminism, intended or oth-
erwise, makes debugging message-passing parallel programs a difficult task
[ZITOUTT]). Even though some parallel programs are designed to have message races
in order to improve their performance, detecting message races is critical in de-
bugging parallel programs for two reasons. First, message races complicate debug-
ging because their nondeterministic nature can prohibit equivalent re-execution of
a program from being repeated [7]. Second, message races can prevent a program
from being tested in all the possible executions of a program [7]. Therefore message
races should be detected for debugging message-passing programs.

There are several tools for detecting message races such as MAD [§], MARMOT
[BU6], and MPVisualizer [2I3]. However those tools are not practical for debugging
message-passing programs because they do not provide practical information to
locate and debug message races. Also some of them can not exactly detect race
conditions because they detect message races just by identifying the use of wild
card receives as sources of race conditions. Therefore, due to lack of information
and wrong detection, programmers can be easily overwhelmed by the incorrect in-
formation or be incapable of finding where the races occurred in a huge source code.

In this paper, we present an on-the-fly detection tool, which is MPIRace-Check,
for debugging MPT [I415] programs written in C language. MPTRace-Check de-
tects and reports all race conditions in all processes during an execution by check-
ing the concurrency of the communications between processes. Also it reports mes-
sage races with some practical information such as the line number of a source
code, the processes number, and the channel information which are involved in
the races. By providing those information, it lets programmers distinguish of un-
intended races among the reported races, and lets the programmers know directly
where the races occur in a huge source code. In the experiment we will show that
MPIRace-Check detects and reports the races using MPI RTED [T5] testing pro-
grams as well as this tool is efficient using a kernel benchmark program.

In the following section 2, we describe the notion of message races and ex-
plain the problem of the previous tools. In section 3 we explain the methods
used in developing MPIRace-Check and then we show that the accuracy and
the efficiency of MPIRace-Check using MPI RTED testing programs and a ker-
nel benchmark program in the experiment of section 4. In the last section we
conclude this paper and discuss future work.

2 Background

In this section, we describe our model of parallel programs, and the notion of
message races. Also we introduce the previous tools to detect the races and
explain the problem of the previous tools.
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2.1 Message Races

An execution of a message-passing program [IITOTTIT3] can be represented as
a finite set of events and the happened-before relations [4[9] defined over those
events. If an event a always occurs before another event b in all executions of
the program, it satisfies that a happens before b, denoted a — b. For example,
if there exist two events {a, b} executed in the same process, a — b V b — a
is satisfied. If there exist a send event s and the corresponding receive event r
between a pair of processes, then s — r is satisfied. We denote a message, sent
by a send event s, as msg(s). The binary relation — is defined over its irreflexive
transitive closure; if there are three events {a, b, ¢} that satisfy a — b A b — ¢,
it also satisfies @ — ¢. When an event a does not happen before an event b, we
denote the relation between them as a - b.

A message race [2I3BIGIRITS] occurs in a receive event, if two or more messages
are sent over communication channels on which the receive listens and they are
simultaneously in transit without guaranteeing the order of their arrivals. A
message race is represented as (r, M): r is the first receive event and M is a set
of racing messages toward r. Any send event s included in M, but not the one
received by r, satisfies s - r or r = s.

Even though some parallel programs are designed to have message races in
order to improve their performance, detecting message races is critical in debug-
ging parallel programs for two reasons. First, message races complicate debug-
ging because their nondeterministic nature can prohibit equivalent re-execution
of a program from being repeated [7]. Second, message races can prevent a pro-
gram from being tested in all the possible executions of a program [7]. Therefore
message races should be detected for debugging message-passing programs.

Figure [I] shows a partial order of events that occurred during an execution of
a message-passing program. In the figure two processes P3 and P, send two mes-
sages msg(i) and msg(k) to Ps. At this time two messages msg(i) and msg(k)
are racing toward the receive event j of P, because the send event k satisfies
k - j. Also the message msg(m), which is sent by process Ps, is also racing
toward j. Therefore the race, which occurs at the receive event j, can be denoted
as (j, J): the first receive event j, J = {msg(i), msg(k), msg(m)}.

2.2 Related Work

There are several tools for detecting message races such as MAD [§], MARMOT
[Bl6], and MPVisualizer [2I3]. MAD offers a variety of debugging features such
as placement of breakpoints on multiple processes, inspection of variables, an
event manipulation feature, and a record&replay mechanism. MARMOT is to
verify the standard conformance of an MPI [T4/T5] program automatically during
runtime and help to debug the program in case of problems such as deadlocks,
and race conditions. MPVisualizer includes a trace/reply mechanism, a graphical
interface, and the engine of the tool which detects and notifies the occurrence of
race conditions.

In case of MAD and MARMOT, those tools detect message races just by iden-
tifying the use of wild card receives, mpi any source, as sources of race conditions.
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Fig. 1. An Example

In this case the detection result is not correct and also programmers will be over-
whelmed by the vast and incorrect information.

Figure Plshows the cases that there are no race conditions even though receive
events are called with mpi any source. In Figure 2l (a), process P; sends a mes-
sage to process P with a tag (1). Also process Ps sends a message to process
P, with a tag (2). At this time, two receive events in process Py are called with
mpi any source, but with different tags. In this example, even though two send
events are concurrent, two messages being sent by processes P; and P will be
always received deterministically because of the different tags.

In Figure 2 (b), the second receive event in process P, is called with
mpi any source and mpi any tag. In this example, however, two messages will
be received deterministically because the first message being sent by process Py
will be always received at the first receive event in process Ps.

In Figure 2 (c), two messages are sent from the same process P; and they
are received in the process P». In process P», two receive events receive the
messages respectively using mpi any source and mpi any tag. In this case, there
are no race conditions if successive messages sent by a process to another process
are ordered in a sequence and if receive events posted by the process are also
ordered in a sequence.

As shown in Figure[], there are no race conditions even though mpi any source
or mpi any tag are used in the receive events. Therefore, if we detect race con-
ditions just by identifying the use of mpi any source, that will include wrong
detections of race conditions and then mislead programmers.

One the other hand, the method suggested by Nezer [12] can detect more
exactly race conditions. This technique focuses on detecting unaffected races
[12/T3] so that it detects the first race in each process. For this, it requires
two executions of a program. In the first execution it checks if a race occurs and
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Send (2, tag=1) \
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Send (2, tag=1) \
Recv (1, tag=1)
/ Send (2, tag=2)
Recv (Any, tag=Any)

Send (2, tag=1) \
Send (2, tag=2) \

(c)

Recv (Any, tag=Any)

Recv (Any, tag=Any)

Fig. 2. No Race Conditions with MPI ANY SOURCE

identifies the location where the race occurs. In the second execution it halts
the execution at the location where the race occurred and then detects racing
messages. Even though this technique can detect race conditions more accurately,
it is not efficient because it requires two executions of a program.
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0 TimestampInSend()

0 TimestamplInit() 1 localclock := localclock + 1
1 localclock := 0 2 timestamp|pid] := localclock
2 for ¢ from 0 to size do (c)
3 timstampli] := 0 0 TimestampInRecv()
4 prevrecv[i] == 0 1 call CheckConcurrency|()
5 sender[i] := 0 2 for i from 1 to size do
6 end for 3 timestampl[i] := max(timestampli],
(a) 4 senderl[i])
0 CheckConcurrency() 5 end for
1 if prevrecv[pid] > sender[pid) 6 localclock := localclock + 1
2 report this race 7 timestamp[pid] := localclock
3 end if 8 prevrecv := timestamp
(b) (d)

Fig. 3. Algorithms for Timestamp

3 Race Detection

In this section, we explain the methods used in developing MPIRace-Check.
First we explain several algorithms to maintain vector timestamps during an
execution in order to detect race conditions. Also we show how the algorithms
can be called inside of MPI profiling interface.

3.1 Concurrency Check

Vector timestamps [4[9] have been used to determine the “happened before”
relations between two events during an execution. Each vector timestamp con-
sists of n values, where n is the number of processes involved in an execution. In
this paper, we use vector timestamps to check concurrency between send/receive
events in MPI parallel programs. Figure Bl shows the algorithms for maintaining
vector timestamps during an execution.

In Figure Bl(a), all variables are initialized with zero: localclock, timestamp,
prerecv, and sender. In the algorithm, size is an integer variable and indicates
the number of processes involved in an execution. localclock is an integer variable
for counting the number of events which occurred in each process. This will be
incremented by one whenever a send or a receive event occurs.

The variables timestamp, prerecv, and sender for maintaining the vector
timestamps are an array which consists of n elements, where n is the number
of processes. Whenever a send or a receive event occurs in a process, timestamp
will be updated by the current localclock during an execution. Only one element
of timestamp, corresponding to the process itself, will be updated. sender will
be used for keeping a vector timestamp of a sender which sends a message to
the current receive event. prevrecv will be used for keeping a vector timestamp
of the previous receive event.
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FigureBl(c) shows the algorithm, TimestampInSend(), which will be called
in each send event. The variable pid indicates the current process which sends a
message. In each send event, it increments localclock by one and sets the element
of timestamp, corresponding to the current process pid, equal to localclock. This
timestamp will be attached to the outgoing message.

Figure[Bl(d) shows the algorithm, TimestampInRecv(), which will be called
in each receive event. In each receive event, first of all, it checks if a race occurs
by calling CheckConcurrency(). In CheckConcurrency(), it checks if the
element of prevrecv, corresponding to the current process pid, is greater than
that of sender. If then, it means that the message, which was received in the
current receive event, can be received in the previous receive event. In this case
it reports that a message race occurs.

After calling CheckConcurrency(), it updates its timestamp using sender,
which was attached to this incoming message, by the operation max(). And it
increments localclock by one and sets the element of timestamp, corresponding to
the current process pid, equal to localclock. For the next receive event, it copies
timestamp into prevrecv because this receive event will become the previous
receive event in the next receive event.

Figure @ shows the vector timestamps in each event when we applied the
algorithms to Figure [l In the figure, lc means localclock in each event and each
timestamp in each event is represented with “[]”.

In the send event a in P», TimestampInSend() will be called and local-
clock will be incremented by one. And localclock will be set into the element of
timestamp corresponding to the current process Ps. So localclock becomes 1 and
timestamp becomes [01000]. In the receive event b in Py, TimestampInRecv()
will be called and localclock will be incremented by one. And localclock will be
set into the element of timestamp corresponding to the current process Py. Also
it updates its timestamp using sender by the operation max(). So localclock be-
comes 1 and timestamp becomes [01010]. In this way timestamp will be updated
and maintained in each event during an execution.

Let us show you how to detect race conditions using timestamp in each receive
event. For example, in the receive event j of process P», TimestampInRecv()
calls CheckConcurrency(). CheckConcurrency() compares prevrecv, which
is the vector timestamp at d of P5, with sender which is the vector timestamp
of the send event i of Ps. In this case, prevrecv[pid], which is “2” from [12000]
(pid is Py), is not greater than sender[pid]| which is “4” from [14200]. This means
that the message, which was received by the current receive event j of Ps, is not
racing toward the previous receive event d of Ps.

On the other hand, in the receive event [ of process P, prevrecv is greater
than sender. In case of the receive event [, prevrecv is at j which is [15200], and
sender is at k of Py which is [01020]. Therefore, prevrecv[pid], which is “5”, is
greater than sender[pid] which is “1” (pid is P»). This means that the message,
which was received by the current receive event [ of Ps, is racing toward the
previous receive event j of P5. So there is a message race. In this way we can
detect message races.
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Fig. 4. An Example of Vector Timestamp
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3.2 MPI Profiling Interface

MPI Profiling Interface included in MPI specification allows anyone to inter-
cept every call to the MPI library and perform an additional action. For this,
the MPI specification states that every MPI routine is callable by an alter-
native name; every routine of the form MPI xxx is also callable by the name
of the form PMPI xxx, allowing users to implement and experiment their own
MPT xxx.

For implementing MPIRace-Check, we used MPI profiling interface and we
wrapped all point-to-point functions. In each wrapped function, we used MPI-
PACK in order to attach a vector timestamp to the outgoing message and we
used MPI UNPACK in order to detach a vector timestamp from the incoming
message.

Figure bl is an example of how we wrapped each function with the algorithms
explained before. Figure Bl (a) shows the wrapped MPI Send function. First it
calls TimestampInSend() in line 2 and packs the user message(buf) and times-
tamp together using MPI PACK in order to attach timestamp to the outgoing
message in line from 4 to 5. After that, it calls PMPI Send.

Figure Bl (b) shows the wrapped MPI Recv function. First it received a mes-
sage by calling PMPI Recv and unpack the message into sender and buf in line
from 4 to 5. After that, it calls TimestampInRecv() in order to update its
timestamp and check if a race occurs.

In this way, we wrapped all point-to-point functions so that users can apply
our tool to their programs without modifying their code.
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0 MPI Send(buf, count, datatype, dest, tag, comm)
1
2 TimestampInSend();
3
4 MPI Pack(timestamp, size, MPI INT, buffer, buffersize, pos, comm);
5 MPI Pack(buf, count, datatype, buffer, buffersize, pos, comm);
6
7 PMPI Send(buffer, pos, MPI PACKED, dest, tag, comm);
8 }
(a)
0 MPI Recv(buf, count, datatype, source, tag, comm, status)
1
2 PMPI Recv(buffer, buffersize, MPI PACKED, source, tag, comm, status);
3
4 MPI Unpack(buffer, buffersize, pos, sender, size, MPI INT, comm);
5 MPI Unpack(buffer, buffersize, pos, buf, count, datatype, comm);
6
7 TimestampInRecv();
8 }

(b)

Fig. 5. Examples of Wrapped MPI Functions: MPI Send and MPI Recv

4 Experimentation

We implemented MPIRace-Check as a library using C language and MPI Pro-
filing Interface so that users can apply our tool to their programs without mod-
ifying their source code. Also we used ¢gdb to provide detail information for
debugging race conditions. When a race is detected, gdb will be called within
MPI Profiling Interface. To enable this, users have to use the compiler option
‘g’ when they compile their programs.

In this experiment we evaluated the accuracy and the efficiency of MPIRce-
Check. For evaluating the accuracy of race detection, we used MPI RTED [15]
testing programs written in C language. MPI RTED was developed to evaluate
MPI debugging tools. So some of them were designed to have message races to
evaluate the ability of detection of race conditions.

Table [l shows all test programs and the detection results when we applied
our tool to MPI RTED programs. In the table, we can see each name of tested
programs, and MPI functions which are used in the testing programs. In those
programs, MPIRace Check detected all races as shown in the table.

Figure [0l shows an error message of our tool when it detects a race in a
test program. In the first line, it shows the localclocks of the events, and the
process number which are involved in the race: P; (1) and P> (1). In the second
line, it shows the channel information, the program name, and its line number:
—2—1, ‘¢ B11aMl.c’ and 76. In the third line, it shows the source code
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Table 1. The Result in MPI RTED

Name MPI Functions Detection
cB11aMl.c MPI RECV Yes
¢cB12aMl.cMPI RECV Yes
cB11b Ml.c MPI SENDRECV Yes
¢B12b Ml.c MPI SENDRECV Yes

cB11cMlc MPI SENDRECV REPLACE  Yes
¢ B 12cMl.c MPI SENDRECV REPLACE  Yes

c¢B11dMl.c MPI IRECV Yes
¢cB12dMl.c MPI IRECV Yes
cB11eMl.c MPI RECV Yes
¢ B12e Ml.c MPI SENDRECV Yes
cB11fMl.c MPI RECV Yes
¢cB12fMlc MPI SENDRECV REPLACE  Yes
cB11gMl.c MPI RECV Yes
c¢B12gMl.c MPI IRECV Yes

WARHING (RaceCondition):
The mezsage which was sent at 'l' from 'P_2' iz racing toward '1' receiwve ewvent in 'F_1'
{the current chamnel is -2-1) at c B 1l 1 a Hl.c:76

= MPI Recv(srecvbuf_2, 1, MPI_INT, MPI_ANY SOURCE, MPI_ANY TAG, MPI_COMM WORLD, sstatus);

Fig. 6. An Example of Error Messages

Table 2. Overhead in MPIRace-Check

The number of Send/Recv Original Run Time (s) Monitored Run Time (s) Slowdown

10000 0.168 0212 26%
100000 1.673 2234 34%
1000000 16.399 22.034  34%
10000000 164.471 221.736  35%

which is involved in the race: ‘MPI Recv(&recvbuf 2, .. ., &status)’. Using those
information, programmers can easily notice whether the race was intended or
not, and they can directly modify the bug because they know where it occurs in
their source code.

For estimating the efficiency of our tool, we wrote a simple kernel benchmark
program. This benchmark program consists of MPI Send() and MPI Recv() op-
erations and users can change the number of those operations in the command
line. In this program, only a process with the rank 0 receives any messages with
mpi any source and the other processes send a message to the process with rank
0. To measure the slowdown of MPIRace-Check, we used MPI Wtime() in the
benchmark program.

Table 2] shows the slowdown of MPIRace-Check. For example, when we set
the number of send/recv operations 10000, it took 0.168 seconds without our
tool. However, the monitored execution by our tool took 0.212 seconds so that
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the slowdown is 26%. As we increase the number of send/recv operations, the
slowdown does not change proportionally. The worst case in the table shows only
35% slowdown when the number of send /recv operations is 10,000,000. Therefore
our tool is efficient as an on-the-fly detection tool.

5 Conclusion

In this paper, we have presented an on-the-fly detection tool, which is MPIRace-
Check, for debugging MPI programs written in C language. MPIRace-Check
detects and reports all race conditions in all processes during an execution by
checking the concurrency of the communications between processes. In our ex-
periment, we showed that MPIRace-Check detects and reports message races
using MPI RTED testing programs as well as our tool is efficient using a kernel
benchmark program.

Also our tool provides useful information for debugging such as the line num-
ber of a source code, the processes number, and the channel information which
are involved in the races. By providing those information, it lets programmers
distinguish of unintended races among the reported races, and lets the program-
mers know directly where the races occurred in a huge source code. Therefore
this tool will be useful to develop and debug MPI C parallel programs. In the
future we will expand MPIRace-Check to cover all collective routines of MPI-1.
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Abstract. Position-based routing has been proven to be a scalable and
efficient solution for packet routing in mobile ad hoc networks (MANETS)
by utilizing location information of mobile nodes. The location service
provides geographic locations for all nodes and is therefore critical to
position-based routing. In general, the control overhead in a position-
based routing protocol is mainly dominated by location updates. In this
paper, we propose a location service called Modified Grid Location Ser-
vice (MGLS), which employs a binary grid partitioning scheme to reduce
the control overhead associated with the location management and sup-
ports large scale ad hoc networks. We then use a theoretical model to
analyze both MGLS and GLS. Both theoretical analysis and simulation
results show that MGLS can reduce the location update overhead in
location services.

1 Introduction

Routing protocols in MANETSs are commonly categorized into two different
types: topology-based and position-based routing. M. Mauve et al. [1] has pre-
sented such an overview of ad hoc routing protocols. The routing performance
can be significantly improved by utilizing location information of nodes. That is,
if each node is aware of the location of the destination and all its one-hop neigh-
bors in the network, it can geographically forward a packet toward its destina-
tion. Position-based routing algorithms uses such additional location information
to eliminate the limitations of topology-based routing. Commonly, each node de-
termines its own position through the use of GPS (Global Positioning System).
Before sending a packet to the destination, senders always include the location
of destination which is provided by the so-called location service in the header
of outgoing packets. The routing decision at each node is then based on the
destination’s position contained in the packet and the position of the forwarding
node’s neighbors. Position-based routing thus does not require the establishment
or maintenance of routes; furthermore, it scales well even if the network is highly
dynamic.

Location services provide the positions of the destination nodes to senders
all around the geographic region. Existing location services can be classified ac-
cording to the number of nodes that host the service and the range of nodes

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 3344347} 2007.
© Springer-Verlag Berlin Heidelberg 2007
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that is maintained by one location server. This can be either some specific nodes
or all nodes of the network. Thus there are the four possible combinations as
some-for-some, some-for-all, all-for-some, and all-for-all in the of location ser-
vices. Recent algorithms [2]-[5] present some possible ways of finding destination
and distributing location updates.

The Grid Location Service (GLS[2]), which provides a location service by
mapping from node id to current location. GLS divides the area that contains
the ad hoc network into a hierarchy of squares. Each node maintains its current
location at a small subset of network nodes, called the node’s location servers.
Location Servers for a node are relatively dense near the node and sparse farther
away from the node. The route discovery for a destination is then equivalent to
recursively querying the location servers until the query packet arrives at the
one having the destination’s location. Quorum systems[3][4], which route most
packets through arbitrary participants. This reduces the danger that the special
participants may become a bottleneck. The role of the special participants is
limited to storing location tables and computing routes through the general net-
work. DREAM][5] forces nodes to proactively flood their current location infor-
mation over the entire network, enabling each node to build a complete location
database. However, DREAM does not scale well to large networks due to its use
of global flooding.

Forwarding strategies help nodes make routing decisions based on the des-
tination’s position included in the packet and the position of their neighbors.
The Location Aided Routing (LARI[6]) uses geographic location to determine
the search space for a destination, hence reducing the number of route-discover
y packets of reactive ad hoc routing approaches. Besides, LAR restricts the
search for a route to a so-called request zone which is determined based on the
expected location of the destination node at the time of route discover. How-
ever, LAR uses flooding as a means of route discovery. This is done in a fashion
similar to that of the DREAM approach. [7] had presented a complete com-
parison between these two schemes, because of the similarity of DREAM and
LAR.

The Greedy Perimeter Stateless Routing (GPSRJ[8]) is such an instance of
greedy packet forwarding, which uses a planer subgraph of the wireless network
graph to route around dead-end. In GPSR, senders first include the approximate
destination positions obtained from a location service into packets. Nodes then
use the positions of routers and packets’ destinations to make packet forwarding
decisions; forward the received packet to a neighbor lying in the direction of the
destination until the destination has been reached.

In geographic forwarding, a node announces its current position and velocity
to its neighbors by broadcasting periodic HELLO packets. Each node maintains
a table of its current neighbors’ identities and geographic positions. Therefore,
nodes may learn about two hop neighbors: nodes that cannot be reached directly,
but can be reached in two hops via the neighbor that sent the HELLO message,
it’s called 2-hop distance vector. 2-hop distance vector helps alleviate holes in
the topology and ensures that each node knows the location of all nodes in its
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own smallest grid. The header of a packet destined for a particular node contains
the destination’ s identity as well as its geographic position. When node needs
to forward a packet to location D, the node consults its neighbor table and
chooses the neighbor closest to D. It then forwards the packet to that neighbor,
which itself applies the same forwarding algorithm. The packet stops when it
reaches the destination. GLS adopts geographic forwarding as its forwarding
strategy. Actually, both geographic forwarding and GLS belong to the GRID
project[9].

Another survey of position-based routing in ad hoc networks was presented
by I. Stojmenovic[10]. T. Park et al. proposed a hybrid routing protocol[11] con-
structed by combining well-known location-update schemes, which minimizes the
overall routing overhead in terms of location-update thresholds. Some location
services with fixed static hierarchy such as DLM[12], SLURP[13], SLALoM][14]
and HIGH-GRADE[15] are compared systematically in [16].

In this paper, we proposed a distributed location service scheme for position-
ba sed routing in mobile ad hoc networks, called Modified Grid Location Ser-
vice (MGLS) which is an improvement to GLS. Similar to GLS, in our scheme,
the entire network is partitioned into hierarchi cal grids. Each node is ran-
domly assigned an integer as its node ID and is placed at uniformly random
location over the network. These nodes act as end systems and routers at the
same time. In order to maintain the location information in a decentralized
way, each node has several location servers in the network. As nodes move,
this location information is constantly updated. Before sending a packet to a
node, the sender first queries the destination’s location and then uses the ge-
ographic routing protocol to forward the packet to the destination. Since the
cost of location management usually dominates the overall protocol overheads.
MGLS was designed to reduce the amount of location updates with a delicate
grid hierarchy. We also use a theoretical model for studying the location ser-
vice scalability, based on which we analyze our scheme as well as GLS. The
analytical results are then validated by simulation in medium to large size
networks.

2 Overview of MGLS Scheme

MGLS exploits geographic forwarding as its forwarding strategy. First, all nodes
know the same global partitioning of the ad hoc network into a hierarchy of grids,
as we will describe in the following section. Next, since every node in the network
acts as an end system and a location server of other nodes at the same time,
the mechanism of location server selection has to be defined clearly. Nodes will
periodically update their location servers with their current location obtained
by GPS. Finally, if one node A wants to transmit a packet to another node B,
A queries the location servers of node B for B’s current location before using
geographic forwarding. Actually, every node in the network has a predefined
unique ID in integer, as well as our wireless card has an unique MAC address in
a wireless network.
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2.1 Grid Hierarchy

The whole network is partitioned into grids as shown in Figure [[l The grids in
the figure are unit grids in the network referred to as level-0 grids with the ratio
1: /2 in width and length. Two level-0 grids adjoined on the larger side make
up a level-1 grid, two level-1 grids adjoined on the larger side make up a level-2
grid, and so on. Obviously, our grid hierarchy has a characteristic of recurrence.
Grids of all levels keep the same ratio of 1 : /2, and the area of level-(n+1) is
twice as large as level-n.
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Fig. 1. Formatting an ad hoc network

2.2 Location Servers

We believe that using centralized location servers is not a good idea. Due to the
limitation of radio transmission range, the only one location sever may be out
of reach of most mobile nodes. Besides, a single server is too weak to provide
reliability of location service, it is unlikely to scale a large number of mobile
nodes. In order to offer a fault-tolerant scheme, we have to make our location
service distributed. That is, one mobile node has multiple location servers located
in the whole network. So that MGLS can provide distributed lookup service by
replicating the information of nodes’ current locations.

Selecting Location Servers and Updating Location Information. Every
node uses its ID and the predefined grid hierarchy to determine which nodes
are its location servers. In the Figure 2l node B has an ID of 17 and wants to
update its location servers after moving a certain distance. The strategy is that
one node picks one other node with ID “least greater” than its own ID to be
its location server for each level of the grid hierarchy. Note that the ID space is
ordered in a circular fashion. We defined 2 is closer to 17 than 7 is to 17.

Here is an example. Let’s start from the Figure Pl(a). B is located in its own
level-0 grid. Then in Figure 2(b), the level-0 grid of node B “grows” to be a
level-1 grid containing another node 63. Since 63 is the “least greater” node in
ID space than B, so 63 is selected as a location sever of B in its level-1 grid. In



338 H.-H. Wang and S.-D. Wang
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Fig. 2. A flow diagram illustrates how does a node B seek its location servers. The
nodes which become B’s location servers are circled.

Figure Pl(c), 23 is the least greater node than B again, following a rational line,
23 is B’s location server in its level-2 grid, and so on. The same location server
selection process repeats until the level-i grid of B covers the whole network,
where 7 is supposed here to be 6 in our example.

Grid Location Service (GLS) divides an a network into a hierarchy grid of
squares, too. The level-isquare is recursively divided into 4 level-(i-1) squares
until level-0 squares are reached, forming a so-called quad-tree. In each level-
square, node B selects 3 location servers, one in each level-(i-1) square that B
isn’t in. However, in both schemes, the number of location servers that a node
must recruit is equal to the number of neighbors per level in the geographic
hierarchy multiplied by the number of levels in the hierarchy. For GLS, this
means that a node must maintain 3log, n location servers in a network. While
MGLS, which splits the network in half at each level, rather than in fourths, by
using rectangles with an aspect ratio of 1 : v/2. This leads to a network in which
nodes recruit only log, n location servers, that is, 2/3 the number of location
servers needed in GLS. Figure [ gives a contrast to GLS.
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Fig. 3. The same case of GLS, location server 2, 20, 31 are demanded in addition for
node B
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As a node moves, it must update its location servers. Nodes avoid generating
excessive amounts of update packets by bounding their location update rates to
their traveled distance. A node updates its level-1 location servers every time
after moving a particular threshold distance ¢ since sending the last update. The
node updates its level- 2 servers after each movement of V/26. In general, a node

-1
updates its level-i servers after each movement of /' 2776, As a result, a node
sends out updates at a rate proportional to its speed and that updates are sent
to distant location servers less often than to local servers.

Location Query. In Figure [ each node is shown with the list of nodes for
which it has up-to-date location information. To perform a location query, node
A sends a request by using geographic forwarding to the least greater node than
B for which A has location information. That node forwards the query in the
same way. In the end, the query will reach a location server of B which will
forward the query to B. Since the query contains the location of A, B thus can
respond to A directly using geographic forwarding.
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Fig. 4. An example of location querying operations in MGLS

2.3 Design Tradeoffs

As we have seen, MGLS changed the grid organization from quad- to binary-
partitioning. As a result, the number of location servers kept by each node is
reduced and thus the cost of location maintenance for MGLS may be redueced.
However, MGLS may come with an increased query path length due to the
decrement of the number of location servers, as shown in Figure d where a
location query packet was sent from node C (with ID: 76) to 21. It was then
forwarded to node 20, a location server of B in GLS, so that this query packet
could be forwarded directly to the query destination in one hop earlier than the
query packet in MGLS.
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3 Comparisons Based on a Theoretical Model

In this section, we exploit a developed theoretical model [16] to analyze the
scalibility of MGLS and GLS. The focus of this analytical work is to demonstrate
how design choices affect the protocol costs of the two schemes.

3.1 Metrics

We first define three metrics to be the criteria of evaluating the scalability of
each scheme.

Definition - Location Maintenance Cost: The location maintenance cost
C'y, is defined as the number of forwarding operations each node needs to perform
in one second to deal with the location update packets. It can be regarded as
the cost of maintaining up-to-date location information on location servers in
the network.

Definition - Location Query Cost: The location query cost C, is defined as
the number of packet forwarding operations due to location queries each node
needs to perform in one second. It can be regarded as the cost of acquiring
location information from location servers before sending data packets to other
nodes in the network.

Definition - Storage Cost: The storage requirement cost Cs of a location
service is defined as the number of location records a node needs to store as
a location server. We measure this metric by counting the number of entries
instead of calculating the bytes of location tables.

We separate the location maintenance and query costs for one reason. We believe
that the location query cost is relatively easy to be reduced in a location service
scheme by employing various caching strategies, while the location maintenance
cost is not. Thus, we will focus on the location maintenance cost in the following.

3.2 Model Assumptions

The rest of this section derives the expected values of the first and the third met-
rics as functions of N and v. The node density - is supposed to be a constant.
We also assume that v is high enough that geographic forwarding is operational.
(According to GLS, geographic forwarding works fine only if v > 50 nodes/km?.
Actually, the variable v approaches 100 nodes/km? in our experiments.) We
assume that nodes are moving according to a simplified random way-point mo-
bility model. Each node picks a random point in the network and moves to-
ward it with a random velocity v chosen uniformly between [0, vVp,q]. After the
point is reached, node selects a new random point with zero pause time. Let
P;,¥i =0,---, H denote the probability that node B (the querying node) and
A (the node being queried) are co-located in the same level — i grid. Based on
the size of the level — i grids, P; can be easily estimated as:
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Lemma 1: (Grid Coezistence Probability). The probability of the querying node
and the queried node are located in the same level — i grid is
L, if MGLS
P = 21’1*‘1' Vi=0-.--H
qu—i if GLS

3.3 MGLS

Location Maintenance Cost. As we described in Section I MGLS uses
binary grid-partitioned algorithm instead of quad grid-partitioned. A node A
selects one location server in each level — i grid (i = 1--- H). Since all location
servers of A have to store the current location positions of A, they are expected
to be updated periodically to ensure freshness of location information and to
reduce the query failure rate. In MGLS, A updates its level — i server after

each movement of (v/ 9! -4), where 6 represents the update threshold which
can probably be a few hundreds of meters. The updating period is set as the

expected time a node moves a distance of (\/21_1 - 8), namely (\/21_1 -6)/v.

Theorem 1. For MGLS, E(Cy,) = “ 6\/22' R vlog N; E(Cs) =log N.
Proof: To compute the location maintenance cost C,,, we first consider the
expected distance that an updating packet has to travel in the level — i grid,
denoted as E(dY), and the average number of hops a updating packet takes from
node A to A’s location server in the level — i grid, denoted as E(nY). Since one
node may be randomly located anywhere in a level — 7 grid, we can view dj* as
the distance between two random points in two level — i grid adjoined on a side.
Therefore,

; V2 ol V2 sl
Ba@)=VER [ [ [T [ Ve - a - dnidgdoady,
0 0 0 0
:(21'\/27‘R

where R is a constant representing the shorter side length of a level —0 grid. Since

the size lengths of level — i grid are in the ratio of 1 : v/2, the term V2'R thus
corrects the computation of integral in any level —i of grid. And ¢; is a constant
factor representing the average random distance between two neighboring grids,
as shown in Fig. Bla), ¢; < V6.

The expected number of hops in forwarding the packet is the expected distance
divided by z, the average progress of each hop, which can be viewed as a function
of the radio transmission range and the node density. Since we assume both as
constants in our model, so is z. Thus,

B(nt) E(d) _ V2R

v z z
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Fig. 5. (a) Constant ci- random distance between a pair of nodes in two MGLS unit
squares adjoined on a side. (b) c2- random distance between a pair of nodes in two
GLS unit squares adjoined on a side; c¢3- random distance between a pair of nodes in
two unit squares adjoined on a corner.

i—1
Since updates are sent out at a rate of v/(\/Ql -6)(6 represents the update
threshold), we have

H
v

E(Cp) = i .

;\/2 )
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where H=log N.

As for the Storage Requirement Cost: Cy, remember that the storage require-
ment is defined as the number of location records a node needs to store as a
location server. The average number of records a node stores is the total number
of records stored in the network divided by the total number of nodes. Since
every node has one location server in each level, we have

N-H

E(Cy)=" " =logN. n

3.4 GLS

The GLS scheme uses a similar multilevel structure of the grid hierarchy as
MGLS. A node A selects three location servers in each level — i square, one in
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each level — (i — 1) squares quadrants that A is not in, as shown in Figure B An
important difference between GLS and MGLS is the distinct hierarchies of the
grid structure. The same as MGLS, all the location servers need to be updated
periodically in order to ensure freshness of location information and to reduce
the query failure rate. We now prove the following theorem for GLS.
Theorem 2. For GLS, E(C),) = (2c2 —: c;,) I -vlog VN; E(Cy) = 3 log N;
Proof : We first consider the location maintenance cost Cy,,. According to the GLS
algorithm, all moving nodes update their location servers after the distance of
(271.6); at a period of (2071 - §)/v. Consider the expected distances the three
update packets traveled to update the three locations servers in the level — i
square, denoted E(d;). We have

E(d¥) = (2c2 + ¢3) - 2'R, and
E(dY 2cy +¢3) - 2'R
By = P Z Beato) 2 i
z z

where 2°R is the side length of a level — i square, ¢ and c3 are two constant
factors representing the average random distance between two points in two
neighboring squares, as shown in Figure B(b). Simply, we have c; < /5, and
c3 < 2v/2. Since updates are sent out at a rate of v/(2'~! - §), we have

H .
B v (2c2 4+ ¢3) - 2'R
PO = gy 2

_ (2c2+c3) R zH:v-Qi
N 6z P 2i-1
_ (202+03) - R - 9wH

-z
_ (202+C§)’R wlog VN

Z.

where H = (1/2)log /N, since GLS use a quad-grid partitioning. Finally, since
every node in GLS has three location servers in each level, the expected value of
the storage cost for GLS is,

N-3H 3
E(Cs) = N T log N. |

3.5 Summary of Theoretical Analyses

The analytical results of MGLS and GLS share the same asymptotic costs, as
their designs exhibit the same philosophy. However, the constant factors in the
cost are different. It is obviously that the storage cost of MGLS is smaller than
that of GLS. As for the location update cost, which is usually the dominating
overhead in location services, MGLS are also smaller than GLS since ¢; - V2 is
smaller than 2c¢, 4 ¢35 in the worst case, where ¢; < \/6, ca < /5, and ¢35 < 2¢/2.
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4 Performance Evaluation Using Simulation

This section presents simulation results for both MGLS and GLS. The GLS im-
plementation we used for simulation is that of [17, NS-2 simulation for Grid]. An
outstanding study of GLS’s simulator was presented by M. Kasemann et al.[18].
Our MGLS simulation was implemented by making some necessary modifications
to the GLS simulator.

Simulation Settings. The simulations use CMU’s wireless extensions for the
NS-2 simulator. The radio transmission range for each node is generally acknowl-
edged 250m . The simulations use 2 Megabits per second radios. Each simulation
runs for 300 seconds, during which time, each node generates on average 4 data
packets to other nodes per second. Nodes move according to the random way-
point model. Each time a random target is chosen, a moving speed is selected
between zero and a maximum moving speed, where the maximum moving speed
of the simulation is 30m/s by default. When the node reaches the destination,
it chooses a new destination and begins moving toward it immediately, with no
pause time.

Protocol Constants. All nodes are initially randomly placed across the en-
tire network area. For all the simulation runs, the initial node density is about
100nodes/km?. One reason for this choice is that we intend the system to be
used over relatively large areas such as a campus or municipality, rather than in
concentrated locations such as a conference hall. Therefore, the size of network
area increases linearly with the number of nodes. For a network of 500 nodes in
MGLS, which is the biggest simulation we have done, the grid hierarchy goes up
to level — 7 in a universe of 2800m x 2000m. For both MGLS and GLS, the side
length of a level — 0 grid is set to be 250m (in MGLS, it would be 354m x 250m,).
The location updating threshold is 150m in both schemes.

Performance Metrics. We considered the performance metrics, includeing
average update cost and the qurery success rate [2][15]. In order to have precise
experimental results, we created three levels of traffic loadings in our simulation:
100%, 50%, 10% of N. We make this by giving three distinct bounds (which can
be set in the CBR scenario files) to the number of connections between mobile
nodes. For the case of high loading in the simulation, the number of maximum
connectio ns between nodes is set to be equal to the total number of nodes. The
number of maximum connections equals half the total number of nodes in the
case of medium loading. In the low loading network, the number of maximum
connections is only one-tenth the number of nodes. Each data point in each
of the three levels of traffic loading networks is an average of five simulation
runs. In the results presented below, each data point is an average of the three
scales traffic loadings. The simulations will demonstrate that MGLS fulfills an
impressive balance between designing choice against N and v.

We are interested in the effects of mobility in nodes. High mobility will result
in a significant protocol overhead. Dealing with mobility needs a tradeoff be-
tween the quality of location maintenance and the bandwidth available for data
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packets. Aggressive updating can increase query success rate but will occupy the
bandwidth shared with data packets, while loosely location updates may have
an opposite effect.

Protocol Overhead. Figure [0l shows the average location update cost as a
function of (a) the total number of nodes N and (b) maximum moving speeds
of nodes v. The location update cost of MGLS is smaller than that of GLS as
expected in our analysis.
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Fig. 6. Average location update cost as a function of total number of nodes and the
nodes moving speeds

Protocol Performance. Figure [ shows the query success rate for both two
schemes, as a function of (a) the total number of nodes N and (b) maximum
moving speeds of nodes v. Most query failures are due to stale location infor-
mation stored on the servers. Both schemes maintain quite satisfactory query
success rate, around 90% or above, where the MGLS has a little bit better query
success rate than GLS. This result may be due to the lower overhead associated
with the MGLS.
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5 Conclusions

In this paper, we presented the design and performance of an efficient location
service for mobile ad hoc networks. We also used a theoretical model to ana-
lyze the behaviors of both MGLS and GLS. With an enhanced grid partitioning
scheme and reasonable tradeoffs, MGLS reduces the protocol overheads in com-
parison with GLS. Mathematical analysis and simulation results confirmed the
performance advantages of our scheme. Future work may be aimed at supporting
energy-efficient or quality-of-service (QoS) for discovering routes, where single-
path routing used in both MGLS and GLS.
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Abstract. Pervasive Grids emerge as a new paradigm for providing no-
madic users with ubiquitous access to digital information and comput-
ing resources. However, pervasive grids arise a number of crucial issues
related to privacy and security, especially authentication and access con-
trol, which constitute the security front-end.

In this paper, we propose a trust based model of authentication and
access control that allows nomadic users to roam from site to site and to
gain access to surrounding/remote resources wrt her status in her home
site and to the local policy of the site where she is standing. This model
is supported by a software architecture called Chameleon.

The Chameleon permits users to access grid resources and to implement
adhoc interactions with the local grid site.

1 Introduction

In the last decade, Grid Computing and Pervasive computing have emerged as
two new visions of computing system. Both systems focus on the user accessibil-
ity, offering her a large access to resources, services, and data. The deployment
of these technologies arises new security challenges to perform a nomadic user
authentication and a distributed access control policy [18].

The Grid [I] provides the ability, using a set of open standards and proto-
cols, to gain access to applications and data, processing power, storage capacity
and a vast array of other computing resources over the Internet or distributed
system. A Grid enables the sharing, selection, and aggregation of distributed
resources across multiple administrative domains or organizations based on the
resources availability, capacity, performance, cost and users’ quality-of-service
requirements.

Pervasive computing [2] is the next generation of computing environments
involving information and communication technology. The main purpose of that
technology is to prompt the personal computer to ”everyday” devices where em-
bedded technology and connectivity, as computing devices, become progressively
smaller and more powerful. Also called ubiquitous computing [3], the challenge of
pervasive computing, which combines current network technologies with wireless
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computing, Internet capability and artificial intelligence, is to create an environ-
ment where the connectivity of devices is embedded in such a way that the
connectivity is unobtrusive and always available.

Either the pervasive computing or the grid computing aims to extend the ac-
cess scope of the user. Thus, according to our conviction, the pervasive security
architecture cannot be deployed without an existing grid and distributed infras-
tructure. Respectively, the grid cannot evolve without a pervasive architecture
entourage. Thus, organizations operate as a grid and constitute the core of the
environment. The Grid is considered as a meta administrator which controls
accessibility and sharing of the set of included resources or services.
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Fig. 1. Pervasive Grid

In order to tackle security issues inside a pervasive grid we aim at defining a
generic security architecture, which we called " The Chameleon Architecture”.

The Chameleon Architecture is grafted around the grid among organizations
as well as between users and organizations. Our architecture considers each no-
madic user as a Chameleon, which has the capacity to become a local user
anywhere anytime with any device. Unlike existing approaches that enabling
broad user access using certification chain and delegation [4] [16], our proposal
perform a distrust mathematical function to compute the user trustworthiness
before giving her a corresponding access.

This paper is organized as follows. Section 2 presents a Pervasive Grid sce-
nario. Next, in section 3 we introduce our proposal the Chameleon architecture,
and show its implementation in the pervasive grid environment. Then we de-
scribe how a foreign user accesses unknown sites in section 4. Finally, we discuss
benefits and conclude this paper along with future directions.

2 Pervasive Grid Scenario

The challenge is to allow each nomadic user to roam and access inside this
environment easily and transparently, by exceeding certain barriers like the het-
erogeneity of the different access policies. Let’s consider the following use case.
Pr Bob is a member of University A. This Professor goes to a conference in
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University B and then to a meeting in University C. He communicates with the
different surrounding ”objects” including students, professors and resources e.g.
printer, video projector etc. In fact, Bob owns a professional card or conference
badge that defines his status and includes a picture or a fingerprint to identify
his identity. This card or badge allows Bob an access inside these universities
according to a convention or shared collaboration (the same working group).
These Universities do not know the owner of the card, but trust his card.

If we map this scenario in the pervasive grid environment, universities corre-
spond to sites (grid). A certificate simulates the professional card; the fingerprint
or the picture is seen as an authentication system embedded in the certificate.
In this manner, if Bob has the right to attend a conference, according to his
certificate, he obtains a new temporary certificate (like a badge in a conference).
This certificate allows Bob:

— to access authorized resources inside this new site like all other members,
— to share his resources with surrounding authorized local users e.g. make
presentation only to registered lecturer.

In this paper we use the following terms:

— Site: Represents an organization, domain or host that implements a local
independent security policy and is limited geographically,

— Target site ”'T”: Represents the site which user likes to access.

— Home site:: Represents the site where user is member.

— Trusted site of ”T”: Represents a site on which ”T” trusts.

— Trust set of ”T”: Gathers all ”T” trusted sites.

— Environment: Is composed by sites like universities, restaurants, posts of-
fice, airports etc.

— Profile: Each user has a profile, depending on the access policies, it can rep-
resent a role (student, doctor) or an access level (trust, distrust, confidential)
ete.

— Certificate: It represents a digital passport of the users. One user owns
some certificates (like professional cards) that prove her membership to each
site.

3 The Chameleon Architecture

The Chameleon architecture represents the backbone to set a security layer inside
a pervasive grid environment. It provides sites and users the ability to perform
authentication and access control policy.

Our architecture identifies two actors: User and Site.

The user has as main characteristics the mobility and the dynamism; she
roams in the environment and uses surrounding or remote resources or services.

The site dubbed as domain or organization represents the entity providing
to the user some services or resources. These pertain to the organization, which
applies inside an access control policy.
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Fig. 2. Chameleon architecture

According to each site the user could have one of these two facets: Local and
Foreign user. The former is recognized as a member of the organization, whereas
the latter is considered as foreigner. With existing security models, she can’t
have any access to any local organization resources.

Our architecture is divided into two parts:

— Chameleon-on-site: Is implemented on each site.
— Chameleon-on-device: Is implemented on the user device.

3.1 The Architecture Description

Chameleon-on-site. It is implemented on the site performing all the interac-
tion and the inter-connection between sites policy. It is composed of four mod-
ules. (S designates Site)

Description Manager Module (S-DMM) : This module represents the environ-
ment by describing its identity (Site Access Descriptor SAD) and its policy (Site
Interface Descriptor SID). The role of S-DMM is crucial, because it represents
the front-end of the site. Thus, according to its description the user can manage
and adapt her device policy.

Certificate Manager Module (S-CrMM) : Like all distributed system [5] [6] [7],
the Chameleon architecture performs a certification mechanism to enhance the
flexibility of the security policy. Indeed the certification model (X509 [8], SPKI
[9]) allows to prove the user rights without home site interference. S-CrMM
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manages and maintains a system of certification to identify the credential owner
(Credential Authentication) and to generate certificate if needed (Credential
Provider).

Trust Manager Module (S-TMM) : The trust is a fundamental aspect for an
inter-domain relationship [10]. Indeed, to interconnect the pervasive grid com-
munity the ”trust paradigm” is often used. It offers to each site a dynamic system
to evaluate the surrounding trustworthiness environment even further.

Access control Manager Module (S-AcMM): This module is generic, it doesn’t
modify the local access control policy and must be suitable with many access
security model (RBAC [13], MAC [12], DAC [1I]) without modifying the lo-
cal policy behavior. Indeed, this module implements a mapping approach which
grants to an authorized foreign user a local access profile according to her cer-
tificate (Mapping Policy). Furthermore, The S-AcMM can help authorized users
to manage their own devices policy (Resources Access control Generator RAcG)
according to target site characteristics.

Chameleon-on-device. A part of our architecture is installed into the user
device; it is composed of three modules (D designates Device): Context Manager

Module D-CxMDM: In the pervasive environment, the context paradigm is critical.
The user device policy must be convenient to context such as: device type, user
practice, environment etc. This module describes the context of the user (User
Context) and undertakes discovering the surrounding environment (Environment
Context).

Credential Manager Module D-CrMM: According to the context manager,
this module takes charge of selecting and adapting a corresponding credential
from the certificate repository (Credential Context Adaptation) according to the
specific connection with a target site or a user.

Access control Manager Module D-AcMM: Once the user is connected and
identified by the environment, if she wants to share her resources, this module
provides the means to control (Resources Access Control Policy), parameterize
and customize (Sharing Resources Requestor) her own device policy.

In order to build a security architecture, which connects the mobile user to
the pervasive grid community, thus providing authentication and access control,
we identify this challenges.

Each user wants to interact with some resources of surrounding sites. The
challenge is how each target site can recognize, evaluate the trustworthiness and
give then an access to this unknown foreign user?

4 How Foreign User Accesses Unknown Site?

Our Architecture allows user to authenticate on a remote site and to assign
access inside the environment without being locally recognized. Our proposal is
based on a ”Trust Model” using a new certification mechanism ”X316” [I4].
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4.1 Requirements

Trust Relation: Once Bob is authenticated, the site A attempts to assign him
a profile according to the certificate issuer. So, a trust model must be defined
to enable all organizations (Grid) to communicate and share some information
about their members. We define a trust relation to interconnect the grid com-
munity, offering to each site a means to evaluate its surroundings. Let S denote
a set of sites. Let A and B two sites, A € S, B € S. If A trusts B then we say
that the relation Trust is verified between A and B and we note "A Trust B”.
This relation is reflexive, symmetric and transitive.

Trust Evaluation: This property is fundamental for the effectiveness of our
proposition. It allows defining ”trust chains” between sites that do not know
each other (see below).

Based on the Trust relation, we introduce the distrust function t° [17], to
estimate the level of (dis)trust between two sites.

Distrust function. We call distrust function and we note t°, the function de-
fined as:

t0:5%S - N S:Set of sites
(A,B) —d N: Set of natural numbers

-1 if=(A Trust B)
0 _
t°(4,B) = {O <d<T§ otherwise

where d represents the distrust degree and T denotes the distrust threshold
of the site A.

This function quantifies the degree of distrust that the site A shows wrt the
site B. When t°(A, B) increases, the distrust increases (i.e. the trust decreases).
As consequences :

— t9(A, B) = 0 : Any site has a complete trust in itself.
— t9(A, B) < t°(A, C) : Means that the site A has a higher trust in B than in
C.

The distrust threshold represents the maximum level of distrust beyond which
A does not trust B (i.e. the relation A Trust B is not verified).

A feature of the distrust function is the use of the value -1 to denote the fact
that a site does not trust another site. Indeed, as the distrust degree can range
a priori from 0 to any positive number, there is not a priori superior limit value.
Consequently it is necessary to introduce and use a symbolic value to state that
a site does not trust another one. We could have chosen oo or L but for easiness
of computing reasons, -1 is more convenient.

The distrust function shows properties related to the properties of the Trust
relation.
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Properties of distrust degree:

— Self trust: VA € S,t°(A, A) =0

— Non-commutativity: 3A, B € S/t°(A,B) = dy ANtY(B, A) =ds Ndy # da

— Composition: Let A, B, C 3 sites. The composition of the distrust degrees
t(A, B) and t°(B, C), noted t°(A, B) ® t°(B, C) is defined as:

-1 if(t°(A,B) vt (B,C)) = —1

t°(A, B)
o =< t%A,B)
t°(B,C) + otherwise

t%(B, )

Generalization: Trust chains
The composition of distrust degrees is generalized to n sites by composing two
by two the distrust degrees:

tO(AL ceny ATL) = tO(Al,AQ) D...PD tO(An_l, An)
(44, ..., A,) is called a trust chain.

Notation: Distrust propagation function:

Let A and C 2 sites of S; let By...B,, n sites of S.

Let us note T = (By, ..., By)

We note P2(A,C) and we call distrust propagation degree between A and C
based on T the value:

PY(A,C) =t°(A, By, ..., Bn, C).
Property: PJ(A,C) =1°(A,C)
Theorem: Pg(A, C)=-1«3F,G € (A, By,...,B,,C)/t°(F,G) = —1.

Proof : trivial by application of the definition of t° : The composition of distrust
degrees equals -1 if and only if one at least of the distrust degrees equals -1.
Indeed, this distributed system can be seen as a Trust graph noted T, (S, E) a
valued and directed graph such that:

— The nodes of the graph represent the sites of S.

— Each Trust relation between two sites is represented by a directed edge e.
The set of edges is consequently identified with the set of relations, E.

— Each edge is valued by the distrust degree between the sites represented by
the source and destination nodes of this edge (use of the ¢V function).

A Certification Model: Actually, all distributed systems use a certification
mechanism to enhance the system flexibility and dynamism. Indeed, the user
become more autonomous and can authenticate and proves her rights. In the
Chameleon architecture we define a new format for certificate called X316:
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Morph Access Pass Certificate. This format facilitates creating any sort of cer-
tificates or credentials e.g. Attribute certificate, Role certificate etc. This " X316”
works as a pass, allowing its owner to roam and gain access in the environment.

This certificate mainly testifies the user profile (status or access level) and
rights in a Home/Trusted site. If the user wants to access a particular target
site, her device selects one of her certificates, which is recognized by this one.

Our contribution has an objective to define a very flexible model of certifica-
tion. It is inspirited by the W3C standards: ” XML Digital signature” (XMLDSig)
[19] and " XML Encryption” (XMLEnc) [20]. The X316 is designed for nomadic
user. Indeed, unlike all certification system, the same X316 certificate can be
used and authenticate from various devices with different capacity and charac-
teristics, and can be generated dynamically along to user trip. In fact, by defining
specific tags to delimit the dynamic parts, this certificate acquires the capability
to transform and to morph easily its content according to context, situation, and
environment.

Therefore, the X316 fulfills three constraints:

— Format Flexibility.
— Multi authentication.
— Contextual adaptation.

X316 could be obtained by two different ways:

— FEach site gives a Home Certificate or H316, to all its members.
— Each site gives a Trust certificate or T316, to a guest, when it trusts her
Home Site.

Header:
Type= H-316
Site = « B »

Path= site B

Right :
Profile = Level 3 7 Right :
=g A-Profile = Student

Authetication :
RSA Key 1024 o - Authetication :
RSA Key 512 = RSA Key 1024

Fig. 3. X316 Type

As illustrated in the figure Bl the X316 is composed by:

— The header: It identifies the certificate.

— The right: It is a variable part of a certificate, depending on the site policy.
This part contains information about user rights, such as status or access
level in a Home/Trusted Site (certifying site). The use of this profile is orig-
inal. Indeed, unlike other systems of certification that certify an access to
particular resources, this one certifies the profile that represents all autho-
rized access to site resources.
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— Authentication: This part permits one to identify the owner of the X316.
Authentications are numerous, and related to the variety of devices used
in the pervasive environment (PDA, mobile phone, terminals). Facilitating
certificates authentication could be fulfilled by embedding some identifica-
tions (picture, fingerprint etc.) according to device capabilities and the site
security policy.

A Context Description: All standards e.g X509, PGP use a hash algorithm
to obtain a residual value from the certificate data. This value is signed by the
private key of the certification authority. Consequently if the content of the
certificate is modified, the residual result will be erroneous. In this case, the
users can’t adapt her certificate by masking any information inside.

In our approach, we use a single certificate that mainly contains the user pro-
file, all user access rights and some authentication systems. Yet we define in this
model a specific signature method (X316 signature), using specific tags. In fact,
using dictionary ontology and a learning mechanism, the certificate structure
can morph according to user and environment context (X316 context). Thus,
the certificate owner can freely mask some information. In this manner the user
device extracts a sort of sub-certificate (credential) from the original one, which
only contains the essential information for each specific transaction or context.

Mapping Policy: The main feature of our approach is to append an additional
security component without modifying the local policy behavior. So, each site
defines some local profiles, which can be attributed (externalized) to trusted
foreign users. In the aim to assign to foreign users the adequate profile, a mapping
policy is implemented to correspond each user home profile to an analogous one.
The mapping process can be adapted according to some constraints such as user
profile, user context, home user trustworthiness, etc.

4.2 Chameleon Behavior

Selecting and morphing a certificate. The context manager (D-CxMM) of
Bob device scan the surrounding environment and collects needed information
to inform the user context. Then, according to the target site A, the ” Credential
Manager” selects a valid credential according to ”A” identity (Hospital, uni-
versity, airport etc.) and the user context (device, type of connexion...). Thus,
the ”Credential Authentication” Component uses the generated credential to
identify its owner by selecting one authentication process from the credential
authentication part (challenge response, biometric etc.)

Evaluating the user trustworthiness. The core of the system works as a
trust graph. In fact, when the user Bob comes to a target site, this one explores
the graph (by asking its trusted site) to evaluate and recognize Bob home site
"H”. Once H is recognized, a trust chain is created between the target site ”T”
and the trusted site ”D”. This chain can be evaluated in two directions.

As illustrated in the figure @ the first path which starts from the target site
"T” to the trusted site ”D” ( trusted site of the Bob’s home site) allows D to
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4 Target Site Request
- - -m— Trusted Site Response
o User's Target Site
D User's HomesSite
Trusted Sites

Trust Set

Fig. 4. Trust propagation

return to Bob its evaluation about ”T” ; the second path which is the inverse of
the first one gives to the target site a trust evaluation about the foreign user’s
home site.

— First path evaluation (Target Site Request): Since the trust chain is built, a
trust evaluation is performed while the chain is propagated. Consequently,
when the last trust site ”D” is retrieved, it evaluates and computes the target
site trustworthiness P2 p 4 (D, T) .

However, the main challenge of pervasive environment is the fluency of
the interaction between the environment and the user. Indeed, when the
last trusted site computes the final trust propagation value, it returns its
assessment (e.g. P&B’A(D, T) = 23) of path. The problem is: How the user
can interpret this value 23’7

To help user, we define a classification based on human living, by using
the Highway Code. These colors have an intuitive signification to the user,
as following:

Green : Very safe site

Orange : Safe site (warning)

Red : Less safe site (not recommended)
Black : Unsafe site

Thus, before sending the P& p.A(D,T) to concerned user, the trusted site D
implements a function ”F” to compute the corresponding color ”col” form
the trust value. For confidentiality and no repudiation, the ”col” value is
ciphered, signed with the private key of the site C, and sent back with the
response to "D”. Consequently, only the user can read ”"col” and verify its
authenticity.

Once the user receives the ‘col’ Value, she could recognize the D trust-
worthiness about the target site. Furthermore, as illustrated in the figure
Bl by combining the ”col” value and the user home site trust evaluation for
each trusted site (T'Scol), the user computes a more precise Trust Path Eval-
uation TP(col, T'Scol). In fact, each site classifies its trusted sites into three
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Fig. 5. User Trust Path evaluation ”TP”

groups: Red, Orange and Green, and defines for each group a specific pair

of keys(Public and Private). Therefore, each trusted site signs the computed

trust value with the group private key before replying to target site.
Consequently, according to the used key:

e the user is sure that the given access is initiated by a trusted site since
only a trusted site can use one of home site group key.

e the user can identify the corresponding ”T'Scol” of the trusted site, since
each color corresponds to a group key.

— Second path evaluation (Trusted Site Response): The evaluation of this path
(PB.c.p(A, H)) permits the target site to decide if a ”foreign” user can be
allowed to access target site resources (e.g. to decide if a user having no
account within the system can get log in). Thus, we consider two kinds of
access: Direct access and Transitive access.

e A direct access is provided by a target site to all users registered by
its trusted sites e.g. site A. This direct access is assessed by the trust
value. In fact, as illustrated in the figure [l the target site endeavors to
recognize this foreign user. A direct access is given if this foreign user is
member of the target site trust set. Otherwise the target site investigates
the closest trusted site about the user’s home site.

e A Transitive access can be provided by a target site (Site T) to a user
who does not belong to its trusted sites (e.g. Site B,C or D) on condition
that it exists a (positive) trust chain between one of the user’s home
sites and ”'T”. This transitive access is valued by a computed trust value
between these two sites (as before, in case of the existence of several
possible chains, the target site is responsible for choosing the reference
chain).

Therefore, this model, using the community collaboration, enables the target
site to evaluate the user according to her home site. Moreover the context
(user device, communication protocol...) can be used to increase or decrease
the new user rights.

Attributing an access profile. Once a user is allowed to access the site T, the
latter attributes her an analogous profile using the mapping policy. Consequently,



Authentication and Access Control Using Trust Collaboration 359
this new profile defines all user access rights inside the target site. Indeed, a
mapping policy must be defined in order to give each foreign user an analogous
profile (A-Profile). Each site creates a mapping table that enables matching
between the different profiles of trusted sites and its local ones. For example:
User Bob, having an access profile as level 5 in his home site, wants to access
the site T, which provides Bob a new access level for instance, level 3 (it is T
responsibility to map the original level accordingly with its local policy). Further
works in this mapping policy is not part of the presented work.

5 Implementation and Discussion

A demonstrator has been implemented to illustrate the Chameleon architecture
behavior. This demonstrator allows the user to roam inside three universities,
her home university (using Username and Password), and two other universities
(using M316 and T316).

The user enters her home university U0 and claims an M316. She uses this
M316 and accesses university Ul, who trusts U0. When the user is allowed to
access U1, she can claim another T316. Finally, this one provides a user an access
to U2, thanks to the trust that is given by U2 to Ul.

Domainet i Authentifcatiors
Bienuenue dnsvole session: Rachii Saari Entéte KEVH1P SicloneHjsyCOESHSHA
APC Appertenince IDCerticat 1 KEY2EPUBRSA(512)
CBARSAS12
KEYJEPUBRSA(1024)
 Pasnase Tipe APCA
Pl g ’7"7““5 Nompére  [Domainet
LI | User 3l Rachia
Ll C6RSA1024 Valiité 122004
P [ | passpase
@mai - @ | Selecion |
asraritgyznel ] Tragabilté init: cryptage DES
Niveau daccés en " 1: Domained Crytage réussi
3 it hachiage SHA
7 Mot de passe Hachage réussi
Cobemphwa [ ] Authentifcationréussite
Load phato Load photolR
Deconikin
Retour
Login

Fig. 6. The demonstrator

The generated X316 embeds three authentications: Two remote (Public keys
512 and 1024) and one local (using an Infrared connection with a mobile phone).

The authentication system uses the challenge response mechanism for remote
authentication. Each user is authenticated by signing the challenge with corre-
sponding private key to one of public keys in the X316. However the local authen-
tication is fulfilled in the following process: The user captures a picture with her
mobile phone, then sends it trough infrared connexion. Afterward, she attached a
password to this picture. Finally, the site embeds the hash function generated by
this authentication as an authenticator. In the same way, when the user wants to
authenticate her certificate in the trusted site, she sends, by infrared connection,
the photo and introduces an associated password to authenticate it.
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The main constraint of our architecture is illustrated mainly by difficulties
arisen while managing relationship among organizations (sites) and applying
the mapping policies. In fact, an organization, having a trust relationship with
other organizations, must validate and value relations manually (semi-manually)
by the administrator. However, each organization has a trust relationship with
only a few other organizations, and it builds this relationship only once. When
the relationship is validated and the Mapping DB created, the system becomes
standalone. The mapping policy is applied in the site set which generally uses a
similar policy e.g., RBAC, MAC, DAC. For example: In a medical community,
it is probable that roles such as ”Doctor”, ”Nurse” or ”Patient” exist in all
organizations, allowing for an easy mapping through the community.

6 Conclusion

The Chameleon architecture allows the user to roam transparently in an en-
vironment simply by using her certificates. The Chameleon using the X316
presents a number of advantages. Indeed, it consists in a decentralized archi-
tecture since each site, knowing only its neighbors, can perform a large but con-
trolled access to user communities. Chameleon reduces the human interaction
where many security management functions can be processed dynamically. In
addition, Chameleon increases the user rights along her trip without modifying
the local site policy.

However the challenge is to perform an efficient and generic HMI providing to
user a very usual interface to express her security requirements. As future works,
we investigate to define a platform that provides integrating specific services to
define any site environment. And for fluency, we will integrate our team works on
context description [T5] to X316 giving the user device the capacity to manage
and adapt the certificate dynamically with respect to context without soliciting
any user intervention.
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Abstract. The deployment of J2EE systems in Grid environments remains a dif-
ficult task: the architecture of these applications are complex and the target en-
vironment is heterogeneous, open and dynamic. In this paper, we show how the
component-based approach simplifies the design, the deployment and the recon-
figuration of a J2EE system. We propose an extended architecture description lan-
guage that allows specifying the deployment of enterprise systems in enterprise
Grids, driven by resources and location constraints. With respect to these con-
straints we present a deployment process that instantiates propagatively the ap-
plication, taking into account resources and hosts availability. Finally, we present
an autonomic solution for recovery from failures.

1 Introduction

Grid environments have moved from the mere aggregation of computational resources
dedicated to parallel and scientific applications to more general sharing of networked
resources. The kind of Grids we consider in this paper can be seen as a set of hetero-
geneous machines interconnected by links of various capacities. Moreover a number of
factors impacting the dynamism of the system (machine crashes, user disconnections,
system failures etc.) cannot be neglected. Such Grids become attractive to multi-tier In-
ternet service providers who want to improve the quality of service they offer. For this
reason, many recent research works aim at finding the best models and techniques to ex-
ploit the Grids for better performance and high availability (e.g. [1I2]]). However, these
works concentrate more on finding models and proving their effectiveness and do not
propose efficient solutions automating the deployment and the recovery from failures of
enterprise middleware and applications. Such features are very important and are still
challenging in the context of interactive applications. Indeed, unlike scientific parallel
applications whose parts can be independently deployed and executed, multi-tier mid-
dleware and applications are composed of interdependent pieces of software that have
to coexist at execution time. Furthermore, the failure of one part of the enterprise system
may involve service discontinuity or performance degradation. Recovering the system
architecture, as initially defined at deployment time, is very important to preserve the
agreed quality of service.

In this paper, we propose a solution for deploying enterprise systems in Grids and
automating the recovery from failure of parts of the system. To achieve this goal, we
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consider a J2EE system that we call a virtual cluster, similar to a classical J2EE cluster
in that EJB and Web containers are replicated for backup fault-tolerance considerations.
We believe that our solution is applicable to other models and other configurations of
multi-tier Internet applications on wide-area networks, and it can be of interest to re-
searchers in this field to easily experiment their different models on Grids and for ser-
vice providers to easily handle an important number of clients. Our approach consists
in applying an architecture-based deployment [3]] and in automating the management
of distributed systems. The idea is to abstract the managed system into an assembly
of explicitly bound components and to use these components as units of configura-
tion, deployment and reconfiguration. We adopted this approach for J2EE systems in
a previous work—in classical cluster environments—by re-engineering an open source
application server [4]]. The re-engineering work consists in transforming the server parts
into explicitly connected components. With the same component model, Fractal [3] in
our case, we also represent the underlying resources like the nodes of the Grid. An
ADL (Architecture Description Language) permits the description of the different parts
of the distributed system, their configuration and their relations in terms of bindings
and encapsulation. Finally, a deployment engine allows automating the deployment of
the J2EE system using its description on the cluster targets. Compared to J2EE clusters,
Grids are highly distributed, heterogeneous and dynamic. For this reason, our deploy-
ment system needs to be extended to manage virtual clusters within the Grid constraints.
In this paper, we demonstrate the extension of the Fractal ADL to describe the compo-
nent resources, a resource allocation mechanism and a solution for an automatic recov-
ery from failures.

The layout of this paper is the following. In Section2l we present more in details the
context of our work and the main underlying assumptions. In Section 3l we describe
our deployment process and its resource allocation service. We detail the current state
of our implementation and some first results in Section [l Section [l discusses related
work. Finally, Section [@] concludes the paper and identifies future work.

2 Context and Main Assumptions

2.1 J2EE System Configuration and Deployment

J2EE application servers are complex service-oriented architectures. In a previous work,
we demonstrated that solving the deployment of J2EE applications requires that the in-
ternal software architecture of the J2EE server, in terms of the services that compose
it and their various interaction and containment dependencies, be made explicit and
modifiable at run time [4]]. Indeed, the configuration of the system and its deployment
parameters have to be described using the elements of the system’s architecture. This
description can then be used as a basis to implement and automate different deployment
and reconfiguration policies. This is what is generally called architecture-based man-
agement [3]). For this purpose, we created JonasALaCarte, obtained by re-engineering
the JOnAS (Java Open Application Servelﬂ) open source application server using the
Fractal component model [3]].

! http://jonas.objectweb.org



364 D. Hoareau, T. Abdellatif, and Y. Mahéo

Thanks to a componentization of the server itself, where all the services are en-
capsulated into Fractal components, the architecture of the server is explicit. Both the
hardware and the software entities are represented by components.

2.2 Deployment in a J2EE Cluster

Building a J2EE cluster consists in replicating the Web and EJB tiers for load balancing
and fault tolerance. A front-end load balancer (generally a HTTP server like Apache)
dispatches the HTTP requests to the containers. A group communication system allows
the consistency between stateful data hosted in the containers to be maintained. In order
to deploy a clustered JonasALaCarte, the administrator has to produce an architecture
descriptor (written with an ADL) together with a deployment descriptor. The first one
defines the architecture of JonasALaCarte as a set of interconnected components and the
second one exhibits the resource requirements of each component. The instantiation of
this description allows the application server components to be configured and deployed
on the target machines in an automated manner. Unlike in current JOnAS clusters, the
unit of replication in JonasALaCarte is the service component and not the whole server.
This selective replication is important since the EJB containers and the Web containers
are generally execution bottlenecks and we need more replicas for these services than
for other ones (Registry service, Transaction service, etc).

Figure [I] presents an example of an architecture for a J2EE clustered application
server. Notice that we abstract the deployment and the configuration of an application
server cluster into the uniform handling of Fractal components. Besides, a cluster con-
figuration is just a particular configuration of the application server where components
are distributed and replicated (represented in greyed boxes) on different JVMs. The
same management tools are used to manage a stand-alone server in a single JVM and
to manage a cluster of servers.

T T
Configuration
T »| Manager T
Web :' T T -
Container| N\ EJB . Trggsrsiit";"
" |Container|
T T
EJB g
Apache "|Container[ ™ H Database
T T
TT EJB - . TT .
Web |/, s Container| "™+ | Transaction
Container| Security Service
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Fig. 1. Component-based view of JonasALaCarte in a cluster environment

2.3 From J2EE Clusters Management to Virtual Clusters Management

We call a virtual cluster a J2EE system having the same configuration as a classical
cluster (a front-end load balancer, a set of replicated containers and a group commu-
nication system for stateful data replication) but deployed in a Grid. By defining the
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number of replicas and the configuration of the services, the virtual cluster can repre-
sent different deployment models in wide-area networks. In this paper, we consider that
our Grid system is composed of different zones; each zone groups a set of machines
geographically close. Moreover, for each zone, some particular machines are well iden-
tified and are made public (on a Web site for example). We call zone managers these
machines because they contribute in the deployment process.

Unlike a J2EE cluster, a Grid environment is highly distributed and are heteroge-
neous in terms of software and hardware configurations. Resource allocation is conse-
quently a complex task. Grid machines are more dynamic either because they belong to
end-users that frequently join and leave the Grid or because they are shared with other
dynamic applications. However, if a machine involved in the execution of a multi-tier
application leaves the system, a service discontinuity or a performance degradation may
be induced leading to disastrous economic consequences. In front of these limitations,
we identify the following requirements:

— Resource allocation should be automated. Each component has to explicitly de-
fine its required resources and the deployment system has to automatically find the
appropriate target machine offering necessary resources for each component.

— Each variation in the Grid machines involved in an application execution has to
be systematically detected and recovered. Indeed, in order to maintain the agreed
quality of service, the configuration of the J2EE system has to be preserved. If the
unavailable component is not replicated, its recovery allows ensuring the service
continuity. In some cases, the service continuity is ensured thanks to the replication
of the leaving component, like for containers. If the replica is a simple backup, this
component needs to be replaced in order to preserve the fault-tolerance degree of
the system and if the replica is involved in the load balancing, it also needs to be
replaced to preserve the same level of performance.

3 Virtual Cluster Deployment System

In order to deploy a J2EE server system in a network such as the one described in Sec-
tion we cannot rely on a total knowledge of the different machines: this is hardly
feasible as the size of a zone is important and as they are heterogeneous. Moreover,
some machines—that were disconnected when the deployment was launched—can en-
ter the network. Thus, traditional approaches, consisting in defining a target machine
for each component of the application to be deployed, are not feasible in our context.
We propose an extension to existing ADLs (xAcmet, [6]) that allows the description of
the resource properties that must be satisfied by a machine for hosting a specific com-
ponent. In our approach, it is no more mandatory to give an explicit name or address
of a target machine: the placement of components is mainly driven by constraints on
the resources the target host(s) should satisfy. Then, we use the description of the archi-
tecture and the deployment specification to define a deployment of a J2EE system in a
zone: installation and redeployment of the component are made in an automatic way.

2 http://www-2.cs.cmu.edu/ acme/pub/xAcme
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In the following we present the general deployment algorithm in two steps. First, we
describe the deployment process that allows the parts of the application to be deployed
in a propagative way. Then, we present the mechanisms we have implemented to handle
failures of the machines and of the different parts of the system.

3.1 Deployment Specification

In order to specify the deployment of a J2EE system, we define two descriptor files
written with Fractal ADL. The architecture descriptor contains the architecture of the
system in terms of component definitions (their name, their client and server interfaces,
their implementation) and component interactions (the bindings between components).
The other descriptor, named deployment descriptor, contains, for each component, the
description of the resources that the target platform must satisfy and references to com-
ponent instances (defined in the architecture descriptor).

In the deployment descriptor a deployment context is defined for each component.
Such a context lists all the constraints that a hosting machine has to verify. There are two
types of constraints that can be defined in a deployment context: resource constraints
and location constraints. Resource constraints allow hardware and software needs to be
represented. Each of these constraints defines a domain value for a resource type that the
target host(s) should satisfy. With location constraints some control on the placement
of a component can be defined when more than one host applies for its hosting.

Figure [2] shows the deployment descriptor associated with the J2EE system repre-
sented in Figure [Tl (Some repeated parts have been omitted). This descriptor contains
the resource constraints associated with every component (e.g. lines 10—17: EJB con-
tainer ejb1 has to be installed on a host that have at least 512 MB of free memory) and
location constraints, that indicate the co-location of some components (e.g. lines 45-47:
transaction service component transacl must reside on the same host as the configura-
tion manager, for example because they share local resources). We can also control the
location of a component according to the bandwidth of the network: lines 51-53 spec-
ify that the bandwidth between the machines hosting component web1 and the others
machines must be greater than 150 Mb/s).

For both performance scalability and high availability, each tier can be replicated.
However, we should not require that all replicas be started at the same time. What is
usually desired is to activate as soon as possible the Internet application when an EJB
container is deployed and a Transaction Service is available. The other replicas, mainly
used for performance, can be deployed later as soon as necessary resources become
available. For this purpose, we have added a cardinality attribute to the description of a
component’s interface. This attribute takes the form of a couple of values that specify
the minimum and the maximum number of bindings allowed through the interface.

3.2 Deployment Process

As stated in section[2.3] dedicated machines—the zone managers—are defined for each
zone. A given zone manager has two roles: (1) Maintaining a list of the machines in a
zone and (2) orchestrating the deployment process in the zone.

We consider in this section a single manager per zone. The address of this manager is
maintained on an already known site. A machine joining a zone gets the zone manager
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Fig. 2. Deployment descriptor of JonasALaCarte

address and sends a presence notification message. The zone manager adds the newly
connected machine in a list. The case of multiple zone managers, necessary for fault-
tolerance, will be detailed in section

The first step of the deployment process consists in sending the ADL files of the J2EE

system to deploy to the zone manager (whose identity has been obtained beforehand
by the administrator, from a given web site for example). As soon as the deployment
descriptor is received by the manager, the deployment tasks are performed as follows:

1.

The manager multicasts the deployment and architecture descriptors to all the zone
nodes that are connected. The deployment descriptor contains resource and location
constraints, and the identity of the manager.

Having received the deployment and architecture descriptors, each node checks the
compatibility of its local resources with the resources required for each component.
If it satisfies all the resource constraints associated with a component, it sends to
the manager its candidature for the instantiation of this component.

The manager receives several candidatures and tries to compute a placement solu-
tion in function of the location constraints and the candidatures. In the case there is
no location constraint associated with a component, the first candidate is chosen.
Once a solution has been found (or if a candidate has been chosen in the previ-
ous step), the manager updates the deployment descriptor with the new placement
information and broadcasts it to all the zone nodes.

Each node that receives the new deployment descriptor updates its own one and is
thus informed of which component it is authorized to instantiate and of the new
location of the other components.

The final step consists in downloading necessary packages from well defined pack-
age repositories. The location of these repositories is defined in the deployment
descriptor (not shown in the example for sake of clarity). For the components that
are instantiated locally, their client interfaces (if any) must be bound to remote com-
ponents. When the remote component possesses a constrained cardinality, a request
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is sent to the corresponding machine in order to know if a binding is possible. If the
addition of a new binding is accepted at the server side and when a positive answer
is received, the binding is achieved with the remote reference hold in the answer
message. Besides, the number of incoming and outgoing binding is updated.

The above steps define a propagative deployment, that is, necessary components
for running J2EE applications can be instantiated and started without waiting for the
deployment of all the components in the ADL descriptor. As soon as a resource become
available or a machine offering new resources will enter the network, candidatures for
the installation of the “not yet installed” components will be sent to the zone manager,
making the deployment progress.

When a new deployment descriptor is received (step 5) the binding establishment
described at step 6 can also be made if the deployment descriptor contains new infor-
mation on the location of some components that have to be bound with some already
(locally) deployed components.

Let’s consider an example of resource constraint. The constraint alldiff in the deploy-
ment descriptor (lines 48—49) indicates that the three EJBContainer must reside on three
distinct hosts. In order to resolve this constraint, a machine must at least have the infor-
mation of three machines that can hosts each one an EJBContainer. Thus, by collecting
candidatures (step 3), the zone manager may decide on the placement of component
provided there exists a combination of candidatures that solves the location constraints.

We can notice that in this deployment process: (1) the host selection of a component
is made by the zone manager; (2) the instantiation of a component is achieved by the
host selected by the zone manager; (3) the bindings needed by a component are initiated
by the machine hosting it; (4) the activation of a component can be made as soon as its
client interfaces are bound. Note that in our case, the activation of the container com-
ponents (i.e. EJB and Web containers) involves the activation of the J2EE application
running inside.

3.3 Automatic Recovery from Failures

In the environment we target, resources can also become unavailable (e.g. the amount
of free memory demanded may decrease and become not sufficient), some parts of the
J2EE system can be faulty, some machine may fail etc. In this paper, a failure can be
due to a hardware crash of a machine, a disconnection from the network or a software
bottleneck. This last case constitutes a failure of a component.

Failure of a component. The recovery of a component and thus its redeployment con-
sists in sending to the zone manager a message holding the identity of the component
to redeploy. This is done by the machine hosting the faulty component (The failure,
i.e. the non-responsiveness of the component, is detected through a probe associated
with a control interface of the component.). Then, the zone manager updates the de-
ployment descriptor by removing the location of the component and broadcasts the new
descriptor to all the machines connected in the zone, automating the redeployment of
the faulty component. Indeed, for all the machines, a component remains undeployed
(i.e. it has no location), thus, they find themselves back in the propagative deployment.



Architecture-Based Autonomic Deployment of J2EE Systems in Grids 369

The phases of local evaluation of the resource constraints and the announcement of
candidatures will go along.

When a component fails, it is important to consider its state. If the component is
replicated, like the EJB container and the Web container services, the stateful data are
automatically sent to any replica added to the group. This ensured by the group com-
munication systems embedded within these components. Regarding the database, we
consider that a regular copy is done on a data-center allowing to obtain stateful data
when the database fails. This solution is frequently used in Internet applications de-
ployed in wide-area networks, like in the edge-computing models.

When Apache fails, all the incoming requests are lost during the reconfiguration
time. One solution consists in deploying a lightweight component storing the incoming
requests in a list during the time the Apache component is recovering.

Resource violation. When a resource constraint associated with a component is no
longer verified on a specific host (for example the amount of free memory required is
not sufficient), the corresponding component must be redeployed. This redeployment is
performed the same way, except that the state of the component can be saved properly.

Failure of a machine other than a zone manager. In a zone, a machine hosting one or
several components may definitively crash. A crash is detected by the zone manager
which maintains the list of the machine connected in the zone. When the manager de-
tects a crash, as in the case of the failure of a component, it updates its deployment
descriptor by removing the location of the component(s) that was running on the faulty
machine. Then, the deployment descriptor is broadcast to other machines so that the
missing components can eventually be re-instantiated.

Failure of a zone manager. The crash of the zone manager is critical as it is responsi-
ble for choosing a host for each component. In order to deal with the failure of such a
manager, we define several managers within a zone. Every manager has the same role as
defined previously: it maintains the list of the machines that are connected in the zone; it
collects the candidatures for the instantiation of components; and it resolves the location
constraints depending on the received candidatures. To ensure the fault-tolerance of the
zone manager, we consider a number of replicas. At a given time, a leader is in charge
of establishing the deployment process. The address of the zone manager is mentioned
in the deployment descriptor sent to the machines of the zone. Each information re-
ceived by the leader is multicast to the backup managers using a group communication
system offering the FIFO order and reliability. The failure of the leader is detected by
the backup machines and a new leader is elected. The zone manager identity is updated
in the deployment descriptor and like any descriptor change, this piece of information
is sent to the machines of the zone that will then deal with the new leader.

4 Implementation Status and Evaluation

4.1 Implementation Status

The ADL presented in section[3.I]allows the specification of the placement of the com-
ponents according to some conditions on resource and location constraints. We have
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chosen FractalADL to support the definition of deployment descriptors in an XML for-
mat. The main aspect with resource and location constraints are their manipulation at
run time in order to observe and detect changes in the environment, to react on these
changes and to find a placement solution at a given time according to some machine
candidatures. We use Creanf, a Java library for writing and solving constraint satis-
faction problems or optimization problems, to represent interface cardinality, possible
bindings and resource and location constraints.

Specific probes are used in order to introspect the resources needed by the compo-
nents. We use DRAJE (Distributed Resource-Aware Java Environment) [[7], an extensi-
ble Java-based middleware to model hardware resources (processor, memory, network
interface...) or software resources (process, socket, thread...). For every resource con-
straint of the deployment descriptor, a resource in DRAJE is created and a periodic
observation is launched. The value returned by a probe allows a host to check the con-
sistency of a resource constraint according to the local resource state. If all the resource
constraints associated with a component are verified by a machine, it applies for its in-
stantiation. When the value returned by a probe does not respect a resource constraint,
our run-time support is notified in order to redeploy the components that requires this
resource as described in section[3.3] The current implementation of our system does not
support the computation of bandwidths between machines but relies on a predefined file
describing the properties of network links within a zone.

Component instantiation are made by a host when this host has been chosen by the
zone manager. When an updated deployment descriptor is received, the location of the
newly instantiated components is discovered, resulting in binding requests. When a
binding is accepted, a stub component and a skeleton component are dynamically cre-
ated thanks to the ASM libraryl] and are deployed with FractalRMI. The server inter-
faces of the stub component are of the same type as the one of the local client interface
that has to be bound. When the location of the EJBContainer is known, a new pair
stub/skeleton is created and deployed if the number of outgoing bindings allowed (i.e.
the interface cardinality) has not been reached.

4.2 Evaluation

A complete evaluation of the deployment and redeployment in the kind of environment
we target implies to precisely control the dynamism of the different resources and hosts.
We have indeed to take into account the announcement of machines’ candidatures—
which implies the availability of resources—in order to compute a placement solution.
However the feasibility and the performance of the deployment process and recovery
mechanisms can be measured accurately when all the resources are available. In this
case we can evaluate the time needed by a zone manager to compute a placement solu-
tion for the components of a virtual cluster.

Figure 3] shows the time for a zone manager to compute a placement solution when
the number of received candidatures is sufficient, in function of the number of compo-
nents to instantiate. We have considered a zone composed of a thousand of simulated

3 http://kurt.scitec.kobe-u.ac.jp/“shuji/cream/
* http://asm.objectweb.org
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Fig. 3. Time required for a zone manager to decide on the placement of a set of components in
function of the number of candidatures

machines on which the number of components to instantiate varies from one to one
hundred. The experiment corresponds to the deployment of the architecture of Figure[l]
according to the constraint “each component must reside on a distinct host” (alldiff con-
straint). Somewhat contrived, this constraint encompasses the complexity of other con-
straints involved in our deployment specification (resource constraints resolution has a
negligible impact on the computation time). The evaluation has been conducted on a
laptop (1,7 GHz Pentium Centrino). This experiment allowed us to verify that the time
to compute—with the Cream library—a placement solution (when all conditions are
met) remains acceptable regarding communication cost between machines. This com-
putation time is likely not to be the prevalent factor in number of Grids configurations.
We are currently conducting the evaluation of the deployment of a virtual cluster and
the automatic management of failures on a Grid. The main difficult aspect remains the
control of hosts and resources availability.

5 Related Work

Our work is related to several different open-source and research domains. We sin-
gle out the following ones: component-based deployment in Grid environments, multi-
tier deployment in wide-area networks, resource allocation for distributed systems and
architecture-based systems.

We share with GridCCM [[8]], GridKit [9] and Proactive the same approach con-
sisting in abstracting the system to deploy on the grids to an assembly of components.
Proactive work is closer to ours since it considers Fractal component model to rep-
resent hierarchical and parallel systems. However, our work covers both the resource
management issues and the automatization of recovery from failures.

Exploiting the Grid resources to increase multi-tier application performance and
fault-tolerance become recently the aim of many research teams [2/T/1T]]. However,
focus is more on defining the best configuration and models to increase performance
rather than on the management aspects.

Many works deal with resource allocation in distributed systems [12[13I14/13]. In
our work, we propose a simple solution for resource allocation and we believe that,
thanks to our modular component-model, we can easily adopt different policies and
algorithms for an optimal resource usage. Furthermore, to our knowledge, most of
the works on the Grids like PlanetLab and Globus, focus on parallel applications that
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are composed of independent tasks. Compared to the proposed solutions, we adopt an
architecture-based approach motivated by the complex architecture of the multi-tier In-
ternet application we address.

The architecture-based management approach is mainly experimented in close
environment like in SmartFrog [16] system or Jade system [17]]. In these two systems,
the deployment process considers that target machines are stable and homogeneous,
which is not the case in Grids. Furthermore, handling failures relies on a centralized
management unit, which hardly applies to the highly distributed Grid machines. In our
solution, the machines collaborate in finding appropriate resources and for handling
failures.

6 Conclusion

This paper proposes a solution for the deployment of enterprise systems in Grids and an
automatic recovery management in face of failures. Deployment in such environment is
quite challenging as the platforms we target are highly distributed, heterogeneous and
dynamic. We offer a resource-aware deployment feature for J2EE systems, which is
essential in Grid heterogeneous environments. We also demonstrate that the constraint-
resolution is performed in a reasonable time. The role of the administrator is reduced
to the writing of the deployment descriptor. All the deployment process and the recov-
ery from failures are automated. Furthermore, the administrator does not need to be
expert of the heterogeneous and complex J2EE systems. All the parts of the system
are abstracted into Fractal components and the configuration is therefore unified. In our
work, we aimed at maintaining the structure described in the ADL descriptor by replac-
ing each time a faulty component by another. This allows ensuring the continuity of
Internet services and maintaining their quality of service.

In this paper we adopted a special architecture of the J2EE system, the virtual clus-
ters. We believe that our solution and mechanisms are applicable to other architectures.
It is only necessary to write appropriate deployment descriptors and constraints. We
are currently investigating a more complete evaluation of our approach on a Grid by
taking into account resources and hosts availability. Moreover, some optimization can
be defined when dealing with the placement decision of replicas by considering the
symmetry of such components.
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Abstract. The peer-to-peer (P2P) systems have grown significantly over the
last few years due to their high potential of sharing various resources.
Analyzing the workload of P2P system, however, is very challenging as it
involves with the cooperation of many peers. Researches have shown that P2P
systems become very effective when dividing the peers into two layers, SP
(Super-Peer) and OP (Ordinary-Peer). In this configuration, SP based P2P
systems have to deal with a large volume of queries from OPs. Therefore, it is
important for SPs to keep their workload stable to provide quality service to the
OPs. In this study, we present a collaboration strategy for workload balancing
based on SP’s workload characteristics and status. Through the SP’s load
balancing mechanism, the message response time is decreased and the workload
of P2P system becomes more stable.

Keywords: Peer-to-Peer (P2P), Super-Peer, workload balancing, collaboration
strategy.

1 Introduction

For the last few years, there has been a large volume of research on Peer-to-Peer
(P2P) system, resulting in many hybrid P2P models. Many researches have shown
that P2P systems become very effective, especially in query processing, when
dividing the peers into two layers, SP (Super-Peer) and OP (Ordinary-Peer). With this
layer separation, SP deals with all the queries from OPs so that OPs can be waived
from the burden of query processing [1, 2]. Compared with the pure P2P systems, SP
based P2P systems have to deal with a large volume of queries from OPs. In this case,
it is important for SPs to keep their workload stable to provide quality service to the
OPs. Workload analysis, however, is very challenging as it involves many
cooperative peers. Current SP based P2P systems have paid little attention to
balancing the SP’s workload. The existing research only focuses on sharing the
resources or objects among peers to minimize the workload. For example, they can
replicate an object based on the access probability to the neighbor peers or can
migrate the object between peers for load balancing. In this scheme, load balancing is
aimed at reducing the workload of OP. SP then checks the peer’s load information in

C. Cérin and K.-C. Li (Eds.): GPC 2007, LNCS 4459, pp. 374 — 2007.
© Springer-Verlag Berlin Heidelberg 2007



Dynamic Workload Balancing for Collaboration Strategy in Hybrid P2P System 375

their group to determine whether it is overload or not. If it is overloaded, SP helps
them to minimize their workload by means of replication or migration [10].

In this paper, we investigate the problem of SP’s workload balancing and propose
an enhanced mechanism to distribute SP’s workload by its characteristics and status.
Workload balancing is performed only through the peer collaboration based on this
information. We suggest the three approaches: First, we analyze SP’s workload
characteristic categorizing it into a private workload and a public workload. The
private workload is defined as the traffic overhead incurred by the use of application
objects such as word process, on-line game, or Internet usage. The public workload is
defined as the traffic overhead in maintaining P2P system. Second, we evaluate SP’s
workload status by different load levels. Each load level is determined by pre-
specified threshold. Third, we propose the collaboration policy between SPs in
accordance with load characteristics and load status. An overloaded SP can give some
of its work to a neighbor SP or even remove himself from the P2P system by refusing
to be an SP. By considering the private and the public workload separately, workload
balancing becomes more accurate and efficient. Also SP’s message response time is
improved by applying collaboration policy according to each different workload level.

The rest of the paper is organized as follows: Section 2 reviews some related works
briefly. Section 3 states the workload management which evaluates the workload
status based on the predefined definition. It also proposes the collaboration policy;
Section 4 shows the simulation results of the proposed mechanism; finally, the
conclusion and the future work are added in Section 5.

2 Related Works

In this section, we describe existing techniques for load balancing in P2P system.
Load balancing can be achieved by transferring popular objects from heavily loaded
peers to lightly loaded peers via data replication and data migration [10].

A number of replication approaches are discussed in [12]. In [12], data objects are
replicated along the search path that is traversed as part of the search in path
replication. Data objects are replicated a pre-defined number of times to control the
spread of replica. This method, however, does not adapt to the changes of system
environment and variable resource availability. Edith Cohen [11] shows that
replicating objects proportionally to their popularity achieves optimal load balance,
while replicating them proportionally to the square root of their popularity minimizes
the average search latency. Pure P2P systems use the replication strategies to reduce
the search latency and find objects in a short distance between peers.

For the replication strategies, Gopalakrishnan [14] proposes each SP distributes
load by its capacity and queue length. To achieve this, the author assumes that each
SP defines a high-load and low-load threshold. So if a SP is overloaded, it attempts to
create new replicas on its neighboring SP. We consider more detailed factors in
capacity and have several collaboration options not just replication of files. On the
other hand, Rajasekhar [13] replicates the most frequently accessed data files based
on the access probabilities and uses restricted gossip algorithm to propagate the file
location to its neighboring SPs within its scope. In this approach, the author uses two
techniques such as, periodic push-based replication and on demand replication when
they update their replication information.
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The object migration can occur when a popular object is transferred from its
original peer to a destination peer. Mondal [10], however, indicates that migration
makes data availability decrease as the peers which have accepted the object may
leave the system.

In this paper, we propose a collaboration strategy which can provide the load status
information of SP based on the characteristics of workload. Proposed collaboration
policy is further adapted into the workload balancing through the proposed dynamic
workload analysis.

3 Dynamic Workload Management

In this section, we manage SP’s workload dynamically by its load status for workload
balance. We first discuss the importance of maintaining an appropriate workload of
SP. We then propose a SP workload status evaluation and workload status
classification by SP’s workload character. Finally, in order to provide a stable SP
workload and efficient message handling, we consider the collaboration strategy to
distribute workload between SPs.

3.1 Importance of SP Workload

In a super peer based P2P system, searches are mainly performed by SPs, which
actually forms the “backbone” of the P2P network [8]. SP based P2P systems take
advantage of peer’s heterogeneity by dividing peers into two layers: SP and OP,
thereby scaling better by reducing the number of query paths. This model, both SP
and OP can submit queries, but only SP can relay queries and response. After
receiving a query, a SP first checks to see if it is stored locally or in its OPs. If some
results are found in SP’s group, it sends them to the requested OP.

Comparing with pure P2P models, SP based P2P models such as KaZaA and
Gnutella [3, 4] have higher search efficiency because, instead of all the OPs, only SPs
are involved in search processes. Therefore, SP’s capacity has considerable influence
on message handling of OPs and the performance of the entire network.
Consequently, it is a very important factor for SP to control adequate workload
according to its dynamic workload status. The question is: How does the SP keep its
own workload stable to improve the performance of P2P network? How does the SPs
increase QueryHit rate so that they help OPs by processing the query messages in a
shorter response time?

The problems with SPs providing their stable capacity and fast response time are as
follows: First, SP is probably not the server for client OPs in a traditional client/server
architectures. Most of SPs participating in a P2P system are general computer systems
with general operating systems such as Window XP or Mac OS. Comparing with the
server, users classified as SP have difficulty supplying an accurate stable workload
because they should work as SP in P2P system while they are doing their own private
jobs like word processor, e-mail, and Internet surfing, etc, at the same time.
Therefore, SP’s workload should consider both user’s private workload and public
workload. As a result, we should be able to analyze workload characteristics by each
workload status. Second, we should provide an adequate collaboration policy to
distribute SP’s workload by each load level.
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3.2 Workload Value Evaluation

In this section, we evaluate system’s workload characteristics. The conventional load
balancing strategies in P2P systems focus on sharing objects between peers. They
replicate popular peer’s objects based on their access probability to neighbor peers.
Our workload value evaluation is different from the existing schemes in that we
analyze SP’s workload characteristics to perform workload balancing. We assume
that SP’s system environment is not a server and it just operates on user’s operating
system. Thus, a user could work as a SP in the P2P system while doing his own
private jobs at the same time. We assume that SP’s workload is affected by both its
public workload due to P2P system and its private workload.

To evaluate total workload of SP in P2P system, we calculate the private workload
and the public workload using formula (1). We obtained this formula through
experiments on incurred load by each workload characteristic in section 4. First, in
case of public workload by P2P system, SP’s workloads are caused by requested
message processing time from SP’s group peers and cooperating neighbor SPs. In
public workload, CPU load value is not crucially affected by the entire P2P system
performance. The reason is that when a large number of messages for the SP arrive,
some are dropped because the queue length in the network channel is limited. Thus,
they are never received by the CPU and the CPU load is increased just a little bit or
decreased. Hence, we consider public workload as network load by P2P system usage
using formula (2).

On the other hand, private workload is calculated by the number of tasks in the
CPU queue length and network queue length in formula (3).

SP w = Cpri_w + Cpub_w (1)

Cpub_w = NWP (2)

Cpriw= CWP + NWP 3)

CWP (CPU workload Processing time) is defined as the average time needed to
perform a task in CPU queue length in formula (4). TP is the number of total
processes. NWP (Network Workload Processing time) is defined by public workload
and private workload in formula (5). In case of public workload, NWP is the average
message processing time needed to search peer’s requested files and connection
request to SP to join in formula. In case of private workload, it is defined as the
average task processing time needed to perform user’s Internet tasks. Therefore, we
should classify the net workload into private load and public load. To distinguish
between the two workloads, we set identifier to 0 or 1 using a binary digit. If network
traffic is incurred by the private workload, pi=0, otherwise pi=1.

CWP = LZ(Task X1) )
ke x
NWP = ﬁz(MCi 1) )

iex

(where, x = {ilpi = 0 or 1, for 0<i <n})
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3.3 Workload Status Classification

SP estimates its workload status by a number of tasks in the CPU queue length and
Network channel. We classify each workload into two kinds of type such as a stable
and an unstable type by given threshold [7]. Finally, we use a 4-level scheme to
represent the each load type on its CPU and Network of queue length.

First of all, we show a stable type that includes an “underload” and a “normal
level”. Underload, level-1, is a lower bound of threshold and it is possible to process
message without delay at CPU and Network when OPs request query processing to
SPs. In normal status, level-2, is working harder but still able to process messages
normally. Second, we show an unstable type that it classifies the load status into
“potential overload” status and “overload” status. Potential overload status, level-3, is
current normal status but it is expected to increase the workload of system by user’s
private workload or public workload. Hence, user’s system status is possible to be
overloaded status in the near future. In this paper the potential overload status will be
a standard to decide a performance type is either stable or unstable. To measure this
value, we apply EMA (Exponential Moving Average) algorithm. EMA is a time
series which gives more weight to more recent measurements than to other historical
data. Potential Overload status is calculated using the previous queue length value and
current queue length value [5, 6]. Through this process, we can expect the status of
system and we can control the workload of P2P system using proposed collaboration
policy before it becomes overloaded status. Finally, the overload status, level-4, is
defined when the measured workload exceeds the threshold of upper-bound. A SP
stops OP’s message processing and connection requests of new OPs. In this state, the
SP temporarily seems to leave the P2P system.

Table 1. Load level classification by load status

Type Status Level Criteria
Underload Level-1 SPi,w < QL
Stable
Normal Level-2 SPiow < QL <SP,
Potential
Unstable Overload Level-3 SPema < QL < SPyig
Overload Level-4 SPhigh < QL

3.4 Collaboration Policy

In this section, we propose the collaboration policy to distribute workload of SP. The
aim of collaboration is that we select appropriate SP by considering load status and its
resulting workload characteristics. In this approach, each SP periodically checks its
workload status. When SPs detect a load imbalance we perform the collaboration
policy which is shown in table 2. First, we analyze SP’s workload status of the private
workload and the public workload, and decide on its load level. According to each
load level, we divide it into 4 different cases. Second, we evaluate each workload
status to determine whether SP’s workload is stable or unstable. If workload status is
unstable, we distribute load using the collaboration policy for load balancing. In this
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paper, collaboration policy is initiated when SP detects that its workload is level-3
shown in table 2.

In case 1, a SP detects its private workload is level-3 and public workload is stable
type. We define that SP’s workload could be potentially increased by its private
workload such as CWP and NWP. In this case, the SP initiates the collaboration
policy. SP replicates the most frequently accessed objects based on the access
probabilities to SP’s neighbor SPs. To create new replicas, first, the SP should check
the load status of neighbors whether they have good capacity and stable workload
status such as level 1 or level 2. If possible, the SP asks them to create replicas of the
most highly loaded files on SP. If neighbor SPs admit replicas, the SP sends replicas
to them. In this case, the SP can still deal with OP’s query processing but the SP
rejects new OP’s connection request to prevent increase of current workload.

In case 2, a SP detects that its private workload is level-4 and public workload is
stable type. We define SP’s private workload is overloaded. A user is working the
large number of private jobs though the user works as a SP in P2P system. So the SP
can not deal well with message processing for OPs in group. In this case, the SP stops
peer’s message processing and new OP’s connection request. First, the SP should
select neighbor SP to handle queries from own OPs instead of himself or herself. To
select new SP for OPs, the SP checks the load status of own neighbors, and selects a
SP who has the lowest load. Second, as soon as choosing a neighbor, the SP sends
OP’s information such as peer’s name, type, its object lists to selected SP. Lastly, the
SP advertises OPs to be selected new SP and then OPs request query processing to a
new SP instead of original SP. This means the existing SP temporarily secedes from
P2P system.

In case 3, a SP identifies that its public workload is level-3 and private workload is
stable. We define SP’s public workload could be potentially increased by its public
workload such as the increase of group size, the number of message and QueryHit
rate etc. Through the experiment (Fig.2), we found the performance of public
workload is largely affected by QueryHit rate. If SP’s QueryHit rate is low, SP should
broadcast the large number of messages to neighbor SPs to search requested objects
from OPs, which, in result, SP’s message response time is increased. Hence, a SP
requests its neighbor SPs to share popular object’s lists. The SP request neighbor SP’s
object list with the most frequently access rate or query hit rate. In this case, instead
of receiving objects, the SP obtains neighbor object lists which contain object’s
owner, owner’s physical address, object name, size, and type. Through this procedure,
SP will able to respond OP’s queries fast and efficiently through preempting object
lists with high query hit rate although the SP does not include object lists in own
group OPs. Also the SP still admits the connection request from new OP and adds it
to SP’s object list and continually performs query processing of the existing OPs.

In case 4, a SP perceives that its public workload is level-4, overload and private
workload is stable. In this case, it is defined when a SP has a big group size of OPs
that request queries very frequent to the SP. Thus, this case is defined that the ratio of
the number of Ops to the number of SPs, is not appropriate so that more SPs are
needed in the network. First, the SP selects the most eligible OP to encourage new SP
that has good capacity and good load status at the same time. Second, the SP divides
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Table 2. Collaboration Policy by four different Cases

Case Cpri_w Cpub_w Collaboration Criteria
Case 1 Level-3 stable Replication
Case 2 Level-4 stable Re-selection
Case 3 Stable Level-3 Pre-emption
Case 4 Stable Level-4 Re-distribution

own OP lists with new selected SP. The SP processes remained OP’s queries but
rejects new connection request until its load status is stable. However it is not easy to
meet Case 2 and Case 4. Proposed scheme predicts the potential workload status at
Level-3 and perform SP’S workload balancing before we meet the worst case. In case
both private and public workloads are unstable, we won’t consider it here because
we’ve already seen in Case 2 that the user will potentially stop P2P system.

4 Experimental Evaluations

In this section, we present the simulation model used to evaluate the characteristics of
workload and proposed collaboration policy and discuss the simulation results. The
simulation model is implemented in C++ using CSIM [9]. It consists of a number of
OPs and SPs. Every SP is assigned with different capacity to be sufficiently
heterogeneous when a SP is created. During simulation, OPs join and leave the
network following a Poisson process with an arrival rate of 1 and departure rate of
. Table 3 summarizes the parameters used for the simulation and their default
values.

Table 3. Default Parameter Settings

Parameters Default Values
SIMTIME 5000

The number of OP 10 ~ 300

The number of SP 10 ~ 50

CPU power factor {1.0,1.5,2.0,2.5,3.0}
The number of query frequency 10

The number of objects 20

The delay per hop 100ms

The range of QueryHit rate 10~100%

In our simulation, we tried to verify that our proposed SP's workload balancing
strategy can improve SP's message response time by evaluating its workload
characteristics. First, we experiment with P2P system performance as SP’s group size
increases. To do this, we assume the performance of system as follows. A user does
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not work its private job and just operates SP on P2P system. OPs send messages at the
same frequency to SPs to connect to a SP and request queries. Then SP’s QueryHit
rate is 100%. At this status, we estimate 1) the average message response time, 2)
message processing time in network queue length, and 3) CPU processing time in
CPU queue length as SP’s group size varies. In Fig. 1, we found that all of them are
not largely affected as the number of message is increased.

Second, we experiment with the public workload performance as SP’s QueryHit
rate changes. We set the group size of SP to 10 and each OP requests queries at the
same frequency. Fig. 2 shows the message response time is largely decreased as
QueryHit rate increases. When QueryHit rate is low, message response time and
message processing time in network queue length varies significantly. But, the CPU
processing time barely changes. The reason is that the large number of message in
network queue is dropped before it arrives at CPU queue length. Therefore, we
consider the network queue length and QueryHit rate as threshold except the CPU
processing time when we evaluate the public workload.

Third, based on private workload, we examine the change of message response
time influenced by CPU queue length and network queue length. Fig. 3 shows the
average message response time as CPU queue length varies. To do this experiment,
we set the group size of SP to 10 to minimize the effect due to the public workload.
User dose not perform private network jobs, instead, just operates off-line tasks. In
Fig. 3, we compare the performance of average message response time as CPU queue
length changes through increasing SP’s private works, the number of tasks. In this
experiment, we show that message response time is highly increased by CPU queue
length. Fig. 4 examines message response time as private network queue length
changes. We don’t operate the private CPU jobs and set the group size of SP to 10. In
Fig. 4, it shows user’s network jobs affected message processing time. Thus, we
found that SP’s private workload changes the performance of message handling
capacity in P2P system.
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Fourth, based on level of load status, we estimate the range of threshold and
message response time by each four different level. In Fig. 5, we approximately
evaluated the threshold of CWP and NWP values of the private workload and NWP
of public workload at each different level. Fig. 5 shows the different threshold values
for each workload characteristic at four different levels. Fig. 6 shows each private
workload and public workload has similar message response time when they are
included in the same level. Thus, we found that they can handle messages with similar
capacity at same level though each workload characteristic has different threshold.
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Finally, we experiment if SP can stably keep workload balance and improve
message response time. In Fig. 7, we compare the performance of proposed
collaboration policy with no-load-balancing scheme. This experiment environment is

shown in Table 4.
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Table 4. Parameter Settings

Parameters Default Values
SIMTIME 5000

# of OP 10 ~ 100

# of SP 10

CPU power {1.0,1.5,2.0,2.5,3.0}
# of query frequency 10

# of objects 30

QueryHit rate 60%

CWP value 15%

NWP value (pi=0) 15%

NWP value (pi=1) 70%

Fig 7 shows the message response time as SP’s group size increases. Comparing
with no load balancing scheme, it is clear that proposed collaboration policy
significantly improve message response time and keep SP’s workload status stable.
We demonstrate the effectiveness of proposed scheme which can show good
performance with considering public workload and private workload at the same time
and adequate collaboration policy for each workload status.

20 I |—® —no load balance
—8—load balance , »

# of peer

Fig. 7. Response time vs. SP’s group size

5 Conclusion

We presented the collaboration policy for analyzing SP’s workload characteristics and
evaluating each workload status to perform workload balancing. In the Super-Peer
based P2P systems, SPs should handle all queries received from OPs. As a result, the
control of SP’s workload has considerably influenced on the performance of P2P
network. The existing systems performed the workload balancing with replication
strategies to distribute popular objects between peers. They, however, have paid little
attention to the SP’s workload balancing from the view point of the workload status
characteristics. Proposed paper presents a collaboration strategy based on SP’s
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workload characteristics. We demonstrated the performance of the proposed scheme
using a number of simulations. In our experiments, we show that each workload
characteristics and status can have a big effect on message handling capacity of SP.
Also through the proposed collaboration policy, we can not only improve the
performance of message response time, but also keep the status of SP system stable.
We plan to implement additional collaboration policies features in the future work.
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Abstract. Imbalanced workload-distribution can significantly degrade performance
of grid computing environments. In the past, the theory of divisible load has been
widely investigated in static heterogeneous systems. However, it has not been
widely applied to grid environments, which are characterized by heterogeneous
resources and dynamic environments. In this paper, we propose a performance-
based approach to workload distribution for master-slave types of applications on
grids. Furthermore, applications with irregular workloads are addressed. We
implemented three kinds of applications and conducted experimentations on our grid
test-beds. Experimental results show that this approach performs more efficiently
than conventional schemes. Consequently, we claim that dynamic workload
distribution can benefit applications on grid environments.

1 Introduction

Grid platforms, which consist of various computational and storage resources, have
become promising alternatives to traditional multiprocessors and computing clusters
[3,4,7-9, 14, 25-28, 40]. The goal of grid computing is to share resources through the
internet. Therefore, users can access more computing resources through grid
technologies. On the other hand, inappropriate management of grid environments
might result in using grid resources in an inefficient way. Moreover, the characteristic
of dynamic changing makes it different from conventional parallel and distributed
computing systems, such as multiprocessors and computing clusters. Consequently, it
is challenging to use the grid efficiently.
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In the past, the master-slave paradigm is a common model for task dispatching in
parallel and distributed computing environments [16]. In this model, the master node
holds a pool of tasks to be dispatched to other slave nodes. A well-known application of
this model is Divisible Load Theory (DLT) [1, 17-19, 32, 36], which deals with the case
where the total workload can be partitioned into any number of independent subjobs. In
[23], a data distribution method was proposed for host-client type of applications. Their
method was an analytic technique, and only verified on homogeneous and
heterogeneous cluster computing platforms. In [24], an exact method for divisible load
was proposed, which was not from a dynamic and pragmatic viewpoint as ours.

This paper aims to address the problem of dynamic distribution of workload for
master-slave applications on grids. Since grid environments are dynamically changing
and heterogeneous, the problem is more challenging than the traditional DLT problem.
We propose a performance-based approach, which is implemented in three types of
applications, Matrix Multiplication, Association Rule Mining and Mandelbrot Set
Computation, and is executed a grid test-bed. Experimental results show that effective
workload partitioning can significantly reduce the total completion time.

Our major contributions can be summarized as follows. First, this paper proposes a
new performance function to estimate the performance of grid nodes. Second, we apply
this approach to programs with irregular workload distribution. Consequently,
experimental results show the obvious effectiveness of our approach. Our previous work
[37-39] presents different heuristics to the parallel loop self-scheduling problem. This
paper generalizes their main idea and proposes to solve the dynamic workload
distribution problem. This approach is applied to both the parallel loop self-scheduling
application and the association rule mining application. There have been a lot of
researches of parallel and distributed data mining [12, 13, 29, 47]. However, this paper
focuses on workload distribution, instead of proposing a new data mining algorithm.

The remainder of this paper is organized as follows. In Section 2, background on
parallel loop scheduling and association rule mining is reviewed. In Section 3, we
describe the proposed approach to solve the dynamic workload distribution problem.
Next, the configuration of our grid testbed is specified and experimental results on
three types of applications are also presented in Section 4. Finally, the concluding
remarks are given in the last section.

2 Background Review
In this section, parallel loop scheduling and association rule mining are briefly reviewed.

2.1 Dynamic Loop Scheduling Schemes

Dynamic loop scheduling schemes make a scheduling decision at runtime. Its
disadvantage is more overhead at runtime, while the advantage is load balance. The
schemes we focus in this paper are self-scheduling, which a large class of dynamic
loop scheduling schemes. Several self-scheduling schemes have been reviewed in [15,
21,22, 30, 33, 41, 42, 46], and they are restated here as follows.

e Pure Self-scheduling (PSS). This is a straightforward dynamic loop scheduling
algorithm [32]. Whenever a processor becomes idle, a loop iteration is assigned to
it. This algorithm achieves good load balance but also induces excessive overhead.
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e Chunk Self-scheduling (CSS). Instead of assigning one iteration to an idle
processor at one time, CSS assigns k iterations each time, where k, called the chunk
size, is a constant.

e Guided Self-scheduling (GSS). This scheme can dynamically change the number
of iterations assigned to each processor [35]. More specifically, the next chunk size
is determined by dividing the number of remaining iterations of a parallel loop by
the number of available processors.

¢ Factoring Self-scheduling (FSS). The Factoring algorithm addresses this problem
[31]. The assignment of loop iterations to working processors proceeds in phases.
During each phase, only a subset of the remaining loop iterations (usually half) is
divided equally among the available processors.

e Trapezoid Self-scheduling (TSS). This approach tries to reduce the need for
synchronization while still maintaining a reasonable load balance [43]. This
algorithm allocates large chunks of iterations to the first few processors and
successively smaller chunks to the last few processors.

In [44], the authors enhanced well-known loop self-scheduling schemes to fit an
extremely heterogeneous PC cluster environment. A two-phased approach was proposed
to partition loop iterations and it achieved good performance in heterogeneous test-beds.
In [20, 45, 46], NGSS was further enhanced by dynamically adjusting the parameter o
according to system heterogeneity. A performance benchmark was used to determine
whether target systems are relatively homogeneous or relatively heterogeneous. In
addition, the types of loop iterations were classified into four classes, and were analyzed
respectively. The scheme enhanced from GSS is called ANGSS in this paper.

2.2 Association Rule Mining

The objective of association rule mining is to discover correlation relationships
among a set of items [29]. The well-known application of association rule mining is
market basket analysis. This technique can extract customer buying behaviors by
discover what items they buy together. The managers of shops can place the
associated items at the neighboring shelf to raise their probability of purchasing. For
example, milk and bread are frequently bought together.

The formulation of association rule mining problem is described as follows [12-13]. Let
I={I, L, L, ..., I,} be a set of items, and D a database of transactions. Each transaction in
D is a subset of I. An association rule is a rule of the form A=B, where A c I, B — I, and
ANB={}. The well-known algorithm for finding association rules in large transaction
databases is Apriori. It utilizes the Apriori property to reduce the search space.

As the rising of parallel processing, parallel data mining have been well investigated
in the past decade. Especially, much attention has been directed to parallel association
rule mining. A good survey can be found in [47].

3 Approach: Performance-Based Workload Distribution (PWD)

In this section, the system and programming model is introduces first. Then, the
parameters of performance ratio and static-workload ratio are described. Finally, we
present the skeleton algorithm for the performance-based workload distribution.
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3.1 The System Model

The system in this work is modeled by a master-slave paradigm, which is represented
by a star graph, G = (N, E). In this graph, N means the set of all nodes on the grid, and
E is the set of all edges between the master and the slaves. In this model, there are two
kinds of attributes associated with nodes, constants and variables. The values of the
constant attributes do not vary during the lifetime of the node. For example, CPU
clock speed, memory size, etc. are all constant attributes. On the other hand, the
values of the variable attributes may fluctuate during the lifetime of the node. For
example, CPU loading, available memory size, etc. are all constant attributes. In the
following sections, the two kinds of attributes are utilized to model the heterogeneity
of the dynamic grid.

3.2 Performance Ratio

The concept of performance ratio was previously defined in [37-39] in different forms
and parameters, according to the requirements of applications. In this work, a
different formulation is proposed to model the heterogeneity of the dynamic grid
nodes. The purpose of calculating performance ratio is to estimate the current
capability of processing for each node. With this metric, we can distribute appropriate
workloads to each node, and load balancing can be achieved. The more accurate the
estimation is, the better the load balance is.

To estimate the performance of each slave node, we define a performance function
(PF) for a slave node j as

PE;(V1, Vs, .., Vi) €y

where V,, 1< i <m, is a variable of the performance function. In more detail, the
variables could include CPU speed, networking bandwidth, memory size, etc. We
propose to utilize a Grid Resource Monitoring Tool [11] to acquire the values of
variable attributes for all slaves, and to acquire the values of constant attributes by
MDS. In this paper, the PF for node j is defined as

PF % CSJ' / CLJ‘ + % B j (2)
=W, w
L Yes e, 7t Y B,
Vnode,eN Vnode,e S

where

e Nis the set of all grid nodes.

e (S;is the CPU clock speed of node i, and it is a constant attribute. The value of
this parameter is acquired by the MDS service.

e CL,; is the CPU loading of node i, and it is a variable attribute. The value of this
parameter is acquired by the Ganglia tool, as shown in Figure 1.

e B;is the bandwidth (Mbps) between node i and the master node.

e w is the weight of the first term.

® w;, is the weight of the second term.
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Fig. 1. The snapshot of the monitoring tool on the TIGER Grid

3.3 Determination of Static-Workload Ratio (SWR)

Another important factor to be estimated is the proportion of the workload which can
be statically scheduled. For example, Mandelbrot Set Computation is a problem
involving irregular workloads. In each iteration, the workload is different and varies
significantly, as shown in Figure 2. Obviously, a distribution scheme which does not
consider the effect of irregular workload could not estimate PR accurately.

We propose to use a parameter, SWR (Static-Workload Ratio), to alleviate the
effect of irregular workload. In order to take advantage of static scheduling, SWR
percentage of the total workload is dispatched according to Performance Ratio. If the
workload of the target application is regular, SWR can be set to be 100. However, if
the application has irregular workload, such as Mandelbrot Set Computation, it is
reasonable to reserve some amount of workload for load balancing. We propose to
randomly take five sampling iterations, and compute their execution time. Then, the
SWR of the target application i is determined by the following formula.

min,
SWR =t 3)

where

e min; is the minimum execution time of all sampled iterations for application i.
e MAX; is the maximum execution time of all sampled iterations for application i.

For example, for a regular application with uniform workload distribution, the five
sampled iterations are the same. Therefore, the SWR is 100%, and the whole workload
can be dispatched according to Performance Ratio, with good load balance. However,
for another application, the five sampling execution time might be 7, 7.5, 8, 8.5 and
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Fig. 2. The Mandelbrot Set on [-1.8, 0.5] to [-1.2, 1.2] an 800x800 pixel window

10 seconds, respectively. Then the SWR is 7/10, i.e. a percentage of 70. Therefore, 70
percentages of the workload would be scheduled statically according to PR, while 30
percentages of the workload would be scheduled dynamically by GSS.

3.4 Algorithm

Our algorithm is composed of four stages. In stage one, the related information are
acquired. Then, stage two calculates the Static-workload Ratio and Performance
Ratio. Next, SWR percentage of the total workload is statically scheduled according to
the performance ratio among all slave nodes in stage three. Finally, the remainder of
the workload is dynamically scheduled by Guided Self-Scheduling for load balancing.
The algorithm of our approach is described as follows.

Module MASTER

Stage 1: Gathering the following information

— CPU_Loading

— CPU_Clock_Speed

— the sample execution time
Stage 2: Calculate two scheduling parameters
Stage 3: Static Scheduling for SWR% of workload
Stage 4: dynamic Scheduling for the remaining
END MASTER

Module SLAVE

While (a chunk of workload arrives) {
Receive the chunk of workload
Compute on this chunk
Send the result to the Master

}

END SLAVE
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4 Experimental Results

To verify our approach, a grid test-bed is built based on the TIGER grid [11], and
three types of application programs are implemented with MPI (Message Passing
Interface) to be executed on this test-bed. This grid test-bed consists of one master
and four domains, totally 33 nodes. The master node is at Tunghai University (THU),
and the 32 slave nodes are located at Tunghai University (THU), Providence
University (PU), Li-Zen High School (LZ), and Hsiuping Institute of Technology
School (HIT). We have built this grid test-bed by the following middleware:

e Globus Toolkit 4.0.1 [2, 10]
e Mpich library 1.2.6 [5, 6]

In this study, we have implemented applications in C language, with message
passing interface (MPI) directives for parallelizing code segments to be processed by
multiple CPUs. For readability of experimental results, the brief description of all
implemented programs is listed in Table 1.

Table 1. Description of all implemented programs

Scheduling Description Reference
Scheme
static Weighted static scheduling
gss Dynamic scheduling (GSS) [35]
fss Dynamic scheduling (FSS) [31]
tss Dynamic scheduling (TSS) [43]
ngss Fixed a scheduling + GSS [44]
angss Adaptive a scheduling + GSS [46]
pwd Performance-based Workload Distribution
450 Ostatic Mgss Ofss Otss Wngss DOangss Bpwd ‘
400
350 [
__ 800
2 250 |
(]
E 200
[
150
100
50
0

512 *512 1024 * 1024 1536 * 1536 2048 * 2048
Matrix Size

Fig. 3. Execution time for Matrix multiplication with different input sizes
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4.1 Application 1: Matrix Multiplication

Matrix Multiplication is a fundamental operation in many numerical linear algebra
applications. In this application, the workload is loop iterations. First, we want to
compare the proposed PWD scheme with previous schemes with respect to the
execution time. Figure 3 illustrates the execution time for input matrix size 512x512,
1024x1024, 1536x1536 and 2048x2048 respectively. The results are shown as follows.

e Among these schemes, PWD performs better than other schemes. The reason is
that PWD accurately estimates the PR, and takes the advantage of static
scheduling, thus reducing the runtime overhead.

e The weighted static scheme obviously performs worse than other dynamic
schemes. It is reasonable to say that the static scheme is not suitable for a dynamic
environment, with respect to performance.

e [t is interesting that traditional self-scheduling schemes (FSS and TSS) perform
slightly better than NGSS and ANGSS. However, this result is inconsistent with
that of previous research. The reason might be that the parameter a is set too high,
75. If the parameter a is set appropriately, it is possible for NGSS and ANGSS to
perform better, as previous work has shown.

4.2 Application 2: Association Rule Mining

In this application, the workload is the dataset to be mined on. We implemented the
Apriori algorithm, and applied our approach to conduct data distribution. Specifically,
the parallelized version of Apriori we adopt is Count Distribution (CD) [12, 13]. In this
experiment, “cd_eq” means to distribute the workload to slaves equally, and “cd_cpu”
means to distribute the workload to slaves according to the ratio of CPU speed values of
slaves. And, cd_pwd is the proposed scheme. Our datasets are generated by the tool as
in [13]. The parameters of the synthetic datasets are described in Table 2.

Table 2. Description of our dataset

Dataset Number of Average Number of Items
Transactions Transaction Length
D10KT5I10 10,000 5 10
D50KT5110 50,000 5 10
D100KT5110 100,000 5 10
D200KT5110 200,000 5 10

First, execution time on the grid for the three schemes is investigated. As shown in
Figure 4, cd_pwd outperforms cd_eq and cd_cpu. From this experiment, we can see
the significant influence of partition schemes on the total completion time. In grid
environments, network bandwidth is an important criterion to evaluate the
performance of a slave node. Cd_eq and cd_cpu are static data partition schemes.
Therefore, they can not adapt to the practical network status. When communication
cost becomes a major factor, the proposed scheme would be well adaptive to the
dynamic network environment.
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Moreover, the reason why cd_cpu got the worst performance can be contributed to
the inappropriate estimation of node performance. In grid computing environments,
CPU speed is not the only factor to determine the node performance. A node with the
fastest CPU is not necessary the node with optimal performance.

‘—0— cd_eq —#— cd_cpu —&—cd_pwd ‘
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8 e
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Fig. 4. Performance of data partition schemes for different datasets
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Fig. 5. Execution time for Mandelbrot Set Computation with different input sizes

4.3 Application 3: Mandelbrot Set Computation

The Mandelbrot set computation is a problem involving the same computation on
different data points which have different convergence rates [34]. In the following
experiment, we want to compare the execution time of previous schemes with the
proposed approach. Figure 5 illustrates the results for input image size 64x64,
128%128, 192x192 and 256x256 respectively. The execution time of weighted static
scheduling is omitted due to its bad performance. According to the experience in
Matrix Multiplication example, the parameter a is set to 30. The results are discussed
as follows.
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e Among these schemes, the PWD still performs better than other schemes. The
reason is also that PWD accurately estimates the PR, and takes the advantage of
static scheduling, thus reducing the runtime overhead.

e Traditional self-scheduling schemes (GSS, FSS and TSS) perform worse than
NGSS and ANGSS. The reason is that irregular workload is difficult to schedule. If
the parameter a is set appropriately, it is certain for NGSS and ANGSS to perform
better, as previous work has shown.

5 Conclusions

In this paper, we have investigated the workload distribution problem on dynamic and
heterogeneous grid environments. First, a performance-based approach was proposed
to schedule workloads on grid environments. In this approach, the system
heterogeneity is estimated by performance functions, and the variation of workload is
estimated by Static-Workload Ratio. On our grid platform, the proposed approach can
obtain performance improvement on previous schemes. In our future work, we will
implement more types of application programs to verify our approach.
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