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Preface 

This volume in the Lecture Notes of Artificial Intelligence represents the first book on 
human computing. We introduced the notion of human computing in 2006 and 
organized two events that were meant to explain this notion and the research 
conducted worldwide in the context of this notion. 

The first of these events was a Special Session on Human Computing that took 
place during the Eighth International ACM Conference on Multimodal Interfaces 
(ICMI 2006), held in Banff, Canada, on November 3, 2006. The theme of the 
conference was multimodal collaboration and our Special Session on Human 
Computing was a natural extension of the discussion on this theme. We are grateful to 
the organizers of ICMI 2006 for supporting our efforts to organize this Special 
Session during the conference. 

The second event in question was a Workshop on AI for Human Computing 
organized in conjunction with the 20th International Joint Conference on Artificial 
Intelligence (IJCAI 2007), held in Hyderabad (India), on January 6, 2007. The main 
theme of IJCAI 2007 was AI and its benefits to society. Our workshop presented a 
vision of the future of computing technology in which AI, in particular machine 
learning and agent technology, plays an essential role. We want to thank the 
organizers of IJCAI 2007 for their support in the organization of the Workshop on AI 
for Human Computing. 

A large number of the contributions in this book are updated and extended versions 
of the papers presented during these two events. In order to obtain a more complete 
overview of research efforts in the field of human computing, a number of additional 
invited contributions are included in this book on AI for human computing. 

One of the contributions in this volume starts with the observation that humans are 
social beings. Unfortunately, it is exceptional when we can say that a particular 
computer system, a computer application, or a human – computer interface has been 
designed from this point of view. Rather, we talk about users that have to perform 
tasks in a way that is prescribed by the computer. However, when we take the point of 
view of designing systems for social beings, we should talk rather about partners or 
participants instead of users, and when we do so, it is also the computer or a 
computer-supported environment that plays the role of a partner or a participant.  

Human computing, as advocated and illustrated in this volume, aims at making 
computing devices and smart environments social partners of humans interacting with 
these devices or inhabiting these environments. These devices and environments need 
to understand what exactly the specifics of the current interaction flow and the 
surrounding environment are. This understanding allows for anticipatory and proactive 
feedback and real-time, unobtrusive support of human activities in the environment.  

The LNAI volume on AI for Human Computing consists of three parts: a part on 
foundational issues of human computing, a part on sensing humans and their 
activities, and a part on anthropocentric interaction models.  

Sensing humans and understanding their behavior is a core issue in the research on 
human computing. Numerous papers presented in this volume can be considered from 
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this point of view. Human behavioral cues like facial expressions and body gestures 
are sensed by the computer / environment and then interpreted. Unfortunately, this 
interpretation is often carried out while taking into account only a limited portion of 
the information (if any) about the context (sensed or explicitly provided) in which the 
observed behavioral patterns have occurred. However, as accurate interpretation of 
human behavior cannot be achieved in a context-free manner, several papers in this 
volume argue that the realization of automatic context sensing and context-dependant 
analysis of human behavioral cues are the two challenging issues that need immediate 
attention of researchers in the field. 

Sensing humans and interpreting their behavior should be followed by proactive 
support of their current activities. The support is to be provided by the environment 
and its ‘inhabitants’ in a suitable form. For example, the environment, as perceived by 
the user, can provide the support by turning on the air-conditioning when the user gets 
sweaty and his or her face reddens. On the other hand, human users being a part of a 
smart environment can be supported by artificial partners while conducting a task or a 
leisure-oriented activity within the environment. That is, smart digital devices within 
the environment including robots, virtual humans displayed within the environment, 
and hidden software agents of the environment can all provide support to human users 
within the environment and can cooperate with them and each other to provide this 
support. From a global point of view, realizing a smart environment able to support 
human activities simply means adapting the environment including its human and 
artificial inhabitants in such a way that the implicitly or explicitly communicated 
habits, preferences, desires, questions, and commands of a particular human user 
within the environment are anticipated, supported, and executed as well as possible. 

Several papers in this book also emphasize the importance of having multimodal 
corpora available for research purposes. These are necessary for training and testing 
machine learning methods for human behavior analysis. In addition, analysis of a 
multimodal corpus makes us aware of properties of human behavior, correlations 
between behavioral signals and types (categories) of human behavior, and (causal) 
relations between the different categories and between the context specifics and these 
categories. This allows us to modify and extend existing theories (in computer science 
as well as in cognitive sciences) and also to refine existing algorithms to enable more 
accurate / suitable analysis of the data. In a research context it is not always possible 
to study or fully simulate realistic situations. Financial or ethical reasons will often 
make it impossible to have fully unobtrusive recordings of human behavior in 
naturalistic contexts. Hence, the large majority of currently conducted experiments 
relate to scripted behavior, often deliberately displayed behavior that follows specific 
scenarios designed by researchers. Behavioral data obtained in this way can be useful 
in the start-up phase of the research on human computing. However, such data and the 
methods trained and tested using such data are not applicable in real-life situations, 
where subtle changes in expression of behavior are typical rather than the exaggerated 
changes that typify deliberately displayed behavior. Hence, the focus of the research 
in the field started to shift to automatic analysis of spontaneous behavior (produced in 
a reflex-like manner). Several works presented in this volume address machine 
analysis of human spontaneous behavior and present efforts towards collecting data in 
realistic settings. 

In what follows, we shortly summarize each of the contributions to this volume. 
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Foundations of Human Computing 
In his contribution to this volume, Cohn surveys ways to infer emotions from 
expressive human behavior, in particular facial expressions. He discusses several key 
issues that need to be considered when designing interfaces that approach the 
naturalness of human face-to-face interaction. Among them are the differences 
between the judgment-based approach (inferring the underlying affective state) and 
the sign-based approach (labeling facial muscle actions) to measurement of facial 
behavior, the timing and overall dynamics of facial behavior, and individual 
differences in facial expressions. A less researched issue discussed in this paper, 
which is of particular importance for natural interaction, is that of synchrony of affect 
display in face-to-face interaction. 

“Instinctive Computing” by Cai argues that for genuine intelligence and natural 
interaction with humans, computers must have the ability to recognize, understand, 
and even have primitive instincts. The message, supported by the literature, is that 
instincts influence how we look, feel, think, and act. Foraging, vigilance, 
reproduction, intuition, and learning are distinguished as the human basic instincts. 
These basic instincts need to be addressed and have their metaphors in the computer 
systems of the future. The paper discusses different case studies and observations on 
nontraditional physiological sensors, sensors related to reproductive esthetics, and 
those related to updating of instincts (learning). Instinctive computing is seen as the 
foundation for ambient intelligence and empathetic computing, where the latter 
includes the detection, understanding, and reacting to human expressions of pain, 
illness, depression, and anomaly. 

Sensing Humans for Human Computing 
Automatic sensing and understanding of human behavior in computer-supported and 
smart environments are discussed by the editors of this volume in their position paper 
on human computing. They summarize the current state of the art, challenges, and 
opportunities facing the researchers in intertwined research areas of context sensing, 
human affect sensing, and social signaling analysis. Context sensing is discussed from 
the W5+ (Who, Where, What, When, Why, How) perspective and it is argued that the 
most promising way to achieve accurate context sensing in naturalistic settings is to 
realize multimodal, multi-aspect context sensing. In this approach, the key is to 
automatically determine whether observed behavioral cues share a common cause 
[e.g., whether the mouth movements and audio signals complement to indicate an 
active known or unknown speaker (How, Who, Where) and whether his or her focus 
of attention is another person or a computer (What, Why)]. In addition, the paper also 
argues that the problem of context-constrained analysis of multimodal behavioral 
signals shown in temporal intervals of arbitrary length should be treated as one 
complex problem rather than a number of detached problems in human sensing, 
context sensing, and human behavior understanding. 

Natural settings, in which we can infer the users’ emotional state by combining 
information from facial expression and speech prosody, are discussed in several 
contributions to this volume. As remarked in the relevant papers, it is well known that 
posed (deliberately displayed) expressions of emotions differ in appearance and 
timing from those shown in a natural setting. Audiovisual recognition of spontaneous 
expressions of human positive and negative affective feedback in a natural  
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human – human conversation setting has been investigated in the work of Zeng et al. 
Facial expressions extracted from the video signal and prosodic features (pitch and 
energy) extracted from the speech signal were treated separately and in a 
combination. It was shown that bimodal data provide more effective information for 
human affect recognition than single-modal data and that linear bimodal fusion is sub-
optimal for the task at hand.  

The paper of Karpouzis et al. discusses audiovisual emotion recognition (positive 
vs. negative and active vs. passive) in naturalistic data obtained from users interacting 
with an artificial empathetic agent. This sensitive artificial listener (SAL) agent gives 
the impression of sympathetic understanding. The ‘understanding’ component is 
keyword driven but suffices to induce states that are genuinely emotional and involve 
speech. The SAL agent can be given different personalities to elicit a range of 
emotions. Facial expressions and hand gestures extracted from the video signal and a 
range of acoustic features extracted from the speech signal were treated subsequently 
by means of recurrent neural networks trained for recognition of target affective 
states. Similar to Zeng et al., Karpouzis et al. show that multimodal data provide more 
effective information for human affect recognition than single-modal data. 

Human – robot interaction in settings where both the human and the robot can 
show affective behavior has been investigated in the work of Broekens. Part of the 
presented setup (i.e., the robot) has been simulated. The aim of the simulated robot is 
to survive in a grid-world environment. It uses reinforcement learning to find its way 
to food. Two versions of the robot are presented: a nonsocial robot that learns its task 
without the affective feedback of a human observer and a social robot that uses the 
communicated affective feedback as the social reward. Affective feedback is obtained 
from the facial expressions of the human observer who monitors the robot’s actions. 
The results show that the “social robot” learns its task significantly faster than its 
“nonsocial sibling” and Broekens argues that this presents strong evidence that 
affective communication with humans can significantly enhance the reinforcement 
learning loop. 

The paper of Oikonomopoulos et al. presents the research on trajectory-based 
representation of human actions. In this work, human actions are represented as 
collections of short trajectories that are extracted by means of a particle filtering 
tracking scheme that is initialized at points that are considered salient in space and 
time. Improving the detection of spatio-temporal salient points and enhancing the 
utilized tracking scheme by means of an online background estimation algorithm is 
also discussed. By defining a distance metric between different sets of trajectories 
corresponding to different actions using a variant of the longest common subsequence 
algorithm and a relevance vector machine, the authors obtained promising results for 
recognition of human body gestures such as aerobic exercises. 

Modeling the communication atmosphere is the main topic of the paper by 
Rutkowski and Mandic. They identify a 3D communication space for face-to-face 
communication, where the dimensions are environmental (i.e., related to the ambient 
conditions like noise and visual activity rather than to the communication itself), 
communicative (related to the audiovisual behavior of the communicators like 
feedback provision and turn taking), and emotional (related to coupled emotional 
states of the participants). The main focus of the paper is on the dynamics of 
nonverbal communication as the basis for estimating communication atmosphere. The 
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ability to model this aspect of face-to-face communication implies the ability to 
manipulate (some of) the relevant conditions in order to adjust the atmosphere. 
Experiments using cameras and microphones to capture communicators’ face-to-face 
situations have been conducted. 

Dong and Pentland discuss the problem of combining evidence from different 
dynamic processes. For example, evidence about the context of a particular user can 
be obtained from different sensors (possibly connected in a sensor network). The 
proposed approach to multisensorial data fusion and interpretation introduces an 
‘influence model’ in which experts with different knowledge can consult each other 
about their understanding of the data in order to decide about the classification. The 
authors illustrate their approach by means of two examples. The first one is a situation 
where data are collected from several wearable sensors (accelerometers, an audio 
recorder, and a video recorder) and where a team of four experts need to recognize 
various types of wearer context (locations, audio contexts, postures, and activities). 
The second situation relates to a social network where participants have mobile 
phones that record various data based on which the participants’ social circles and 
individual behaviors are to be determined. 

Anthropocentric Interaction Models for Human Computing 
Humans have social skills. These skills allow them to manage relationships with other 
people in a given social structure. In ambient intelligence and virtual community 
environments, we need models of social intelligence in order to understand, evoke, 
and anticipate social behavior and to generate social intelligent behavior by the 
environment and its physical and synthetic agents performing in the environment. 
Here, generating socially intelligent behavior means performing actions, providing 
feedback, taking the initiative in interactions, displaying verbal and nonverbal 
affective and social signals, and amplifying social intelligence in such a way that 
there is a smooth, natural, but also effective embedding in the socio-cultural structure 
of the virtual, human, or augmented-reality community. Social intelligence design, as 
advocated by Nishida, aims at understanding and augmentation of social intelligence. 
Three perspectives are distinguished. The first one relates to social interaction in face-
to-face and multi-party interactive settings in small groups where traditional discourse 
modeling and verbal and nonverbal interaction issues play important roles in 
displaying socially intelligent interactive behavior. The second perspective relates to 
social interaction in the large, possibly multimedial, chat and game environments, 
where sociological and socio-psychological models of multi-party interaction,  
large-scale collaboration, and social attitudes are of importance. The third perspective 
relates to the design of social artifacts that embody social intelligence and therefore 
facilitate social interaction. Among these artifacts are embodied agents, interactive 
robots, as well as collaboration technologies. 

Within the human computing framework one can argue that interactive systems 
need to have the same communicative capabilities that humans have. In other words, 
human – computing technologies (i.e., interactive systems or environments) need to 
be based on theories and models of human – human interaction. The paper by Op den 
Akker and Heylen explores this view on human computing. Presently, computational 
models of human – human interaction are very limited and hardly take into account 
subtleties of verbal, let alone nonverbal, interaction. Nevertheless, there are tools such 
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as annotation schemes that enable the researchers in the field to analyze multimodal 
interaction corpora and come up with new, enhanced models of human - human 
interplay. In the paper by Op den Akker and Heylen these issues are discussed and 
illustrated by analyzing conversations constituting the multimodal augmented  
multi-party interaction (AMI) corpus. 

Human computing applications are based on displayed human behavior such as 
affective and social signals. Being able to understand human behavior and behavioral 
cues is far beyond traditional human – computer interaction research. Moreover, 
within human computing applications in the home, office, and public spaces, human 
behavior to be supported by the environment does not necessarily have to be task-
oriented and efficiency may not be an issue at all. For example, how should a smart 
environment support leisure activities, how can it increase social interaction among 
inhabitants, and how can it act as a social and entertaining space for its inhabitants? 
Clearly, designing the environment as a social and entertaining partner is an open and 
complex research question where various perspectives on environmental 
characteristics such as efficiency, related to computing and human resources, should 
be considered. Poppe et al. discuss trends for emerging human computing 
applications. They identify where challenges remain when it comes to evaluating 
emerging applications of human computing technologies. The paper aims to create 
awareness that business-as-usual will not work for these applications, it stresses the 
fact that the current evaluation practices are inappropriate, and it proposes partial 
solutions to some of the challenges. 

Maat and Pantic discuss an agent-based, adaptive interface in which context 
sensing and context modeling are integrated within a context-aware application. The 
human part of the user’s context is sensed using face recognition, eye tracking, speech 
recognition and, as usual, key strokes and mouse movements. Contextual questions 
related to who the current user is, what his or her task is, how he or she feels, and 
when a certain user’s (re)action occurred are answered in an automated manner. Case-
based reasoning is used to match events against user preferences. Important parts of 
the paper are the reasoning about the user’s preferences, the interaction adaptation in 
accordance to these preferences, and the conducted usability study. In the latter an 
assessment of the system’s usability was made in terms of issues like effectiveness, 
usability, usefulness, affective quality, and a number of ethical issues relevant to the 
system.  

Sonntag et al. present a study on an environment where the user employs a context-
aware handheld device with which it can interact in a natural (multimodal) way using 
speech and gestures. More specifically, Sonntag et al. investigated development of a 
context-aware, multimodal mobile interface to Web-based information services. User 
expressions (i.e., his or her speech and pointing gestures) are processed with respect 
to the situational and discourse context. Question clarification, resolution of referring 
expressions, and resolution of elliptical expressions are handled by the dialogue 
manager. A media ontology guides the presentation of results to the user, using text, 
image, and speech as possible modalities. 

We started this volume with the paper by Cohn on the human face, the recognition 
of facial expressions, and how to use them in helping to infer an underlying affective 
state. The paper of Blanz revisits the topic of the human face. Blanz presents a model-
based approach to reconstruct, animate, modify, and exchange faces in images or in 
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3D. Human computing addresses computer-supported environments inhabited by 
humans and human-like agents. Faces, displaying affective and social signals, need to 
be understood, both for understanding and for generating purposes. Autonomous and 
human-controlled agents need faces, for example, to represent their ‘owners.’ We also 
need tools to generate and exchange faces (for example, by reconstructing them from 
images), to manipulate them, and to do facial animation, for example, to generate 
subtle facial expressions and visual speech. The model-based tools proposed by Blanz 
allow semantically meaningful manipulation of faces. 

Humans and human-like agents (robots, virtual humans) can interact with each 
other in smart-, virtual-, and mixed-reality environments. While Op den Akker and 
Heylen take human – human conversations as the starting point for modeling natural 
interactive systems, Reidsma et al. require not only that the interactive system or 
environment interacts with its human partner in a natural and intuitive way, but that it 
does so by means of a human-like, embodied, virtual human. This virtual human may 
represent a particular functionality of the environment (e.g., a doorman, a butler, a 
financial adviser, a fitness trainer, or a virtual friend) or it may represent another user 
of the environment with which it is possible to interact. The paper emphasizes the 
necessity of being able to model all kinds of subtleties and ‘imperfections’ in  
human – human communication. For example, designing a virtual human that is 
reluctant to answer the user’s questions may seem a waste of time, but if this virtual 
human is a virtual tutor in an educational virtual environment, or a negotiation partner 
within a virtual auction, or an opponent in a game environment, then this is rather 
acceptable behavior. The paper also discusses applications and (individual) user 
characteristics that require modeling of preferences and peculiarities of humans and 
human – human interactions. 

Virtual humans, but controlled by human actors, are the topic of the research 
presented by Zhang et al. The ‘avatars’ discussed in the paper represent human actors 
that have mediated interaction in a storytelling environment. One of the avatars in the 
environment is controlled by a human director who takes care through her avatar that 
the story develops appropriately. More specifically, the affective cues present in the 
natural language interaction of the avatars help the director to make the emerging 
story interesting. The aim of Zhang et al. is to automate the role of the director. This 
requires the detection of the affective content of the utterances. One of the issues that 
are researched is the metaphorical conveyance of affect. Rather than aiming at fully 
linguistic analyses of the utterances mediated by the avatars, Zhang et al. aim at 
building robust representations of the affective connotations. One obvious reason to 
do so is that the utterances are often ungrammatical, they borrow from language used 
in text-messaging and chat rooms, and often the literal meaning hardly gives a clue 
about the intended meaning. Obviously, being able to detect the affective state of a 
user-controlled virtual human makes it also possible to generate a suitable emotional 
animation. 
 
March 2007                                                                                                    Tom Huang 

Anton Nijholt 
Maja Pantic 

Sandy Pentland 
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Foundations of Human Computing:  
Facial Expression and Emotion* 

Jeffrey F. Cohn 
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Abstract. Many people believe that emotions and subjective feelings are one 
and the same and that a goal of human-centered computing is emotion 
recognition. The first belief is outdated; the second mistaken. For human-
centered computing to succeed, a different way of thinking is needed. Emotions 
are species-typical patterns that evolved because of their value in addressing 
fundamental life tasks. Emotions consist of multiple components, of which 
subjective feelings may be one. They are not directly observable, but inferred 
from expressive behavior, self-report, physiological indicators, and context. I 
focus on expressive facial behavior because of its coherence with other 
indicators and research. Among the topics included are measurement, timing, 
individual differences, dyadic interaction, and inference. I propose that design 
and implementation of perceptual user interfaces may be better informed by 
considering the complexity of emotion, its various indicators, measurement, 
individual differences, dyadic interaction, and problems of inference. 

Keywords: Emotion, measurement, facial expression, automatic facial image 
analysis, human-computer interaction, temporal dynamics. 

1   Introduction 

How can computers recognize human emotions? Is this even the correct question? By 
emotion, people often think of subjective feelings, but emotions are more than that 
and subjective feeling is in no sense essential. There is no sin qua non for emotion.  
Emotions are species-typical patterns consisting of multiple components that may 
include intentions, action tendencies, appraisals, other cognitions, neuromuscular and 
physiological changes, expressive behavior, and subjective feelings. None of these 
alone is necessary or sufficient for any given situation. In human-human interaction, 
intentions and action tendencies often are more important than what an individual 
may be feeling.  People may or may not be aware of what they’re feeling, and feelings 
often come about some time late in the temporal unfolding of an emotion.  
                                                           
* A previous version of this paper was originally published in the Proceedings of the ACM 

International Conference on Multimodal Interfaces, Banff, Canada, 2006 (Copyright © ACM 
Press). 
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A goal of human-centered computing is computer systems that can unobtrusively 
perceive and understand human behavior in unstructured environments and respond 
appropriately. Much work has strived to recognize human emotions. This effort is 
informed by the importance of emotion to people’s goals, strivings, adaptation, and 
quality of life [1, 2] at multiple levels of organization, from intra-personal to societal 
[3]. Efforts at emotion recognition, however, are inherently flawed unless one 
recognizes that emotion – intentions, action tendencies, appraisals and other cognitions, 
physiological and neuromuscular changes, and feelings – is not readily observable. 
Emotion can only be inferred from context, self-report, physiological indicators, and 
expressive behavior (see Figure 1). The focus of the current paper is on expressive 
behavior, in particular facial expression and approaches to its measurement, feature 
selection, individual differences, interpersonal regulation, and inference. 

Facial expression has been a subject of keen study in behavioral science for more 
than a hundred years[4, 5], and within the past 10 years considerable progress has 
been made in automatic analysis of facial expression from digital video input [6-8]. 
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Fig. 1. Components and indicators of emotion. Solid boxes represent observables, dashed boxes 
latent variables. Solid arrows indicate observable correlations among indicators. Large 
correlations among multiple indicators indicate greater coherence among indicators. Dashed 
arrows represent inferential paths. Paths between emotion components are omitted. (©2006 
ACM). 

Facial expression correlates moderately with self-reported emotion [5]   and emotion-
related central and peripheral physiology [9, 10]. Facial expression has similar 
underlying dimensions (e.g., positive and negative affect) with self-reported emotion 
[11] and serves interpersonal functions by conveying communicative intent, signaling 
affective information in social referencing, and contributing to the regulation of social 
interaction [12, 13]. Expressive changes in the face are a rich source of cues about intra- 
and interpersonal indicators and functions of emotion  [3, 14]. As a measure of trait 
affect and socialization, stability in facial expression emerges early in life [15]. By 
adulthood, stability is moderately strong, comparable to that for self-reported  
emotion [16].  

Early work in automatic analysis and recognition of facial actions from input video 
focused on the relatively tractable problem of posed facial actions acquired under 
well-controlled conditions (e.g., frontal full-face view with minimal head motion and 
uniform lighting). Recent work has progressed to analysis and recognition of 
spontaneous facial actions with non-frontal views, small to moderate out-of-plane 
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head motion, subtle facial actions, and variation in illumination [17-19]. Moreover, 
methods of analysis and synthesis of facial expression are beginning to merge. It is 
becoming possible to animate an avatar from shape and appearance measures of 
human facial actions in real time [20], which is likely to significantly impact human-
centered computing. By separating identity from facial behavior, for instance, user 
confidentiality could be better protected. 

Here, I present key issues to consider in designing interfaces that approach the 
naturalness of face-to-face interaction. These include approaches to measurement, 
types of features, individual differences, interpersonal regulation, and inference. 

2   Approaches to Measurement 

Two major approaches are sign- and message judgment [21].   In message judgment, the 
observer’s task is to make inferences about something underlying the facial behavior, 
such as emotion or personality. In measuring sign vehicles, the task is to describe the 
surface of behavior, such as when the face moves a certain way. As an example, upon 
seeing a smiling face, an observer with a judgment-based approach would make 
judgments such as “happy,” whereas an observer with a sign-based approach would 
code the face as having an upward, oblique movement of the lip corners. Message 
judgment implicitly assumes that the face is an emotion “read out.” Sign-based 
measurement is agnostic and leaves inference to higher-order decision making.  

2.1   Message Judgment 

Message judgment approaches define facial expressions in terms of inferred emotion.  
Of the various descriptors, those of Ekman have been especially influential. Ekman 
[22] proposed six “basic emotions.” They are joy, surprise, sadness, disgust, fear, and 
anger. Each was hypothesized to have universally displayed and recognized signals, 
universal elicitors, specific patterns of physiology, rapid, unbidden onset, and brief 
duration, among other attributes. Of the universal signals, prototypic expressions were 
described for each emotion (Figure 2). Most research in automatic recognition of  

 

 

Fig. 2. Emotion-specified expressions: disgust, fear, joy, surprise, sadness, and anger. From 
[13]. Individual images are from the Cohn-Kanade FACS-Coded Image Database [25].  
(© Jeffrey Cohn). 



4 J.F. Cohn 

 

facial expression [26, 27] and much emotion research in psychology [28] has 
concentrated on one or more of these six emotions. This list, however, was never 
intended as exhaustive of human emotion. It is not. Rather, it was proposed in terms 
of conformity with specific criteria noted, such as having a universal display (i.e., 
prototypic expression).  Other emotions that may be inferred from facial expression 
include embarrassment and contempt among others. Indicators of cognitive states, 
such as interest and confusion, have been described as well [29]. 

While much literature has emphasized expressions of one or another emotion, 
expressions may include blends or combinations of two or more [30]. For purposes 
such as detecting deception, expressions that include traces of contradictory emotions 
are of particular interest. Masking smiles[31], in which smiling is used to cover up or 
hide an underlying emotion are the best known. Figure 3 shows examples of two 
masking smiles (middle and on the right) and a “felt” or Duchenne smile (on the left) 
for comparison.  Duchenne smiles are believed to express felt positive emotion.  In 
the two masking smiles there is indication of sadness in one, suggested by the 
downward pull of the lip corners and slight pouching of the skin below them (due to 
AU 15 in FACS; see next section), and disgust in the other, suggested by the upward 
pull of the lip medial to the lip corner and philtrum and the altered shape of the 
nasolabial furrow (shape and appearance changes due to AU 10 in FACS) These 
examples come from a study in which nurses watched a movie clip intended to elicit 
joy and other movie clips intended to elicit disgust, revulsion, or sadness [31]. The 
nurses were instructed to hide their negative emotions so that an observer would be 
unable to tell which movie they were watching.  

 

Fig. 3. From left to right, example of a “felt” smile, a smile “masking” disgust and one 
“masking” sadness. Corresponding FACS AUs are AU 6+12+26, AU 10+12+26, and AU 
12+15, respectively. Reprinted with permission from [31] (© Paul Ekman). 

2.2   Sign Measurement 

Cohn & Ekman [32] review manual methods for labeling facial actions. Of the various 
methods, the Facial Action Coding System (FACS) [24, 33] is the most comprehensive, 
psychometrically rigorous, and widely used [32, 34]. Using FACS and viewing video-
recorded facial behavior at frame rate and slow motion, coders can manually code 
nearly all possible facial expressions, which are decomposed into action units (AUs). 
Action units, with some qualifications, are the smallest visually discriminable facial 
movements. By comparison, other systems for measuring facial actions are less 
thorough and fail to differentiate between some anatomically distinct movements or 
consider as separable movements that are not anatomically distinct [35]. 
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The most recent version of FACS specifies 9 action units in the upper face, 18 in 
the lower face, 11 for head position and movement, nine for eye position and 
movement, and additional descriptors for miscellaneous actions, gross body move-
ment, and supplementary codes. (For a complete list together with anatomic basis for 
each AU, see [21, 36]). 

Action units may occur singly or in combinations, and combinations may be 
additive or non-additive. In additive combinations, the appearance of each action unit 
is independent; whereas in non-additive combinations they modify each other’s 
appearance. Non-additive combinations are analogous to co-articulation effects in 
speech, in which one phoneme modifies the sound of ones with which it is contiguous. 
An example of an additive combination in FACS is AU 1+2, which often occurs in 
surprise (along with eye widening, AU 5) and in the brow-flash greeting [37]. The 
combination of these two action units raises the inner (AU 1) and outer (AU 2) corners 
of the eyebrows and causes horizontal wrinkles to appear across the forehead. The 
appearance changes associated with AU 1+2 are the product of their joint actions.  

 

Fig. 4. Examples of individual action units and action unit combinations. AU 1+2 is an additive 
combination. AU 1+4 and AU 1+2+4 are non-additive, comparable to co-articulation effects in 
speech. (© Jeffrey Cohn). 

An example of a non-additive combination is AU 1+4, which often occurs in 
sadness [4] (see Figure 4). When AU 1 occurs alone, the inner eyebrows are pulled 
upward.  When AU 4 occurs alone, they are pulled together and downward (Figure 4). 
When AU 1 and AU 4 occur together, the downward action of AU 4 is modified.  In 
AU 1+4, the inner eyebrows are raised and pulled together. This action typically gives 
an oblique shape to the brows and causes horizontal wrinkles to appear in the center 
of the forehead, as well as other changes in appearance that are characteristic of 
sadness. Automatic recognition of non-additive combinations such as this presents 
similar complexity to that of co-articulation effects in speech. Failure to account for 
non-additive combination in automatic recognition exploits the correlation among 
AUs and can lead to inflated estimates of algorithm performance. For further reading 
on FACS, see [21, 32]. 

2.3   Automatic Measurement 

Most work in automatic analysis and recognition of facial actions has followed the 
message-judgment approach, with the goal of recognizing the six prototypic 
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expressions proposed by Ekman.  Relatively few investigators have pursued the sign-
based approach in which specific facial action units are recognized [7, 27]. Of the two 
approaches, message judgment is better suited to recognition of prototypic 
expressions provided the number of classes is relatively small and between-class 
variation relatively large. These conditions typically obtain for prototypic expressions 
because they are few in number and vary from each other in multiple regions of the 
face. Using a sign-based approach to learn AU combinations, one would have to learn 
first the individual muscle actions and then learn the mapping of clusters of muscle 
actions onto prototypic expressions. While prototypic expressions can be learned 
either way, the former is more efficient.   

In comparison with sign-based approaches to automatic facial image analysis, the 
generalizability of message based approaches is more limited. Prototypic facial 
actions, with the exception of joy, are relatively rare in naturally occurring behavior, 
and when they occur, their intensity is often reduced relative to when posed. Low-
intensity, or subtle, expressions are more difficult to detect for both machine learning 
and human observers [38]. Another issue is that emotion is more often indicated by a 
smaller number of facial actions than is assumed by the message judgment approach. 
Anger, for instance, may be communicated by slight tightening of the lower eyelids, 
which a message-judgment approach would be ill-prepared to detect. Masking 
expressions, as well, are not readily learned using message-judgment. While their 
component facial actions may occur with adequate frequency for learning, the specific 
combinations are too varied and infrequent for many machine learning approaches. 
With a sign-based approach, when training and testing samples for masking or other 
complex expressions are small, rule-based classifiers informed by human experts may 
be used for expression recognition. For these and other reasons, the sign-based 
measurement approach may prove more productive for human-centered computing. 

2.4   Reliability of Meta-Data 

The reliability of manually labeled images (i.e., behavioral descriptors or meta-data) 
is a critical concern for machine learning algorithms. If ground truth is contaminated 
by 20-30% error, which is not uncommon, that is a significant drag on algorithm 
performance. For both message judgment and sign-based approaches, similar 
concerns arise. Using AUs as an example, at least four types of reliability (i.e., 
agreement between observers) are relevant to the interpretation of substantive 
findings. These are reliability for occurrence/non-occurrence of individual AUs, 
temporal precision, intensity, and aggregates. Most research in automatic facial 
expression analysis has focused on occurrence/non-occurrence [7, 8].  

Temporal precision refers to how closely observers agree on the timing of action 
units, such as when they begin or end.  This level of reliability becomes important 
when examining features such as response latency and turn taking (see Section 5). 
Action unit intensity becomes important for questions such as whether facial 
expression is influenced by audience effects [39]. Several groups have found, for 
instance, that people tend to smile more intensely in social contexts than when they 
are alone [39, 40].  

Aggregates refer to combinations of action units, which as noted may be additive 
or non-additive. By assessing the reliability of aggregates directly, one can more 
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accurately estimate both their reliability and the reliability of component action units 
that occur in isolation.   

For each of these types of reliability, a number of metrics appear in the literature. 
Percentage of times that two observers agree (i.e., percent agreement) is the most-
often used but least informative because it fails to correct for agreement by chance. 
That is, simply by knowing base rates or priors, observers are more likely to agree on 
behaviors that occur frequently. Chance-corrected statistics that control for base rates 
and guessing are more informative. Examples are Cohen’s kappa (for categorical 
variables) and intra-class correlation (for continuous variables) [41]. In addition to 
average agreement or reliability across behavioral descriptors, it is informative to 
know the results for specific descriptors. Some behaviors are relatively easy to 
identify, others not.  Because the reliability of manual measurement limits between-
system agreement, more attention to reliability of behavioral descriptors would 
contribute to the success of machine learning work in automatic facial expression 
analysis and recognition.  

Infant

Seconds Seconds

MotherInfant

Seconds Seconds

Mother

Seconds

Mother

 

Fig. 5. Time series for AFA-measured lip-corner displacement and human-observer based 
ratings of positive affect in a mother-infant dyad. Data series for human observers are shifted 
by about ½ second to adjust for human reaction time. (©2006 ACM). 

2.5   Concurrent Validity for Continuous Measurement 

Most efforts at automatic expression recognition have compared inter-method 
agreement (i.e., concurrent validity) for categorical descriptors.  Facial actions and 
emotion expression can vary not just in type, however, but also in amplitude or 
intensity. For this reason, it is important to evaluate whether alternative measurement 
systems have concurrent validity for continuous measures of intensity. Our research 
group recently examined inter-system precision for intensity contours by comparing 
CMU/Pitt Automatic Facial Image Analysis (AFA v.4) with continuous ratings of 
affective intensity  and FACS intensity scoring of AU 12 by human observers. Lip-
corner displacement in spontaneous smiles was measured by AFA at30 
frames/second. We found high concurrent validity between the two methods (see 
Figure 5 for an example) [42, 43].  In other work, we found similarly high concurrent 
validity for intensity contours between AFA and facial EMG [40].   
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3   Dynamics 

Both the configuration of facial features and the timing of facial actions are important 
in emotion expression and recognition.  The configuration of facial actions (whether 
emotion-specified expressions or individual action units) in relation to emotion, 
communicative intent, and action tendencies has been the principal focus [4, 44, 45]. 
Less is known about the timing of facial actions, in part because manual measurement 
of timing is coarse and labor intensive [46]. Advances in computer-vision and 
graphics have made possible increased attention to the dynamics of facial expression 
[36, 47].   
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Fig. 6. Multimodal coordination of head motion, lip-corner displacement, and gaze in smiles of 
embarrassment. A: Selected frames from image sequence depicting embarrassment. B: 
Corresponding time series. Reprinted with permission from [50]. (©2004 IEEE). 

There is increasing evidence that people are responsive to the timing of facial 
actions [48]. Consider some examples. One, facial actions having the same 
configuration but different timing are interpreted differently. Whether a smile is 
perceived as genuine or false depends in part on how quickly it changes from neutral 
expression to peak. Within limits, smiles with slower onset times are perceived as 
more genuine [49]. Two, velocity and duration of the onset phase of spontaneous 
smiles are highly correlated; for deliberate smiles, these components are uncorrelated. 
Indeed, spontaneous and deliberate smiles can be discriminated with nearly 90% 
accuracy from their dynamics alone [40]. Three, multimodal coordination of facial 
expression, direction of gaze, and head motion is a defining feature of embarrassment 
displays. Smile intensity increases and direction of gaze is lowered as the head pitches 
down and away from the partner; smile intensity decreases and gaze returns to frontal 
as head orientation comes back to a frontal orientation. An example is shown in 
Figure 6. Unless a classifier includes dynamic information, expressions cannot be 
accurately disambiguated.  
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Dynamics are critical as well to the very perception of subtle facial expressions. 
Subtle facial expressions that are not identifiable when viewed statically suddenly 
became apparent in a dynamic display [51]. An example is shown in Figure 7. 
Viewers were shown the same emotion expressions in one of four conditions.  In the 
static condition, they saw only the peak expression; in multi-static, they saw each 
image in a video sequence from neutral to peak but with a visual mask inserted 
between each image. Multi-static gave viewers access to all of the images but the 
visual masks prevented the perception of motion. In the dynamic condition, they 
viewed the image sequence without the visual masks. In a first-last condition, they 
saw a movie sequence containing the first and last frames. Only in the latter two 
conditions in which motion information was afforded were expressions reliably 
recognized. This effect of motion was highly robust and was observed for all six basic 
emotions examined. An implication for machine perception is that recognition will be 
more difficult if performed independently for each frame, as is typically done. 
Dynamics are essential to human and machine perception of subtle facial expressions 
and to interpretation of almost all expressive actions.  

 

Fig. 7. Four viewing conditions: single-static, multi-static, dynamic, and first-last.  Single-static 
shows only the final image. Multi-static shows the image sequence, but inclusion of visual 
masks block perception of motion. Dynamic shows the same image sequence as multi-static but 
includes motion information. First-last shows first and last images and motion. With some 
individual exceptions, subtle expressions are visible only in the latter two conditions in which 
motion or dynamics is visible. From [52] (©2006 APS). 

When observers view facial expressions of emotion, their own faces respond rapidly 
and involuntarily with specific facial actions. Zygomatic major, which pulls the lip 
corners obliquely in smiling, and corrugator supercili, which pulls the brows together 
and down in frowning, contract automatically within about 0.5 seconds following 
perception of happy and angry faces, respectively.  While such effects have been 
demonstrated only by facial electromyographic recordings (EMG) [53], automatic facial 
image analysis has recently shown strong concurrent validity with facial EMG across 
the range of visible movement [36]. The latter finding suggests that it is feasible using 
computer vision to precisely detect rapid and often low intensity increases in facial 
muscle activity corresponding to positive and negative emotion.  
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4   Individual Differences 

Stable individual differences in facial expression emerge early in development and by 
adulthood represent 25% or more of the variation in emotion expression [16, 54].  
Individual differences include reaction range for positive and negative affect, 
response latency, and probability of conforming to display rules. In both individual 
and interpersonal contexts, facial expression is moderately stable over time periods 
from 4- to 12 months [16] and is comparable to what has been reported previously for 
self-reported emotion and personality. Stability is sufficiently robust that individuals 
can be recognized at far above chance levels based solely on their use of facial actions 
(which may be considered facial behavior signatures).   

In a representative study, we found moderate stability over periods of about 25 
months in mothers’ facial expression.  Mothers were observed during face-to-face 
interactions with their first and second infants when each was about 2 months of age 
[54]. Mothers’ and infants’ facial expression, gaze, and vocalization were coded on a 
1-s time base with behavioral descriptors. Mothers’ behavior was more positive with 
their second-born infant (a birth-order effect), yet moderately correlated at both time 
points. There was no correlation between expressive behavior of first- and second-
born infants; they were independent. Despite differences between infants and in 
mothers’ interactions with each, stability in mothers’ affective expression was 
pronounced. Findings such as these suggest that it is important to consider facial 
expression as bounded by range of normal variation for each person moderated by 
context and within which deviations may be interpreted.  

Sources of individual differences in emotion expression include temperament, 
personality, gender, birth order (as noted above), socialization, and cultural 
background [55-57]. Display rules are culturally specific prescriptions for when and 
how to show emotion in various contexts. In some cultures, for instance, children 
learn not to express anger; whereas in others, anger is considered important to self 
expression.  Among traditional Japanese, for instance, anger is less likely to be shown 
outside the family than in the U.S. [58]. As another example, European-American and 
Chinese-American couples differ in proportion of positive and negative expressions, 
but not in autonomic reactivity or self- reported emotion, when discussing conflicts in 
their relationship [59]. These differences are consistent with relative value placed on 
emotion expression in each culture. In Western societies, expression of positive affect 
is emphasized. Specific emotion expressions may also be ritualized and culture 
specific.  The tongue-bite display (see Figure 8) communicates embarrassment/shame 
in parts of India and south Asia but not the U.S. Inferences about emotion become 
more reliable when individual differences are taken into account.   

Of the various sources of individual differences, relatively little is known about the 
timing of facial actions. Available evidence suggests that individual differences exist 
here as well.  Women, for instance,  in addition to being more expressive than men, 
respond more quickly with zygomatic major contraction to stimuli intended to elicit 
positive affect [16].  When depressed, response latency is slower and more variable, 
which may make coordination of interpersonal timing more difficult to achieve [60].   
As methods for measuring the timing of facial expression become more available, 
individual differences in timing will become better known. 
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Fig. 8. Some expressions appear in all or almost all cultures. Others are culture specific (A and 
B, respectively). Examples here are for embarrassment. From [61]. (©1998 Taylor & Francis). 

5   Interpersonal Regulation 

Interpersonal regulation includes synchrony, reciprocity, and coordinated inter-
personal timing. Synchrony, or coherence, refers to the extent to which individuals are 
moving together in time with respect to one or more continuous output measures, 
such as specific facial actions, affective valence, or level of arousal.  Reciprocity 
refers to the extent to which behavior of one individual is contingent on that of the 
other. Both synchrony and reciprocity have proven informative in studies of marital 
interaction, social development, and social psychology. Figure 9 shows an example 
from mother-infant interaction [42, 43]. Facial features and head motion were tracked 
automatically by the CMU/Pitt automated facial image analysis system version 4 [36].  
The time series plot shows displacement of mother and infant lip-corners during 
smiles. Note that while partners tend to cycle together, there is an alternating pattern 
in which mother and infant take turns in leading the dyad into shared smiling.  

Coordinated interpersonal timing (CIT) is the extent to which participants in a 
social interaction match the duration of interpersonal pauses or floor switches [62]. 
Floor switches are pauses that occur between the time when one person stops 
speaking and another begins. Coordination of floor switches follows an inverted  
U-shaped function in relation to affective intensity and change with development.  In 
clinical depression, for instance, CIT becomes longer and less predictable [60]  CIT 
has been studied most often with respect to vocal timing, but applies equally to facial 
expression and other modalities.   

In behavioral science literature, time- and frequency domain analyses have 
emphasized issues of quasi-periodicity in the timing of expressive behavior and 
bidirectional influence with respect to amplitude (see, for instance, [63]).  Lag-
sequential and related hidden Markov modeling have been informative with respect to 
the dynamics of discrete actions and individual and dyadic states [64]. Recent work 
with dampened oscillator models considers regulation of changes in velocity and 
acceleration [65]. Most approaches assume that time series are stationary. This 
assumption may not always hold for behavioral data. Boker [66] identified “symmetry 
breaks,” in which the pattern of lead-lag relationships between partners abruptly 
shifts.  Failure to model these breaks may seriously compromise estimates of mutual 
influence. 
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Fig. 9. Example of interaction analysis. Synchrony and reciprocity of smiling between mother 
and infant. Source: [42, 43]. (©2006 ACM). 

6   Conclusion 

Emotions are species-typical patterns that evolved because of their value in 
addressing fundamental life tasks [22]. They are central to human experience, yet 
largely beyond the comprehension of contemporary computer interfaces. Human-
centered computing seeks to enable computers to unobtrusively perceive, understand, 
and respond appropriately to human emotion, to do so implicitly, without the need for 
deliberate human input. To achieve this goal, it is argued [13] that we forgo the notion 
of “emotion recognition” and adopt an iterative approach found in human-human 
interaction.  In our daily interactions, we continually make inferences about other 
people’s emotions – their intentions, action tendencies, appraisals, other cognitions, 
and subjective feelings – from their expressive behavior, speech, and context. The 
success of human-centered computing depends in part on its ability to adopt an 
iterative approach to inference. Computing systems are needed that can automatically 
detect and dynamically model a wide range of multimodal behavior from multiple 
persons, assess context, develop representations of individual differences, and form-
ulate and test tentative hypotheses though the exchange of communicative signals. Part 
of the challenge is that the computer becomes an active agent, in turn influencing the 
very process it seeks to understand.  Human emotions are moving targets. 
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Abstract. Instinctive computing is a computational simulation of biological and 
cognitive instincts. It is a meta-program of life, just like universal gravity in 
nature. It profoundly influences how we look, feel, think, and act. If we want a 
computer to be genuinely intelligent and to interact naturally with us, we must 
give computers the ability to recognize, understand, even to have primitive 
instincts. In this paper, we will review the recent work in this area, the building 
blocks for the instinctive operating system, and potential applications. The 
paper proposes a ‘bottom-up’ approach that is focused on human basic instincts: 
forage, vigilance, reproduction, intuition and learning. They are the machine 
codes in human operating systems, where high-level programs, such as social 
functions can override the low-level instinct. However, instinctive computing 
has been always a default operation. Instinctive computing is the foundation of 
Ambient Intelligence as well as Empathic Computing. It is an essential part of 
Human Computing. 

1   Introduction 

What is the fundamental difference between a machine and a living creature? Instinct! 
Instincts are the internal impulses, such as hunger and sexual urges, which lead 
humans to fulfill these needs. Freud [1] stated that these biologically based energies 
are the fundamental driving forces of our life. They act everyday to protect us from 
danger and keep us fit and healthy. However, we are often barely aware of them.   

Perhaps the most striking things for us are hidden in our cells. Recent biological 
studies suggest that mammalian cells indeed possess more intelligence than we can 
imagine [2]. For example, the cell movement is not random. It is capable of 
immensely complex migration patterns that are responses to unforeseeable 
encounters. Cells can 'see', for example, they can map the directions of near-infrared 
light sources in their environment and direct their movements toward them. No such 
'vision' is possible without a very sophisticated signal processing system [3].  

Instinctive computing is a computational simulation of biological and cognitive 
instincts. It actually started fifty years ago. Norbert Weiner [97] studied 
computational models of Gestalt, self-reproduction and learning. According to him, 
these functions are a part of the holistic communication between humans, animals and 
machine, which he called it ‘Cybernetics’. In parallel, John von Neumann proposed 
the cellular automata model to simulate self-reproduction [4]. The model constitutes 
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finite state cells interacting with one another in a neighborhood within a two-
dimensional space. The conceptual machine is far ahead of its time. Due to the 
limitations in hardware, people had forgotten the idea for several decades until the 
1970’s: Conway rediscovered it in his article “Game of Life” [5]. In the model, an 
organism has its instinctual states, birth, movement, eating and death. Interesting 
patterns emerge from cell interactions such as blooming, oscillation or extinction. 
Wolfram further proves that many simple cellular interactions can produce very 
complex patterns, including chaos. He argues that interactive algorithms are more 
important than the mathematical equations [7]. The spatial and temporal interaction 
among entities is the key to understanding their complexity. Today, computational 
cellular automata have become a powerful tool to reveal the natural human 
algorithms, from microscopic cellular morphology [8] to mass panic movement in 
subway stations [9]. 

Instinct is a meta-program of life, just like universal gravity in nature. It 
profoundly influences how we look, feel, think, and act. If we want a computer to be 
genuinely intelligent and to interact naturally with us, we must give computers the 
ability to recognize, understand, even to have primitive instincts. In this paper, we 
will review the recent work in this area, the architecture of an instinctive operating 
system, and potential applications. 

2   The Bottom-Up Approaches 

The rapid progress of computer hardware development enables a bottom-up paradigm 
of computing: embryonics (embryonic electronics) [6]. The project BioWall is a bio-
inspired hardware in size of 130 cubic feet, developed in the Swiss Federal Institute of 
Technology in Lausanne (EPFL). Scientists have investigated most of the possible 
avenues for novel computing, ranging from phylogenetic systems, inspired by the 
evolution of biological species, through ontogenetic systems, inspired by the 
development and growth of multicellular organisms, to epigenetic systems, inspired 
by the adaptation of individuals to the environment. FPGA (Field Programmable Gate 
Array) chips [10] were used to implement the cellular automata in the hardware. 
Thousands of FPGA chips were tiled together in a two-dimensional space like a wall. 
It is a reconfigurable parallel computer without a CPU (Center Processing Unit). This 
architecture allows the scientists to think outside of the box and develop novel bio-
inspired software from the bottom of the thinking hardware: logic gates. 
Unfortunately, there is still no operating system for such a hardware implementation. 
Programming on this ad-hoc system could be very challenging. 

Computer simulation of instinctive cognition has been studied in multiple 
disciplines. The computer model INTERACT mimics affective control from the 
viewpoint of dynamic interactionism, which combines psychological social 
psychological, system theory, linguistic, attitude measurement and mathematical 
modeling [11]. The computer model DAYDREAMER mimics the human 
daydreaming process and provides an empirical tool to study the subconscious 
programs embedded inside our mind [12]. 

Pentland coined the term ‘Perceptual Intelligence’ for the intelligence without 
words or logic [13]. He argues that if we can give computers the ability to perceive, 
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classify and anticipate human interactions in a human-like manner, then the computer 
will be able to work with humans in a natural and commonsense manner. To 
understand and predict human behavior, the team  has developed vision algorithms to 
augment faces, emotions and gestures. The work is then extended to the study of 
‘Human Dynamics’ for a broader range of social interactions, such as mobile 
communication. This inspires a new wave of ‘Human Computing’ [104] studies. 
Instinctive Computing is an essential part of ‘Human Computing’, which focuses on 
low-level functions and needs, similar to the machine code to software. While Human 
Computing algorithms attempt to answer questions such as, who the person is, what is 
communicated, where is the location, when did it happen, and how did the 
information get passed on.  Instinctive Computing, on the other hand, attempts to 
answer the question of why someone behaves that way and predicts the consequences 
of one’s behavior using commonsense. 

Indeed instinct is commonsense. It has been an immense challenge to AI. For over 
20 years, with over a 20-million-dollar investment, Lenat and his colleagues have 
been developing Cyc, a project that aims to create a reusable general knowledge base 
for intelligent assistants [14]. Cyc essentially is an ontological representation of 
human consensual knowledge, which can construct a semantic web where meaning is 
made explicit, allowing computers to process information intelligently. However, 
even Cyc has not touch the inner layers of human instincts.  

Instinct often controls emotion. If we trace our anger, fear and, sadness back to its 
origin, we always can find the signatures of our instincts. The latest scientific findings 
indicate that emotions play an essential role in decision-making, perception, learning 
and action. They influence the very mechanisms of rational thinking. According to 
Picard [15], if we want computers to be genuinely intelligent and to interact naturally 
with us, we must give computers the ability to recognize, understand, even to have 
and express emotions. Minsky articulates emotion as a resource-intensive process 
[16]. In addition, he outlines a six-level model of mind from top to bottom: self-
conscious reflection, self-reflection thinking, reflective thinking, deliberative 
thinking, learned reactions, and instinctive reactions. He elaborates the instinctive 
reactions are a set of “if-then” rules, which are primitive model of instinctive 
computing. According to Minsky, how to sort out the priority of such rules is quite a 
challenge.   

Instinct has an impact on how we look at things. Researchers have studied 
Aesthetic Computing for understanding forms, functions, dynamics and values. 
Cohen seeks the answer to what are the minimal visual elements to be an interesting 
form [17]. He also ponders how to mix the paint color without perception. Leyton 
argues that shape is the memory storage [18]. By instinct, we use the imaginary 
symmetric structure to remember the shape process.  

Instinct constitutes our social behaviors as well. Computational studies of human 
dynamics have been rapidly growing in recent decades. At the macroscopic level, the 
fundamental studies in social networks such as “the six degrees of separation” [19] 
and the “power law of the linked interactions” [20] shed lights on the scalability of 
human networking activities. Those remarkable models enrich our in-depth 
understanding of the dynamics in a very large network, which is a challenge to a 
visualization system. Spectrum-graph [21] is used to visualize human activities from 
ambient data sources such as gas stations and cellular phone towers. Graph models 
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such as minimal graph cuts provide abstract, yet visual tools for analyzing the outliers 
in a very large social network [22]. Stochastic process based geographical profiling 
models have been developed to investigate serial killer’s spatio-temporal patterns 
from the collected field data [23]. Furthermore, the cellular automata based panic 
model simulates the mass dynamics in public places such as train stations. The 
method computationally incorporates modeling, rules and visualization in one 
algorithm, which enables pattern discovery and rapid empirical experiments [24]. In a 
nutshell, the paradigm of the visual analytic social networks has been shifted from 
merely visual data rendering to model-based visual analysis. However, a single model 
may not be a panacea as many researchers have claimed. The adaptability and 
interactions between models and visual interfaces are perhaps potential solutions. 

Computational visualization of human dynamics has been growing exponentially. 
Decades ago, human motion studies were largely dependent on the time-lapped 
photography, where joints were highlighted to form motion trajectories. Today, digital 
motion capturing and modeling systems enable the high fidelity modeling of the 
motion characteristics. Functional MRI (fMRI) systems visualize human nerve and 
cardiac dynamics in real-time, which has revolutionized the way of physiological and 
psychological studies such as driving [25]. Artificial Intelligence computational 
models also provide augmented cognition behaviors in navigation, planning and 
problem solving. A driver’s eye gazing model [26], for example, is based on the 
classic ACT-R model [27]. The model mimics a human driver’s visual experience in a 
rule-based system. However, as the developers of the system pointed out, how to 
incorporate the sensory interactions in the rule-based model is a challenge. Traditional 
AI models such as sequential and parallel processing have not been able to simulate 
the emergent behaviors. 

3   Building Blocks of Instinctive Computing 

If we compare to our instinctive functions with a computer operating system, we 
would find some similarities: both are low-level programs (machine code). They 
intimately deal with physical devices; they operate autonomously as default. Their 
programs can be ‘burned’ into a ROM (Read-Only Memory). They can be overridden 
by high-level programs (applications). Besides, they all have very limited resources. 

In this study, we view instinct as a metaphor for a future computer operating 
system, which includes the meta-programs for forage, vigilance, reproduction, 
intuition, and learning.  

Forage is a basic urge for us to sustain life. Computational Swarm Intelligence [28] 
simulates ants’ navigation process based on the trace of their pheromone. The 
algorithms have been widely adopted into network optimization applications, such as 
Traveling Salesman Problem, ad-hoc wireless mesh networking and network flow 
planning [28]. At the digital age, information foraging has become critical. The good 
news is that we can fetch valuable information with just a few mouse clicks. The bed 
news is that spyware or malware try to harvest sensitive data such as email addresses, 
personal identification numbers, birthdays and passwords, and documents. Bad 
interactions are real interactions. They contribute variety to a digital ecosystem, where 
novel algorithms emerge, for example, ‘honey pots’ and ‘food-chains’. 
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Vigilance comes from our fears. A death instinct is universal to all creatures. 
Alarm pheromones are released by creatures such as fish and bees when they alert 
others of danger [29-31]. Although human alarm pheromones are still debatable, there 
is no doubt that our instinct often makes us aware of dangerous situations. Our tongue 
has evolved to have 5,000 taste buds - letting us know what to swallow, and what to 
spit out [32]. And we also have an instinctive reaction to things which could give us a 
disease or make us sick. Our feelings of disgust have helped keep us safe for hundreds 
of generations.  People can usually sense trouble with a car from noises, vibrations, or 
smells. An experienced driver can even tell where the problem is. Instinctive 
computing aims to detect anomalous events from seemingly disconnected ambient 
data that we take for granted. For example, the human body is a rich ambient data 
source: temperature, pulses, gestures, sound, forces, moisture, et al. Many electronic 
devices also provide pervasive ambient data streams, such as mobile phones, 
surveillance cameras, satellite images, personal data assistants, wireless networks and 
so on.  

Intuition is a subconscious perception without thinking. Drawing portraits upside 
down allows novice artists to reproduce lower-level image features, e.g., contours, 
while reducing interference from higher-level face cognition [33]. A study shows that 
our subconscious intuition detects shape anomaly more accurately than conscious 
judgment [34]. Human-like perception systems have potential for remote sensing, 
virtual reality, medical discovery, autonomous space exploration and artificial organs 
that extend our perception. The peripheral vision of the redundant information enables 
us to detect anomalies from seemingly disconnected ambient data that we take for 
granted. Robertsson, et al [35] developed artificial sensor models for olfaction and 
manipulation, which enable knowledge discovery in a sensor web. Krepki and his 
colleagues [36] developed the Berlin Brain-Computer Interface (BBCI) as a potential 
HCI channel for knowledge discovery. Derived from an interface for physically 
challenged people, the brain-computer interface enables information retrieval directly 
through the human brain. In addition, it provides feedback regarding human attention, 
interests and emotion directly to an integrated computer. For decades, information 
analysts have been searching for ways to incorporate an expert’s preference, style, 
attention, rhythm and other properties of intelligence into a knowledge discovery 
system. Unfortunately, most existing user-modeling methods are both invasive and 
indirect. A brain-computer interface shows us a potentially ambient approach to 
solving the problem.   

Reproduction is a means for immortality.  The instinct to have sex is one of the 
most potent we possess. It is vital if we are to produce the next generation. It has a 
great impact on the way we look, the way we smell and what we possess, which can 
attract the ideal mate [32]. Computational self-reproduction has been studied for half 
of a century. Von Neumann proposed a cellular automata to simulate the process [37]. 
However, so far, most of computational models are asexual. Today, online sexual 
interaction pushes technologies to the edge. Studies about sexual objects and 
interaction emerged, i.e., the computer vision model for detecting nude figures in a 
picture [38].  

Learning upgrades instinctive programs. In 1896, James Mark Baldwin proposed 
that individual learning can explain evolutionary phenomena that appear to require 
inheritance of acquired characteristics [39]. The ability of individuals to learn can 
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guide the evolutionary process. Baldwin further proposed that abilities that initially 
require learning are eventually replaced by the evolution of genetically determined 
systems that do not require learning. Thus learned behaviors may become instinctive 
behaviors in subsequent generations, without appealing to inheritance.  

In the following sections, we will review the case studies for virtual forage, 
vigilance, intuition, reproduction and learning. 

4   Virtual Forage 

Kurt Letwin said: "Our behavior is purposeful; we live in a psychological reality or 
life space that includes not only those parts of our physical and social environment to 
us but also imagined states that do not currently exist." Today, ambient information is 
collected everywhere, from our shopping habits to web browsing behaviors, from the 
calls between businesses to the medical records of individuals. Data is acquired, 
stored and gradually linked together.  In this massive data there are many 
relationships that are not due to chance, but transforming data into information is not 
a trivial task.  Data is obtained from observation and measurement and has by itself 
little intrinsic value. But from it we can create information: theories and relationships 
that describe the relationships between observations.  From information we can create 
knowledge about high-level descriptions of what and why, explaining and 
understanding the fundamental data observations.    

4.1   Information Foraging 

Many great discoveries in history were made by accident and sagacity. True 
serendipity emerges from random encounters, such as in daydreaming [40-42]. In 
Beale’s study [43], an intelligent system was designed to maximize pseudo-
serendipity [44], which describes accidental discoveries of ways to achieve a desired 
goal. Beale introduces a synergistic interaction scheme that includes interactive data 
mining and a novel genetic algorithm to support serendipitous discoveries. Beale 
intends to answer questions such as: “what is interesting?” and “what is surprising?” 
In Beale’s study, the high dimensional data are mapped to a visual space where data 
are clustered by pseudo-physics properties such as mass-spring relations. This method 
allows the user to interact with the data space from different perspectives and 
hypotheses.  

Analytical models intend to reveal inner structure, dynamics or relationship of 
things. However, they are not necessary intuitive to humans. Conventional scientific 
visualization methods are intuitive but limited by dimensions and resolutions. To 
bridge the gap, transformation algorithms are designed to map the data from an 
abstract space to an intuitive one. For example, a spectrogram maps an invisible 
sound to a visible frequency-intensity-time space. The convergence of scientific 
visualization and data mining creates a new domain for visual data mining. Seeing 
and understanding together enable humans to discover knowledge and deeper insight 
from a large amount of data [45]. This approach integrates the human’s Ambient 
Intelligence with analytical computation to form a coherent knowledge discovery 
environment. 
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4.2   Virtual Food-Chains 

We all work along a metaphor of ‘food chains’. Modern organizations hunger for 
resources and profit. In a factory, a manager is responsible to his boss and clients 
(providers). On the other hand, the manager is also a provider to his staffs and 
suppliers. The manager has to maximize his time to correspond with his boss and 
clients on a daily basis, while minimizing his time dealing with the problems from 
suppliers and staffs. Fig. 1 illustrates the mental map of the ‘food chains’ of a factory 
manager. 

Me Client

Boss

Suppliers

+

-

Staff  

Fig. 1. Graphical user interface inspired by the food chains at workplace, where the user 
positions his boss on his North, client on East, staff on South and suppliers on West. The 
mental map helps him to organize daily business. 

Unfortunately, modern electronic devices overwhelm us with information. For 
example, emails on the handheld PDA Blackberry™ are arranged in a linear order. 
Browsing through a long list of emails on a mobile phone at an airport can be 
miserable. Why don’t we design a graphical interface that projects an individual’s 
cognitive map? Given a sequence of messages, we can translate the message 
identifications into a two-dimensional quad-space, where supply-demand relations are 
defined as food chains, where the user positions his boss on his North, client on East, 
staff on South and suppliers on West. The mental map helps him to organize daily 
business. 

4.3   Near-Field Interactions 

Wireless devices enable users to interact with local information services, such as 
Internet, vending machines, cash machines, and check-out desks, normally within 20 
meters. A wireless local network, for example, can provide a serendipitous user 
positioning system. Based on the Radio Signal Strength Indication (RSSI) in an 
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indoor wireless environment, the positioning system can estimate the distance 
between the access point and the wireless device [46]. The triangulation of the user’s 
location can be calculated from multiple access points. However, in many cases, only 
one access point is actively connected. Indoor furniture information and the Bayesian 
model are used to improve positioning accuracy with physical constraints and 
historical ground truth data. 

Fig. 2 shows a screen capture of the wireless laptop positioning output. It shows 
the mobile users work near the wireless access points and power supplies. It is a novel 
tool to study the human dynamics from ambient data. Combined with multi-modal 
sensors, such as infrared and magnetic signals, the positioning accuracy can be further 
improved. The widely distributed open sensory system also raises serious concerns 
about data privacy [47]. Fig. 2 shows an output from a wireless device positioning 
system at a building, where the location of wireless users and access points are visible 
on the Web. The identity of users is replaced with a dot to preserve individual 
privacy. 

 

Fig. 2. Left: CMUSky wireless network device location system. The yellow dots show the 
dynamic patterns of mobile users. Right: Saharan ants made interesting forage patterns.  

5   Vigilance of Vulnerability 

Network security is vital to our economy and personal rights. Detecting the 
vulnerability of a network in real-time involves a massive data space and intensive 
processing. Can we use instinctive computing to detect the vulnerability and 
anomaly? 

We have developed a general visualization system for rendering at least 10,000 
points and each point has at least 64 attributes in real time. An important part of the 
pre-processing task is to normalize the continuous data, so each attribute can have the 
same level of influence when comparing one data to another (calculating the 
Euclidean distance).  

The normalization is performed dividing each attribute by the maximum attribute’s 
value of the whole data scanned during a period of time. To visualize each network 
connection and their 41 attributes in 2D, we use the star glyphs, where the dimensions 
are represented as equal-spaced angles from the center of a circle and each axis  
 



 Instinctive Computing 25 

 

Fig. 3. This shows 400 network connections displayed on a Glyph form. The glyphs 
highlighted in red are connections that have similar attributes and consequently similar glyph’s 
form. The glyphs on the bottom are connections from a DoS (Denial of Service) attack and, 
comparing to all the other connections, it is easy to remark that they present an abnormal form. 

represents the value of the dimension. Fig. 3 shows 400 network connections 
displayed on a Glyph form. The glyphs highlighted on red are connections that have 
similar attributes and consequently similar glyph’s form. The glyphs on the bottom 
are connections from a DoS (Denial of Service) attack and, comparing to all the other 
connections, it is easy to remark that they present an abnormal form. 

Once the clusters are created, it is necessary to organize them, so they can be 
dispersed in a proper way, making an easy visualization. Several methods can be 
used: Principal Component Analysis, Kohonen Self Organizing Maps (SOMS) [48] 
and Multidimensional Scaling (MDS) [49-50]. Both SOMS and MDS were tested on 
the algorithm. The MDS presented a faster computational time. That is why it was 
chosen for the algorithm. 

The goal of the MDS algorithm is to organize a multidimensional data on a two 
dimensional graphic by coordinate pairs (x,y). The Cartesian plane makes axes 
explicit and it is easier to organize data according to their characteristics. The idea of 
the MDS is to measure all the data distance in an n-dimensional space and place it on 
2D display so they obey the same mutual distance relationship. However, a perfect 2D 
configuration is not always possible. Let dij be the multidimensional distance between 
a point i and j, calculated with the Euclidean distance. Let also δij be the 2D distance 
between the same point i and j calculated with the Pythagorean Theorem, 

22 yxij +=δ . If dij ≠ δij, then there is a stress between the data and 2D 

representation. The stress is minimized with a Simplex optimization algorithm [51].  
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In the Simplex algorithm, first, we randomize an n-vector of independent variables 
as the initial point to calculate the stress. Then, it moves the point of the Simplex 
where the stress is largest through the opposite face of the Simplex to a lower point. 
Such reflections are constructed to conserve the volume of the simplex, then it will 
maintain its nondegeneracy. When it can do so, the method expands the Simplex in 
one or another direction to take larger steps. When it reaches a “valley floor,” the 
method contracts itself in the transverse direction and tries to ooze down the valley. If 
there is a situation where the Simplex is trying to pass it, it contracts itself in all 
directions, pulling itself in around its lowest point. At this point, we get the minimum 
stress.  
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Because of its complexity, the program splits the calculation into some phases. In 
every phase, it will calculate the minimum stress and organize them accordingly until 
it has reached the globally minimum stress.  Thus, it is possible to watch the glyph’s 
movements finding the best organization among them. Once the equation above is 
minimized, the data positions are set and organized, respecting its distance 
relationship with a minimum error. 

The clusters organize the data dynamically, providing to them an approximate 
position next to the cluster associated to them. Fig. 4 displays an example of the 
implemented algorithm. The figure shows the MDS organization of the clusters in 
form of glyphs and a zoom of a cluster (in red), where it is possible to visualize the 
data associated to it.  

 

Fig. 4. Incrementally clustering. The glyphs in red are the data from a highlighted cluster. The 
glyphs in blue and green are the other clusters organized with the MDS algorithm. 



 Instinctive Computing 27 

The program supports a real-time application and the MDS organization algorithm 
runs in an on-the-job mode. Each cluster, here, is represented by a blue glyph. If users 
want to observe each data from the selected cluster, the application also provides an 
automatic “zoom in” every time the mouse is clicked on one of the clusters. Besides 
that, the tool also can be displayed in a multi-monitor mode, where different types of 
data can be placed in different monitors. 

Human vision has about 0.1 second vision latency [98] which has been an 
important factor in modern video and movie technologies. In principle, a system need 
not update data faster than human’s response time. In light of this, we can use the 
human latency to design many novel human-centric computing algorithms that 
incorporate the latency factor. Many visualization methods involve time-consuming 
algorithms for clustering and optimization. Instead of waiting for minutes to see the 
updated results, the latency-aware algorithms are designed to synchronize with the 
speed of human vision by incremental updating. This should create a new philosophy 
of  algorithm design. 

We tested the models with the data from KDD CUP 1999 [52]. This data 
represents thousands of connections with 41 different attributes, including continuous 
and discrete attributes. The system successfully demonstrated its capability of 
rendering the anomalous events, such as the DoD attacks, in both stationary and 
dynamic visualization.  

6   Human-Like Sensors 

Human sensors are great inspirations for designing an efficient perception and 
communication system. They can also help us to diagnose diseases from ambient 
information.  

6.1   Multi-resolution Sensing 

We have surprisingly low visual acuity in peripheral vision (rods) but very high visual 
acuity in the center of gaze (cones). Curiously, despite the vitality of cones to our 
vision, we have 125 million rods and only 6 million cones. Our gaze vision is 
optimized for fine details, and our peripheral vision is optimized for coarser 
information. Human information processing follows the power law. If the data are 
plotted with the axes being logarithmic, the points would be close to a single straight 
line. Humans process only a very small amount of information in high fidelity, but 
large amounts of information in middle or low fidelity. The amount of processed 
information is roughly inversely proportional to its level of fidelity. Therefore, we 
have a fidelity power law for assigning the information processing capability for 
sensory channels. Given the amount of sensory information X, and the processing 
fidelity Y, constants a and b, the relation can be expressed as:  

Y = − a · log( X) +b 

Considering a remote sensing system for monitoring a community of elderly people, 
how many screens do we need for the control room? How many operators do we need 
for vigilance around the clock? In author’s recent study [53], eye gaze tracking and 
face detection technologies are applied to optimize the throughput of a wireless 
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mobile video network. The objective of this task is to formulate a feedback control 
model, where the network traffic is a function of the visual attention. Given a number 
of camera live video channels with adjustable resolutions high and low that are 
arranged on a monitor screen, find the minimal network traffic as the computer 
detects which video channel is selected.  

 

Fig. 5. The eye gaze tracking system for multiple video resolutions 

To collect the lab data, the system needs to sense an operator’s attention 
ubiquitously by tracking user’s eye gaze on the monitor. Researchers at Ambient 
Intelligence Lab use an eye-tracking device with two infrared light sources. The 
camera can capture the eye gaze at 60 frames per second and the accuracy of 3 
degrees. In the experiment, the operator uses their eyes to switch the video channels 
from a low resolution to a high resolution. The traffic monitor software records the 
real-time data flow. 

From the empirical experiments it is found that multiple resolution screen 
switching can reduce the network traffic by 39%. With eye gazing interface, the 
throughput of the network reduced about 75%. Combining an eye tracking and face 
detection in the video, the overall throughput reduction reaches about 88%. 

6.2   Tongue Inspection 

For over two thousand years, physical inspection has been a unique and important 
diagnostic method of Traditional Chinese Medicine (TCM). Observing abnormal 
changes in the tongue, blood volume, pulse patterns, breath smells, gestures, etc., can 
aid in diagnosing diseases [54, 56]. TCM diagnosis is a black-box approach that 
involves only input and output data around the body. For many years, scientists have 
been trying to use modern technologies to unleash this ancient knowledge base. For 
example, the computer-based arterial blood-volume pulse analyzer is a ‘rediscovery’ 
of the diagnostic method originated from ancient TCM [55]. 
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Fig. 6. According to the medical doctor, professor and author Claus Schnorrenberger from 
German Research Institute of Chinese Medicine, Einstein’s tongue1 reveals that he has 
probably suffered from insomnia. He may have been affected by a stomach disorder and 
constipation [56]. 

Visual inspection of the tongue has been a unique and important diagnostic method 
of Traditional Chinese Medicine (TCM) for thousands of years. The inspection of the 
tongue comprises the inspection of the tongue body and the coating. In the study [57], 
the author uses a portable digital scanner to acquire the tongue image. The features on 
the tongue are represented as a vector of variables such as color space coordinates 
L*a*b, texture energy, entropy and fractal index, as well as crack index. With a 
Probability Neural Network, the model reveals the correlation between the colon 
polyps and the features on the tongue. 

The study shows the potential of inexpensive mobile cameras playing a role in 
healthcare. TCM diagnosis is not a replacement of the modern diagnostic 
technologies such as MRI, CT, Ultrasound, DNA, but an alternative tool for an early 
warning that brings people for further clinical diagnoses. With the growing digital 
technologies, it is possible to see more personal diagnostic tools in stores, just like 
those pregnancy test kits or diabetes self-test kits today. 

7   Reproductive Aesthetics 

The instinct to have sex is one of the most potent we possess. It’s vital if we are to 
produce the next generation. It has a great impact on the way we look, the way we 
smell and what we possess, that can attract the ideal mate [101].  

Computational self-reproduction has been studied for half of a century. John von 
Neumann [37] proposed cellular automata to simulate the process. However, so far, 
most of computational models are asexual and mechanical. Online sexual interaction 
pushes technology to its edge. Studies about sexual objects and interaction emerged. A 
computer vision model has been developed for detecting nude figures in a picture [38].  

                                                           
1 Albert Einstein stuck his tongue out at obtrusive press people and paparazzi on his 72nd 

birthday, March 14, 1951. He once stated, "A man's interactions with his fellow man are 
often not so different from a dog's interactions with a fellow dog"[100]. 
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7.1   Sexuality 

The English writer William Shenstone once said: "Health is beauty, and the most 
perfect health is the most perfect beauty." Why do people like symmetric faces and 
bodies? A simple explanation: symmetric shapes indicate fitness and good health. 

In every century, three body parts - breasts, waists and thighs - are more often 
referred to as more beautiful than other body parts. Psychologists Devendra Singh and 
Adrian Singh show that men have only one thing on their minds: a woman's WHR - 
waist-hip ratio, calculated by dividing waist circumference by that of the hips. In the 
Royal Society journal, Proceedings of the Royal Society, Biological Sciences [58], 
they analyze thousands of examples from British literature from the 16th to 18th 
centuries with Peter Renn of Harvard University to show that what men find attractive 
today was also true hundreds of years ago: a narrow waist and thus an hourglass 
shape.  

Modern science reveals that an hourglass shape in women is associated with 
relatively high levels of the hormone estrogen. Since estrogen levels influence 
fertility, men seeking to pass their genes to the next generation would do well to pick 
hourglass-shaped women. As a corollary, a sizeable belly is reliably linked to 
decreased estrogen, reduced fecundity and increased risk for major diseases according 
to research conducted over the past decade.  

7.2   Detecting Human Body Features 

From a computer vision point of view, detecting features from 3D body scan data is 
nontrivial because human bodies are flexible and diversified. Function fitting has 
been used for extracting special landmarks, such as ankle joints, from 3D body scan 
data [59-60], similar to the method for extracting special points on terrain [61]. 
Curvature calculation is also introduced from other fields such as the sequence 
dependent DNA curvature [38]. These curvature calculations use methods such as 
chain code [62], circle fit, ratio of end to end distance to contour length, ratio of 
moments of inertia, and cumulative and successive bending angles. Curvature values 
are calculated from the data by fitting a quadratic surface over a square window and 
calculating directional derivatives of this surface. Sensitivity to the data noise is a 
major problem in both function fitting and curvature calculation methods because 
typical 3D scan data contains loud noises. Template matching appears to be a 
promising method because it is invariant to the coordinate system [59-60]. However, 
how to define a template and where to match the template is challenging and unique 
to each particular feature. In summary, there are two major obstacles in this study: 
robustness and speed. Many machine learning algorithms are coordinate-dependent 
and limited by the training data space. 

An Analogia (Greek: αναλογία, means ‘proportion’) Graph is an abstraction of a 
proportion-preserving mapping of a shape. Assume a connected non-rigid graph G, 
there is an edge with a length u. The rest of the edges in G can be normalized as pi = 
vi / u.  Let X and Y be metric spaces dX and dY. A map f: X →Y is called Analogia 
Graph if for any x,y∈X one has dY(f(x),f(y))/u = dX(x,y)/u.  

Use of methods similar to Analogia Graph is common in the arts. The Russian 
Realism painter Ropin said that the secret of painting is “comparison, comparison and 
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comparison.” To represent objects in a picture realistically, a painter has to constantly 
measure and adjust the relationship among objects. “You should use the compass in 
your eyes, but in your hands,” Ropin said. Instead of using absolute measurement of 
the distances and sizes, artists often use intrinsic landmarks inside the scene to 
estimate the relationships. For example, using numbers of heads to estimate the height 
of a person and using length of the eyes to measure the length of a nose, and so on. 
Fig. 7 is an Analogia Graph of a human body. 

Using this artistic approach, we can create a graph where nodes represent regions 
and are connected to each other by edges, where the weight is defined as the distance 
between the nodes in proportion to the height of the head. Initially, we stretch the 
graph such that it overlays the entire body. We then create a link between each node 
and its respective counterpart. We link the head, shoulders, arms, elbows, hands, 
neck, breasts, waist, legs, knees, and feet to their respective regions. There is some 
tweaking required to assure that the waist region does indeed cover that area. Here we 
run a quick top-down search through the plane slices until there is at least two disjoint 
areas, which we consider to be the middle of the waist. This change also makes 
modifications to where the knees and breasts are, and how large their regions are. 

head

 

Fig. 7. Analogia graph of a human figure 

We take into account that not every subject has all four limbs. Our algorithm still 
accepts the scan if such items are missing, such as half an arm or half a leg. It is also 
amenable to a complete loss of an arm or leg by looking at the expected ratio versus 
the real ratios when determining the length of each particular region. 

However convenient it is to find such broad range of regions, it is not possible to 
expand this algorithm to find more details like specific fingers, toes, ankle joints, or 
the nose. These searches are more complicated and require additional template fitting 
per feature and would significantly reduce the algorithm’s run time. 
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We found that the intrinsic proportion method can reduce the search space by an 
order of magnitude. In addition, it reduces the risk of finding the local optima while 
searching the whole body. 

Intrinsic proportion measurements have been used in architecture and art for 
thousands of years. Roman architect Vitruvius said that the proportions of a building 
should correspond to those of a person, and laid down what he considered to be the 
relative measurements of an ideal human. Similarly in art, the proportions of the 
human body in a statue or painting have a direct effect on the creation of the human 
figure. Artists use analogous measurements that are invariant to coordinate systems.  
For example, using the head to measure the height and width of a human body, and 
using an eye to measure the height and width of a face.  

Fig. 8 shows the distribution of head to body proportions calculated from the 
CAESAR database. The results show that on average a human is six to eight heads 
tall. Based on our observations from one hundred 3D scan data sets of adults from 
sixteen to sixty-five years old, including subjects from North America, Europe and 
Asia, we found that the length of one and a half head units from the bottom of the 
head is enough to cover the chest area. In addition, the chest width is about three 
heads wide. The chart on the right of Fig. 8 shows an output from the intrinsic 
proportion calculation based on the sample from CAESAR database.  

 

 

Fig. 8. Normal distribution of heads per body (left) and spread of actual number of heads per 
body size for all models (right)  

7.3   Privacy Algorithm 

What is privacy? Privacy is vulnerability. People are concerned about their own or 
spouses’ bodies for sexual reasons. Men or women would feel insecure to exposing 
their private parts because of the fear of imperfectness. In addition, men feel insecure 
as spouses or girlfriends expose their body to other men. Overall, religion and culture 
play a great role here. 

The rapidly growing market for 3D holographic imaging systems has sparked both 
interest in security applications and privacy concerns for travelers. Current body 
scanners use a millimeter-wave transceiver to reflect the signal of the human  
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body-and any objects it carries, including weapons hidden under clothing. However, 
these high-resolution scanned images also reveal human body details2. This has 
caused airport and transportation officials in several countries to refuse to test the 
scanners until researchers find more suitable ways to conceal certain parts of the 
human body. 

At Carnegie Mellon University's Ambient Intelligence Lab, we are working to 
develop a method that can efficiently find and conceal humans' private parts [63]. 
Developing a system that's both robust and fast, however, presents a challenge. Many 
machine-learning algorithms are coordinate-dependent and the training data space limits 
them. Some algorithms only work within small bounding boxes, which is unacceptable 
since the system must detect the boxes before the algorithm is executed, and the boxes 
often aren't amenable to noise. For example, a feature-detection algorithm takes one 
hour to process, too long to be useful for a security screening system. 

 

Fig. 9. The three-dimensional holographic imaging systems can detect contraband beneath 
clothing, yet they raise privacy concerns due to the detailed human figure that is revealed 

The privacy-aware computer algorithm we developed uses the scanner to create a 
3D point cloud around the human body. Since the millimeter-wave signal can't 
penetrate the skin, the scanner generates a 3D human surface. Furthermore, since 
subjects undergoing a security search are typically standing with their arms to the 
side, we can segment the 3D dataset into 2D contours, which significantly reduces the 
amount of data processing. 

Unfortunately, examining each slice from top to bottom is computationally 
expensive. To solve that problem, we used analogous measurements invariant to 
coordinate systems to reduce the search space with intrinsic proportions, for example, 
using the height of a person's head to locate the chest. 

                                                           
2 www.pnl.gov/energyscience/01-02/art1.htm 
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Furthermore, to determine whether the shape of a 2D contour contains defined 
features, we use coordinate-invariant shape properties such as height ratios and area 
ratios that are independent from particular poses or a specific coordinate system. 

Template matching is an image-registration process that matches a surface 
containing known relevant information to a template of another surface. A similarity 
function matches the two surfaces. 

Two issues arise in applying template matching on the regions of interest. First, 
you need to create a suitable template. Second, you must select a similarity function 
so that a minimization algorithm can align the template onto the region of interest. For 
each plane of the scan data, you can remove the back part of the body contour. By 
assigning the horizontal axis between the two points with the greatest distance, the 
model can obtain the front part of the body contour. We used radial basis functions 
(RBF) to configure the template for a female breast pattern, for example, and the 
nonlinear regression mode to match the template with the scan data.  

We tested the algorithm with a database subset from the Civilian American and 
European Surface Anthropometry Resource project3.  The subset contained data for 
50 males and 50 females age 16 to 65. Fifty of the subjects were North American, 24 
were Asian, and 26 were from Italy and the Netherlands. 

We designed the experiment to test whether the algorithm can find the breast features 
from known female and male scan data samples. Figure 2 shows these test results. 

From the plot, we can see that two distinguishable groups coincide with each 
subject's gender. The male subjects tend to have no curvature features and lie in the 
lower-left range of the graph, whereas female subjects demonstrate curvature features 
and lie in the upper-right range of the graph. There's a "dilemma" zone where some 
overweight males do have curvature features. However, the overlapped zone is small, 
less than 8 percent of the total 100 samples. 
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Fig. 10. Classification results. Template matching separated males without curvature features 
from females with curvature features. 

After we calculate the area and height factors, we determine the private feature 
areas. Once the system finds those areas, it reduces the polygon resolution so that the  
area is either blurred or transparent. Fig. 10 and 12 show the results of blurring and 
transparency, respectively. 

                                                           
3 CAESAR database: www.sae.org/technicalcommittees/caesar.htm 
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To determine the usefulness of these techniques in meeting privacy concerns, we 
conducted empirical usability tests based on two sets of the surface-rendering 
methods: blurring or transparency at six levels, shown as Fig. 10 and 11. The study 
included 10 males and 10 females, age 19 to 57. 

7.4   Priority of Instincts  

We have conducted two experiments that reveal how people prioritize instincts 
between security and privacy [63]. As we know, security has higher priority over 
privacy under a certain circumstances. 

 

Fig. 11. The blurring scale 

 

Fig. 12. The transparent scale 

In the first study, we told the male subjects to imagine they (or their girlfriends or 
wives) had to walk through a 3D holographic scanner that would display resulting 
images to airport security officials on duty. They were asked to choose between a 
blurred or transparent image. The men averaged a 4.8 on the blurred scale and a 4.2 
on the transparent scale. When asked about their concern regarding walking through 
the scanner, the women averaged a 4.0 on the blurred scale and a 3.8 on the 
transparent scale. 

In the second study, we told subjects to rate their concern about privacy versus 
security in a scenario where we would also observe others possibly trying to conceal  
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weapons. Such oddities as a pocketknife between the breasts would be more difficult 
to detect in a very blurred mesh. The men averaged a 3.2 on the blurred scale and a 
2.9 on the transparent scale. The women, on the other hand, averaged a 2.5 on the 
blurred scale and a 2.3 on the transparent scale. 

The two usability studies indicate that different contexts can affect a subject's 
response and personal choice. In the first study, the men were more concerned about 
having their girlfriends or wives seen than the women were with how much they were 
seen. In the second study, almost every subject was willing to give up more privacy 
for the benefits of security and travel safety. 

The development of the privacy algorithm is preliminary, and considers only one 
privacy-concerned area. However, it offers a feasible way to develop more robust 
privacy algorithms with available anthromorphics and physics databases. The method 
has been tested on 100 datasets from the CAESAR database. In both the blurring and 
transparency surface-rendering methods we studied, test subjects preferred to have the 
most privacy possible. However, the subjects adjusted their privacy concerns to a 
certain degree as they were informed of the security context.  

8   Learning by Virtual Experiencing 

According to Baldwin Effect [39], we are able to update our instincts from persistent 
learning. The result is automation. Many commonsense operations can be executed 
subconsciously. This principle can be applied to both human and machine. 
Fortunately, virtual reality technologies enable us to experience a simulated world 
without fatal risks, such as illness, falling and death. 

8.1   BioSim Game [64] 

According to Constructism, we do not simply learn things but construct them. 
Understanding and solving biomedical problems requires insight into the complex 
interactions between the components of biomedical systems by domain and non-
domain experts. This is challenging because of the enormous amount of data and 
knowledge in this domain. Therefore, non-traditional educational tools have been 
developed such as a biological storytelling system, animations of biomedical 
processes and concepts, and interactive virtual laboratories.      

We developed a computer game to allow children to explore biomedical 
knowledge [64]. We designed a biological world model, in which users can explore 
biological interactions by role-playing “characters” such as cells and molecules or as 
an observer in a “shielded vessel”, both with the option of networked collaboration 
between simultaneous users. The system architecture of these “characters” contains 
four main components: 1) bio-behavior is modeled using cellular automata, 2) bio-
morphing uses vision-based shape tracking techniques to learn from recordings of real 
biological dynamics, 3) bio-sensing is based on molecular principles of recognition to 
identify objects, environmental conditions and progression in a process,  
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4) bio-dynamics implements mathematical models of cell growth and fluid-dynamic 
properties of biological solutions.  

The principles are implemented in a simple world model of the human vascular 
system and a biomedical problem that involves an infection by Neisseria meningitides 
where the biological characters are both white and red blood cells and Neisseria cells. 
Our case studies show that the problem-solving environment can inspire user’s 
strategic and creative thinking. Fig. 12 and 13 shows an example of the learning 
process.  

8.2   Virtual Reality Training for Robots 

The feasibility of using virtual reality to train nonhumans is demonstrated in studies 
that used virtual reality with rats. Hölscher et al [65] found that rats are capable of 
navigating in virtual environments. In parallel, Nekovarova & Klement [66] found 
that rats can learn to press levers for rewards when certain configurations appear on a 
computer screen. Therefore, while previously only humans and primates were thought 
to be able to navigate virtual worlds, these rat studies show that non-primates can be 
trained to navigate them as well.  

 

Fig. 13. World model and biological characters implemented in the game. (A) Wireframe 
model of the vascular system world model; (B) 3D photorealistic model showing arteries and 
capillaries; (C) the macrophage (white blood cell) is inside the blood stream with red blood 
cells; (D) after actively moving out of the blood stream, the macrophage approaches bacteria 
that infected human body tissue. 
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Fig. 14. Strategies against bacterial infection that can be explored in the game, speed of 
macrophage movement (left) and use of antibiotics (right). The fast pace strategy often leads to 
missing targets. The slow pace strategy gains steady capture rate. The use of antibiotics can be 
limited by gradual development of bacterial resistance. At that point, administration of drug 
does not inhibit bacterial growth. 

If rats can navigate in virtual reality and humans can train in virtual reality, can 
robots be trained in virtual reality? If so, because humans who are trained in virtual 
reality can perform equal to or better than humans who are trained in real life, the 
possibility exists that training a robot in virtual reality may result in improved (faster 
and more accurate) performance than training a robot in real life.  

 

Fig. 15. “How many robots to go before they can learn death?” The death instinct is a paradox 
of instinctive computing. It is possible to learn it through analogy [94-95] or virtual reality. 
Copyright© Yang Cai, 2007. 

For example, Virtual Reality Medical Center4 developed a simulator DARWARS 
[67] that enables soldiers to navigate a virtual shoot house before running through a 
real-life shoot house that had a different layout; and their improved speed in the shoot 
                                                           
4 Dr. Mark Wiederhold, president of VRMC: www.vrphobia.com is a principal investigator of 

the project. 
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house demonstrates that spatial skills learned in virtual reality transferred to real life. 
There is thus reason to believe that if a robot were trained in navigational skills in 
virtual reality, it would learn improved spatial skills that transfer to previously 
unexplored environments.  

On the other hand, virtual reality enables robots to learn instinctive computing that 
are impossible or too expensive to learn in real-life, such as learning the concept of 
‘death.’ 

9   Ambient Intelligence 

As the volume and complexity of information grows exponentially, information-
overload becomes a common problem in our life. We find an increasing demand for 
intelligent systems to navigate databases, spot anomalies, and extract patterns from 
seemingly disconnected numbers, words, images and voices. Ambient Intelligence 
(AmI) is an emerging paradigm for knowledge discovery, which originally emerged 
as a design language for invisible computing [68] and smart environment 
[13,69,70,71]. Since its introduction in the late 1990’s, this vision has matured, 
having become quite influential in the development of new concepts for information 
processing as well as multi-disciplinary fields including computer science, interaction 
design, mobile computing and cognitive science.   

As a part of Artificial Intelligence, Ambient Intelligence is a subconscious 
approach for ubiquitous computing, which inspires new theories and architectures for 
‘deep interactions’ that link to our instinct, such as empathic computing [72].  

In a broad sense, Ambient Intelligence is perceptual interaction, involving common 
sense, serendipity, analogy, insight, sensory fusion, anticipation, aesthetics and 
emotion, all modalities that we take for granted.  

True Ambient Intelligence requires instinct computing! We discover knowledge 
through the windows of our senses: sight, sound, smell, taste and touch, which not 
only describe the nature of our physical reality but also connect us to it. Our 
knowledge is shaped by the fusion of multidimensional information sources: shape, 
color, time, distance, direction, balance, speed, force, similarity, likelihood, intent and 
truth. Ambient Intelligence is not only perception but also interaction. We do not 
simply acquire knowledge but rather construct it with hypotheses and feedback. Many 
difficult discovery problems become solvable through interaction with perceptual 
interfaces that enhance human strengths and compensate for human weaknesses to 
extend discovery capabilities. For example, people are much better than machines at 
detecting patterns in a visual scene, while machines are better at detecting errors in 
streams of numbers. 

10   Empathic Computing 

Empathic computing aims to enable a computer to understand human states and 
feelings and to share the information across networks. Instinctive computing is a 
necessary foundation of empathic computing. 
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For decades, computers have been viewed as apathetic machines that only accept 
or reject instructions. Whether an artifact can understand human’s feeling or state is a 
paradox of empathy. René Descartes claims that thoughts, feelings, and experience 
are private and it is impossible for a machine to adequately understand or know the 
exact feelings of people. On the other hand, Ludwig Wittgenstein states that there is 
no way to prove that it is impossible to adequately imagine other people’s feeling 
[73]. Alan Turing argues that machine intelligence can be tested by dialogs through a 
computer keyboard [74-76]. In our case, the Turing Test can be simplified as a time-
sharing test, where empathic machines and humans coexist in a care-giving system 
with a time-sharing schedule. If a person receives care continuously, then we may call 
the system ‘empathic’. 

Empathic computing emerges as a new paradigm that enables machines to know 
who, what, where, when and why, so that the machines can anticipate and respond to 
our needs gracefully. Empathic computing in this study is narrowed down to 
understand the ‘low-level’ subconscious feelings, such as pain, illness, depression or 
anomaly. Empathic computing is a combination of Artificial Intelligence (AI), 
network communication and human-computer interaction (HCI) within a practical 
context such as healthcare. 

The AI program ELIZA is perhaps the first artifact that is capable to engage in an 
empathic conversation [80]. Based on simple keyword matching, the program appears 
to be a ‘good listener’ to psychiatric patients. This shows that a small program could 
generate pseudo-empathy to a certain degree. However, human feelings and states are 
more than just verbal communication. We watch, listen, taste, smell, touch and 
search. Warwick’s project Cyborg [78] is probably the most daring physical empathic 
artifact. The pioneer implanted an electrode array under his skin that interfaced 
directly into the nervous system. The signal was fed into a robot arm that mimicked 
the dynamics of Warwick’s own arm. Furthermore, the researcher implanted a sensor 
array into his wife’s arm with the goal of creating a form of telepathy or empathy 
using the Internet to communicate the signal remotely. 

Empathic sensor webs provide new opportunities to detect anomalous events and 
gather vital information in daily life. Their widespread availability and affordability 
makes it easier and cheaper to link already deployed sensors such as video cameras. 
New sensor web capabilities can have a major impact by changing how information is 
used in homecare. For example, smart mirror for tongue inspection, smart room [99] 
and wearable sensors for motion pattern analysis, etc. 

Empathic computing brings a new paradigm to the network-centric computing, 
which focuses on sensor fusion and human-computer interaction. To avoid the 
potential information avalanches in the empathic sensor, there are instinctive 
computing solutions for information reduction on the source side, for instance, 
applying the power law for multi-resolution channel design and interacting mobile 
sensors with stationary sensors. 

There are a few prototypes of empathic computing. For example, Fig. 15 shows the 
wearable empathic computing system that is to detect an instance of an individual 
falling down. It is not a complete system. Rather, it only shows how complicated an 
empathic computing could be involved. From the initial results, it is found that the 
location of the wearable sensor makes a difference. The belt, for example, is probably 
the most appropriate place to put the sensor for detecting a fall. From the machine 
learning algorithm, the accuracy reaches up to 90% from 21 simulated trials. 
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Fig. 16. Wearable sensor that detects anomalous events 

With the growing need for home health care, empathic computing attracts attention 
from many fields. Recent studies include designing a home for elderly people or 
people with disabilities [79]. Healthcare systems are looking for an easy and cost-
effective way to collect and transmit data from a patient’s home. For example, a study 
[80] shows that the GSM wireless network used by most major cell phone companies 
was the best for sending data to hospitals from a patient’s home. Universities and 
corporations have launched labs to explore the healthy living environment, such as 
LiveNet [81-82], HomeNet [83], and Philips’ HomeLab [84]. Furthermore, 
Bodymedia has developed the armband wearable sensor [85-86] that tracks body 
temperature, galvanic skin response, heat flux, and other data. However, most of 
products have not reached the scale of economy. 

11   Conclusions 

Early Artificial Intelligence scholars used a ‘top-down’ approach to study human 
behavior. They focused on logic reasoning and languages. The more they went deep 
into the human’s mind, the more they felt the need to incorporate human instincts 
including perceptual intelligence, empathy, and commonsense. For example, Herb 
Simon combined logic model with pictorial representation in CaMeRa model [87]. 
John Anderson extended ACT-R [27] with sensory function. However, the ‘top-
down’ approaches have their limitations. Herb Simon saw the gap between the 
sequential logic reasoning and parallel sensing. “Have you found any neural network 
that is capable of solving the Hanoi Tower Problem?” He challenged his students. 
Perhaps instinctual computing is a potential bridge between the two. 

The fundamental difference between existing machines and a living creature is 
Instinct! Instinctive computing is a computational simulation of biological and 
cognitive instincts. It is a meta-program of life, just like universal gravity in nature. It 
profoundly influences how we look, feel, think, and act. If we want a computer to be 
genuinely intelligent and to interact naturally with us, we must give computers the 
ability to recognize, understand, even to have and express primitive instincts.  
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In this paper, we reviewed the recent work in this area, the instinctive operating 
system, and potential applications. The paper proposes a ‘bottom-up’ approach that is 
to focus on human basic instincts: forage, vigilance, reproduction, intuition and 
learning. They are the machine code in human operating systems, where high-level 
programs, such as social functions can override the low-level instincts. However, 
instinctive computing has been always a default operation. Instinctive computing is 
the foundation for Ambient Intelligence as well as Empathic Computing.  

In his book "Philosophical Investigations", Ludwig Wittgenstein states: "The 
aspects of things that are most important for us are hidden because of their simplicity 
and familiarity. One is unable to notice something - because it is always before one's 
eyes. The real foundations of his enquiry do not strike a man at all. Unless that fact 
has at some time struck him. And this means: we fail to be struck by what, once seen, 
is most striking and most powerful." Perhaps, Instinctive Computing is a key to 
unveiling the hidden power in human dynamics. 
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Abstract. A widely accepted prediction is that computing will move to the 
background, weaving itself into the fabric of our everyday living spaces and 
projecting the human user into the foreground. If this prediction is to come true, 
then next generation computing should be about anticipatory user interfaces that 
should be human-centered, built for humans based on human models. They 
should transcend the traditional keyboard and mouse to include natural, human-
like interactive functions including understanding and emulating certain human 
behaviors such as affecti0ve and social signaling. This article discusses how far 
are we from enabling computers to understand human behavior. 

Keywords: Human sensing, Human Behavior Understanding, Multimodal Data 
Analysis, Affective Computing, Socially-aware Computing. 

1   Introduction 

We entered an era of enhanced digital connectivity. Computers and Internet have 
become so embedded in the daily fabric of people’s lives that they simply cannot live 
without them. We use this technology to work, to communicate, to shop, to seek out 
new information, and to entertain ourselves. These processes shift human activity 
away from real physical objects, emphasizing virtual over physical environments. 

It is widely believed that the next shift in computing technology will be embedding 
computers into our homes, transportation means, and working spaces, emphasizing 
once again physical environments. Futuristic movies often contain such visions of 
human environments of the future – fitted out with arrays of intelligent, yet invisible 
devices, homes, transportation means and working spaces of the future can anticipate 
every need of their inhabitants (Fig. 1). In this vision of the future, often referred to as 
“ubiquitous computing” [87] or “ambient intelligence” [1], chairs and tables will be 
equipped with sensors and devices that can inform us if our sitting position can cause 
lower back pain, cars will pull over or sound an alarm if the driver becomes drowsy, 
and lights will be dimmed and our favorite background music will play when we 
come home showing signs of weariness. 
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Fig. 1. Human-centered environments of the future envisioned in SF movies (left to right): inte-
lligent robotic assistants (Artificial Intelligence, 2001), smart operation chamber (Firefly, 
2002), speech-driven and iris-ID-based car (Minority Report, 2002) 

Although profoundly appealing, this vision of the digital future creates a set of 
novel, greatly challenging issues [48], [77], [90], [49], [50]. It assumes a shift in 
computing – from desktop computers to a multiplicity of smart computing devices 
diffused into our environment. It assumes that computing will move to the 
background, weave itself into the fabric of everyday living spaces and disappear from 
the foreground, projecting the human user into it. However, as computing devices 
disappear from the scene, become invisible, weaved into our environment, how the 
interaction between this technology and humans will evolve? How can we design the 
interaction of humans with devices that are invisible? How can we design implicit 
interaction for sensor-based interfaces? What about users? What does a home dweller, 
for example, actually want? What are the relevant parameters that can be used by the 
systems to support us in our activities? If the context is the key, how do we arrive at 
context-aware systems? 

Human computer interaction (HCI) designs were first dominated by direct 
manipulation and then delegation. Both styles of interaction involve usually the 
conventional interface devices like keyboard, mouse, and visual displays, and assume 
that the human will be explicit, unambiguous and fully attentive while controlling 
information and command flow. This kind of interfacing and categorical computing 
works well for context-independent tasks like making plane reservations and buying 
and selling stocks. However, it is utterly inappropriate for interacting with each of the 
(possibly hundreds) computer systems diffused throughout future smart environments 
and aimed at improving the quality of life by anticipating the users needs. Clearly, 
“business as usual” will not work in this case. We must approach HCI in a different 
way, moving away from computer-centered designs toward human-centered designs 
for HCI, made for humans based on models of human behavior. Human-centered 
designs will require explorations of what is communicated (linguistic message, 
nonlinguistic conversational signal, emotion, attitude), how the information is passed 
on (the person’s facial expression, head movement, nonlinguistic vocalization, hand 
and body gesture), why, that is, in which context the information is passed on (where 
the user is, what his or her current task is, are other people involved), and which 
(re)action should be taken to satisfy user needs and requirements. Modeling human 
behavior is a challenging task, however. How far are we from attaining it? 
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2   Issues in Modeling Human Behavior 

Instead of focusing on the computer portion of the HCI context, designs for human-
centered computing should focus on the human portion of the HCI context. They 
should go beyond the traditional keyboard and mouse to include natural, human-like 
interactive functions including understanding and emulating certain human behaviors 
like affective and social signaling. The design of these functions will require 
explorations of the following. 

♦ What is communicated? Which type of message is communicated by shown 
behavioral signals (linguistic message, nonlinguistic conversational signal, 
emotion, attitude, mood)? 

♦ How the information is passed on (the person’s facial expression, head 
movement, hand and body gesture, nonlinguistic vocalization)? This question 
is closely related to issues such as which human communicative cues convey 
information about human behaviors like social and emotional signaling and 
which modalities should be included into an automatic analyzer of human 
behavioral signals.  

♦ Why, that is, in which context the information is passed on (where the user is, 
what his or her current task is, are other people involved)? This question is 
related to issues such as what to take into account to realize interpretations of 
shown behavioral signals (e.g., the person’s identity, current task), how to 
distinguish between different types of messages (e.g., emotions vs. 
conversational signals), and how best to integrate information across 
modalities given the context in which the information is passed on. 

2.1   What Is Communicated? 

The term behavioral signal is usually used to describe a set of temporal changes in 
neuromuscular and physiological activity that can last from a few milliseconds (a 
blink) to minutes (talking) or hours (sitting). Among the types of messages conveyed 
by behavioral signals are the following [24] (Fig. 2): 

• affective/attitudinal states (e.g. fear, joy, inattention, stress), 
• manipulators (actions used to act on objects in the environment or self-

manipulative actions like scratching and lip biting), 
• emblems (culture-specific interactive signals like wink or thumbs up), 
• illustrators (actions accompanying speech such as finger pointing and raised 

eyebrows), 
• regulators (conversational mediators such as the exchange of a look, palm 

pointing, head nods and smiles). 

While there is agreement across different theories that at least some behavioral 
signals evolved to communicate information, there is lack of consensus regarding 
their specificity, extent of their innateness and universality, and whether they convey 
emotions, social motives, behavioral intentions, or all three [38]. Arguably the most 
often debated issue is whether affective states are a separate type of messages 
communicated by behavioral signals (i.e. whether behavioral signals communicate  
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Fig. 2. Types of messages conveyed by behavioural signals. First row: affective states (anger, 
surprise, disbelief, sadness). Second row: emblems (wink, thumbs up), illustrators and 
regulators (head tilt, jaw drop, look exchange, smile), manipulators (yawn). 

actually felt affect), or is the related behavioral signal (e.g. facial expression) just an 
illustrator / regulator aimed at controlling “the trajectory of a given social 
interaction”, as suggested by Fridlund [28]. Explanations of human behavioral signals 
in terms of internal states such as affective states are typical to psychological stream 
of thought, in particular to discrete emotion theorists who propose the existence of six 
or more basic emotions (happiness, anger, sadness, surprise, disgust, and fear) that are 
universally displayed and recognized from non-verbal behavioral signals (especially 
facial and vocal expression) [43], [40]. Instead of explanations of human behavioral 
signals in terms of internal states, ethologists focus on consequences of behavioral 
displays for interpersonal interaction. As an extreme within the ethological line of 
thought, social constructivists argue that emotions are socially constructed ways of 
interpreting and responding to particular classes of situations. According to Fridlund, 
facial expressions should not be labeled in terms of emotions but in terms of 
Behavioral Ecology interpretations, which explain the influence a certain expression 
has in a particular context [28]. Thus, an “angry” face should not be interpreted as 
anger but as back-off-or-I-will-attack. However, as proposed by Izard [38], one may 
feel angry without the slightest intention of attacking anyone. In summary, is social 
communication the sole function of behavioral signals? Do they never represent 
visible manifestation of emotion / feeling / affective states? Since in some instances 
(e.g. arachnophobia, acrophobia, object-elicited disgust, depression), affective states 
are not social, and their expressions necessarily have aspects other than “social 
motivation”, we believe that affective states should be included into the list of types 
of messages communicated by behavioral signals. However, it is not only discrete 
emotions like surprise or anger that represent the affective states conveyed by human 
behavioral signals. Behavioral cues identifying attitudinal states like interest and 
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boredom, to those underlying moods, and to those disclosing social signaling like 
empathy and antipathy are essential components of human behavior. Hence, in 
contrast to traditional approach, which lists only (basic) emotions as the first type of 
message conveyed by behavioral signals [24], we treat affective states as being 
correlated not only to emotions but to other, aforementioned social signals and 
attitudinal states as well. 

2.2   How the Information Is Passed on? 

Manipulators are usually associated with self-manipulative gestures like scratching or 
lip biting and involve facial expressions and body gestures human communicative 
cues. Emblems, illustrators and regulators are typical social signals, spoken and 
wordless messages like head nods, bow ties, winks, ‘huh’ and ‘yeah’ utterances, 
which are sent by means of body gestures and postures, facial expressions and gaze, 
vocal expressions and speech. The most complex messages communicated by 
behavioral signals are affective and attitudinal states. Affective arousal modulates all 
human communicative signals. Hence, one could expect that automated analyzers of 
human behavior should include all human interactive modalities (audio, visual, and 
tactile) and should analyze all verbal and non-verbal interactive signals (speech, body 
gestures, facial and vocal expressions, and physiological reactions). However, we 
would like to make a few comments here.  

Although spoken language is between 200 thousand and 2 million years old [31], 
and speech has become the indispensable means for sharing ideas, observations, and 
feelings, findings in basic research indicate that in contrast to spoken messages [29], 
nonlinguistic messages are the means to analyze and predict human behavior [2]. 
Anticipating a person’s word choice and the associated intent is very difficult [29]: 
even in highly constrained situations, different people choose different words to 
express exactly the same thing.  

As far as nonverbal cues are concerned, it seems that not all of them are equally 
important in the human judgment of behavioral signals. People commonly neglect 
physiological signals, since they cannot sense them at all times. Namely, in order to 
detect someone’s clamminess or heart rate, the observer should be in a physical 
contact (touch) with the observed person. Yet, the research in psychophysiology has 
produced firm evidence that affective arousal has a range of somatic and 
physiological correlates including pupillary diameter, heart rate, skin clamminess, 
temperature, respiration velocity [10]. This and the recent advent of non-intrusive 
sensors and wearable computers, which promises less invasive physiological sensing 
[74], open up possibilities for including tactile modality into automatic analyzers of 
human behavior [62]. However, the visual channel carrying facial expressions and 
body gestures seems to be most important in the human judgment of behavioral cues 
[2]. Human judges seem to be most accurate in their judgment when they are able to 
observe the face and the body. Ratings that were based on the face and the body were 
35% more accurate than the ratings that were based on the face alone. Yet, ratings that 
were based on the face alone were 30% more accurate than ratings that were based on 
the body alone and 35% more accurate than ratings that were based on the tone of 
voice alone [2]. These findings indicate that to interpret someone’s behavioral cues, 
people rely on shown facial expressions and to a lesser degree on shown body 
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gestures and vocal expressions. Note, however, that gestures like (Fig. 2) scratching 
(manipulator), thumbs up (emblem), finger pointing (illustrator), and head nods 
(regulator) are typical social signals. Basic research also provides evidence that 
observers tend to be accurate in decoding some negative basic emotions like anger 
and sadness from static body postures [17] and that gestures like head inclination, 
face touching, and shifting posture often accompany social affective states like shame 
and embarrassment [16]. In addition, although cognitive scientists were unable to 
identify a set of vocal cues that reliably discriminate among affective and attitudinal 
states, listeners seem to be rather accurate in decoding some basic emotions from 
vocal cues like pitch and intensity [40] and some non-basic affective states such as 
distress, anxiety, boredom, and sexual interest from nonlinguistic vocalizations like 
laughs, cries, sighs, and yawns [67]. Thus, automated human behavior analyzers 
should at least include facial expression and body gestures modalities and preferably 
they should also include modality for perceiving nonlinguistic vocalizations.  

Finally, while too much information from different channels seem to be confusing 
to human judges, resulting in less accurate judgments of shown behavior when three 
or more observation channels are available (face, body, and speech) [2], combining 
those multiple modalities (including physiology) may prove appropriate for 
realization of automatic human behavior analysis. 

2.3   In Which Context Is the Information Passed on? 

Behavioral signals do not usually convey exclusively one type of messages but may 
convey any of the types (e.g. scratching is usually a manipulator but it may be 
displayed in an expression of confusion). It is crucial to determine to which class of 
behavioral signals a shown signal belongs since this influences the interpretation of it. 
For instance, squinted eyes may be interpreted as sensitivity of the eyes to bright light 
if this action is a reflex (a manipulator), as an expression of disliking if this action has 
been displayed when seeing someone passing by (affective cue), or as an illustrator of 
friendly anger on friendly teasing if this action has been posed (in contrast to being 
unintentionally displayed) during a chat with a friend, to mention just a few 
possibilities.  

To determine the class of an observed behavioral cue, one must know the context 
in which the observed signal was displayed. Six questions summarize the key aspects 
of the computer’s context with respect to nearby humans:  

• Who? (Who the observed user is? This issue is of particular importance for 
recognition of affective and attitudinal states since it is not probable that each 
of us will express a particular affective state by modulating the same 
behavioral signals in the same way, especially when it comes to states other 
than basic emotions.) 

• Where? (Where the user is?) 
• What? (What is the current task of the user?) 
• How? (How the information is passed on? Which behavioral signals have been 

displayed?) 
• When? (What is the timing of displayed behavioral signals with respect to 

changes in the environment? Are there any co-occurrences of the signals?)  
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• Why? (What may be the user’s reasons to display the observed cues? Except of 
the user’s current task/activity, the issues to be considered include the 
properties of the user’s physical environment like lighting and noise level, and 
the properties of the current social situation like whether the user is alone and 
what is his or her affective state.)  

For recognition of affective and attitudinal states it is of particular importance who 
the observed subject is because it is not probable that each of us will express a 
particular affective state by modulating the same communicative signals in the same 
way, especially when it comes to affective states other than basic emotions.  

Since the problem of context-sensing is extremely difficult to solve (if possible at 
all) for a general case, we advocate that a pragmatic approach (e.g. 
activity/application- and user-centered approach) must be taken when learning the 
grammar of human expressive behavior. In addition, because of the impossibility of 
having users instructing the computers for each possible application, we propose that 
methods for unsupervised (or semi-supervised) learning must be applied. Moreover, 
much of human expressive behavior is unintended and unconscious; the expressive 
nonverbal cues can be so subtle that they are neither encoded nor decoded at an 
intentional, conscious level of awareness [2]. This suggests that the learning methods 
inspired by human unconscious problem solving processes may prove more suitable 
for automatic human behavior analysis than the learning methods inspired by human 
conscious problem solving processes [81].  

Another important issue is that of multimodal fusion. A number of concepts 
relevant to fusion of sensory neurons in humans may be of interest [75]: 

• 1+1 >2: The response of multi-sensory neurons can be stronger for multiple 
weak input signals than for a single strong signal. 

• Context dependency: The fusion of sensory signals is modulated depending on 
the sensed context – for different contexts, different combinations of sensory 
signals are made. 

• Handling of discordances: Based on the sensed context, sensory discordances 
(malfunctioning) are either handled by fusing sensory signals without any 
regard for individual discordances (e.g. when a fast response is necessary), or 
by attempting to recalibrate discordant sensors (e.g. by taking a second look), 
or by suppressing discordant and recombining functioning sensors (e.g. when 
one observation is contradictory to another). 

Thus, humans simultaneously employ the tightly coupled audio, visual, and tactile 
modalities. As a result, analysis of the perceived information is highly robust and 
flexible. Hence, one could expect that in an automated analyzer of human behavior 
input signals should not be considered mutually independent and should not be 
combined only at the end of the intended analysis, as the majority of current studies 
do, but that they should be processed in a joint feature space and according to a 
context-dependent model [59]. However, does this tight coupling persists when the 
modalities are used for multimodal interfaces as proposed by some researchers (e.g., 
[33]), or not, as suggested by others (e.g., [70])? This remains an open, highly 
relevant issue. 
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3   Can Computer Systems Understand Human Behavior? 

Modeling human behavior and understanding displayed patterns of behavioral signals, 
involve a number of tasks. 

♦ Sensing and analyzing displayed behavioral signals including facial 
expressions, body gestures, nonlinguistic vocalizations, and vocal intonations. 

♦ Sensing the context in which observed behavioral signals were displayed. 
♦ Understanding human behavior by translating the sensed human behavioral 

signals and context descriptors into a description of the shown behavior. 

3.1   Human Sensing 

Sensing human behavioral signals including facial expressions, body gestures, 
nonlinguistic vocalizations, and vocal intonations, which seem to be most important 
in the human judgment of behavioral cues [2], involves a number of tasks. 

• Face: face detection and location, head and face tracking, eye-gaze tracking, 
and facial expression analysis. 

• Body: body detection and tracking, hand tracking, recognition of postures, 
gestures and activity. 

• Vocal nonlinguistic signals: estimation of auditory features such as pitch, 
intensity, and speech rate, and recognition of nonlinguistic vocalizations like 
laughs, cries, sighs, and coughs. 

Because of its practical importance and relevance to face recognition, face 
detection received the most attention of the tasks mentioned above. The problem of 
finding faces should be solved regardless of clutter, occlusions, and variations in head 
pose and lighting conditions. The presence of non-rigid movements due to facial 
expression and a high degree of variability in facial size, color and texture make this 
problem even more difficult. Numerous techniques have been developed for face 
detection, i.e., identification of all regions in the scene that contain a human face [89], 
[44]. However, virtually all of them can detect only (near-) upright faces in (near-) 
frontal view. Most of these methods emphasize statistical learning techniques and use 
appearance features, including the real-time face detection scheme proposed by Viola 
and Jones [84], which is arguably the most commonly employed face detector in 
automatic facial expression analysis. Note, however, that one of the few methods that 
can deal with tilted face images represents a feature-based rather than an appearance-
based approach to face detection [12]. 

Tracking is an essential step for human motion analysis since it provides the data 
for recognition of face/head/body postures and gestures. Optical flow has been widely 
used for head, face and facial feature tracking [85]. To address the limitations inherent 
in optical flow techniques such as the accumulation of error and the sensitivity to 
occlusion, clutter, and changes in illumination, researchers in the field started to use 
sequential state estimation techniques like Kalman and particle filtering schemes [34]. 
The derivation of the Kalman filter is based on a state-space model [41], governed by 
two assumptions: (i) linearity of the model and (ii) Gaussianity of both the dynamic 
noise in the process equation and the measurement noise in the measurement 
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equation. Under these assumptions, derivation of the Kalman filter leads to an 
algorithm that propagates the mean vector and covariance matrix of the state 
estimation error in an iterative manner and is optimal in the Bayesian setting. To deal 
with the state estimation in nonlinear dynamical systems, the extended Kalman filter 
was proposed, which is derived through linearization of the state-space model. 
However, many of the state estimation problems, including human facial expression 
analysis, are nonlinear and quite often non-Gaussian too. Thus, if the face undergoes a 
sudden or rapid movement, the prediction of features positions from Kalman filtering 
will be significantly off. To overcome these limitations of the classical Kalman filter 
and its extended form in general, particle filters were proposed. The main idea behind 
particle filtering is to maintain a set of solutions that are an efficient representation of 
the conditional probability p(α |Y ), where α  is the state of a temporal event to be 
tracked given a set of noisy observations Y = {y1,…, y¯ , y} up to the current time 
instant. This means that the distribution p(α |Y ) is represented by a set of pairs {( sk , 
πk)} such that if sk is chosen with probability equal to πk , then it is as if sk was drawn 
from p(α | Y). By maintaining a set of solutions instead of a single estimate (as is done 
by Kalman filtering), particle filtering is able to track multimodal conditional 
probabilities p(α |Y ) , and it is therefore robust to missing and inaccurate data and 
particularly attractive for estimation and prediction in nonlinear, non-Gaussian 
systems. Numerous particle-filtering tracking schemes were proposed including the 
Condensation algorithm [37], Auxiliary Particle Filtering [63], and Particle Filtering 
with Factorized Likelihoods [61]. Some of the most advanced approaches to head 
tracking and head-pose estimation are based on Kalman (e.g., [36]) and particle 
filtering frameworks (e.g., [3]). Similarly, the most advanced approaches to facial 
feature tracking are based on Kalman (e.g., [32]) and particle filtering tracking 
schemes (e.g., [82]). Although face pose and facial feature tracking technologies have 
improved significantly in the recent years with sequential state estimation approaches 
that run in real time, tracking multiple, possibly occluded, expressive faces, their 
poses, and facial feature positions simultaneously in unconstrained environments is 
still a difficult problem.  

The same is true for eye gaze tracking [22]. To determine the direction of the gaze, 
eye tracking systems employ either the so-called red-eye effect, i.e., the difference in 
reflection between the cornea and the pupil, or computer vision techniques to find the 
eyes in the input image and then determine the orientation of the irises. Although 
there are now several companies that sell commercial eye trackers like SMI GmbH, 
EyeLink, Tobii, Interactive Minds, etc., realizing non-intrusive (non-wearable), fast, 
robust, and accurate eye tracking remains a difficult problem even in computer-
centred HCI scenarios in which the user is expected to remain in front of the computer 
but is allowed to shift his or her position in any direction for more than 30 cm. 

Because of the practical importance of the topic for affective, perceptual, and 
ambient interfaces of the future and theoretical interest from cognitive scientists [45], 
[59], automatic analysis of facial expressions attracted the interest of many 
researchers. Most of the facial expressions analyzers developed so far attempt to 
recognize a small set of prototypic emotional facial expressions such as happiness or 
sadness (see also the state of the art in facial affect recognition in the text below) [59]. 
To facilitate detection of subtle facial signals like a frown or a smile and to make 
facial expression information available for usage in applications like anticipatory  
 



56 M. Pantic et al. 

 

Fig. 3. Outline of an automated facial expression (AU) detection method [82] 

ambient interfaces, several research groups begun research on machine analysis of 
facial muscle actions (atomic facial signals, action units, AUs, [25]). As AUs are 
independent of interpretation, they can be used for any higher order decision making 
process including recognition of basic emotions [25], cognitive states like interest, 
(dis)agreement and puzzlement [18], psychological states like suicidal depression [35] 
or pain [88], and social signals like emblems, regulators, and illustrators [24]. Hence, 
AUs are very suitable to be used as mid-level parameters in automatic facial behavior 
analysis, as the thousands of anatomically possible expressions can be described as 
combinations of 5 dozens of AUs and can be mapped to any higher order facial 
display interpretation [13]. A number of promising prototype systems have been 
proposed recently that can recognize 15 to 27 AUs (from a total of 44 AUs) in either 
(near-) frontal view or profile view face image sequences [79], [57]. Most of these 
employ statistical and ensemble learning techniques and are either feature-based (i.e., 
use geometric features like facial points or shapes of facial components, e.g., see  
Fig. 3) or appearance-based (i.e., use texture of the facial skin including wrinkles, 
bulges, and furrows). It has been reported that methods based on appearance features 
usually outperform those based on geometric features. Recent studies have shown that 
this claim does not always hold [58], [57]. Besides, it seems that using both geometric 
and appearance features might be the best choice for certain facial cues [58]. One of 
the main criticisms that these works received from both cognitive and computer 
scientists, is that the methods are not applicable in real-life situations, where subtle 
changes in facial expression typify the displayed facial behavior rather than the 
exaggerated changes that typify posed expressions. Hence, the focus of the research in 
the field started to shift to automatic AU recognition in spontaneous facial 
expressions (produced in a reflex-like manner). Several works have recently emerged 
on machine analysis of AUs in spontaneous facial expression data (e.g., [14], [4], 
[83]). These methods use probabilistic, statistical, and ensemble learning techniques,  
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Fig. 4. Human Motion Tracking based on 3D Human Kinematic Model [11] 

and perform with reasonably high accuracy in more or less constrained environments. 
However, the present systems for facial AU detection typically depend on relatively 
accurate head, face, and facial feature tracking as input and are still rather limited in 
performance and robustness when the input recordings are made in less constrained 
environments [57]. 

Vision-based analysis of hand and body gestures is nowadays one of the most 
active fields in computer vision. Tremendous amount of work has been done in the 
field in the recent years [85], [86], [53]. Most of the proposed techniques are either 
(Fig. 4, Fig. 5): model-based (i.e., use geometric primitives like cones and spheres to 
model head, trunk, limbs and fingers), appearance-based (i.e., use color or texture 
information to track the body and its parts), salient-points-based (i.e., use local signal 
complexity or extremes of changes in the entropy in space and time that correspond to 
peaks in hand or body activity variation), or spatio-temporal-shape-based (i.e., treat 
human body gestures as shapes in space-time domain). Most of these methods 
emphasize Gaussian models, probabilistic learning, and particle filtering framework 
(e.g., [69], [76], [53]). However, body and hands detection and tracking in 
unconstrained environments where large changes in illumination and cluttered or 
dynamic background may occur still pose significant research challenges. Also, in 
casual human behavior, the hands do not have to be always visible (in pockets, under 
the arms in a crossed arms position, on the back of the neck and under the hair), they 
may be in a cross fingered position, and one hand may be (partially) occluded by the 
other. Although some progress has been made to tackle these problems using the 
knowledge on human kinematics, most of the present methods cannot handle such 
cases correctly. 

In contrast to the linguistic part of a spoken message (what has been said) [29], the 
nonlinguistic part of it (how it has been said) carries important information about the 
speaker’s affective state [40] and attitude [67]. This finding instigated the research on 
automatic analysis of vocal nonlinguistic expressions. The vast majority of present 
work is aimed at discrete emotion recognition from auditory features like pitch, 
intensity, and speech rate (see the state of the art in vocal affect recognition in the text 
below) [54], [59]. For the purposes of extracting auditory features from input audio 
signals, freely available signal processing toolkits like Praat1 are usually used. More 
recently, few efforts towards automatic recognition of nonlinguistic vocalizations like 
laughs [80], cries [56], and coughs [47] have been also reported. Since the research in 
cognitive sciences provided some promising hints that vocal outbursts and 
nonlinguistic vocalizations like yelling, laughing, and sobbing, may be very important  
 

                                                           
1 Praat: http://www.praat.org 
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Fig. 5. Human body gesture recognition based on (left to right): spatio-temporal salient points, 
motion history (i.e., when and where motion occurred), and spatio-temporal shapes [53] 

cues for decoding someone’s affect/attitude [67], we suggest a much broader focus on 
machine recognition of these nonlinguistic vocal cues. 

3.2   Context Sensing 

Context plays a crucial role in understanding of human behavioral signals, since they 
are easily misinterpreted if the information about the situation in which the shown 
behavioral cues have been displayed is not taken into account [59]. For computing 
technology applications, context can be defined as any information that can be used to 
characterize the situation that is relevant to the interaction between users and the 
application [20]. As explained in section 2.3, six questions summarize the key aspects 
of the computer’s context with respect to nearby humans: Who, Where, What, How, 
When, and Why. 

Here, we focus on answering context questions relating to the human-part of the 
computer’s context. The questions related exclusively to the user’s context and not to 
the computer’s context like what kind of people are the user’s communicators and 
what the overall social situation is, are considered irrelevant for adapting and tailoring 
the computing technology to its human users and are not discussed in this article. 

Because of its relevance for the security, the Who context question has received the 
most attention from both funding agencies and commercial enterprises and, in turn, it 
has seen the most progress. The biometrics market has increased dramatically in 
recent years, with multiple companies providing face recognition systems like 
Cognitec and Identix, whose face recognition engines achieved repeatedly top 2D 
face recognition scores in USA government testing (FRGC, FRVT 2002, FERET 
1997). The problem of face recognition has been tackled in various ways in 2D and 
3D, using feature-, shape-, and appearance-based approaches as well as the 
combinations thereof [91], [44], [7]. The majority of the present methods employ 
spectral methods for dimensionality reduction like PCA, LDA, and ICA. Except of 
the face, biometric systems can be based on other biometric traits like fingerprints, 
voice, iris, retina, gait, ear, hand geometry, brainwaves, and facial thermogram [39], 
[64]. Biometric systems should be deployed in real-world applications and, in turn, 
should be able to handle a variety of problems including sensor malfunctioning, noise 
in sensed data, intra-class variations (e.g., facial expression which is treated as noise 
in face recognition), and spoof attacks (i.e., falsification attempts). Since most of 
these problems can be addressed by using multiple biometrics [39], [72] multimodal  
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Fig. 6. Multimodal biometric systems are currently a research trend [39], [72] 

biometric systems have recently become a research trend (Fig. 6). The most 
commonly researched multi-biometrics relate to audiovisual speaker recognition. For 
a survey of commercial systems for alternative biometrics, see [93]. For current 
research efforts in multi-biometrics, see MMUA2. 

Similarly to the Who context question, security concerns also drive the research 
tackling the Where context-sensing problem, which is typically addressed as a 
computer-vision problem of surveillance and monitoring. The work in this area is 
based on one or more unobtrusively mounted cameras used to detect and track people. 
The process usually involves [86]: scene (background) modeling, motion 
segmentation, object classification, and object tracking. The vast majority of scene 
modeling approaches can be classified as generative models [9]. However, generative 
approaches, which require excessive amount of training data, are not appropriate for 
complex and incomplete problem domains like dynamic scene modeling. 
Unsupervised learning techniques are a better choice in that case. Motion 
segmentation aims at detecting regions in the scene which correspond to moving 
objects like cars and humans. It is one of the oldest computer vision problems and it 
has been tackled in various ways including [86]: background subtraction, temporal 
differencing, optical flow, watershed, region growing, scene mosaicing, statistical and 
Bayesian methods. Since natural scenes may contain multiple moving regions that 
may correspond to different entities, it is crucial to distinguish those that correspond 
to humans for the purposes of sensing the human part of the computer’s context. Note 
that this step is superfluous where the moving objects are known to be humans. 
Present methods to moving object classification are usually either shape-based (e.g., 
human-silhouette-based) or motion-based (i.e., employ the premise that human 
articulated motion shows a periodic property) [86]. When it comes to human tracking 
for the purposes of answering the where context question, typically employed 

                                                           
2 MMUA: http://mmua.cs.ucsb.edu/ 
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methods emphasize probabilistic methods like Dynamic Bayesian Networks and 
sequential state estimation techniques like Kalman and particle filtering schemes [85], 
[86]. In summary, since most approaches base their analysis on segmentation and 
tracking, these present methods are adequate when a priori knowledge is available 
(e.g., the shape of the object to be tracked), but they are weak for unconstrained 
environments (e.g., gym, a house party), in which multiple occlusions and clutter may 
be present. For such cases, methods that perform analysis at the lowest semantic level 
(i.e., consider only temporal pixel-based behaviour) and use unsupervised learning 
represent a better solution (e.g., [5]). 

In desktop computer applications, the user’s task identification (i.e., the What 
context question) is usually tackled by determining the user’s current focus of 
attention by means of gaze tracking, head orientation, finger pointing, or simply based 
on the knowledge of current events like keystrokes, mouse movements, and active 
software (e.g., web browser, e-mail manager). However, as traditional HCI and 
usability-engineering applications involve relatively well-defined user tasks, many of 
the methods developed for user task analysis in typical HCI domains are inappropriate 
for task analysis in the context of human computing and ubiquitous, anticipatory 
ambient interfaces, where the tasks are often ill-defined due to uncertainty in the 
sensed environmental and behavioral cues. Analysis of tasks that human may carry 
out in the context of anticipatory ambient interfaces require adaptation and fusion of 
existing methods for behavioral cues recognition (e.g., hand/body gesture recognition, 
focus of attention identification) and those machine learning techniques that can be 
applicable to solving ill-structured decision-making problems (e.g., Markov decision 
processes and hidden-state models). However, only a very limited research has been 
directed to multimodal user’s task identification in the context of anticipatory ambient 
interfaces and the majority of this work is aimed at support of military activities (e.g., 
airplane cockpit control) and crisis management [71]. Other methods for human 
activity recognition typically identify the task of the observed person in an implicit 
manner, by recognizing different tasks as different activities. The main shortcoming 
of these approaches is the increase of the problem dimensionality – for the same 
activity, different recognition classes are defined, one for each task (e.g., for the 
sitting activity, categories like watching TV, dining, and working with desktop 
computer, may be defined). 

The How context question is usually addressed as a problem of human sensing (see 
the state of the art in human sensing in the text above; for a survey on speech 
recognition see [19]). When it comes to desktop computer application, additional 
modalities like writing, keystroke (choice and rate), and mouse gestures (clicks and 
movements) may be considered as well when determining the information that the 
user has passed on. 

There is now a growing body of psychological research that argues that temporal 
dynamics of human behavior (i.e., the timing and the duration of behavioral cues) is a 
critical factor for interpretation of the observed behavior [67], [26]. For instance, it 
has been shown that facial expression temporal dynamics are essential for 
categorization of complex psychological states like various types of pain and mood 
[88] and for interpretation of social behaviors like social inhibition, embarrassment, 
amusement, and shame [16]. Temporal dynamics of human behavior also represent a 
key parameter in differentiation between posed and spontaneous human behavior. For 
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example, spontaneous smiles are smaller in amplitude, longer in total duration, and 
slower in onset and offset time than posed smiles (e.g., a polite smile) [23]. Another 
study showed that spontaneous smiles, in contrast to posed smiles, can have multiple 
apexes (multiple rises of the mouth corners – AU12) and are accompanied by other 
AUs that appear either simultaneously with AU12 or follow AU12 within 1s [15]. 
Similarly, it was shown that the differences between spontaneous and deliberately 
displayed brow actions (AU1, AU2, AU4) is in the duration and the speed of onset 
and offset of the actions and in the order and the timing of actions’ occurrences [83]. 
In spite of these findings in basic research and except few studies on facial expression 
analysis (e.g., [83]), present methods for human activity/behavior recognition do not 
address the When context question: the timing of displayed behavioral signals with 
respect to other behavioral signals is usually not taken into account. When it comes to 
the timing of shown behavioral signals with respect to changes in the environment, 
current methods typically approach the When question in an implicit way, by 
recognizing user’s reactions to different changes in the environment as different 
activities. 

The Why context question is arguably the most complex and the most difficult to 
address context question. It requires not only detection of physical properties of the 
user’s environment like the lighting and noise level (which can be easily determined 
based on the current illumination intensity and the level of auditory noise) and 
analysis of whether the user is alone or not (which can be carried out by means of the 
methods addressing the Where context question), but understanding of the user’s 
behavior and intentions as well (see the text below for the state of the art in human 
behavior understanding). 

As can be seen from the overview of the current state of the art in so-called W5+ 
(Who, Where, What, When, Why, How) technology, context questions are usually 
addressed separately and often in an implicit manner. Yet, the context questions may 
be more reliably answered if they are answered in groups of two or three using the 
information extracted from multimodal input streams. Some experimental evidence 
supports this hypothesis [51]. For example, solutions for simultaneous speaker 
identification (Who) and location (Where) combining the information obtained by 
multiple microphones and surveillance cameras had an improved accuracy in 
comparison to single-modal and single-aspect approaches to context sensing. A 
promising approach to realizing multimodal multi-aspect context-sensing has been 
proposed by Nock et al. [51]. In this approach, the key is to automatically determine 
whether observed behavioral cues share a common cause (e.g., whether the mouth 
movements and audio signals complement to indicate an active known or unknown 
speaker (How, Who, Where) and whether his or her focus of attention is another 
person or a computer (What, Why)). The main advantages of such an approach are 
effective handling of uncertainties due to noise in input data streams and the problem-
dimensionality reduction. Therefore, we suggest a much broader focus on spatial and 
temporal, multimodal multi-aspect context-sensing. 

3.3   Understanding Human Behavior 

Eventually, automated human behavior analyzers should terminate their execution by 
translating the sensed human behavioral signals and context descriptors into a 
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description of the shown behavior. The past work in this field can be roughly divided 
into the methods for understanding human affective / attitudinal states and those for 
understanding human social signaling (i.e., emblems, regulators, and illustrators). 

Understanding Human Affect: As soon as research findings in HCI and usability 
engineering have suggested that HCI systems which will be capable of sensing and 
responding properly to human affective states are likely to be perceived as more 
natural, efficacious, and trustworthy, the interest in human affect machine analysis 
has surged. The existing body of literature in machine analysis of human affect is 
immense [59], [54], [57]. Most of these works attempt to recognize a small set of 
prototypic expressions of basic emotions like happiness and anger from either face 
images/video or speech signal (e.g., Fig. 7). They achieve an accuracy of 64% to 98% 
when detecting 3-7 emotions deliberately displayed by 5-40 subjects. However, the 
capabilities of these current approaches to human affect recognition are rather limited. 

• Handle only a small set of volitionally displayed prototypic facial or vocal 
expressions of six basic emotions. 

• Do not perform a context-sensitive analysis (either user-, or environment-, or 
task-dependent analysis) of the sensed signals.  

• Do not analyze extracted facial or vocal expression information on different 
time scales (i.e., short videos or vocal utterances of a single sentence are 
handled only). Consequently, inferences about the expressed mood and attitude 
(larger time scales) cannot be made by current human affect analyzers. 

• Adopt strong assumptions. For example, facial affect analyzers can typically 
handle only portraits or nearly-frontal views of faces with no facial hair or 
glasses, recorded under constant illumination and displaying exaggerated 
prototypic expressions of emotions. Similarly, vocal affect analyzers assume 
usually that the recordings are noise free, contain exaggerated vocal 
expressions of emotions, i.e., sentences that are short, delimited by pauses, and 
carefully pronounced by non-smoking actors. 

Few exceptions from this overall state of the art in the field include a few tentative 
efforts to detect attitudinal and non-basic affective states such as boredom [27], 
fatigue [32], and pain from face video [4], a few works on user-profiled interpretation 
of behavioral cues like facial expressions [81], and a few attempts to discern 
spontaneous from volitionally displayed facial behavior [83].  

The importance of making a clear distinction between spontaneous and deliberately 
displayed human behavior for developing and testing computer systems becomes 
apparent when we examine the neurological substrate for facial expression. There are 
two distinct neural pathways that mediate facial expressions, each one originating in a 
different area of the brain. Volitional facial movements originate in the cortical motor 
strip, whereas the more involuntary, emotional facial actions, originate in the sub-
cortical areas of the brain. Research documenting these differences was sufficiently 
reliable to become the primary diagnostic criteria for certain brain lesions prior to 
modern imaging methods [8]. The facial expressions mediated by these two pathways 
have differences both in which facial muscles are moved and in their dynamics [26]. 
Sub-cortically initiated facial expressions (the involuntary group) are characterized by 
synchronized, smooth, symmetrical, consistent, and reflex-like facial movements  
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Fig. 7. 3D wireframe face-model fitting for happy, angry, and occluded face images [78] 

whereas cortically initiated facial expressions are subject to volitional real-time 
control and tend to be less smooth, with more variable dynamics [65], [23]. Hence, 
having computer systems developed and tested only using deliberate (exaggerated) 
human behavior displays makes this technology inapplicable to real-world 
(naturalistic) contexts of use. 

Few works in the field have been also proposed that combine several modalities 
into a single system for human affect analysis. Although the studies in basic research 
suggest that the combined face and body are the most informative for the analysis of 
human expressive behavior [2], only 2-3 efforts are reported on automatic human 
affect analysis from combined face and body gestures (e.g., [33], [42]). Existing 
works combining different modalities into a single system for human affective state 
analysis investigated mainly the effects of a combined detection of facial and vocal 
expressions of affective states [59], [92]. In general, these works achieve an accuracy 
of 72% to 85% when detecting one or more basic emotions from clean audiovisual 
input (e.g., noise-free recordings, closely-placed microphone, non-occluded portraits) 
from an actor speaking a single word and showing exaggerated facial displays of a 
basic emotion. Thus, present systems for multimodal human affect analysis have all 
(and some additional) limitations of single-modal analyzers. Many improvements are 
needed if those systems are to be used for context-sensitive analysis of naturalistic 
human behavior where a clean input from a known actor/ announcer cannot be 
expected and a context-independent processing and interpretation of audiovisual data 
do not suffice. 

An additional important issue is that we cannot conclude that a system attaining a 
92% average recognition rate performs “better” than a system achieving a 74% 
average recognition rate when detecting six basic emotions from audio and/or visual 
input stream unless both systems are tested on the same dataset. The main problem is 
that no audiovisual database exists that is shared by all diverse research communities 
in the field [59]. Although efforts have been recently reported towards development 
of benchmark databases that can be shared by the entire research community (e.g., 
[60], [33], Humaine-EU-NoE3), this remains an open, highly relevant issue. 

Understanding Human Social Signaling: As we already remarked above, research 
findings in cognitive sciences tend to agree that at least some (if not the majority) of 
behavioral cues evolved to facilitate communication between people [38]. Types of 

                                                           
3 Humaine Portal: http://emotion-research.net/wiki/Databases 
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messages conveyed by these behavioral cues include emblems, illustrators, and 
regulators, which can be further interpreted in terms of social signaling like turn 
taking, mirroring, empathy, antipathy, interest, engagement, agreement, disagreement, 
etc. Although each one of us understands the importance of social signaling in 
everyday life situations, and although a firm body of literature in cognitive sciences 
exists on the topic [2], [66], [67], and in spite of recent advances in sensing and 
analyzing behavioral cues like blinks, smiles, winks, thumbs up, yawns, laughter, etc. 
(see the state of the art in human sensing in the text above), the research efforts in 
machine analysis of human social signaling are few and tentative. An important part 
of the existing research on understanding human social signaling has been conducted 
at MIT Media Lab, under the supervision of Alex Pentland [62]. Their approach aims 
to discern social signals like activity level, stress, engagement, and mirroring by 
analyzing the engaged persons’ tone of voice [21]. Other important works in the field 
include efforts towards analysis of interest, agreement and disagreement from facial 
and head movements [27] and towards analysis of the level of interest from tone of 
voice, head and hand movements [30]. Overall, present approaches to understanding 
social signaling are multimodal and based on probabilistic reasoning methods like 
Dynamic Bayesian Networks. However, most of these methods are context insensitive 
(key context issues are either implicitly addressed, i.e., integrated in the inference 
process directly, or they are ignored altogether) and incapable of handling 
unconstrained environments correctly. Thus, although these methods represent 
promising attempts toward encoding of social variables like status, interest, 
determination, and cooperation, which may be an invaluable asset in the development 
of social networks formed of humans and computers (like in the case of virtual 
worlds), in their current form, they are not appropriate for general anticipatory 
interfaces. 

4   Guidelines for Future Research Efforts in the Field 

According to the taxonomy of human movement, activity, and behavioral action 
proposed by Bobick [6], movements are low-level semantic primitives, requiring no 
contextual or temporal knowledge for the detection. Activities are sequences of states 
and movements, where the only knowledge required to recognize them relates to 
statistics of the temporal sequence. As can be seen from the overview of the past work 
done in the field, most of the work on human gesture recognition and human behavior 
understanding falls in this category. Human behavioral actions, or simply human 
behavior, are high-level semantic events, which typically include interactions with the 
environment and causal relationships. An important distinction between these 
different semantic levels of human behavior representation is the degree to which the 
context, different modalities, and time must be explicitly represented and 
manipulated, ranging from simple spatial reasoning to context-constrained reasoning 
about multimodal events shown in temporal intervals. However, most of the present 
approaches to machine analysis of human behavior are neither multimodal, nor 
context-sensitive, nor suitable for handling longer time scales. In our survey of the 
state of the field, we have tried to explicitly mention most of the existing exceptions 
from this rule in an attempt to motivate researchers in the field to treat the problem of 



 Human Computing and Machine Understanding of Human Behavior: A Survey 65 

context-constrained analysis of multimodal behavioral signals shown in temporal 
intervals as one complex problem rather than a number of detached problems in 
human sensing, context sensing, and human behavior understanding. Besides this 
critical issue, there are a number of scientific and technical challenges that we 
consider essential for advancing the state of the art in the field. 

Scientific challenges in human behavior understanding can be summarized as follows. 

• Modalities: How many and which behavioral channels like the face, the body, 
and the tone of the voice, should be combined for realization of robust and 
accurate human behavior analysis? Too much information from different 
channels seems to be confusing for human judges. Does this pertain in HCI? 

• Fusion: At which abstraction level are these modalities to be fused? Humans 
simultaneously employ modalities of sight and sound. Does this tight coupling 
persists when the modalities are used for human behavior analysis, as 
suggested by some researchers, or not, as suggested by others? Does this 
depend on the machine learning techniques employed or not? 

• Fusion & Context: While it has been shown that the 1+1>2 concept relevant to 
fusion of sensory neurons in humans pertain in machine context sensing 51, 
does the same hold for the other two concepts relevant to multimodal fusion in 
humans (i.e. context-dependent fusion and discordance handling)? Note that 
context-dependent fusion and discordance handling were never attempted. 

• Dynamics & Context: Since the dynamics of shown behavioral cues play a 
crucial role in human behavior understanding, how the grammar (i.e., temporal 
evolvement) of human behavioral displays can be learned? Since the grammar 
of human behavior is context-dependent, should this be done in a user-centered 
manner [55] or in an activity/application-centered manner [52]?  

• Learning vs. Education: What are the relevant parameters in shown human 
behavior that an anticipatory interface can use to support humans in their 
activities? How this should be (re-) learned for novel users and new contexts? 
Instead of building machine learning systems that will not solve any problem 
correctly unless they have been trained on similar problems, we should build 
systems that can be educated, that can improve their knowledge, skills, and 
plans through experience. Lazy and unsupervised learning can be promising 
for realizing this goal. 

Technical challenges in human behavior understanding can be summarized as follows. 

• Initialization: A large number of methods for human sensing, context sensing, 
and human behavior understanding require an initialization step. Since this is 
typically a slow, tedious, manual process, fully automated systems are the only 
acceptable solution when it comes to anticipatory interfaces of the future. 

• Robustness: Most methods for human sensing, context sensing, and human 
behavior understanding work only in (often highly) constrained environments. 
Noise, fast movements, changes in illumination, etc., cause them to fail. 

• Speed: Many of the methods in the field do not perform fast enough to support 
interactivity. Researchers usually choose for more sophisticated (but not always 
smarter) processing rather than for real time processing. A typical excuse is that 
according to Moore’s Law we’ll have faster hardware soon enough.  
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• Training & Validation Issues: United efforts of different research communities 
working in the field should be made to develop a comprehensive, readily 
accessible database of annotated, multimodal displays of human expressive 
behavior recorded under various environmental conditions, which could be 
used as a basis for benchmarks for efforts in the field. The related research 
questions include the following. How one can elicit spontaneous expressive 
behavior including genuine emotional responses and attitudinal states? How 
does one facilitate efficient, fast, and secure retrieval and inclusion of objects 
constituting this database? How could the performance of a tested automated 
system be included into the database? How should the relationship between the 
performance and the database objects used in the evaluation be defined? 

5   Conclusions 

Human behavior understanding is a complex and very difficult problem, which is still 
far from being solved in a way suitable for anticipatory interfaces and human 
computing application domain. In the past two decades, there has been significant 
progress in some parts of the field like face recognition and video surveillance 
(mostly driven by security applications), while in the other parts of the field like in 
non-basic affective states recognition and multimodal multi-aspect context-sensing at 
least the first tentative attempts have been proposed. Although the research in these 
different parts of the field is still detached, and although there remain significant 
scientific and technical issues to be addressed, we are optimistic about the future 
progress in the field. The main reason is that anticipatory interfaces and their 
applications are likely to become the single most widespread research topic of AI and 
HCI research communities. Even nowadays, there are a large and steadily growing 
number of research projects concerned with the interpretation of human behavior at a 
deeper level. 
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Abstract. Automatic multimodal recognition of spontaneous emotional 
expressions is a largely unexplored and challenging problem. In this paper, we 
explore audio-visual emotion recognition in a realistic human conversation 
setting—the Adult Attachment Interview (AAI). Based on the assumption that 
facial expression and vocal expression are at the same coarse affective states, 
positive and negative emotion sequences are labeled according to Facial Action 
Coding System. Facial texture in visual channel and prosody in audio channel 
are integrated in the framework of Adaboost multi-stream hidden Markov 
model (AdaMHMM) in which the Adaboost learning scheme is used to build 
component HMM fusion. Our approach is evaluated in AAI spontaneous 
emotion recognition experiments.  

Keywords: Multimodal Human-Computer Interaction, Affective computing, 
affect recognition, emotion recognition. 

1   Introduction 

Human-computer interaction has been a predominantly one-way interaction where a 
user needs to directly request computer responses. Change in the user's affective state, 
which play a significant role in perception and decision making during human to 
human interactions, is inaccessible to computing systems. Emerging technological 
advances are enabling and inspiring the research field of “affective computing,” 
which aims at allowing computers to express and recognize affect [1]. The ability to 
detect and track a user’s affective state has the potential to allow a computing system 
to initiate communication with a user based on the perceived needs of the user within 
the context of the user’s actions. In this way, human computer interaction can become 
more natural, persuasive, and friendly [2-3][45][65]. 

In the speech recognition community, there is an increasing interest in improving 
performance of spontaneous speech recognizers by taking into account the influence 
of emotion on speech [5-7]. The authors in [7] made a systematic comparison of 
speech recognition under different conditions. Their results show that the influence of 
emotion is larger than others (i.e. noise, loudness). The studies [5-6] indicated that 
emotion-sensitive audio-only ASR system improved speech recognition rates 
noticeably. 
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Automatic emotion recognition has been attracting attention of researchers from a 
variety of different disciplines.  Another application of automatic emotion recognition 
is to help people in emotion-related research to improve the processing of emotion 
data. In recent decades, with the advance of emotion theories [10][11][12] and 
emotion measurement (e.g. Facial Action Unit System (FACS) [13]), more and more 
reports of emotion analysis have been conducted in psychology, psychiatry, 
education, anthropology, neurophysiology [14][15][16]. The emotion-related research 
includes attachment [17], mother-infant interaction [18], tutoring [19], and psychiatric 
disorders [20]. All of the above research requires measurement of emotion 
expressions. At present, this problem was solved mainly by self-reports and 
observers’ judgments of emotion (based on FACS or other labeling schemes).  But 
self-reports and human-based emotion measurements are error-prone, and time 
consuming. Such limitations influence the rate at which new research can be done. 
Automatic emotion recognition would reduce dramatically the time it takes to 
measure emotional states, and improve the reliability of measurement. 

In this paper, we explore audio-visual recognition of spontaneous emotions 
occurring in a realistic human conversation setting—the Adult Attachment Interview 
(AAI). The AAI is the most widely used and well-validated instrument in 
developmental research for identifying adult attachment representations. The AAI 
data in our experiment were collected by the authors in [17] to study links between 
adults’ narratives about their childhood experiences and their emotional expressive, 
physiological, and self-reported emotion.  

Although the ability to recognize a variety of fine-grained emotions is attractive, it 
may be not practical because the emotional data in the context of realistic 
conversations is often not sufficient to learning a classifier for a variety of fine-
grained emotions. In this paper, we focus on recognizing positive and negative 
emotions which can be used as a strategy to improve the quality of interface in HCI, 
and as a measurement in studies conducted in the field of psychology [17]. This work 
extends our previous work [21][55] that explored separating spontaneous emotional 
facial expressions from non-emotional facial expressions in order to narrow down 
data of interest for emotion recognition research.  

In the paper, we propose Adaboost multi-stream hidden Markov model (Adaboost 
MHMM) to integrate audio and visual affective information. In order to capture the 
richness of facial expression, we use 3D face tracker to extract facial texture images 
that are then transformed into low dimensional subspace by Locality Preserving 
Projection (LPP). We use pitch and energy in audio channel to build audio HMM in 
which some prosody features, like frequency and duration of silence, could have 
implications. In the audiovisual fusion stage, we treat the component HMM 
combination as a multi-class classification problem in which the input is the 
probabilities of HMM components and the output is the target classes, based on the 
training combination strategy [44]. We use Adaboost learning scheme to build fusion 
of the component HMMs from audio and visual channels. The framework of our 
approach is illustrated in Figure 1. 

The rest of the paper is organized as follows. In the following section, we briefly 
describe related work about automatic emotion recognition, focusing on audio-visual 
emotion recognition. In Section 3 we introduce the AAI data that is used in our 
spontaneous affective expression analysis. Section 4 introduces a 3D face tracker used  
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Fig. 1. The audio-visual emotion recognition framework 

to extract facial textures, and Locality Preserving Projection for feature dimension 
reduction. Section 5 describes prosodic feature extraction in audio channel. In Section 
6, we introduce Adaboost multi-stream hidden Markov model for bimodal fusion. 
Section 7 presents our preliminary experimental results on two AAI subjects to 
evaluate our method. Finally, we have concluding remarks in Section 8. 

2   Related Work 

The recent appraisal-based emotion theory [12] indicates the importance of the 
integration of information from different response components (such as facial and 
vocal expression) to yield a coherent judgment of emotions. In addition, current 
techniques of both computer vision and audio processing have limitations in realistic 
applications. For instance, current face trackers are sensitive to head pose, occlusion 
and lighting changes while audio processing is sensitive to noise and distance 
between speakers and microphone. Audio and visual channels provide 
complementary information. Moreover, if one channel fails for some reason, the other 
channel can still work. Thus, the final fusion performance can be robust. 

In recent years, the literature on automatic emotion recognition has been growing 
dramatically due to the development of techniques in computer vision, speech 
analysis, and machine learning. However, automatic recognition on emotions 
occurring in natural communication settings is a largely unexplored and challenging 
problem. Authentic emotional expressions are difficult to collect because they are 
relatively rare and short lived, and filled with subtle context-based changes that make 
it difficult to elicit emotions without influencing the results. Manual labeling of 
spontaneous emotional expressions for ground truth is very time consuming, error 
prone, and expensive [23]. This state of affairs leads to a big challenge for 
spontaneous emotional expression analysis. Due to these difficulties in emotional 
expression recognition, most of current automatic facial expression studies have been 

Visual  
3D face 
tracker 

LPP Face HMM 

Prosody  Prosody HMM 
Audio 

fusion 

Adaboost MHMM 



 Audio-Visual Spontaneous Emotion Recognition 75 

based on the artificial material of deliberately expressed emotions that were collected 
by asking the subjects to perform a series of emotional expressions to a camera. The 
popular artificial facial expression databases are Ekman-Hager data [24], and Kanade-
Cohn data [25], Pantic et al.’s data [26], and the JAFFE data [27]. The audio-visual 
emotion data is Chen-Huang data [28]. An overview of databases for emotion 
classification studies can be founded in [26][29].The psychological study [30] 
indicates that the posed nature of the emotions may differ in appearance and timing 
from corresponding performances in natural settings. More specifically, the study [31] 
indicated that posed smiles were of larger amplitude and has less consistent relation 
between amplitude and duration than spontaneous smile. And the study [32] indicated 
the spontaneous brow actions (AU1, AU2 and AU4 in the Facial Action Coding 
System) have different characteristics (intensity, during and occurrence order) from 
corresponding posed brow actions.  In addition, most of current emotion recognizers 
are evaluated in clear and constrained input (e.g., high quality visual and audio 
recording, non-occluded and front-view face), which is different from the natural 
communication setting. Therefore, the methods based these artificial emotions would 
be expected to perform inadequately on emotional expressions occurring in natural 
communication settings. 

Most studies of automatic emotion recognition focus on six basic facial 
expressions or a subset of them, namely happiness, sadness, anger, fear, surprise, and 
disgust. The recognition of these basic facial expressions was based on Ekman’s 
extensive study [33] that indicated the universality of human perception of these basic 
facial expressions in different cultures. However, most of the emotion expressions 
that occur in our human-human conversation are non-basic emotions [15]. 

In addition, most of current automatic emotion recognition approaches are uni-
modal: information processed by the computer system is limited to either face images 
[66-72] or speech signals [73-77]. Relatively little work has been done in researching 
multimodal affect analysis. For extensive survey of automatic emotion analysis done 
in the recent years, readers are referred to review papers, including [34][35][78] 
written by Pantic et al. in 2003, 2005 and 2006, [37] by Cowie et al. in 2001, and [36] 
by Sebe et al. in 2005. 

Here we focus on reviewing the efforts toward audio-visual emotion recognition, 
especially those done in these years, which have not been included in the previous 
review papers. The first studies for audio-visual emotion recognition include Chen and 
Huang [38][39], Yoshitomi et al. [40], De Silva and Ng [41]. In that past few years, 
there are an increasing number of reports investigating the integration of emotion-
related information from audio and visual channels in order to improve the recognition 
performance. They are summarized in Table 1 in which the first column is the reference, 
the second column is the number of subjects in datasets, the third column is the number 
of emotional states, the fourth column is classifier, and the fifth column is fusion 
method (feature-level, model-level, and decision-level), the sixth column is the test 
method (p: person-dependent; i: person-independent), and last column is recognition 
accuracy (%). * denotes the missing entry. The data in [44-46][48] included 6 basic 
emotions (happiness, sadness, fear, disgust, anger, and surprise), 4 cognitive/ 
motivational states (interest, boredom, puzzlement and frustration), and neutral. The 
data in [51] were collected in a standing car with webcam and an array microphone. In 
the study [52], the data include six different languages (English, Chinese, Urdu, 
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Table 1. Properties of studies of Audio-visual emotion recognition on posed emotions 

reference subject state classifier fusion  test accuracy 
Zeng et al. [44] 20 11 MFHMM model i 83.64% 
Zeng et al. [45] 20 11 MFHMM model i 80.61% 
Zeng et al. [46] 20 11 MHMM decision i 75% 
Zeng et al. [47] 20 2 Fisher- 

boosting 
feature p >84% 

Zeng et al. [48] 20 11 SNoW 
MHMM 

decision P 
i 

96.30% 
72.42% 

Song et al. [49] * 7 THMM model * 84.7% 
Buss et al. [50] 1 4 SVC Feature, 

decision 
P 
 

89.1% 
89.0% 

Hoch et al. [51] 7 3 SVM decision p 90.7% 
Wang et al. [52] 8 6 LDA decision i 82.14% 

Go et al. [53] 10 6 LDA 
K-mean 

decision i >95% 

Punjabi, Persian, and Italian) and subjects were from different races. All of those 
studies were evaluated on artificial material of deliberately expressed emotions.  

Because more and more researchers have noticed the potential difference between 
posed emotion expression and spontaneous emotion expression, there is in the last 
few years a trend in the emotion recognition community in moving away from posed 
emotion recognition to spontaneous emotion recognition. These notable studies 
include visual spontaneous expression recognition, audio spontaneous emotion 
recognition, and relatively few audio-visual spontaneous emotion recognition. They 
are summarized in Table 2 in which the first column is the reference, the second 
column “sub” is the number of subjects in their dataset, the third column “state”  is 
the number of emotional states or facial action units,  the fourth column “labeling” is 
the labeling methods, the fifth column “fea” is the used feature (A: audio; V: visual), 
the sixth column is the classifier, the seventh column is test method (p: person-
dependent; i: person-independent), the last column is the recognition accuracy.  

The datasets of these studies of spontaneous emotion expressions include human-
human interaction and human-to-computer interaction. They are collected from call 
center [60][61], meeting [60], interview [54][56][57][32], dialogue system [56], 
Wizard of OZ scenarios [62][63][59], and kiosk [55].  

There are methodological differences between the studies of posed emotion 
recognition and those of spontaneous emotion recognition. First, as compared to 
posed emotion recognition where labels are pre-defined, the spontaneous emotion 
labeling for ground truth is error-prone and time consuming. In Table 2, only the 
study [55] used the self-reports of subjects as labels, and the other studies used the 
human observation in which the humans labeled the data based on Facial Action Unit 
System (FACS), Feeltrace system [64], or ad hoc labeling scheme.  

Second, in these studies of spontaneous emotion recognition, only one study [55] 
tried to recognize the 4 basic emotions (neutral, happiness, surprise and disgust). In 
the rest studies, the recognized emotion states include coarse emotion states (positive,  
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Table 2. Properties of studies of Audio-visual spontaneous emotion recognition 

reference sub state labeling fea classifier  test accuracy 
Barlett et al. 

[54] 
12 16AUs FACS V SVM i 90.5% 

Sebe et al. [55] 28 4 Self-
report 

V KNN * 95.57% 

Zeng et al. [56] 2 2 FACS V KSVDD p 79% 
Cohn et al. [57] 21 3AUs FACS V Guassian i 76% 

Valstar et al. 
[32] 

* 3AUs FACS V SVM i 50.4% 

Litman et al. 
[58] 

10 3 ad hoc A decision 
tree 

p 
i 

66-73% 

Batliner et al. 
[59] 

24 2 ad hoc A LDA i 74.2% 

Neiberg et 
al.[60] 

* 3 ad hoc A GMM i 85-95% 

Ang et al. [61] * 6 ad hoc A decision 
tree 

i 85.4-
93.2%(2c

lass) 
Fragopanagos 

et al. [62] 
* 4 Feel-

trace 
AV Neural 

Network 
* 44-71% 

Garidakis et al. 
[63] 

* 4 Feel-
trace 

AV Neural 
network 

* 79% 

negative and neutral) [56][60], quadrant states in evaluation-activation space [62][63], 
or application-dependent states (trouble in [59], annoyance and frustration [61] ), and 
facial action units [54][57][32]. The main reason could be that there is no sufficient 
data of basic emotion expressions to train a classifier. 

Because these above studies evaluate their algorithms on the different experimental 
condition (data, labeling, the number of classes, feature set), it is difficult to give their 
performance rank only based on the accuracies. 

In the studies [62][63] toward audio-visual spontaneous emotion recognition, the 
authors uses Feeltrace tool [64] to label the data collected in a “Wizard of OZ” 
scenario. In the study [62], due to considerable variation across four raters, it is 
difficult to reach a similar assessment with the FeelTrace labels. They observed the 
difference of the labeling results among four Feeltrace users.  Specifically, these 
Feeltracers judged the emotional states of data by using different modalities. For 
example, one used facial expressions as the most important cues to make the decision 
while another used prosody. 

Compared with Feeltrace tool mentioned above, FACS could be more objective in 
labeling and be able to capture the richness and complexity of emotional expressions. 
Thus, we build our emotion recognizer with FACS labeling in this work.  We make 
the assumption that in our database there is no blended emotions so that the facial 
expression and prosody belong to same emotional states at the coarse level (i.e. 
positive and negative emotions). 
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In addition, different from these two studies above mentioned [62][63], we apply 
3D face tracker which is able to capture the wider range of face movement than 2D 
face tracker. We use facial texture instead of sparse geometrical features in order to 
capture the richness of subtle facial expressions. For capturing the dynamic structure 
of emotional expressions and integrating audio and visual streams, we build our 
recognizer in Adaboost multi-stream hidden Markov model framework in which 
Adaboost learning scheme is used to build fusion of component HMMs. 

3   Data of Adult Attachment Interview 

The Adult Attachment Interview (AAI) is a semi-structured interview used to 
characterize individuals’ current state of mind with respect to past parent-child 
experiences. This protocol requires participants to describe their early relationships 
with their parents, revisit salient separation episodes, explore instances of perceived 
childhood rejection, recall encounters with loss, describe aspects of their current 
relationship with their parents, and discuss salient changes that may have occurred 
from childhood to maturity [17].   

During data collection, remotely controlled, high-resolution (720*480) color video 
cameras recorded the participants’ and interviewer’s facial behavior during AAI. 
Cameras were hidden from participants’ view behind a darkened glass on a bookshelf 
in order not to distract the participant’s attention. The snapshot of an AAI video is 
shown in Figure 2. The participant’s face is displayed in the bigger window while the 
interviewer’s face is in the smaller left-top window. 

As our first step to explore audio-visual spontaneous emotion recognition, AAI data 
of two subjects (one female and one male) was used in this study.  The video of the 
female subject lasted 39 minutes, and one of the male lasted 42 minutes. The significant 
amount of data allowed us personal-dependent spontaneous emotion analysis.  

In order to objectively capture the richness and complexity of facial expressions, 
Facial Action Coding System (FACS) was used to code every facial event that 
occurred during AAI by two certified coders. Inter-rater reliability was estimated by 
the ratio of the number of agreements in emotional expression to the total number of 
agreement and disagreements, yielding for this study a mean agreement ratio of 0.85. 

To reduce FACS data further for analysis, we manually grouped combinations of 
AUs into two coarse emotion categories (i.e., positive and negative emotions) on the 
basis of an empirically and theoretically derived Facial Action Coding System 
Emotion Codes which was created by the psychological study [79]. 

In order to narrow down the inventory to potential useful emotion data for our 
experiment, we first ignore the emotion occurrences to which these two coders 
disagree with each other.  In order to analyze the emotions occurring in a natural 
communication setting, we have to face the technique challenges to handle arbitrary 
head movement. Due to the technique limitation, we filtered out the emotion 
segments in which hand occluded the face, face turned away more than 40 degree 
with respect to the optical center, or part of face moved out of camera view. Each 
emotion sequence starts from and to the emotion intensity scoring scale B (slight) or 
C (marked pronounced) defined in [13]. The number of audio-visual emotion 
expression segments in which subjects displayed emotions using both facial 
expressions and voice is 67 for female and 70 for male. 
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Fig. 2. The snapshot of an AAI video. The participant’s face is displayed in the bigger window 
while the interviewer’s face is in the smaller left-top window. 

4   Facial Expressions 

This section includes 3D face tracker and Locality Preserving Projection which aims 
to project the high-dimensional images to low dimensional subspace. 

4.1   3D Face Tracker 

To handle the arbitrary behavior of subjects in the natural setting, it is required  to track 
the 3D face. The face tracking in our experiments is based on a system called Piecewise 
Bezier Volume Deformation (PBVD) tracker which was developed in [80][81]. 

         
                                                     (a)                                           (b) 

 

(c) 

Fig. 3. The 3D face tracker’s result. (a) the video frame input; (b) tracking result where a mesh 
is used to visualize the geometric motions of the face; (c) extracted face texture. 



80 Z. Zeng et al. 

This face tracker uses a 3D facial mesh model which is embedded in multiple 
Bezier volumes. The shape of the mesh can be changed with the movement of the 
control points in the Bezier volumes, which guarantees the surface patches to be 
continuous and smooth. In the first video frame, the 3-D facial mesh model is 
constructed by selection of landmark facial feature points. Once the model was fitted, 
the tracker can track head motion and local deformations of the facial features by an 
optical flow method. In this study, we use rigid setting of this tracker to extract facial 
expression texture. The 3D ridge geometric parameters (3D rotation and 3D 
translation) determine the registration of each image frame to the face texture map, 
which is obtained by wrapping the 3D face appearance. Thus, we can derive a 
sequence of face texture images, which capture the richness and complexity of facial 
expression. Figure 3 shows a snapshot of the tracking system. Figure 3(a) is the input 
video frame, and Figure 3(b) is the tracking result where a mesh is used to visualize 
the geometric motions of the face. The extracted face texture is shown in Figure 3(c). 

4.2   Locality Preserving Projection 

In recent years, computer vision research has witnessed a growing interest in subspace 
analysis techniques. Before we utilize any classification technique, it is beneficial to 
first perform dimensionality reduction to project an image into a low dimensional 
feature space, due to the consideration of learnability and computational efficiency.  

Locality Preserving Projection (LLP) is a linear mapping that is obtained by 
finding the optimal linear approximations to the eigen-functions of the Laplace 
Beltrami operator on the manifold [82]. As contrasted with nonlinear manifold 
learning techniques, LLP can be simply applied to any new data point to locate it in 
the reduced representation manifold subspace, which is suitable for classification 
application. 

Some traditional subspace methods such as PCA aim to preserve the global 
structure. However, in many real world applications, especially facial expression 
recognition, the local structure could be more important. In contrast to PCA, LPP 
finds an embedding that preserves local information, and obtains a subspace that best 
detects the essential manifold structure.  

The details of LPP, including its learning and mapping algorithms, can be found in 
[82]. The low-dimensional features from LPP are then used to build visual HMM. 

5   Vocal Expressions 

In our work, we use prosodic features which are related with the way the sentences 
are spoken. For audio feature extraction, Entropic Signal Processing System named 
get_f0, a commercial software package, is used. It implements a fundamental 
frequency estimation algorithm using the normalized cross correlation function and 
dynamic programming. The program can output the pitch F0 for fundamental 
frequency estimate, RMS energy for local root mean squared measurements, 
prob_voice for probability of voicing, and the peak normalized cross-correlation value 
that was used to determine the output F0. The experimental results in our previous 
work [48] showed pitch and energy are the most important factors in affect 
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classification. Therefore, in our experiment, we only used these two audio features for 
affect recognition. Some prosody features, like frequency and duration of silence, 
could have implication in the HMM structure of energy and pitch. 

6   Adaboost Multi-stream Hidden Markov Model 

Audio-visual fusion is an instance of the general classifier fusion problem, which is 
an active area of research with many applications, such as Audio-Visual Automatic 
Speech Recognition (AVASR). Although there are some audio-visual fusion studies 
in audio-visual Automatic Speech Recognition literature [24], few studies are found 
for audio-visual affect recognition shown in Table 1.  

Most of current multi-stream combination studies focus on weighting combination 
scheme with weights proportional to the reliabilities of the component HMMs. The 
weights can be computed from normalized stream recognition rate [22], stream S/N 
ratio [22], stream entropy [8], or other reliability measures such as ones in [9]. 

The weighting combination scheme is intuitive and reasonable in some ways. 
However, it is based on the assumption that the combination is linear.  This 
assumption could be invalid in practice. In addition, using the weighting scheme is 
difficult to obtain the optimal combination because they deal with different feature 
spaces and different models. It is even possible that the weighting combination is 
worse than individual component performance, as shown in our experiments. 

According to training combination strategy in our previous work [44], the 
component HMM combination can be treated as a multi-class classification problem 
in which the input is the probabilities of HMM components and the output is the 
target classes. This combination mechanism can be linear or nonlinear, depending on 
learning scheme that we use. In this case, if s represents the number of possible 
classes and n the number of streams, this classification contains s×n input units and s 
output units, and the parameters of the classifier can be estimated by training. Under 
this strategy, we propose Adaboost MHMM in which the Adaboost learning scheme 
is used to build the fusion of multiple component HMMs. 

6.1   Learning Algorithm 

Given m training sequences each of which has n streams 

),,,(,),,,,( 11111 mmnmn yxxyxx LLL  

where ijx is the jth stream of ith sample sequence, and 1,0=iy for negative and 

positive emotions in our application. Assume that these n streams can be modeled 
respectively by n component HMMs. The learning algorithm of the Adaboost 
MHMM includes three main steps. 

1. n component HMMs are trained independently by the EM algorithm. The model 
parameters (the initial, transition, and observation probabilities) of individual 
HMMs are estimated. 
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2. For each training sequence, likelihoods of these n component HMMs are 
computed. We obtain  

),,,,,(,),,,,,,( 10111011101111110 mmnmnmmnn yppppypppp LLL  

where 10 , ijij pp are likelihoods of negative and positive emotions of jth stream of 
ith sample sequence. 

3. Fusion training: based on Adaboost learning scheme [4], these estimated 
likelihoods of n component HMMs are used to construct a strong classifier which 
is a weighted linear combination of a set of weak classifiers. 

6.2   Classification Algorithm 

Given a n-stream observation sequence and the model parameters of Adaboost 
MHMM, the inference algorithm of the Adaboost MHMM includes two main steps. 

1. Compute individually likelihoods of positive and negative emotions of n 
component HMMs.   

2. A set of weaker hypotheses are estimated each using likelihood of positive or 
negative emotion of a single component HMM. The final hypothesis is obtained 
by weighted linear combination of these hypotheses where the weights are 
inversely proportional to the corresponding training errors [4]. 

7   Experimental Results 

In this section, we present the experimental results of our emotion recognition by 
using audio and visual affective information. 

The personal-dependent recognition is evaluated on the two subjects (one female 
and one male) in which the training sequences and test sequences were taken from the 
same subject. For this test, we apply leave-one-sequence-out cross-validation. For 
each subject in this test, one sequence among all of emotion expression sequences is 
used as the test sequence, and the remaining sequences are used as training sequences. 
This test is repeated, each time leaving a different sequence out. 

7.1   Facial Expression Analysis on Locality Preserving Subspace 

In this experiment, we evaluate the LPP HMM method which models the facial 
expressions by using the low-dimensional features in the locality preserving subspace 
of facial texture images. In addition, the PCA HMM method, which uses the features 
in the PCA subspace, is also tested to make the performance comparison with LPP 
HMM. The comparison results are shown in Table 3 for these two subjects. The 
corresponding facial expression subspaces are called optimal facial expression 
subspaces for each method. Figure 4 and 5 shows a plot of recognition accuracy of 
LPP HMM and PCA HMM vs. dimensionality reduction for female and male 
respectively. It is shown that LPP HMM method largely outperforms PCA HMM.  
The recognition accuracy of LPP HMM is 87.50% at 5D subspace for female and 
84.85% at 4D subspace for male respectively. 
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Table 3. Performance Comparison of LPP HMM and PCA HMM 

 Approach Dimension Accuracy 
(%) 

LPP HMM 5 87.50 
Female 

PCA HMM 5 79.69 

LPP HMM 4 84.85 
Male 

PCA HMM 5 72.62 
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Fig. 4. Facial expression recognition accuracy of LPP HMM and PCA HMM vs. dimensiona-
lity reduction on the female emotion data 
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Fig. 5. Facial expression recognition accuracy of LPP HMM and PCA HMM vs. dimensiona-
lity reduction on the male emotion data 
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7.2   Prosody Expression Analysis 

Table 4 shows the experimental results of emotion recognition by using audio HMM. 
The recognition performance of prosody HMM is better than random, but worse than 
facial expression recognition. There are two possible reasons why prosodic affective 
recognition is worse than facial affective recognition. One is that facial expression 
could provide more reliable affective information than prosody, as the psychological 
study indicated [15]. The other reason is that we only use information of facial 
expressions to label our multimedia emotion data. Thus, facial expression recognition 
is more agreement with human judgment (labels) than prosody expressions. 

Table 4. Emotion Recognition of Prosody HMM 

Subjects Accuracy (%) 

Female 75.09 

Male 65.15 

7.3   Audio-Visual Fusion 

The emotion recognition performance of audio-visual fusion is shown in Table 3. In 
this table, two combination schemes (weighting and training) are used to fuse the 
component HMMs from audio and visual channels. Acc MHMM reflects MHMM 
with the weighting combination scheme in which the weights are proportional to 
stream normalized recognition accuracies. Adaboost MHMM mean MHMM with the 
Adaboost learning schemes as described in Section 6. Because we treat the multi-
stream fusion as a multi-class classification problem, there are a variety of methods 
that can be used to build the fusion. In addition to Adaboost MHMM, we used LDC 
and KNN (K=3 for female and K=5 for male) to build this audio-visual fusion, which 
are Ldc MHMM and Knn MHMM in Table 3.   

The performance comparison of these fusion methods is as follows: 

Adaboost MHMM > Knn MHMM > Acc MHMM > Ldc MHMM 

The results demonstrate that training combination outperforms weighting 
combination, except Ldc MHMM that is a linear fusion. Adaboost MHMM is the best 
among these four fusion methods. 

The summarization of the performance of different modalities and different fusion 
methods is illustrated in Figure 4. Results show that Adaboost MHMM and Knn 
MHMM are better than uni-modal HMM (i.e. visual-only HMM and audio-only 
HMM). That suggests that multiple modalities (audio and visual modalities) can 
provide more affective information and have the potential to obtain better recognition 
performance than a single modality.  

In Figure 4, the accuracy of Acc MHMM equals to visual-only HMM for male data 
but worse than visual-only HMM for female data. Ldc MHMM is worse than visual-
only HMM in female and male cases. Both of Acc MHMM and Ldc MHMM are 
linear bimodal fusion. That suggests that the fusion method play an important role in 
audio-visual emotion recognition. Although the linear bimodal combination is  
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Table 5. Audio-visual Emotion Recognition 

Bimodal Fusion 
Combination 

scheme 
Accuracy (%) 

Acc MHMM Weighting 84.38 

Ldc MHMM Training 75.00 

Knn MHMM Training 87.50 
Female 

AdaBoost MHMM Training 90.36 

Acc MHMM Weighting 84.85 

Ldc MHMM Training 81.82 

Knn MHMM Training 87.88 
Male 

AdaBoost MHMM Training 89.39 

 

Fig. 6. Performance comparison among different modalities and different fusions 

Table 6. Confusion Matrix for Female Emotion Recognition 

Female Detected 

% Positive Negative 

Positive 94.44 5.56 Desired 

Negative 10.87 89.13 

reasonable and intuitive, it is not guaranteed to obtain the optimal combination at 
realistic application. Even it is possible that this combination is worse than individual 
component performance, as shown in our experiments. 

The confusion matrixes of emotion recognition for two subjects are shown in Table 
6 and 7. These results demonstrate that negative emotions are more difficult to  
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Table 7. Confusion Matrix for Male Emotion Recognition 

Male Detected 

% Positive Negative 

Positive 91.67 8.33 Desired 

Negative 13.33 86.67 

recognize than positive emotions. We noticed that adult subjects tend to inhibit 
negative emotion expressions in this interactive interview context. Thus, the negative 
emotions are shorter and more subtle than positive emotions. 

8   Conclusion 

Emotion analysis has been attracting increased attention of researchers from various 
disciplines because changes in a speaker’s affective states play a significant role in 
human communication. Most of current automatic facial expression recognition 
approaches are based on artificial materials of deliberately expressed emotions and 
uni-modal methods.  

In this paper, we explore audio-visual recognition of spontaneous emotions 
occurring in Adult Attachment Interview (AAI) in which adults talked about past 
parent-child experiences. We propose an approach for this realistic application, which 
includes the audio-visual labeling assumption and Adaboost multi-stream hidden 
Markov model to integrate facial expression and prosody expression. Our preliminary 
experimental results from two video of about-40-minute-long AAI suggest the 
validation of our approach for spontaneous emotion recognition. In the future, our 
approach in this paper will be evaluated on more AAI data. In addition, we will 
explore person-independent emotion recognition in which training data and testing 
data are from different subjects. 

Our work is based on the assumption that facial expressions are consistent of vocal 
expressions at the coarse emotion level (positive and negative emotions). Although 
this assumption is valid at most circumstances, blended emotions can occur when 
speakers have conflict intension [23]. The exploration of recognition of the blended 
emotions is our future work. 

 
Acknowledgments. We like to thank Prof. Maja Pantic and Anton Nijholt for 
providing valuable comments. The work was supported in part by a Beckman 
Postdoctoral Fellowship and in part by National Science Foundation Grant CCF 04-
26627. 

References 

1. Picard, R.W., Affective Computing, MIT Press, Cambridge, 1997. 
2. Litman, D.J. and Forbes-Riley, K., Predicting Student Emotions in Computer-Human 

Tutoring Dialogues. In Proc. of the 42nd Annual Meeting of the Association for 
Computational Linguistics (ACL), July 2004 



 Audio-Visual Spontaneous Emotion Recognition 87 

3. Kapoor, A. and Picard, R.W., Multimodal Affect Recognition in Learning Environments, 
ACM Multimedia, 2005, 677-682 

4. Viola P. 2004. Robust Real-Time Face Detection. Int. Journal of Computer Vision. 57(2), 
137-154 

5. Polzin, S.T. and Waibel, A. (1999), Pronunciation Variations in Emotional Speech, 
Proceedings of the ESCA Workshop, 103-108 

6. Athanaselis, T., Bakamidis, S., Dologlou, I., Cowie, R., Douglas-Cowie, E., Cox, C. 
(2005), ASR for Emotional Speech: Clarifying the Issues and Enhancing Performance, 
Neural Networks, 18: 437-444 

7. Steeneken, H.J.M. and Hansen, J.H.L. (1999), Speech under stress conditions: Overview 
of the effect of speech production and on system performance, Int. Conf. on Acoustics, 
Speech, and Signal Processing, 4:2079-2082 

8. Okawa, S., Bocchieri, E. and Potamianos, A., Multi-band Speech Recognition in noisy 
environments, ICASSP, 1998, 641-644 

9. Garg, A., Potamianos, G., Neti, C. & Huang, T.S., Frame-dependent multi-stream 
reliability indicators for audio-visual speech recognition, ICASSP, 2003. 

10. Ekman P, Friesen WV, Ellsworth P. (1972). Emotion in the Human Face. Elmsford, NY: 
Pergamon. 

11. Izard CE. 1971.  The face of Emotion. New York: Appleton-Century_Crofts 
12. Scherer (2004), Feelings integrate the central representation of appraisal-driven response 

organization in emotion. In Manstead, A.S.R., Frijda, N.H. & Fischer, A.H. (Eds.), 
Feelings and emotions, The Amsterdam symposium (pp. 136-157). Cambridge: 
Cambridge University Press, 136-157. 

13. Ekman P, Friensen WV, Hager JC. 2002. Facial Action Unit System. Published by A 
Human Face. 

14. Ekman P and Rosenberg EL. 2005. What the Face Reveals: Basic and Applied Studies of 
Spontaneous Expression Using Facial Action Coding System. 2nd Ed. Oxford University 
Express.  

15. Russell JA, Bachorowski JA and Fernandez-Dols JM. 2003. Facial and Vocal Expressions 
of Emotion. Annual Review Psychology, 2003, 54:329-49 

16. Ekman P. and Oster H. 1979. Facial Expressions of Emotion. Annual Review Psychology. 
30:527-54 

17. Roisman, G.I., Tsai, J.L., Chiang, K.S.(2004), The Emotional Integration of Childhood 
Experience: Physiological, Facial Expressive, and Self-reported Emotional Response 
During the Adult Attachment Interview, Developmental Psychology, Vol. 40, No. 5,  
776-789 

18. Cohn JF and Tronick EZ. 1988. Mother Infant Interaction: the sequence of dyadic states at 
three, six and nine months. Development Psychology, 23, 68-77 

19. Fried E. 1976. The impact of nonverbal communication of facial affect on children’s 
learning. PhD thesis, Rutgers University, New Brunswick, NJ 

20. Ekman P, Matsumoto D, and Friesen WV. 2005. Facial Expression in Affective Disorders. 
In  What the Face Reveals. Edited by Ekman P and Rosenberg EL. 429-439 

21. Zeng, Z, Fu, Y., Roisman, G.I., Wen, Z., Hu, Y. and Huang, T.S., One-class classification 
on spontaneous facial expressions, Automatic Face and Gesture Recognition, 281 – 286, 
2006 

22. Bourlard, H. and Dupont, S., A new ASR approach based on independent processing and 
recombination of partial frequency bands, ICSLP 1996 

23. Devillers, L., Vidrascu L. and Lamel L., Challenges in real-life emotion annotation and 
machine learning based detection, Neural Networks, 18(2005), 407-422 



88 Z. Zeng et al. 

24. Ekman, P., Hager, J.C., Methvin, C.H. and Irwin, W., Ekman-Hager Facial Action 
Exemplars, unpublished, San Francisco: Human Interaction Laboratory, University of 
California 

25. Kanade, T., Cohn, J., and Tian, Y. (2000), Comprehensive Database for Facial Expression 
Analysis, In Proceeding of International Conference on Face and Gesture Recognition,  
46-53 

26. Pantic, M., Valstar, M.F, Rademaker, R. and Maat, L. (2005), Web-based database for 
facial expression analysis, Int. Conf. on Multimedia and Expo 

27. JAFFE: www.mic.atr.co.jp/~mlyons/jaffe.html 
28. Chen, L.S, Joint Processing of Audio-Visual Informa-tion for the Recognition of 

Emotional Expressions in Human-Computer Interaction, PhD thesis, UIUC, 2000 
29. Cowie, R., Douglas-Cowie E. and Cox, C., Beyond emotion archetypes: Databases for 

emotion modelling using neural networks, 18(2005), 371-388 
30. Ekman, P. and Rosenberg, E. (Eds.), What the face reveals. NY: Oxford University, 1997 
31. Cohn, J.F. and Schmidt, K.L.(2004), The timing of Facial Motion in Posed and 

Spontaneous Smiles, International Journal of Wavelets, Multiresolution and Information 
Processing, 2, 1-12 

32. Valstar MF, Pantic M, Ambadar Z and Cohn JF. 2006. Spontaneous vs. Posed Facial 
Behavior: Automatic Analysis of Brow Actions. Int. Conf. on Multimedia Interfaces.  
162-170 

33. Ekman, P. (1994), Strong Evidence for Universals in Facial Expressions: A Reply to 
Russell’s Mistaken Critique, Psychological Bulletin, 115(2): 268-287 

34. Pantic M., Rothkrantz, L.J.M., Toward an affect-sensitive multimodal human-computer 
interaction, Proceedings of the IEEE, Vol. 91, No. 9, Sept. 2003, 1370-1390 

35. Pantic, M., Sebe, N., Cohn, J.F. and Huang, T.,  Affective Multimodal Human-Computer 
Interaction, in Proc. ACM Int'l Conf. on Multimedia, November 2005, 669-676 

36. Sebe, N., Cohen, I., Gevers, T., and Huang, T.S. (2005), Multimodal Approaches for 
Emotion Recognition: A Survey, In Proc. Of SPIE-IS&T Electronic Imaging, SPIE Vol 
5670: 56-67 

37. Cowie, R., Douglas-Cowie, E., Tsapatsoulis, N., Votsis, G., Kollias, S., Fellenz, W., and 
Taylor, J.G., Emotion Recognition in Human-Computer Interaction, IEEE Signal 
Processing Magazine, January 2001, 32-80 

38. Chen, L. and Huang, T. S., Emotional expressions in audiovisual human computer 
interaction, Int. Conf. on Multimedia & Expo 2000, 423-426 

39. Chen, L., Huang, T. S., Miyasato, T., and Nakatsu, R., Multimodal human emotion/ 
expression recognition, Int. Conf. on Automatic Face & Gesture Recognition 1998,  
396-401 

40. De Silva, L. C., and Ng, P. C., Bimodal emotion recognition, Int. Conf. on Automatic Face 
& Gesture Recognition 2000, 332-335 

41. Yoshitomi, Y., Kim, S., Kawano, T., and Kitazoe, T., Effect of sensor fusion for 
recognition of emotional states using voice, face image and thermal image of face, in Proc. 
ROMAN 2000, 178-183 

42. Hoch, S., Althoff, F., McGlaun, G., Rigoll, G., Bimodal fusion of emotional data in an 
automotive environment, ICASSP, Vol. II, 1085-1088, 2005 

43. Wang, Y. and Guan, L., Recognizing human emotion from audiovisual information, 
ICASSP, Vol. II, 1125-1128 

44. Zeng, Z., Hu, Y., Liu, M., Fu, Y. and Huang, T.S., Training Combination Strategy of 
Multi-stream Fused Hidden Markov Model for Audio-visual Affect Recognition, in Proc. 
ACM Int'l Conf. on Multimedia, 2005, 65-68 



 Audio-Visual Spontaneous Emotion Recognition 89 

45. Zeng, Z., Tu, J., Pianfetti , P., Liu, M., Zhang, T., et al., Audio-visual Affect Recognition 
through Multi-stream Fused HMM for HCI, Int. Conf. Computer Vision and Pattern 
Recognition. 2005: 967-972 

46. Zeng, Z., Tu., J., Liu, M., Huang, T.S. (2005), Multi-stream Confidence Analysis for 
Audio-Visual Affect Recognition, the Int. Conf. on Affective Computing and Intelligent 
Interaction, 946-971 

47. Zeng, Z., Zhang, Z., Pianfetti, B., Tu, J., and Huang, T.S. (2005), Audio-visual Affect 
Recognition in Activation-evaluation Space, Int. Conf. on Multimedia & Expo, 828-831. 

48. Zeng, Z., Tu, J., Liu, M., Huang, T.S., Pianfetti, B., Levinson, S. (2007), Audio-visual 
Affect Recognition, IEEE Transactions on Multimedia, in press 

49. Song, M., Bu, J., Chen, C., and Li, N., Audio-visual based emotion recognition—A new 
approach, Int. Conf. Computer Vision and Pattern Recognition. 2004, 1020-1025 

50. Busso, C., Deng, Z., Yildirim, S., Bulut, M., Lee, C.M. et al., Analysis of Emotion 
Recognition using Facial Expressions, Speech and Multimodal Information. 2004. Int. 
Conf. Multimodal Interfaces. 205-211 

51. Hoch, S., Althoff, F., McGlaun, G., Rigoll, G., Bimodal fusion of emotional data in an 
automotive environment, ICASSP, Vol. II, 1085-1088, 2005 

52. Wang, Y. and Guan, L., Recognizing human emotion from audiovisual information, 
ICASSP, Vol. II, 1125-1128 

53. Go HJ, Kwak KC, Lee DJ, and Chun MG. 2003. Emotion recognition from facial image 
and speech signal. Int. Conf. of the Society of Instrument and Control Engineers. 2890-
2895 

54. Bartlett, M.S., Littlewort, G., Frank, M., Lainscsek, C., Fasel, I., and Movellan, J.(2005), 
Recognizing Facial Expression: Machine Learning and Application to Spontaneous 
Behavior, IEEE CVPR’05 

55. Sebe, N., Lew, M.S., Cohen, I., Sun, Y., Gevers, T., Huang, T.S.(2004), Authentic Facial 
Expression Analysis, Int. Conf. on Automatic Face and Gesture Recognition 

56. Zeng, Z., Fu, Y., Roisman, G.I., Wen, Z., Hu, Y., and Huang, T.S. (2006). Spontaneous 
Emotional Facial Expression Detection. Journal of Multimedia, 1(5): 1-8. 

57. Valstar MF, Pantic M and Ambadar Z, and Cohn JF. 2006. Spontaneous vs. Posed Facial 
Behavior: Automatic Analysis of Brow Actions. Int. Conf. on Multimodal Interfaces.  
162-170 

58. Cohn JF, Reed LI, Ambadar Z, Xiao J, and Moriyama T. 2004. Automatic Analysis and 
recognition of brow actions and head motion in spontaneous facial behavior. Int. Conf. on 
Systems, Man & Cybernetics, 1, 610-616 

59. Litman, D.J. and Forbes-Riley, K., Predicting Student Emotions in Computer-Human 
Tutoring Dialogues. In Proc. of the 42nd Annual Meeting of the Association for 
Computational Linguistics (ACL), July 2004 

60. Batliner A, Fischer K, Hubera R, Spilkera J and Noth E. 2003. How to find trouble in 
communication. Speech Communication, Vol. 40, 117-143. 

61. Neiberg D, Elenius K, and Laskowski K. 2006. Emotion Recognition in Spontaneous 
Speech Using GMM. Int. Conf. on Spoken Language Processing, 809-812 

62. Ang J, Dhillon R, Krupski A, et al. 2002. Prosody-based automatic detection of annoyance 
and frustration in human-computer dialog, ICSLP.  

63. Fragopanagos, F. and Taylor, J.G., Emotion recognition in human-computer interaction, 
Neural Networks, 18 (2005) 389-405 

64. Garidakis, G., Malatesta, L., Kessous, L., Amir, N., Paouzaiou, A. and Karpouzis, K. 
2006. Modeling Naturalistic Affective States via Facial and Vocal Expression 
Recognition. Int. Conf. on Multimodal Interfaces. 146-154 



90 Z. Zeng et al. 

65. Cowie, R., Douglas-Cowie, E., Savvidou, S., McMahon, E., Sawey, M., & Schröder, M. 
(2000). 'Feeltrace': an instrument for recording perceived emotion in real time. 
Proceedings of the ISCA Workshop on Speech and Emotion, 19–24 

66. Maat L and Pantic M. 2006. Gaze-X: Adaptive Affective Multimodal Interface for Single-
User Office Scenarios. Int. Conf. on Multimodal Interfaces. 171-178 

67. Lanitis, A., Taylor, C. and Cootes, T. (1995), A Unified Approach to Coding and 
Interpreting Face Images, in Proc. International Conf. on Computer Vision, 368-373 

68. Black, M. and Yacoob, Y.(1995), Tracking and Recognizing Rigid and Non-rigid Facial 
Motions Using Local Parametric Models of Image Motion, in Proc. Int. Conf. on 
Computer Vision, 374-381 

69. Rosenblum, M., Yacoob, Y., and Davis, L. (1996), Human Expression Recognition from 
Motion Using a Radial Basis Function Network Architecture, IEEE Trans. On Neural 
Network, 7(5):1121-1138 

70. Essa, I. and Pentland, A. (1997), Coding, Analysis, Interpretation, and Recognition of 
Facial Expressions, IEEE Trans. On Pattern Analysis and Machine Intelligence, 19(7): 
757-767 

71. Cohen, L., Sebe, N., Garg, A., Chen, L., and Huang, T. (2003), Facial expression 
recognition from video sequences: Temporal and static modeling, Computer Vision and 
Image Understanding, 91(1-2):160-187 

72. Tian, Y., Kanade, T., Cohn, J.F. (2001), Recognizing Action Units for Facial Expression 
Analysis. IEEE Transactions on Pattern Analysis and Machine Intelligence, 23(2): 97-115 

73. Pantic M and Patras I. 2006. 'Dynamics of Facial Expression: Recognition of Facial 
Actions and Their Temporal Segments from Face Profile Image Sequences', IEEE 
Transactions on Systems, Man and Cybernetics - Part B, vol. 36, no. 2, pp. 433-449 

74. Kwon, O.W., Chan, K., Hao, J., Lee, T.W (2003), Emotion Recognition by Speech 
Signals, EUROSPEECH. 

75. Polzin, Thomas (1999), Detecting Verbal and Non-verbal cues in the communication of 
emotion, PhD thesis, Carnegie Mellon University  

76. Amir, N. and Ron, S. (1998), Toward Automatic Classification of Emotions in Speech, in 
Proc. ICSLP, 555-558 

77. Dellaert, F., Polzin, T., and Waibel, A. (1996), Recognizing Emotion in Speech, In Proc. 
ICSLP, 1970-1973 

78. Petrushin, V.A. (2000), Emotion Recognition in Speech Signal, In Proc. ICSLP, 222-225 
79. Pantic M, Pentland A, Nijholt A and Huang TS. 2006. Human Computing and Machine 

Understanding of Human Behavior: A Survey. Int. Conf. Multimodal Interfaces. 233-238 
80. Huang, D. (1999), Physiological, subjective, and behavioral Responses of Chinese 

American and European Americans during moments of peak emotional intensity, honor 
Bachelor thesis, Psychology, University of Minnesota. 

81. Tao, H. and Huang, T.S., Explanation-based facial motion tracking using a piecewise 
Bezier volume deformation mode, IEEE CVPR'99, vol.1, pp. 611-617, 1999 

82. Wen Z and Huang T. 2003. Capturing Subtle Facial Motions in 3D Face Tracking. Intl. 
Conf. on Computer Vision (ICCV). 1343-1350 

83. He, X., Yan, S., Hu, Y., and Zhang, H, Learning a Locality Preserving Subspace for 
Visual Recognition, Int. Conf. on Computer Vision, 2003 



T.S. Huang et al. (Eds.): AI for Human Computing, LNAI 4451, pp. 91–112, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Modeling Naturalistic Affective States Via Facial, Vocal, 
and Bodily Expressions Recognition 

Kostas Karpouzis1, George Caridakis1, Loic Kessous2, Noam Amir2, 
Amaryllis Raouzaiou1, Lori Malatesta1, and Stefanos Kollias1 

1 Image, Video and Multimedia Systems Laboratory, National Technical University of Athens, 
Politechnioupoli, Zographou, Greece 

{kkarpou, gcari, araouz, lori, stefanos}@image.ntua.gr 
2 Tel Aviv Academic College of Engineering 
  218 Bnei Efraim St. 69107, Tel Aviv, Israel 
{kessous, noama}@post.tau.ac.il 

Abstract. Affective and human-centered computing have attracted a lot of 
attention during the past years, mainly due to the abundance of devices and 
environments able to exploit multimodal input from the part of the users and 
adapt their functionality to their preferences or individual habits. In the quest to 
receive feedback from the users in an unobtrusive manner, the combination of 
facial and hand gestures with prosody information allows us to infer the users’ 
emotional state, relying on the best performing modality in cases where one 
modality suffers from noise or bad sensing conditions. In this paper, we 
describe a multi-cue, dynamic approach to detect emotion in naturalistic video 
sequences. Contrary to strictly controlled recording conditions of audiovisual 
material, the proposed approach focuses on sequences taken from nearly real 
world situations. Recognition is performed via a ‘Simple Recurrent Network’ 
which lends itself well to modeling dynamic events in both user’s facial 
expressions and speech. Moreover this approach differs from existing work in 
that it models user expressivity using a dimensional representation of activation 
and valence, instead of detecting discrete ‘universal emotions’, which are scarce 
in everyday human-machine interaction. The algorithm is deployed on an 
audiovisual database which was recorded simulating human-human discourse 
and, therefore, contains less extreme expressivity and subtle variations of a 
number of emotion labels.  

Keywords: Affective interaction, multimodal analysis, facial expressions, 
prosody, hand gestures, neural networks. 

1   Introduction 

The introduction of the term ‘affective computing’ by R. Picard [45] epitomizes the 
fact that computing is no longer considered a ‘number crunching’ discipline, but 
should be thought of as an interfacing means between humans and machines and 
sometimes even between humans alone. To achieve this, application design must take 
into account the ability of humans to provide multimodal input to computers, thus 
moving away from the monolithic window-mouse-pointer interface paradigm and 
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utilizing more intuitive concepts, closer to human niches ([1], [4]). A large part of this 
naturalistic interaction concept is expressivity [46], both in terms of interpreting the 
reaction of the user to a particular event or taking into account their emotional state 
and adapting presentation to it, since it alleviates the learning curve for conventional 
interfaces and makes less technology-savvy users feel more comfortable. In this 
framework, both speech and facial expressions are of great importance, since they 
usually provide a comprehensible view of users’ reactions.  

The complexity of the problem relies in the combination of the information 
extracted from modalities, the interpretation of the data through time and the noise 
alleviation from the natural setting. The current work aims to interpret sequences of 
events thus modeling the user’s behavior through time. With the use of a recurrent 
neural network, the short term memory, provided through its feedback connection, 
works as a memory buffer and the information remembered is taken under 
consideration in every next time cycle. Theory on this kind of network back up the 
claim that it is suitable for learning to recognize and generate temporal patterns as 
well as spatial ones [20].   

The naturalistic data chosen as input is closer to human reality since the dialogues 
are not acted, and the expressivity is not guided by directives (e.g. Neutral expression 

 one of the six universal emotions  neutral). This amplifies the difficulty in 
discerning facial expressions and speech patterns. Nevertheless it provides the perfect 
test-bed for the combination of the conclusions drawn from each modality in one time 
unit and use as input in the following sequence of audio and visual events analyzed. 

In the area of unimodal emotion recognition there have been many studies using 
different, but single, modalities. Facial expressions [21], [50], [31], vocal features 
[41], [24] and physiological signals [48] have been used as inputs during these 
attempts, while multimodal emotion recognition is currently gaining ground  
([26], [28], [32], [53]). 

A wide variety of machine learning techniques have been used in emotion 
recognition approaches ([50], [31], [42]). Especially in the multimodal case [34], they 
all employ a large number of audio, visual or physiological features, a fact which 
usually impedes the training process; therefore, we need to find a way to reduce the 
number of utilized features by picking out only those related to emotion. An obvious 
choice for this is neural networks, since they enable us to pinpoint the most relevant 
features with respect to the output, usually by observing their weights. Although such 
architectures have been successfully used to solve problems that require the 
computation of a static function, where output depends only upon the current input, 
and not on any previous inputs, this is not the case in the domain of emotion 
recognition. One of the reasons for this is that expressivity is a dynamic, time-varying 
concept, where it is not always possible to deduce an emotional state merely by 
looking at a still image. As a result, Bayesian approaches which lend themselves 
nicely to similar problems [37], need to be extended to include support for time-
varying features. Picard [46] and Cohen [16] propose the use of Hidden Markov 
Models (HMMs) to model discrete emotional states (interest, joy or distress) and use 
them to predict the probability of each one, given a video of a user. However, this 
process needs to build a single HMM for each of the examined cases (e.g. each of the 
universal emotions), making it more suitable in cases where discrete emotions need to 
be estimated. In our case building dedicated HMMs for each of the quadrants of the 
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emotion representation would not perform well, since each of them contains emotions 
expressed with highly varying features (e.g. anger and fear both lie in the 
negative/active quadrant) which cannot be modeled using a single model. 

A more suitable choice would be RNNs (Recurrent Neural Networks) where past 
inputs influence the processing of future inputs [35]. RNNs possess the nice feature of 
modeling explicitly time and memory ([49], [14], [9]), catering for the fact that 
emotional states are not fluctuating strongly, given a short period of time. 
Additionally, they can model emotional transitions and not only static emotional 
representations, providing a solution for diverse feature variation and not merely for 
neutral to expressive and back to neutral, as would be the case for HMMs. 

2   Induction of Natural Emotions – Data Collection 

Research on signs of emotion emerged as a technical field around 1975, with research 
by Ekman and his colleagues [38] on encoding emotion-related features of facial 
expression, and by Williams and Stevens [52] on emotion in the voice. The early 
paradigms simplified their task by concentrating on emotional extremes – often 
simulated, and not always by skilled actors. Most of the data used in research on 
speech and emotion has three characteristics: the emotion in it is simulated by an 
actor (not necessarily trained); the actor is reading preset material; and he or she is 
aiming to simulate full-blown emotion.  

That kind of material has obvious attractions: it is easy to obtain, and it lends itself 
to controlled studies. However, it has become reasonably clear that it does not do a 
great deal to illuminate the way face and speech express emotion in natural settings. 
The 1990’s saw growing interest in naturalistic data, but retained a focus on cases 
where emotion was at or approaching an extreme. The major alternative is to develop 
techniques which might be called directed elicitation – techniques designed to induce 
states that are both genuinely emotional and likely to involve speech.  

Most of these tasks have a restricted range. They provide more control and higher 
data rates than other methods, but they still tend to elicit weak negative emotions, and 
they often impose constraints on the linguistic form and content of the speech which 
may restrict generalization. One of them, SAL, was used to acquire the data processed 
by the presented system.  

The SAL scenario [42] is a development of the ELIZA concept introduced by 
Weizenbaum [19]. The user communicates with a system whose responses give the 
impression of sympathetic understanding, and that allows a sustained interaction to 
build up. In fact, though, the system takes no account of the user’s meaning: it simply 
picks from a repertoire of stock responses on the basis of surface cues extracted from 
the user’s contributions. A second factor in the selection is that the user selects one of 
four ‘artificial listeners’ to interact with at any given time. Each one will try to initiate 
discussion by providing cues mapped to each of the four quadrants defined by valence 
and activation – ‘Spike’ is provocative or angry (negative/active), while ‘Poppy’ is 
always happy (positive/active). SAL took its present form as a result of a good deal of 
pilot work [10]. In that form, it provides a framework within which users do express a 
considerable range of emotions in ways that are virtually unconstrained. The process 
depends on users’ co-operation – they are told that it is like an emotional gym, and 
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they have to use the machinery it provides to exercise their emotions. But if they do 
enter into the spirit, they can move through a very considerable emotional range in a 
recording session or a series of recording sessions: the ‘artificial listeners’ are 
designed to let them do exactly that. 

As far as emotion representation is concerned we use the Activation-Evaluation 
space. Activation-Evaluation space as a representation has great appeal as it is both 
simple, while at the same time makes it possible to capture a wide range of 
significant issues in emotion. The concept is based on a simplified treatment of two 
key themes: 

- Valence: The clearest common element of emotional states is that the person is 
materially influenced by feelings that are valenced, i.e., they are centrally 
concerned with positive or negative evaluations of people or things or events.  

- Activation level: Research from Darwin forward has recognized that emotional 
states involve dispositions to act in certain ways. A basic way of reflecting that 
theme turns out to be surprisingly useful. States are simply rated in terms of the 
associated activation level, i.e., the strength of the person’s disposition to take 
some action rather than none.  

Dimensional representations are attractive mainly because they provide a way of 
describing emotional states that is more tractable than using words. This is of 
particular importance when dealing with naturalistic data, where a wide range of 
emotional states occur. Similarly, they are much more able to deal with non-discrete 
emotions and variations in emotional state over time, since cases of changing from 
one universal emotion label to another would not make much sense in real life 
scenarios.  

The available SAL Data Set is given along with some of their important features in 
Table 1, while Figure 1 shows some frames of the processed naturalistic data. 

Table 1. Summary of the processed SAL data 

Data Set 
Subjects 2 males, 2 females 
Passages 76 

Tunes ~1600 
Emotion space coverage Yes, all quadrants 

FeelTrace ratings 4 rators 
Transcripts Yes 

Text Post-Processing No 

Naturalistic data goes beyond extreme emotions, as is usually the case in existing 
approaches (see Fig. 1 for examples of expressive images, not so easy to classify using 
universal emotions), and concentrates on more natural emotional episodes that happen 
more frequently in everyday discourse. 



 Modeling Naturalistic Affective States Via Facial, Vocal, and Bodily Expressions 95 

  

  

Fig. 1. Frames from the SAL dataset 

3   Extraction of Facial Features 

An overview of the proposed methodology is illustrated in Fig. 2. The face is first 
located, so that approximate facial feature locations can be estimated from the head 
position and rotation. Face roll rotation is estimated and corrected and the head is 
segmented focusing on the following facial areas: left eye/eyebrow, right 
eye/eyebrow, nose and mouth. Each of those areas, called feature-candidate areas, 
contains the features whose boundaries need to be extracted for our purposes. Inside 
the corresponding feature-candidate areas precise feature extraction is performed for 
each facial feature, i.e. eyes, eyebrows, mouth and nose, using a multi-cue approach, 
generating a small number of intermediate feature masks. Feature masks generated for 
each facial feature are fused together to produce the final mask for that feature. The 
mask fusion process uses anthropometric criteria [18] to perform validation and 
weight assignment on each intermediate mask; each feature’s weighted masks are 
then fused to produce a final mask along with confidence level estimation. 

Since this procedure essentially locates and tracks points in the facial area, we 
chose to work with MPEG-4 FAPs and not Action Units (AUs), since the former are 
explicitly defined to measure the deformation of these feature points. In addition to 
this, discrete points are easier to track in cases of extreme rotations and their position 
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Fig. 2. High-level overview of the facial feature extraction process 

can be estimated based on anthropometry in cases of occlusion, whereas this is not 
usually the case with whole facial features. Another feature of FAPs which proved 
useful is their value (or magnitude) which is crucial in order to differentiate cases of 
varying activation of the same emotion (e.g. joy and exhilaration) [5] and exploit 
fuzziness in rule-based systems [50]. Measurement of Facial Animation Parameters 
(FAPs) requires the availability of a frame where the subject’s expression is found to 
be neutral. This frame will be called the neutral frame and is manually selected from 
video sequences to be analyzed or interactively provided to the system when initially 
brought into a specific user’s ownership. The final feature masks are used to extract 
19 Feature Points (FPs) [5]; Feature Points obtained from each frame are compared to 
FPs obtained from the neutral frame to estimate facial deformations and produce the 
Facial Animation Parameters (FAPs). Confidence levels on FAP estimation are 
derived from the equivalent feature point confidence levels. The FAPs are used along 
with their confidence levels to provide the facial expression estimation. 

3.1   Face Detection and Pose Estimation 

In the proposed approach facial features including eyebrows, eyes, mouth and nose 
are first detected and localized. Thus, a first processing step of face detection and 
pose estimation is carried out as described below, to be followed by the actual facial 
feature extraction process described in the following section. At this stage, it is 
assumed that an image of the user at neutral expression is available, either a-priori, or 
captured before interaction with the proposed system starts.  

The goal of face detection is to determine whether or not there are faces in the 
image, and if yes, return the image location and extent of each face [30]. Face 
detection can be performed with a variety of methods. In this paper we used 
nonparametric discriminant analysis with a Support Vector Machine (SVM) which 
classifies face and non-face areas reducing the training problem dimension to a 
fraction of the original with negligible loss of classification performance [44],[10].  
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(a) (b) 

Fig. 3. Feature-Candidate areas: (a) full frame (352x288). (b) zoomed (90x125). 

The face detection step provides a rectangle head boundary which includes all 
facial features as shown in Fig. 3. The latter can be then segmented roughly using 
static anthropometric rules into three overlapping rectangle regions of interest which 
include both facial features and facial background; these three feature-candidate 
areas include the left eye/eyebrow, the right eye/eyebrow and the mouth. In the 
following we utilize these areas to initialize the feature extraction process. Scaling 
does not affect feature-candidate area detection, since the latter is proportional to the 
head boundary extent, extracted by the face detector. 

The accuracy of feature extraction depends on head pose. In this paper we are 
mainly concerned with roll rotation, since it is the most frequent rotation encountered 
in real life video sequences. Small head yaw and pitch rotations which do not lead to 
feature occlusion do not have a significant impact on facial expression recognition. 
The face detection techniques described in the former section is able to cope with 
head roll rotations up to 30o. This is a quite satisfactory range in which the feature-
candidate areas are large enough so that the eyes reside in the eye-candidate search 
areas defined by the initial segmentation of a rotated face. 

To estimate the head pose we first locate the left and right eyes in the detected 
corresponding eye candidate areas. After locating the eyes, we can estimate head roll 
rotation by calculating the angle between the horizontal plane and the line defined by 
the eye centers. To increase speed and reduce memory requirements, the eyes are not 
detected on every frame using the neural network. Instead, after the eyes are located 
in the first frame, two square grayscale eye templates are created, containing each of 
the eyes and a small area around them. The size of the templates is half the eye-center 
distance (bipupil breadth, Dbp). For the following frames, the eyes are located inside 
the two eye-candidate areas, using template matching which is performed by finding 
the location where the sum of absolute differences (SAD) is minimized.  

After head pose is computed, the head is rotated to an upright position and new 
feature-candidate segmentation is performed on the head using the same rules so as to 
ensure facial features reside inside their respective candidate regions. These regions 
containing the facial features are used as input for the facial feature extraction stage, 
described in the following section. 
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3.2   Automatic Facial Feature Detection and Boundary Extraction 

To be able to compute MPEG-4 FAPs, precise feature boundaries for the eyes, 
eyebrows and mouth have to be extracted. Eye boundary detection is usually 
performed by detecting the special color characteristics of the eye area [47], by using 
luminance projections, reverse skin probabilities or eye model fitting. Mouth 
boundary detection in the case of a closed mouth is a relatively easily accomplished 
task. In case of an open mouth, several methods have been proposed which make use 
of intensity or color information. Color estimation is very sensitive to environmental 
conditions, such as lighting or capturing camera’s characteristics and precision. 
Model fitting usually depends on ellipse or circle fitting, using Hough-like voting or 
corner detection [23]. Those techniques while providing accurate results in high 
resolution images, are unable to perform well with low video resolution which lack 
high frequency properties; such properties which are essential for efficient corner 
detection and feature border trackability [8], are usually lost due to analogue video 
media transcoding or low quality digital video compression. 

In this work, nose detection and eyebrow mask extraction are performed in a single 
stage, while for eyes and mouth which are more difficult to handle, multiple (four in 
our case) masks are created taking advantage of our knowledge about different 
properties of the feature area; the latter are then combined to provide the final 
estimates as shown in Fig. 4. More technical details can be found at [50]. 

3.2.1   Eye Boundary Detection 
Luminance and color information fusion mask tries to refine eye boundaries extracted 
by the neural network described earlier building on the fact that eyelids usually appear 
darker than skin due to eyelashes and are almost always adjacent to the iris. The 
initial mask provided by the neural network is thresholded and the distance 
transformation of the resulting mask gives as the first eye mask. 

This second approach is based on eyelid edge detection. Eyelids reside above and 
below the eye centre, which has already been estimated by the neural network. Taking 
advantage of their mainly horizontal orientation, eyelids are easily located through 
edge detection. By combining the canny edge detector and the vertical gradient we are 
locating the eyelids and the space between them is considered the eye mask. 

A third mask is created for each of the eyes to strengthen the final mask fusion 
stage. This mask is created using a region growing technique; the latter usually gives 
very good segmentation results corresponding well to the observed edges. 
Construction of this mask relies on the fact that facial texture is more complex and 
darker inside the eye area and especially in the eyelid-sclera-iris borders, than in the 
areas around them. Instead of using an edge density criterion, we developed a simple 
but effective iterative method to estimate both the eye centre and eye mask based on 
the standard deviation of the luminance channel. 

Finally, a second luminance-based mask is constructed for eye/eyelid border 
extraction. In this mask, we compute the normal luminance probability resembling to 
the mean luminance value of eye area defined by the NN mask. From the resulting  
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(a) (b) (c) 

Fig. 4. Eye masks 

probability mask, the areas with a given confidence interval are selected and small  
gaps are closed with morphological filtering. The result is usually a blob depicting the 
boundaries of the eye. In some cases, the luminance values around the eye are very 
low due to shadows from the eyebrows and the upper part of the nose. To improve the 
outcome in such cases, the detected blob is cut vertically at its thinnest points from 
both sides of the eye centre; the resulting mask’s convex hull is used as the 
Luminance mask (Figure 4). 

3.2.2   Eyebrow Boundary Detection 
Eyebrows are extracted based on the fact that they have a simple directional shape 
and that they are located on the forehead, which due to its protrusion, has a mostly 
uniform illumination. Each of the left and right eye and eyebrow-candidate images 
shown in Figure 3 is used for brow mask construction.  

The first step in eyebrow detection is the construction of an edge map of the 
grayscale eye/eyebrow-candidate image. This map is constructed by subtracting the 
dilation and erosion of the grayscale image using a line structuring element of size n and 
then thresholding the result. The selected edge detection mechanism is appropriate for 
eyebrows because it can be directional; it preserves the feature’s original size and can be 
combined with a threshold to remove smaller skin anomalies such as wrinkles. The 
above procedure can be considered as a non-linear high-pass filter.  

 

 
(a) 

 
(b) 

Fig. 5. (a) eyebrow-candidates. (b) selected eyebrow mask. 

Each connected component on the edge map is labeled and then tested against a set 
of filtering criteria. These criteria were formed through statistical analysis of the 
eyebrow lengths and positions on 20 persons of the ERMIS SAL database [10]. 
Firstly, the major axis is found for each component through principal component 
analysis (PCA). All components whose major axis has an angle of more than 30 
degrees with the horizontal plane are removed from the set. From the remaining 
components, those whose axis length is smaller than a given threshold are removed. 
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Finally components with a lateral distance from the eye centre greater than a threshold 
calculated by anthropometric criteria are removed and the top-most remaining is 
selected resulting in the eyebrow mask (see Fig. 5). 

3.2.3   Nose Localization 
The nose is not used for expression estimation by itself, but is a fixed point that 
facilitates distance measurements for FAP estimation, thus, its boundaries do not have 
to be precisely located. Nose localization is a feature frequently used for face tracking 
and usually based on nostril localization; nostrils are easily detected based on their 
low intensity. Since inter-ocular distance in our images in the order of 50 pixels, 
nostril motion is limited, making them almost fixed and a good choice for a reference 
point. 

 
(a) 

 
(b) 

Fig. 6. (a) nostril candidates. (b) selected nostrils. 

The facial area above the mouth-candidate components area is used for nose 
location. The respective luminance image is thresholded and connected objects of the 
derived binary map are labeled. In bad lighting conditions, long shadows may exist 
along either side of the nose. For this reason, anthropometric data about the distance 
of left and right eyes (bipupil breadth, etc.) is used to reduce the number of candidate 
objects. This has proven to be an effective way to remove most outliers without 
causing false negative results while generating the nostril mask shown in Figure 6a.  

Horizontal nose coordinate is predicted from the coordinates of the two eyes. Each 
of the connected component horizontal distances from the predicted nose centre is 
compared to the average inter-nostril distance and components with the largest ones 
are considered as outliers. Those who qualify enter two separate lists, one including 
left-nostril candidates and one with right-nostril candidates based on their proximity 
to the left or right eye. Those lists are sorted according to their luminance and the two 
objects with the lowest values are retained from each list. The largest object is finally 
kept from each list and labeled as the left and right nostril respectively, as shown in 
Figure 6b. The nose centre is defined as the midpoint of the nostrils. 

3.2.4   Mouth Detection 
At first, mouth boundary extraction is performed on the mouth-candidate facial area 
depicted in Figure 3. An MLP neural network is trained to identify the mouth region 
using the neutral image. Since the mouth is closed in the neutral image, a long low-
luminance region exists between the lips. The initial mouth-candidate luminance 
image is simplified to reduce the presence of noise, remove redundant information 
and produce a smooth image that consists mostly of flat and large regions of interest. 



 Modeling Naturalistic Affective States Via Facial, Vocal, and Bodily Expressions 101 

Alternating Sequential Filtering by Reconstruction (ASFR) is thus performed on the 
initial mouth mask to produce a filtered image. ASFR ensures preservation of object 
boundaries through the use of connected operators [25]. The major axis of each 
connected component is computed through PCA analysis, and the one with the 
longest axis is selected. The latter is subsequently dilated vertically and this procedure 
results in a mask which includes the lips. The neural network trained on the neutral-
expression frame, is then used on other frames to produce an estimate of the mouth 
area: neural network output on the mouth-candidate image is thresholded and those 
areas with high confidence are kept, to form a binary map containing several small 
sub-areas. The convex hull of these areas is calculated to generate the first final mask. 

The second approach which produces a generic edge connection mask, the mouth 
luminance channel is again filtered using ASFR for image simplification. The 
horizontal morphological gradient of the original mouth mask is calculated similarly 
to the eyebrow binary edge map detection resulting in an intermediate mask. Since the 
nose has already been detected, its vertical position is known. The connected elements 
of the intermediate mask are labeled and those too close to the nose are removed. 
From the rest of the map, very small objects are removed by thresholding. 
Morphological closing is then performed and the longest of the remaining objects in 
horizontal sense is selected as the second mouth mask.  

The problem of most intensity-based methods, that try to estimate mouth opening, 
is existence of upper teeth, i.e., those appearing between the upper and lower lip 
altering saturation and intensity uniformity. A new method is proposed next to cope 
with this problem. First, the mouth-candidate luminance channel is thresholded using 
a low threshold providing an estimate of the mouth interior area, or the area between 
the lips in case of a closed mouth. The threshold used is estimated adaptively. 

In the resulting binary map, all connected objects adjacent to the border are 
removed. We now examine two cases separately: either we have no apparent teeth 
and the mouth area is denoted by a cohesive dark area (case 1) or teeth are apparent 
and thus two dark areas appear at both sides of the teeth (case 2). It should be noted 
that those areas appear even in large extensive smiles. The largest connected object is 
then selected and its centroid is found. If the horizontal position of its centroid is near 
the horizontal nose position case 1 is selected, otherwise case 2 is assumed to occur 
and two dark areas appear at both sides of the teeth. The two cases are quite 
distinguishable through this process. In case 2, the second largest connected object is 
also selected. A new binary map is created containing either one object in case 1 or 
both objects in case 2; the convex hull of this map is then calculated. 

The detected lip corners provide a robust estimation of mouth horizontal extent but 
are not adequate to detect mouth opening. Therefore, the latter binary mask is 
expanded to include the lower lips. An edge map is created as follows: the mouth 
image gradient is calculated in the horizontal direction, and is thresholded by the 
median of its positive values. This mask contains objects close to the lower middle 
part of the mouth, which are sometimes missed because of the lower teeth. The two 
masks have to be combined to a final mask. An effective way of achieving this is to 
keep from both masks objects which are close to each other. 



102 K. Karpouzis et al. 

3.3   Final Masks Generation and Confidence Estimation 

Each facial feature’s masks must be fused together to produce a final mask for that 
feature. The most common problems, especially encountered in low quality input 
images, include connection with other feature boundaries or mask dislocation due to 
noise. In some cases some masks may have completely missed their goal and provide 
a completely invalid result. Outliers such as illumination changes and compression 
artifacts cannot be predicted and so individual masks have to be re-evaluated and 
combined on each new frame.  

The proposed algorithms presented in the previous sections produce a mask for 
each eyebrow, nose coordinates, four intermediate mask estimates for each eye and 
three intermediate mouth mask estimates. The four masks for each eye and three 
mouth masks must be fused to produce a final mask for each feature. Since validation 
can only be done on the end result of each intermediate mask, we unfortunately 
cannot give different parts of each intermediate mask different confidence values, so 
each pixel of those masks will share the same value (see Fig. 7). We propose 
validation through testing against a set of anthropometric conformity criteria. Since, 
however some of these criteria relate either to aesthetics or to transient feature 
properties, we cannot apply strict anthropometric judgment.  

 
 

 

  

Fig. 7. Final masks for the frames shown in Fig. 1 
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For each mask of every feature, we employ a set of validation measurements, 
which are then combined to a final validation tag for that mask. Each measurement 
produces a validation estimate value depending on how close it is to the usually 
expected feature shape and position, in the neutral expression. Expected values for 
these measurements are defined from anthropometry data [18] and from images 
extracted from video sequences of 20 persons in our database [10]. Thus, a validation 
tag between [0,1] is attached to each mask, with higher values denoting proximity to 
the most expected measurement values. We want masks with very low validation tags 
to be discarded from the fusion process and thus those are also prevented from 
contribution on final validation tags.  

3.4   From FP to FAP Estimation 

A 25-dimensional distance vector is created containing vertical and horizontal 
distances between 19 extracted FPs, as shown in Fig. 8. Distances are normalized 
using scale-invariant MPEG-4 units, i.e. ENS, MNS, MW, IRISD and ES 36. Unit 
bases are measured directly from FP distances on the neutral image; for example ES 
is calculated as |FP9,FP13|. 

The distance vector is created once for the neutral-expression image and for each of 
the subsequent frames FAPs are calculated by comparing them with the neutral frame. 
The value of each FAP is calculated from a set of geometric rules based on variations of 
distances from immovable points on the face. For example, the inner eyebrow FAPs are 
calculated by projecting vertically the distance of the inner eye corners, points 8 and 12 
in Figure 8, to points 3 and 6 and comparing it to their distance in the neutral frame. A 
more detailed discussion on this procedure is found at [5].  

 

Fig. 8. Feature Point Distances 
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4   Hand Gesture Analysis 

In order to extract emotion-related features through hand movement, we implemented 
a lightweight hand-tracking subsystem [22, 51]. The purpose of this subsystem was 
not gesture recognition per se, but the extraction of quantitative parameters related to 
expressivity [12, 7]; as a result, emphasis is on detailed tracking, e.g. in the case of 
occlusion, but on quick calculation of the position of the hands. The low-level part of 
the process involves the creation of moving skin masks, namely skin color areas which 
are tracked between subsequent frames. By tracking the centroid of those skin masks 
we produce an estimate of the user’s movements, exploiting also the fact that in the 
 

  

Fig. 9. Initial color mask created with skin 
detection 

Fig. 10. Initial motion mask after pixel differ-
ence thresholded to 10% of maximum 

 
 

Fig. 11. Detected moving hand segments 
after morphological reconstruction 

Fig. 12. Tracking of both hand objects in the 
“clapping” sequence 
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context is MMI applications, one expects to locate the head in the middle area of 
upper half of the frame and the hand segments near the respective lower corners. 

For each given frame, a skin color probability matrix is computed by calculating 
the joint thresholded probability of the Cr/Cb image values (Fig. 9). Candidate areas 
for the ‘possible-motion mask’ are found by thresholding the difference pixels 
between the current frame and the next, resulting to Fig. 10; in essence, this mask is 
used to constrain processing only to moving, hence expressive, parts of the image. In 
the following, morphological filtering is employed on both masks in order to 
eliminate artifacts created by noise and background objects with color similar to the 
skin. The final moving skin mask is then created by fusing the processed skin and 
motion masks through the morphological reconstruction of the color mask using the 
motion mask as marker. The result of this process, after excluding the head object is 
shown in Fig. 11. The moving skin mask consists of many large connected areas. For 
the next frame a new moving skin mask is created, and a one-to-one object 
correspondence is performed. Object correspondence between two frames is 
performed on the color mask and is based on object centroid distance for objects of 
similar (at least 50%) area. In Fig. 12, red markers represent the position of the 
centroid of the detected right hand of the user, while green markers correspond to the 
left hand. In the case of hand object merging and splitting, e.g. in the case of clapping, 
we establish a new matching of the left-most candidate object to the user's right hand 
and the right-most object to the left hand. 

The results of this first step are utilized to calculate the gesture expressivity 
parameters [7]. Table 2 shows the effect that each expressivity parameter has on the 
production of facial expressions and hand gestures. The Spatial Extent (SPC) 
parameter modulates the amplitude of the movement of arms, wrists (involved in the 
animation of a gesture), head and eyebrows (involved in the animation of a facial 
expression); it influences how wide or narrow their displacement will be during the 
final animation. For example let us consider the eyebrows rising in the expression of 
surprise: if the value of the Spatial Extent parameter is very high the final position of 
the eyebrows will be very high in the forehead (i.e. the eyebrows move under a strong 
of muscular contraction). The Temporal Extent (TMP) parameter shortens or 
lengthens the motion of the preparation and retraction phases of the gesture as well as 
the onset and offset duration for facial expression. On of the effect on the face is to 
speed up or slow down the rising/lowering of the eyebrows. The agent animation is 
generated by defining some key frames and computing the interpolation curves 
passing through these frames. The Fluidity (FLT) and Power (PWR) parameters act 
on the interpolation curves. Fluidity increases/reduces the continuity of the curves 
allowing the system to generate more/less smooth animations. Let us consider its 
effect on the head: if the value of the Fluidity parameter is very low the resulting 
curve of the head movement will appear as generated through linear interpolation. 
Thus, during its final animation the head will have a jerky movement. Power 
introduces a gesture/expression overshooting, that is a little lapse of time in which the 
body part involved by the gesture reaches a point in space further than the final one. 
For example the frown displayed in the expression of anger will be stronger for a 
short period of time, and then the eyebrows will reach the final position. The last 
parameter, Repetition (REP), exerts an influence on gestures and head movements. It 
increases the number of stroke of gestures to obtain repetition of the gestures  
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Table 2. Expressivity parameters and effect on low-level features 

 HEAD 
FACIAL 
EXPRESSION 

GESTURE 

SPC 
wider/narrower 
movement 

increased/decreased 
muscular contraction 

wider/narrower 
movement 

TMP 
shorter/longer 
movement speed 

shorter/longer 
onset and offset 

shorter/longer speed 
of preparation and 
retraction phases 

FLT 
increases/reduces 
continuity of 
head movement 

increases/reduces 
continuity of 
muscular contraction 

increases/reduces 
continuity between 
consecutive gestures 

PWR 
higher/shorter 
head 
overshooting 

higher/shorter 
muscular contraction 
overshooting 

more/less 
stroke 
acceleration 

REP 
more/less 
number of 
nods and shakes 

not 
implemented 
yet 

more/less 
number of repetitions 
of the same stroke 

themselves in the final animation. Let us consider the gesture "wrists going up and 
down in front of the body with open hands and palms up", a high value of the 
Repetition parameter will increase the number of the up and down movements. On the 
other hand this parameter decreases the time period of head nods and head shakes to 
obtain more nods and shakes in the same lapse of time. 

5   Extraction of Acoustic Features 

The features used in this work are exclusively based on prosody and related to pitch 
and rhythm. All information related to emotion that one can extract from pitch is 
probably not only in these features, but the motivation of this approach is in the desire 
to develop and use a high level of speech prosody analysis, calculate as many features 
as possible and then reduce them to those uncorrelated with each other and relevant to 
expressivity ([42], [40]).  

We analyzed each tune with a method employing prosodic representation based on 
perception called ‘Prosogram’ [39]. Prosogram is based on a stylization of the 
fundamental frequency data (contour) for vocalic (or syllabic) nuclei. It gives globally 
for each voiced nucleus a pitch and a length. According to a 'glissando treshold' in 
some cases we don’t get a fixed pitch but one or more lines to define the evolution of 
pitch for this nucleus. This representation is in a way similar to the 'piano roll' 
representation used in music sequencers. This method, based on the Praat 
environment, offers the possibility of automatic segmentation based both on voiced 
part and energy maxima. From this model - representation stylization we extracted 
several types of features: pitch interval based features, nucleus length features and 
distances between nuclei. 

In musical theory, ordered pitch interval is the distance in semitones between two 
pitches upwards or downwards. For instance, the interval from C to G upward is 7, 
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but the interval from G to C downwards is −7. Using integer notation (and eventually 
modulo 12) ordered pitch interval, ip, may be defined, for any two pitches x and y, as:  

,

,

ip y x x y

ip x y y x

= −

= −
                                                    (1) 

In this study we considered pitch intervals between successive voiced nuclei. For 

any two pitches x and y, where x precedes y, we calculate the interval ,ip x y y x= − , 

then deduce the following features. 
For each tune, feature (f1) is the minimum of all the successive intervals in the 

tune. In a similar way, we extract the maximum (f2), the range (absolute difference 
between minimum and maximum) (f3), of all the successive intervals in each tune. 
Using the same measure, we also deduce the number of positive intervals (f4) and the 
number of negative intervals (f5). Using the absolute value, a measure equivalent to 
the unordered pitch interval in music theory, we deduce a series of similar features: 
minimum (f6), maximum (f7), mean (f8) and range (f9) of the pitch interval. Another 
series of features is also deduced from the ratio between successive intervals, here 
again maximum (f10), minimum (f11), mean (f12) and range (f13) of these ratios give 
the related features. In addition to the aforementioned features, the usual pitch 
features have also been used such as fundamental frequency minimum (f14), 
maximum (f15), mean (f16) and range (f17). The global slope of the pitch curve (f18), 
using linear regression, has also been added. 

As was previously said, each segment (voiced ‘nucleus’ if it is voiced) of this 
representation has a length, and this has also been used in each tune to extract features 
related to rhythm. These features are, as previously, maximum (f19), minimum (f20), 
mean (f21) and range (f22). Distances between segments have also been used as 
features and the four last features we used are maximum (f23), minimum (f24), mean 
(f25) and range (f26) of these distances. 

6   Fusion of Visual and Acoustic Features  

As primary material we consider the audiovisual content collected using the SAL 
approach. This material was labeled using FeelTrace [43] by four labelers. The 
activation-valence coordinates from the four labelers were initially clustered into 
quadrants [42] and were then statistically processed so that a majority decision could 
be obtained about the unique emotion describing the given moment. The corpus under 
investigation was segmented into 1000 tunes of varying length. For every tune, the 
input vector consisted of the FAPs and expressivity parameters produced by the 
processing of the frames of the tune plus one value per SBPF (Segment Based 
Prosodic Feature) per tune. The fusion was performed on a frame basis, meaning that 
the values of the SBPFs were repeated for every frame of the tune. This approach was 
preferred because it preserved the maximum of the available information since SBPFs 
are only meaningful for a certain time period and cannot be calculated per frame.  
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The implementation of a RNN we used was based on an Elman network [20], [35]. 
The input vectors were formed as described earlier and the output classes were 4  
(3 for the possible emotion quadrants, since the data for the positive/passive quadrant 
was negligible, and one for neutral affective state) resulting in a dataset consisting of 
around 13,000 records. The classification efficiency for the unimodal case was 
measured at 67% (visual) and 73% (prosody), but combining all modalities increased 
mean recognition rate to 82%. As is illustrated in Fig. 13, the ability of the network to 
adapt to and overcome possible feature extraction errors in a single frame rises with 
the length of the tune in question, reaching more than 85% for tunes lasting more than 
a few seconds. Besides this, the network shows impressive ability to differentiate 
between half planes, especially in the case of activation (active vs. passive emotions). 

 

Fig. 13. Quadrant recognition rate over tune length (horizontal axis in intervals of 0.8 sec) 

  
(a) (b) 

Fig. 14. (a) Positive-Negative recognition rate, (b) Active-Passive recognition rate, horizontal 
axis shows tune length in 0.2 sec units 
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7   Conclusions – Future Work 

Naturalistic data goes beyond extreme emotions and concentrates on more natural 
emotional episodes that happen more frequently in everyday discourse. In this paper, 
we described a feature-based approach that tackles most of the intricacies of every-
day audiovisual HCI and models the time-varying nature of these features in cases of 
expressivity. Most approaches focus on the detection of visual features in pre-
recorded, acted datasets and the utilization of machine learning algorithms to estimate 
the illustrated emotions. Even in cases of multimodality, features are fed into the 
machine learning algorithms without any real attempt to find structure and 
correlations between the features themselves and the estimated result. Neural 
networks are a nice solution to finding such relations, thus coming up with 
comprehensible connections between the input (features) and the output (emotion). 

The fact that we use naturalistic and not acted data introduces a number of 
interesting issues, for example segmentation of the discourse in tunes. During the 
experiment, tunes containing a small number of frames (less than 5 frames, i.e. 0.2 
seconds) were found to be error prone and classified close to chance level (not better 
than 37%). This is attributed to the fact that emotion in the speech channel needs at 
least half a second to be expressed via wording, as well as to the internal structure of 
the Elman network which works better with a short-term memory of ten frames. From 
a labeling point of view, ratings from four labelers are available; in some cases, 
experts would disagree in more than 40% of the frames in a single tune. In order to 
integrate this fact, the decision system has to take into account the interlabeller 
disagreement, by comparing this to the level of disagreement with the automatic 
estimation. One way to achieve this, is the modification of the Williams Index [13], 
which is used to this effect for the visual channel in [50]. 

A future direction regarding the features themselves is to model the correlation 
between phonemes and FAPs. In general, feature points from the mouth area do not 
contribute much when the subject is speaking; however, consistent phoneme detection 
could help differentiate expression-related deformation (e.g. a smile) to speech-
related. Regarding the speech channel, the multitude of the currently detected features 
is hampering the training algorithms. To overcome this, we need to evaluate the 
importance/prominence of features so as to conclude on the influence they have on 
emotional transition.  
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Abstract. Computer models can be used to investigate the role of emotion in 
learning. Here we present EARL, our framework for the systematic study of the 
relation between emotion, adaptation and reinforcement learning (RL). EARL 
enables the study of, among other things, communicated affect as reinforcement 
to the robot; the focus of this chapter. In humans, emotions are crucial to 
learning. For example, a parent—observing a child—uses emotional expression 
to encourage or discourage specific behaviors. Emotional expression can 
therefore be a reinforcement signal to a child. We hypothesize that affective 
facial expressions facilitate robot learning, and compare a social setting with a 
non-social one to test this. The non-social setting consists of a simulated robot 
that learns to solve a typical RL task in a continuous grid-world environment. 
The social setting additionally consists of a human (parent) observing the 
simulated robot (child). The human’s emotional expressions are analyzed in real 
time and converted to an additional reinforcement signal used by the robot; 
positive expressions result in reward, negative expressions in punishment. We 
quantitatively show that the “social robot” indeed learns to solve its task 
significantly faster than its “non-social sibling”. We conclude that this presents 
strong evidence for the potential benefit of affective communication with 
humans in the reinforcement learning loop. 

Keywords: Reinforcement Learning, Affect, Human-in-the-Loop. 

1   Introduction 

In humans, emotion influences thought and behavior in many ways [16][17][19][38]. 
For example, emotion influences how humans process information by controlling the 
broadness versus the narrowness of attention. Also, emotion functions as a social 
signal that communicates reinforcement of behavior in, e.g., parent-child relations. 
Computational modeling (including robot modeling) has proven to be a viable method 
of investigating the relation between emotion and learning [11][24], emotion and 
problem solving [3][6], emotion and social robots [7] (for review see [20]), and 
emotion, motivation and behavior selection [2][5][15][46]. Although many 
approaches exist and much work has been done on computational modeling of 
emotional influences on thought and behavior, none explicitly targets the study of the 
relation between emotion and learning using a complete end-to-end framework in a 
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reinforcement learning context1. By this we mean a framework that enables 
systematic quantitative study of the relation between affect and RL in a large variety 
of ways, including (a) affect as reinforcement to the robot (both internally generated 
as well as socially communicated), (b) affect as perceptual feature to the robot (again 
internally generated and social), (c) affect resulting from reinforced robot behavior, 
and (d) affect as meta-parameters for the robot’s learning mechanism. In this chapter 
we present such a framework. We call our framework EARL, short for the systematic 
study of the relation between emotion, adaptation and reinforcement learning. 

1.1   Affect as Reinforcement 

In this chapter we specifically focus on the influence of socially communicated 
emotion on learning in a reinforcement learning context. This work is strongly related 
to research into interactive robot learning based on human advice or guidance 
[35][43]. We briefly review this area of research in Section 2. In the experimental part 
of this chapter we show, using our framework EARL, that human emotional 
expressions can be effectively used as additional reinforcement signal used by a 
simulated robot. Our experimental setting is as follows. 

The robot’s task is to optimize food-finding behavior while navigating through a 
continuous grid world environment. The grid world is not discrete, nor is an attempt 
made to define discrete states based on the continuous input. The gridworld contains 
walls, path and food patches. The robot perceives its direct surroundings as they are, 
and acts by turning and driving. We have developed an action-based learning 
mechanism that learns to predict values of actions based on the current perception of 
the agent (note that in this chapter we use the terms agent and robot interchangeably). 
Every action has its own Multi-Layer Perceptron (MLP) network (see also [28]) that 
learns to predict a modified version of the Q-value for that action [41]. The simulated 
robot does not use a separate training phase; we adopt the so-called certainty 
equivalence hypothesis [27].  

We have used this setup to ensure that our simulation is as close as possible to a 
real world setting: continuous input directly fed into MLP networks. By doing so, we 
hope that observed robot behavior can be extrapolated to the real world: in theory, 
building the actual robot with appropriate sensors and actuators would suffice to 
replicate the results. We explain our modeling method in more detail in Section 4-6. 

As mentioned above, we study the effect of a human’s emotional expression on the 
learning behavior of the robot. As such the simulated robot uses the recognized 
emotion as a motivator for action, while the human uses its expression to signal the 
relevance of certain events (see also, [12]). In humans, emotions are crucial to 
learning. For example, a parent—observing a child—uses emotional expression to 
encourage or discourage specific behaviors. In this case, the emotional expression is 
used to setup an affective communication channel [36] and is used to communicate a 
reinforcement signal to a child. In this chapter we take affect to mean the positiveness 
versus the negativeness (valence) of a situation, object, etc. (see [11][38] and [39] for 
a more detailed argumentation of this point of view, and [47] for a detailed discussion 
                                                           
1 Although the work by Gandanho [24] is a partial exception as it explicitly addresses emotion 

in the context of RL. However, this work does not address social human input and social 
robot output. 
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on the relation between valence and reinforcement learning). In our experiments, a 
human observes a simulated robot while the robot learns to find food. Affect in the 
human’s facial expression is recognized by the robot in real time. As such, a smile is 
interpreted as communicating positive affect and therefore converted to a small 
additional reward (additional to the reinforcement the robot receives from its 
simulated environment). The expression of fear is interpreted as communicating 
negative affect and therefore converted to a small additional punishment. We call this 
the social setting. We vary between three types of social settings: one in which affect 
is a strong reinforcement but only for several learning trials; one in which affect is a 
moderate reinforcement for a longer period of time; and finally one in which affect is 
a moderate reinforcement while (in contrast to the first two types) the robot learns a 
social reward function that maps its perceived state to the social reinforcement. In the 
latter type, the robot can use its learned social reward function when the human stops 
giving social reinforcement. Finally, there is a non-social control setting to which the 
results of the social settings are compared. The non-social setting is a standard 
experimental reinforcement learning setup using the same elements as the social 
setups but without the social reinforcement.  

We hypothesized that robot learning (in a RL context as described above) is 
facilitated by additional social reinforcement. Our experimental results support this 
hypothesis. We compared the learning performance of our simulated robot in the 
social and non-social settings, by analyzing averages of learning curves. The main 
contribution of this research is that it presents quantitative evidence of the fact that a 
human-in-the-loop can boost learning performance in real-time by communicating 
reinforcement using facial expressions, in a non-trivial learning environment. We 
belief this is an important result. It provides a solid base for further study of human 
mediated robot-learning in the context of real-world applicable reinforcement 
learning, using the communication protocol nature has provide for that purpose, i.e., 
emotional expression and recognition. As such, our results add weight to the view that 
robots can be trained and their behaviors optimized using natural social cues. This 
facilitates human-robot interaction and is relevant to human computing [32], to which 
we devote more attention in the discussion. 

1.2   Chapter Layout 

The rest of this chapter is structured as follows. In Section 2 we review related work. 
In Section 3 we discuss, in some detail, affect, emotion and how affect influences 
learning in humans. In Section 4 we briefly introduce EARL, our complete 
framework. In Section 5 we describe how communicated affect is linked to a social 
reinforcement signal. In Section 6, we explain our method of study (e.g., the grid-
world, the learning mechanism). Section 7 discusses the results and Section 8 
discusses these in a broader context and presents concluding remarks and future work. 

2   Interactive Robot Learning 

One of the main reasons for investigating natural ways of giving feedback to robots in 
order for them to be able to adapt themselves is non-expert interaction; the ability of 
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persons not familiar with machine learning to change the behavior of robots in a 
natural way [30][31][43]. Robots can learn from humans in a variety of ways, and 
humans want to teach robots in many different ways [43]. In general there are three 
types of robot teaching: by example, by feedback and by guidance. Our paper focuses 
on a method of interactive robot learning by feedback, but we briefly discuss all three 
approaches in this section. 

2.1   Learning by Example 

In the case of learning by example, robots learn behavior by imitating human 
behavior when that behavior is provided as an example (for review see [9]). The robot 
either imitates the behavior, or imitates getting towards the goal using the behavior as 
example. In the first case the behavior is leading, in the second the intention of the 
behavior is leading. Sometimes, robots can even learn to imitate. This is the case 
when the robot not only learns to imitate behavior, but also learns to imitate in the 
first place. The study presented in this chapter is not related to imitative behavior, as 
the human tutor in our study does not communicate to the robot examples of possible 
behaviors as to how to find the food (solve the task). 

2.2   Learning by Feedback 

Our study falls into the category learning by feedback. In this case the robot learns by 
receiving performance feedback from the human in the form of an additional 
reinforcement signal [10][26][30][31][34[45]. Such signals can come in many forms. 
For example in the study by Isbell et al. [26], their social chatter bot Cobot learns the 
information preferences of its chat partners, by analyzing the chat messages for 
explicit and implicit reward signals (e.g., positive or negative words). These signals 
are then used to adapt its model of providing information to that chat partner. So, 
Cobot effectively uses social feedback as reward, as does our simulated robot. 
However, there are several important differences. Cobot does not address the issue of 
a human observer parenting the robot using affective communication. Instead, it 
learns based on reinforcement extracted from words used by the user during the chat 
sessions in which Cobot is participating. Also, Cobot is not a real-time behaving 
robot, but a chat robot. As a consequence, time constraints related to the exact 
moment of administering reward or punishment are less important. Finally, Cobot is 
restricted regarding its action-taking initiative, while our robot is continuously acting, 
with the observer reacting in real-time. 

Thrun et al. [31] describe how their museum tour-guide robot MINERVA learns 
how to attract attention from humans as well as how to optimize tours (in terms of the 
time available and the exhibits visited). An important task this robot has to learn is 
how to attract people to its tours. The reward signal for learning this task is based on 
the amount of people being close to the robot; too close, however, represents a 
negative reinforcement, so the robot should adapt its attention-attracting behavior to 
maximize having a reasonably sized group waiting around it. In this study, a non-
intrusive measure has been used as basis for the reinforcement signal. This is 
comparable with the approach used by Mitsunaga et al. [30]. They also use non-
intrusive signals (robot-human distance, gaze aversion, and body repositioning) as 
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reinforcement signal to adapt the robot-human distance to a comfortable one. 
Obviously, two key differences between these studies and ours exist: we explicitly use 
the affective channel (facial expression) to communicate reinforcement, and we 
analyzed whether this reinforcement signal helps the simulated robot to solve a task 
that is not related to human-robot interaction per se. 

Studies that are particularly related to ours are the ones by Papudesi and Huber 
[34][35]. They investigate if a composite reward function (composed of the normal 
reinforcement given by the environment and reinforcement based on human advice) 
enhances robot learning of a navigation problem in a grid-based maze. The human-
based part of the reward function is done in quite a clever way. The robot is given a 
set of advice instructions on where to go first or what choice to make at junctions. 
This advice is in terms of state-action pairs, so, a certain action in a certain state 
(representing a location in the maze) is given a slight selection bias. All biases 
together form a bias function (over the state-action space) that can be translated to a 
user-based reinforcement function. This user-based reinforcement is the first part of 
the reward function, and is added to the environment-based reinforcement. Together 
this forms the composite reward function. This composite function is used for 
training. The interesting part is that by using this two-step approach of administering 
user reward, formal analysis of the maximum permissible user-reward values is 
possible. The authors have shown boundaries for the human advice such that several 
problems related to additional user rewards can be overcome, problems such as 
“looping” (due to intermediate user reinforcement, the robot keeps looping through 
the same state-action pairs). The key difference between their approach and ours is 
that we use the facial expression to communicate the reward function, that we have a 
continuous state representation (see Section 6) and that we administer the user’s 
reinforcement directly, without a bias function.  It would be interesting to merge both 
approaches and use facial expression to feed the bias function as defined in [34]. 

2.3   Learning by Guidance 

Learning by guidance is a relatively new approach to interactive human-robot 
learning [42][43][45]. Guidance can be differentiated from feedback and imitation 
(example) in the following way. While feedback gives intentional information after 
the fact, guidance gives intentional information before the fact (anticipatory 
reinforcement; [44]). For example, smiling at a robot after it has taken the right turn 
towards the food (our study), is quite different from proposing a certain turn to the 
robot before it has chosen itself [44]. 

While imitation assumes a sequence of behaviors that lead towards a goal state, 
guidance is about future-directed learning cues and as such is much broader defined. 
For example, showing how to tie shoelaces is very different from drawing a child’s 
attention to the two edges when stuck in the beginning. In general, robot guidance is 
about directing attention, communicating motivational intentions, and proposing 
actions [43]. 

For example in the work by Thomaz and Breazeal [43], the authors show an 
interesting way in which guidance can be added to a standard reinforcement learning 
mechanism. A human can advice the agent to pay more attention to a specific object 
in the problem environment (in this case a learning-to-cook environment, called 
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Sophie’s kitchen, with a simulated robot). The guidance is transformed into an action-
selection bias, such that the simulated robot selects actions that have to do with the 
advised object with higher probability. As such, this approach resembles the one by 
Papudesi and Huber [34]: the behavioral bias is given at the level of state-action pairs, 
not directly at the level of reward and punishment. The main reason why biasing 
action-selection as done by [43] can best be seen as guidance and biasing action-states 
as done by [34] can best be seen as feedback, is the way both studies use the human 
advice. In the former (T&B), the advice is immediately integrated into the action-
selection, and guides the robot’s next actions, while in the latter (P&H) the advice is 
first translated to an additional reward for certain state-action pairs and the resulting 
composite reward function is used for training the robot.  

In a real sense, guidance by biasing action-selection can be seen as narrowing-
down attention towards certain objects or features. By biasing action-selection, certain 
actions have a higher change of being selected than others. This kind of human-robot 
interaction can help solve exploration-exploitation issues in very large state spaces, as 
the human can guide de robot into a useful direction, while the robot still has the 
opportunity to explore [44]. 

3   Affect Influences Learning 

In this chapter we specifically focus on the influence of socially communicated affect 
on learning, i.e., on affectively communicated feedback. Affect and emotion are 
concepts that lack a single concise definition, instead there are many [37]. Therefore 
we first explain our meaning to these concepts. 

3.1   Emotion and Affect 

In general, the term emotion refers to a set of—in social animals—naturally occurring 
phenomena including facial expression, motivation, emotional actions such as fight or 
flight behavior, a tendency to act, and—at least in humans—feelings and cognitive 
appraisal (see, e.g., [40]).  An emotional state is the combined activation of instances 
of a subset of these phenomena, e.g., angry involves a tendency to fight, a typical 
facial expression, a typical negative feeling, etc. Time is another important aspect in 
this context. A short term (intense, object directed) emotional state is often called an 
emotion; while a longer term (less intense, non-object directed) emotional state is 
referred to as mood. The direction of the emotional state, either positive or negative, is 
referred to as affect (e.g., [39]). Affect is often differentiated into two orthogonal 
(independent) variables: valence, a.k.a. pleasure, and arousal [19][39]. Valence refers 
to the positive versus negative aspect of an emotional state. Arousal refers to the 
activity of the organism during that state, i.e., physical readiness. For example, a car 
that passes you in a dangerous manner on the freeway, immediately (time) elicits a 
strongly negative and highly arousing (affect) emotional state that includes the 
expression of anger and fear, feelings of anger and fear, and intense cognitive 
appraisal about what could have gone wrong. On the contrary, learning that one has 
missed the opportunity to meet an old friend involves cognitive appraisal that can 
negatively influence (affect) a person’s mood for a whole day (time), even though the 
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associated emotion is not necessarily arousing (affect). Eating a piece of pie is a more 
positive and biochemical example. This is a bodily, emotion-eliciting event resulting 
in mid-term moderately-positive affect. Eating pie can make a person happy by, e.g., 
triggering fatty-substance and sugar-receptor cells in the mouth. The resulting positive 
feeling typically is not of particularly strong intensity and certainly does not involve 
particularly high or low arousal, but might last for several hours. 

3.2   Emotional Influences 

Emotion influences thought and behavior in many ways. For example, at the 
neurological level, malfunction of certain brain areas not only destroys or diminishes 
the capacity to have (or express) certain emotions, but also has a similar effect on the 
capacity to make sound decisions [17] as well as on the capacity to learn new 
behavior [4]. Behavioral evidence suggests that the ability to have sensations of 
pleasure and pain is strongly connected to basic mechanisms of learning and decision-
making [4]. These findings indicate that brain areas important for emotions are also 
important for “classical” cognition and instrumental learning. 

At the level of cognition, a person's belief about something is updated according to 
the associated emotion: the current emotion is used as information about the 
perceived object [14][21], and emotion is used to make the belief resistant to change 
[22]. Ergo, emotions are “at the heart of what beliefs are about” [23]. 

Emotion plays a role in the regulation of the amount of information processing. For 
instance, Scherer [40] argues that emotion is related to the continuous checking of the 
environment for important stimuli. More resources are allocated to further evaluate 
the implications of an event, only if the stimulus appears important enough. 
Furthermore, in the work of Forgas [21] the relation between emotion and information 
processing strategy is made explicit: the influence of mood on thinking depends on 
the strategy used. In addition to this, it has been found that positive moods favor 
creative thoughts as well as integrative information processing, while negative moods 
favor systematic analysis of incoming stimuli (e.g. [1][25]). 

Emotion also regulates behavior of others. Obvious in human development, 
expression (and subsequent recognition) of emotion is important to communicate 
(dis)approval of the actions of others. This is typically important in parent-child 
relations. Parents use emotional expression to guide behavior of infants. Emotional 
interaction is essential for learning. Striking examples are children with an autistic 
spectrum disorder, typically characterized by a restricted repertoire of behaviors and 
interests, as well as social and communicative impairments such as difficulty in joint 
attention, difficulty recognizing and expressing emotion, and lacking of a social smile 
(for review see [13]). Apparently, children suffering from this disorder have both a 
difficulty in building up a large set of complex behaviors and a difficulty 
understanding emotional expressions and giving the correct social responses to these. 
This disorder provides a clear example of the interplay between learning behaviors 
and being able to process emotional cues. 

As argued by Breazeal and Brooks [8], human emotion is crucial to understanding 
others, as well as ourselves, and this could very well be two equally crucial functions 
for robot emotions. 
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3.3   Socially Communicated Affect 

To summarize, emotion and mood influence thought and behavior in a variety of 
ways, e.g., a person’s mood influences processing style and attention, emotions 
influence how one thinks about objects, situations and persons, and emotion is related 
to learning new behaviors.  

In this study we focus on the role of affect in guiding learning in a social human-
robot setting.  We use affect to denote the positiveness versus negativeness of a 
situation. We ignore the arousal a certain situation might bring. As such, positive 
affect characterizes a situation as good, while negative affect characterizes that 
situation as bad (e.g., [39]). Further, we use affect to refer to the short term timescale: 
i.e., to emotion. We hypothesize that affect communicated by a human observer can 
enhance robot learning. In our study we assume that the recognition of affect 
translates into a reinforcement signal. As such, the robot uses a social reinforcement 
in addition to the reinforcement it receives from its environment while it is building a 
model of the environment using reinforcement learning mechanisms. In the following 
sections we first explain our framework after which we detail our method and discuss 
results and further work. 

4   EARL: A Computational Framework to Study the Relation 
Between Emotion, Adaptation and Reinforcement Learning 

To study the relation between emotion, adaptation and reinforcement learning, we 
have developed an end-to-end framework. The framework consists of four parts: 

• An emotion recognition module, recognizing emotional facial expression in real 
time. 

• A reinforcement learning agent to which the recognized emotion can be fed as 
input. 

• An artificial emotion module slot; this slot can be used to plug into the learning 
agent different models of emotion that produce the artificial emotion of the agent 
as output. The modules can use all of the information that is available to the agent 
(such as action repertoire, reward history, etc.). This emotion can be used by the 
agent as intrinsic reward, as metalearning parameter, or as input for the 
expression module. 

• An expression module, consisting of a robot head with the following degrees of 
freedom: eyes moving up and down, ears moving up and down on the outside, 
lips moving up and down, eyelids moving up and down on the outside, and RGB 
eye colors. 

Emotion recognition is based on quite a crude mechanism based upon the face 
tracking abilities of OpenCV [48]. Our mechanism uses 9 points on the face, each 
defined by a blue sticker: 1 on the tip of the nose, 2 above each eyebrow, 1 at each 
mouth corner and 1 on the upper and lower lip. The recognition module is configured 
to store multiple prototype point constellations. The user is prompted to express a 
certain emotion and press space while doing so. For every emotional expression (in 
the case of our experiment neutral, happy and afraid), the module records the 
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positions of the 9 points relative to the nose. This is a prototype point vector. After 
configuration, to determine the current emotional expression in real time the module 
calculates a weighted distance from the current point vector (read in real-time from a 
web-cam mounted on the computer screen) to the prototype vectors. Different points 
get different weights. This results in an error measure for every prototype expression. 
This error measure is the basis for a normalized vector of recognized emotion 
intensities. The recognition module sends this vector to the agent (e.g., neutral 0.3, 
happy 0.6, fear 0.1). Our choice of weights and features has been inspired by work of 
others (for review see [33]). Of course the state of the art in emotion recognition is 
more advanced than our current approach. However, as our focus is affective learning 
and not the recognition process per se, we contented ourselves with a low fidelity 
solution (working almost perfectly for neutral, happy and afraid, when the user keeps 
the head in about the same position). 

Note that we do not aim at generically recognizing detailed emotional expressions. 
Instead, we tune the recognition module to the individual observer to accommodate 
his/her personal and natural facial expressions. The detail with which this is done 
reflects our experimental needs: extract positive and negative reward signals from the 
observer’s face. In a real-world scenario with observers and robots autonomously 
acting next to each other, a more sophisticated mechanism is needed to correctly read 
reward signals from the observers. Such a mechanism needs to be multi-modal.  

The reinforcement learning agent receives this recognized emotion and can use this 
in multiple ways: as reinforcement, as information (additional state input), as 
metaparameter (e.g., to control learning rate), and as social input directly into its 
emotion model. In this chapter we focus on social reinforcement, and as such focus on 
the recognized emotion being used as additional reward or punishment. The agent, its 
learning mechanism and how it uses the recognized emotion as reinforcement are 
detailed in Sections 5 and 6. 

The artificial emotion model slot enables us to plug in different emotion models 
based on different theories to study their behavior in the context of reinforcement 
learning. For example, we have developed a model based on the theory by Rolls [38], 
who argues that many emotions can be related to reward and punishment and the lack 
thereof. This model enables us to see if the agent’s situation results in a plausible 
(e.g., scored by a set of human observers) emotion emerging from the model. By 
scoring the plausibility of the resulting emotion, we can learn about the compatibility 
of, e.g., Rolls’ emotion theory with reinforcement learning. However, in the current 
study we have not used this module, as we focus on affective input as social 
reinforcement. 

The emotion expression part is a physical robot head. The head can express an 
arbitrary emotion by mapping it to its facial features, again according to a certain 
theory. Currently our head expresses emotions according to the Pleasure Arousal 
Dominance (PAD) model by Mehrabian [29]. We have a continuous mapping from 
the 3-dimensional PAD space to the features of the robot face. As such we do not 
need to explicitly work with emotional categories or intensities of the categories. The 
mapping appears to work quite well, but is in need of validation (again using human 
observers). We have not used the robot head for the studies reported upon in this 
chapter. 
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We now describe in detail how we coupled the recognized human emotion to the 
social reinforcement signal for the robot. Then we explain in detail our adapted 
reinforcement learning mechanism (such that it enabled learning in continuous 
environments), and our method of study as well as our results. 

5   Emotional Expressions as Reinforcement Signal 

As mentioned earlier, emotional expressions and facial expressions in particular can 
be used as social cues for the desirability of a certain action. In other words, an 
emotional expression can express reward and punishment if directed at an individual. 
We focus on communicated affect, i.e., the positiveness versus negativeness of the 
expression. If the human expresses a smile (happy face) this is interpreted as positive 
affect. If the human expresses fear, this is interpreted as negative affect. We interpret 
a neutral face as affectless. 

We have studied the mechanism of communicated affective feedback in a human-
robot interaction setup. The human’s face is analyzed (as explained above) and a 
vector of emotional expression intensities is fed to the learning agent. The agent takes 
the expression with the highest intensity as dominant, and equates this with a social 
reinforcement of, e.g., 2 (happy), −2 (fear) and 0 (neutral). It is important to realize 
that this is a simplified setup, as the human face communicates much more subtle 
affective messages and at the very least is able to communicate the degree of reward 
and punishment. For example, fear and anger are two distinct negative emotions that 
have different meaning and different action-tendencies. Fear involves a tendency to 
avoid and is not directed at an individual (although it can be caused by an individual), 
while anger involves a tendency to approach and is outwardly directed at someone 
else. A little bit of anger might be interpreted as a little bit of punishment, while a lot 
of anger better be interpreted as “don’t ever do this again”. However, to investigate 
our hypothesis (affective human feedback increases robot learning performance) the 
just described mechanism is sufficient. For the sake of simplicity, in this experiment 
we take fear as a “prototype for negative affective facial expression” and happiness as 
a “prototype for positive affective facial expression”. 

The social reinforcement, called rsocial, is simply added to the “normal” 
reinforcement the agent receives from its environment (together forming a composite 
reinforcement). So, if the agent walks on a path somewhere in the gridworld, it 
receives a reinforcement (say 0), but when the user smiles, the resulting actual 
reinforcement becomes 2, while if the user looks afraid, the resulting reinforcement 
becomes −2. 

6   Method 

To study the impact of social reinforcement on robot learning, we have used our 
framework in a simulated continuous gridworld. In this section we explain our 
experimental setup. 
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Fig. 1. The experimental gridworld. The agent is the “circle with nose” in the top right of the 
maze, where the nose denotes its direction. The 8 white dots denote the points perceived by the 
agent. These points are connected to the elements of state s (neural input to the MLPs used by 
the agent) as depicted. This is repeated for all possible features, in our case: path (gray), wall 
(black), and food (light gray), in that order. The e denotes the cell in which social reinforcement 
can be administered through smiling or expression of fear, the 1 and 2 denote key locations at 
which the agent has to learn to differentiate its behavior, i.e., either turn left (1) or right (2). The 
agent starts at b. The task enforces a non-reactive best solution (by which we mean that there is 
no direct mapping from reinforcement to action that enables the agent to find the shortest path 
to the food). If the agent would learn that turning right is good, it would keep walking in 
circles. If the agent learns that turning left is good, it would not get to the food.  

6.1   Continuous Gridworld as Test Environment 

A simulated robot (agent) “lives” in a continuous gridworld environment consisting of 
wall, food and path patches (Figure 1). These are the features of the world observable 
by the agent. The agent cannot walk on walls, but can walk on path and food. Walls 
and path are neutral (have a reinforcement of 0.0), while food has a reinforcement of 
10. One cell in the grid is assumed to be a 20 by 20 object. Even though wall, path 
and food are placed on a grid, the world is continuous in the following sense: the 
agent has real-valued coordinates, moves by turning or walking in a certain direction 
using an arbitrary speed (in our experiments set at 3), and perceives its direct 
surroundings (within a radius of 20) according to its looking direction (one out of 16 
possible directions). The agent uses a “relative eight neighbor metric” meaning that it 
perceives features of the world at 8 points around it, with each point at a distance of 
20 from the center point of the agent and each point at an interval of 1/4 PI radians, 
with the first point always being exactly in front of it (Figure 1). The state perceived 
by the agent (its percept) is a real-valued vector of inputs between 0 and 1; each input 
is defined by the relative contribution of a certain feature in the agent-relative 
direction corresponding to the input. For example, if the agent sees a wall just in front 
of it (i.e., the center point of a wall object is exactly at a distance of 20 as measured 
from the current agent location in its looking direction) the first value in its perceived 
state would be equal to 1. This value can be anywhere between 0 and 1 depending on 
the distance of that point to the feature. For the three types of features, the agent thus 
has 3x8=24 real-valued inputs between 0 and 1 as its perceived world state s  
(Figure 1). As such the agent can approach objects (e.g., a wall) from a large number 
of possible angles and positions, with every intermediate position being possible. For 

path wall      food 1/e 

2 

b 
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all practical purposes, the learning environment can be considered continuous. We did 
not define discrete states based on the continuous input to facilitate learning. Instead 
we chose to use the perceived state as is, to maximize potential transferability of our 
experimental results to real-world robot learning.  

6.2   Reinforcement Learning in Continuous Environments 

Reinforcement learning in continuous environments introduces several important 
problems for standard RL techniques, such as Q learning, mainly because a large 
number of potentially similar states exist as well as a very long path length between 
start and goal states making value propagation difficult. We now briefly explain our 
adapted RL mechanism. As RL in continuous environments is not specifically the 
topic of the chapter we have left out some of the rational for our choices. 

The agent learns to find the path to the food, and optimizes this path. At every step 
the agent takes, the agent updates its model of the expected benefit of a certain action 
as follows. It learns to predict the value of actions in a certain perceived state s, using 
an adapted form of Q learning. The value function, Qa(s), is approximated using a 
Multi-Layer Perceptron (MLP), with 3x8=24 input, 24 hidden, and one output 
neuron(s), with s being the real-valued input to the MLP, a the action to which the 
network belongs, and the output neuron converging to Qa(s). As such, every action of 
the agent (5 in total: forward, left, right, left and forward, right and forward) has its 
own network. The output of the action networks are used as action values in a 
standard Boltzmann action-selection function [41]. An action network is trained on 
the Q value—i.e., Qa(s)←Qa(s)+α(r+γQ(s’)−Qa(s)) —where r is the reward resulting 
from action a in state s, s’ is the resulting next state, Q(s’) the value of state s’, α is 
the learning rate and γ the discount factor [41]. The learning rate equals 1 in our 
experiments (because the learning rate of the MLP is used to control speed of 
learning, not α), and the discount factor equals 0.99. To cope with a continuous 
gridworld, we adapted standard Q learning in the following way: 

First, the value Qa(s) used to train the MLP network for action a is topped such that 
min(r, Qa(s’))<=Qa(s)<=max(r, Q(s’)). As a result, individual Qa(s) values can never 
be larger or smaller than any of the rewards encountered in the world. This enables a 
discount factor close to or equal to 1, needed to efficiently propagate back the food’s 
reward through a long sequence of steps. In continuous, cyclic, worlds, training the 
MLP on normal Q values using a discount factor close to 1 can result in several 
problems not further discussed here. 

Second, per step of the agent, we train the action-state networks not only on 
Qa(s)←Qa(s)+α(r+γQ(s’)−Qa(s)) but also on Qa(s’)←Qa(s’). The latter seems 
unnecessary but is quite important. RL assumes that values are propagated back, but 
MLPs generalize while trained. As a result, training an MLP on Qa(s) also influences 
its value prediction for s’ in the same direction, just because the inputs are very close. 
In effect, part of the value is actually propagated forward; credit is partly assigned to 
what comes next. This violates the RL assumption just mentioned. Note that the value 
Q(s’) is predicted using another MLP, called the value network, that is trained in the 
same way as the action networks using the topped-off value and forward propagation 
compensation. 
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Third, for the agent to better discriminate between situations that are perceptually 
similar, such as position “1” and “2” in Figure 1, for each action-network the agent 
also uses a second network trained on the value of not taking the action. This network 
is trained when other actions are taken but not when the action to which the 
“negation” network belongs is taken. In effect, the agent has two MLPs per action. 
This enables the agent to better learn that, e.g., “right” is good in situation “2” but not 
in situation “1”. Without this “negation” network, the agent learns much less efficient 
(results not shown). To summarize, our agent has 5 actions, it has 11 MLPs in total: 
one to train Q(s), 5 to train Qa(s) and 5 to train −Qa(s). All networks use forward 
propagation compensation and a topped-off value to train upon. The MLP predictions 
for Qa(s) and −Qa(s) are simply added, and the result is used for action-selection. 

6.3   Social vs. Non-social Learning 

To study the effect of communicated affect as social reinforcement, we created the 
following setup. First an agent is trained without social reinforcement. The agent 
repeatedly tries to find the food for 200 trials, i.e., one run. The agent continuously 
learns and acts during these trials. To facilitate learning, we use a common method to 
vary the MLP learning rate and the Boltzmann action selection β derived from 
simulated annealing. The Boltzmann β equals to 3+(trial/200)*(6−3), effectively 
varying from 3 in the first trial to 6 in the last. The MLP learning rate equals to 
0.1−(trial/200)*(0.1−0.001) effectively varying from 0.1 in the first trial to 0.001 in 
the last. We repeated the experiment 200 times, resulting in 200 runs. Average 
learning curves are plotted for these 200 runs using a linear smoothing factor equal to 
6 (Figure 2). 

Second, a new agent is trained with social reinforcement, i.e., a human observer 
looking at the agent with his/her face analyzed by the agent, translating a smile to a 
social reward and a fearful expression to a social punishment. Again, average learning 
curves are plotted using a linear smoothing factor equal to 6, but now based on the 
average per trial over 15 runs (Figure 2). We experimented with three different social 
settings: (a) a moderate social reinforcement, rhuman, from trial 20 to 30, where the 
social reinforcement is either −0.5 or 0.5 (happy vs. fearful, respectively); (b) a strong 
social reinforcement, rhuman, from trial 20 to 25 where social reinforcement is either −2 
or 2, i.e., more extreme social reinforcement but for a shorter period; (c) a social 
reinforcement, rhuman, from trial 29 to 45 where social reinforcement is either −2 or 2 
while (in addition to settings a and b) the agent trains an additional MLP to predict 
the direct social reinforcement, rhuman, based on the current state s. The MLP is trained 
to learn Rsocial(s) as given by the human reinforcement rhuman. After trial 45, the direct 
social reinforcement from the observer, rhuman, is replaced by the learned social 
reinforcement Rsocial(s). So, during the critical period (the trial intervals mentioned) of 
social setting a, b and c, the total reinforcement is a composite reward equal to 
R(s)+rhuman. Only in setting c, and only after the critical period until the end of the run, 
the composite reward equals R(s)+Rsocial(s). In all other periods, the reinforcement is 
as usual, i.e., R(s). As a result, in setting c the agent can continue using an additional 
social reinforcement signal that has been learned based on what its human tutor thinks 
about certain situations. 
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The process of giving affective feedback to a reinforcement learning agent 
appeared to be quite a long, intensive and attention absorbing experience. As a result, 
it was physically impossible to observe the agent during all trials in the entire 
gridworld (after 2 hours of smiling to a computer screen one is exhausted and has 
burning eyes and painful facial muscles). To be able to test our hypothesis, we 
restricted direct social input to (I) a critical learning period defined in terms of a start 
and end trail (as discussed above), and (II) the cell indicated by e (Figure 1). Only 
when the agent moves around in this cell and is in a social input trial, the simulation 
speed of the experiment is set to one action per second enabling affective feedback. 

7   Results 

The results clearly show that learning is facilitated by social reinforcement. In all 
three social settings (Figure 2a, b and c) the agent needs fewer steps to find the food 
during the trials in which the observer provides assistance to the agent by expressing 
positive or negative affect. Interestingly, at the moment the observer stops 
reinforcing, the agent gradually looses the learning benefit it had accumulated. This is 
independent of the size of the social reinforcement (both social learning curves in 
Figure 2a and b show dips that eventually return to the non-social learning curve). 

 

 

Fig. 2. Results of the learning experiments. From top to bottom showing the difference between 
the non-social setting and social setting a, b, and c respectively. 
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Loss of learning benefit as observed in social settings a and b (learning curve 
moving up, starting at trial 30 and 25 respectively) can be easily explained. The social 
reinforcement was not given long enough for the agent to internalize the path to the 
food (i.e., propagate back the food’s reward to the beginning of the path). As soon as 
the observer stops reinforcing, the agent starts to forget these rewards, i.e., the MLPs 
are again trained to predict values as they are without social reinforcement. So, either 
the observer should continue to reinforce until the agent has internalized the solution, 
or the agent needs to be able to build a representation of the social reward function 
and use it when direct social reinforcement is not available. We have experimented 
with the second (social setting c): we enabled the agent to learn the social reward 
function. Now the agent uses direct social reinforcement at the emotional input spot 
(e, Figure 1) during the critical period, and uses its social reward prediction, Rsocial(s), 
when direct social reinforcement stops. Results clearly show that the agent is now 
able to keep the benefit it had accumulated from using social reinforcement (Figure 
2c). These results show that a combination of using social reinforcement and learning 
a social reward function facilitates robot learning, by enabling the robot to quicker 
learn the optimal solution to the food due to the direct social reinforcement as well as 
keep that solution by using its learned social reward function when social 
reinforcement stops. 

8   Conclusion, Discussion and Future Work 

Our results show that affective interaction in human-in-the-loop learning can provide 
a significant benefit to the efficiency of a reinforcement learning robot in a continuous 
grid world. We believe our results are particularly important to human-robot 
interaction for the following reasons. First, advanced robots such as robot 
companions, robot workers, etc., will need to be able to adapt their behavior 
according to human feedback. For humans it is important to be able to give such 
feedback in a natural way, e.g., using emotional expression. Second, humans will not 
want to give feedback all the time, it is therefore important to be able to define critical 
learning periods as well as have an efficient social reward system. We have shown the 
feasibility of both. Social input during the critical learning periods was enough to 
show a learning benefit, and the relatively easy step of adding an MLP to learn the 
social reward function enabled the robot to use the social reward when the observer is 
away.  

We have specifically used an experimental setup that is compatible with a real-
world robot: we have used continuous inputs and MLP-based training of which it is 
known that it can cope with noise and generalize over training examples. As such we 
believe our results can be generalized to real-world robotics. However, this most 
certainly needs to be experimented with. 

A related issue is that the training time needed to learn our (arguably) simple task 
is quite long. This is also due to the representational format of the environment 
resulting in long state-action sequences to the goal state with states that resemble each 
other quite a lot. A discrete world with less, more discriminative, states can use a 
standard form of reinforcement learning and will show a more marked effect of 
intermediate social reinforcement.  
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Future work includes a broader evaluation of the EARL framework including its 
ability to express emotions generated by an emotional model plugged into the RL 
agent. Further, we envision to experiment with controlling metaparameters (such as 
exploration/exploitation and learning rate) based on the agent’s internal emotional 
state or social rewards [3][11][18]. Currently we use simulated annealing-like 
mechanisms to control these parameters. Further, the agent could try to learn what an 
emotional expression predicts. In this case, the agent would use the emotional 
expression of the human in a more pure form (e.g., as a real-valued vector of facial 
feature intensities as part of its perceived state s). This might enable the agent to learn 
what the emotional expression means for itself instead of simply using it as reward. 

As mentioned earlier, no distinction is made between different facial expressions 
that portray positive emotions or negative emotions. For example, no difference is 
made between the meaning of sadness versus anger. Thus, the current setup is highly 
simplified regarding the type of information that can be communicated through the 
affective channel. Future work includes a coupling between other reinforcement 
learning parameters and other aspects of facial expressions. For example, fear 
portrays a future danger and as such could be used by the agent to reconsider its 
current actions used for action-selection. Anger communicates a form of blame: the 
agent should have known better. This could be used to reevaluate (and perhaps 
internally simulate) a stored sequence of recent interactions in order to come up with 
an alterative, more positive, outcome than the current one.  

Another way to extend this work is proposed by Thomaz, Hoffman and Breazeal 
[45]. Currently, the simulated robot is influenced by the human observer only at a 
certain spot in the maze. This is quite limited. However, it has been proposed [7][45] 
that human tutors could very well use a robot’s behavioral cues as a signal to 
intervene with the learning process. For example, agent-to-teacher signals such as 
gaze, gesture and hesitation could be used by the tutor to, for example, propose 
actions to the agent, give motivational feedback etc. [45]. In our setup, we have often 
observed behavior that can be characterized as hesitation (e.g., the simulated robot 
switching between turning left and right but not deciding on really making the 
complete turn to take a branch in the maze). It would be interesting to allow the 
human tutor to influence the robot more freely, and to investigate if (1) humans tend 
to recognize hesitation behavior in our setup and (2) if affective feedback can still be 
used in these circumstances or whether a more guidance-based approach is need at 
these hesitation moments.  

With regards to human computing [32], our work shows two things: real-time 
natural feedback (in our case, facial expressions) is feasible and desirable for robot 
learning, and, a personalized reward function can be learned based on this real-time 
interaction. This is relevant to two issues in human computing: dynamics and 
learning/education. Our work quantitatively shows that dynamic interaction with a 
simulated learning robot, using natural means of input (face) instead of traditional 
means (keyboard, mouse) enhances learning of robot behavior. Our interpretation of 
dynamics in this paper is somewhat different from the dynamics as meant in [32], i.e., 
the dynamics of the behavioral cue itself and the problem of deciphering these 
dynamics. Nevertheless, dynamic interaction is an important issue to human 
computing: one would not want to have to stop the robot before feedback can be 
communicated. Regarding the second issue, i.e., how to learn the user specific 
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meaning to an interactive pattern, we have shown that it is feasible to learn in real-
time a personalized social reward function that the robot can use to train itself. A 
straightforward addition to this work would be to learn multiple social reward 
functions depending on, e.g., user and task context, such that the robot can select 
which reward function to use in what context. This would help the robot adapt to new 
contexts in a lazy and unsupervised way [32]. As we have already mentioned earlier, 
one could use a strategy in which the robot does not directly couple reward to facial 
expressions, but instead learns to couple facial features to reward. Now, a robot could 
first learn what different expressions mean to different users, and subsequently use the 
appropriate reward function to adapt its behavior. 

Finally, a somewhat futuristic possibility is actually quite close: affective Robot-
Robot interaction. Using our setup, it is quite easy to train one robot in a certain 
environment (parent), make it observe an untrained robot in that same environment 
(child), and enable it to express its emotion as generated by its emotion model using 
its robot head, an expression recognized and translated into social rewards by the 
child robot. Apart from the fact that it is somewhat dubious if such a setup is actually 
useful (why not send the social reward as a value through a wireless connection to the 
child), it would enable robots to use the same communication protocol as humans. 

Regarding the “usefulness” argument just put forward, it seems to apply to our 
experiment as well. Why didn’t we just simulate affective feedback by pushing a 
button for positive reward and pushing another for negative reward (or even worse, by 
simulating a button press)? From the point of view of the robot this is entirely true, 
however, from the point of view of the human—and therefore the point of view of the 
human-robot interaction—not at all. Humans naturally communicate social signals 
using there face, not by pushing buttons. The process of expressing an emotion is 
quite different from the process of pushing a button, even if it was only for the fact 
that it takes more time and effort to initiate the expression and that the perception of 
an expression is the perception of a process not a discrete event (like a button press). 
In a real-world scenario with a mobile robot in front of you it would be quite 
awkward to have to push buttons instead of just smile when you are happy about its 
behavior. Further it would be quite useful if the robot could recognize you being 
happy or sad and gradually learn to adapt its behavior even when you did not 
intentionally give it a reward or punishment. Abstracting away from the actual 
affective interaction patterns between the human and the robot in our experiment 
would have rendered the experiment almost completely trivial. Nobody would be 
surprised to see that the robot learns better if an intermediate reward is given halfway 
its route towards food. Our aim was to investigate if affective communication can 
enhance learning in a reinforcement learning setting. Taking out the affective part 
would have been quite strange indeed. 
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Abstract. This work addresses the problem of human action recogni-
tion by introducing a representation of a human action as a collection
of short trajectories that are extracted in areas of the scene with sig-
nificant amount of visual activity. The trajectories are extracted by an
auxiliary particle filtering tracking scheme that is initialized at points
that are considered salient both in space and time. The spatiotemporal
salient points are detected by measuring the variations in the informa-
tion content of pixel neighborhoods in space and time. We implement an
online background estimation algorithm in order to deal with inadequate
localization of the salient points on the moving parts in the scene, and to
improve the overall performance of the particle filter tracking scheme. We
use a variant of the Longest Common Subsequence algorithm (LCSS) in
order to compare different sets of trajectories corresponding to different
actions. We use Relevance Vector Machines (RVM) in order to address
the classification problem. We propose new kernels for use by the RVM,
which are specifically tailored to the proposed representation of short
trajectories. The basis of these kernels is the modified LCSS distance
of the previous step. We present results on real image sequences from a
small database depicting people performing 12 aerobic exercises.

1 Introduction

With an ever-increasing role of computers and other digital devices in our soci-
ety, one of the main foci of the research in Artificial Intelligence should be on
Emerging Human-Machine Systems. A related, crucial issue is that of Human-
Machine Interaction (HMI). A long-term goal in HMI research is to approach
the naturalness of human-human interaction. This means integrating ’natural’
means that humans employ to interact with each other into the HMI designs.
With this motivation, automatic speech recognition and synthesis have been
the topics of research for decades. Recently, other human interactive modalities
such as facial and body gestures have also gained interest as potential modes
of HMI. The analysis of what is present in a scene is an essential issue in the
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development of natural Human-Machine interfaces. Who is in the scene, what
is (s)he doing, and how is (s)he doing it, are essential questions that should be
answered if natural interfaces that are non-obtrusive and informative for the
user are to be realized. Vision offers the means to achieve this. It also repre-
sents an essential link to the creation of systems which are able to adapt to
the affective state of their user, leading in this way to an affect-sensitive inter-
action between the user and the machine. Particularly for ambient intelligence,
anticipatory interfaces, and human computing, the key is the ease of use - the
ability to unobtrusively sense certain behavioral cues of the users and to adapt
automatically to their typical behavioral patterns and the context in which they
act [1]. Sensing and interpretation of human behavioral cues play an important
role and are extremely relevant for the development of applications in the fields
of security (video surveillance and monitoring), natural multimodal interfaces,
augmented reality, smart rooms, object-based video compression and driver as-
sistance. Tremendous amount of work has been done in the field in recent years
[2],[3].

In this work we present an unsupervised method for the representation of the
activity taking place in a scene. This method is based on the detection of salient
points in space and time, that correspond to regions with a significant amount of
activity. Subsequently, we track these points in time using a state-estimation ap-
proach in order to reach a representation based on short trajectories. We test the
proposed method using real image sequences of subjects performing several aero-
bic exercises. It can be used, however, to represent any type of activity, including
hand gestures, gait, extraction of motion patterns etc. Possible applications lie
in the area of e-health, where the development of non-stationary, non-intrusive,
non-invasive monitoring inside and outside the clinical environment is essential,
due to demanding patients, aging population and rising costs. The method can
be realized as an adaptive system that will be able to monitor and assess the cor-
rectness of the performed exercise, and will provide an appropriate alternative
(senior) fitness plan, assisting in this way nurses,physical therapists and family
members. The system can also be configured for use at home, to accommodate
elderly but otherwise healthy patients or patients suffering from conditions like
rheumatism and chronic pain.

2 Related Work

2.1 Tracking

The main objective of tracking is to estimate the state xk (e.g. position, pose)
given all the measurements z1:k up to the current time instant k. In a probabilis-
tic framework, this translates in the construction of the a posteriori probability
p(xk|z1:k). Theoretically, the optimal solution in case of Gaussian noise in the
measurements is given by the Kalman filter [4], which yields the posterior being
also Gaussian. Kalman filters and their variants, like the Extended (EKF) and
the Unscented Kalman Filters (UKF) [5], [6], [7] have been extensively used for a
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variety of tracking applications [8], [9]. However, in nonlinear and non-Gaussian
state estimation problems Kalman filters can be significantly off.

To overcome the limitations of Kalman filtering, the classical particle filtering
algorithm, or so-called Condensation algorithm was proposed [10], [11]. The main
idea behind particle filtering is to maintain a set of possible solutions called
particles. Each particle is associated with a weight, the latter expressing the
likelihood of the particle being the actual solution. By maintaining a set of
solutions instead of a single estimate as is done by Kalman filtering, particle
filters are more robust to missing and inaccurate data. The major drawback of
the classic Condensation algorithm, however, is that a large amount of particles
might be wasted because they are propagated into areas with small likelihood. In
order to overcome this problem, a number of variants to the original algorithm
have been proposed, having as a common characteristic the goal of achieving
a more optimal allocation of new particles. Since particle weights determine
how the particles are being resampled, the likelihood function has an essential
influence on the tracking performance [12]. Several attempts have been made in
order to adjust the way new particles are assigned, through the use of kernels
[13], [14], [15], orientation histograms [16] or special transformations like Mean
Shift [17].

Despite the improvement in the tracking performance of the previous methods,
the inherent problem of the classic condensation algorithm, that is, the propaga-
tion of particles in areas of small likelihood is not sufficiently addressed. In order
to effectively deal with this issue, the Auxiliary Particle Filtering (APF) algo-
rithm was proposed by Pitt and Shephard [18]. The APF algorithm operates in
two steps. At first, particles are propagated and their likelihood is evaluated. Sub-
sequently, the algorithm chooses again and propagates the particles according to
the likelihood of the previous step. Since the introduction of the APF algorithm,
a number of variants have been proposed in order to address different issues. In
[19] a modified APF tracking scheme is proposed for the tracking of deformable
facial features, like mouth and eye corners. The method uses an invariant color
distance that incorporates a shape deformation term as an observation model
to deal with the deformations of the face. In order to take into account spatial
constraints between tracked points, the particle filter with factorized likelihoods
is proposed in [20], where the spatial constraints between different facial features
are pre-learned and the proposed scheme tracks constellations of points instead
of a single point, by taking into account these constraints.

Particle filters are often used within a template tracking framework. The ob-
ject’s appearance is captured in the first frame of an image sequence and subse-
quently tracked throughout the end of the sequence. The underlying assumption
behind template tracking is that the object will not significantly change its ap-
pearance throughout the duration of the video. This assumption, however, is not
realistic, since an object can undergo several rotations, deformations or partial
occlusions, making the template no longer an accurate model of the appearance
of the object. A simple but rather naive solution to this problem is to update
the template at every frame with a new template corresponding to the tracked
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position of the object. This approach, however, leads to error accumulation, as
small errors are constantly introduced in the location of the template. As a re-
sult, the template eventually drifts away from the object and in the most cases
gets stuck on the static background of the scene. A compromising solution be-
tween these two extremes is to partially update the template, as the weighted
average (e.g. 90-10 %) of the current and the initial template, a process often
called exponential forgetting. Although this solution offers a somewhat more
robust tracking, by allowing the template to adapt, it does not avoid error accu-
mulation, and there is still a high probability that the template will eventually
drift away from the object.

Matthews et al specifically address the drift problem in [21]. The tracked
template is updated at every frame, while maintaining the initial template spec-
ified in the first frame. To eliminate drift, the new template is aligned every
time to the initial one using a gradient descent rule. This strategy, however, is
most suitable for tracking rigid objects (e.g. cars). For objects whose appearance
changes over time, the authors adopt an approach of template tracking with Ac-
tive Appearance Models (AAM). The appearance model and the template are
updated at every time instance, leading to more robust tracking algorithm. A
similar framework is presented in [22], where a set of adaptive appearance mod-
els are used for motion-based tracking. The appearance model used consists of
three components. The stable component (S ) is used to capture the behavior
of temporally stable and slowly varying image observations, the data outlier or
’lost’ component (L) is used to capture data outliers due to failures in tracking,
occlusion or noise and finally the ’wandering’ component (W ) is used to model
sudden changes in the appearance of the object. The parameters of the model
are adjusted online via EM and the system is tested in tracking scenarios where
a high degree of partial object occlusion occurs. Finally, in [23] a Support Vector
Machine (SVM) is used in order to provide an initial guess for an object position
in the first frame. The position of the initial guess in subsequently refined so that
a local maximum of the SVM score is achieved. The whole framework is called
Support Vector Tracking (SVT) and is implemented in moving vehicle tracking
scenarios.

2.2 Human Activity Tracking and Recognition

A major component in human computing research is localization and tracking
of the human body, either as a whole or as a part (e.g. head,limbs). Especially
for the purposes of scene analysis and activity recognition, body tracking has re-
ceived a lot of attention in the last few years. Due to its high degree of freedom
(usually 28-60), body tracking is inherently a very difficult problem. Because
of that, it calls upon sophisticated tracking algorithms, that can address the
problem of high dimensionality. Furthermore, large appearance changes, occlu-
sion between body parts, and the absence of typical appearance due to clothing,
pose additional problems that need to be dealt with.

In contrast to rigid objects, tracking of articulated objects is inherently a much
more difficult problem, mainly due to the high number of degrees of freedom
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that are involved. Accurate human body tracking, in particular, is an extremely
important aspect for human computing applications. A possible strategy for es-
timating the configuration of articulated objects is sequential search, in which a
number of parameters are initially estimated and, assuming that this estimation
is correct, the values of several other parameters are determined. For instance,
Gavrila and Davis in [24] first locate the torso of the human body and then use
this information in order to initialize a search for the limbs. This approach, how-
ever, only works for specific views and is very sensitive to self-occlusion that is,
occlusion between different body parts. A similar approach is presented in [25],
where a particle filtering framework is used for the purposes of hand tracking. For
the same purpose, Cipolla et al [26] propose a view-based hierarchical probabilis-
tic tracking framework that can deal with changes in view and self occlusions.
The system uses edge and color cues in order to estimate the likelihood function
of the hand position and configuration and subsequently a Bayesian filtering
framework that performs the tracking. In [27] a particle filtering approach is
adopted for articulated hand tracking. The tracker is guided by attractors, pre-
collected training samples of possible hand configurations whose observations
are known, while the whole process is modeled by a Dynamic Bayesian Net-
work. A Bayesian Network is also adopted in [28] in order to model the existing
constraints between the different parts of the human body. These constraints
are learned using Gaussian Mixture Models (GMM) and training is done using
motion-capture frames of walking data as the ground truth. Observations are
based on multi-scale edge and ridge filters while the whole process is assisted
with a pooled background model derived by the set of training images. In [29]
a Dynamic Markov Network is utilized instead to model the relations between
body parts and tracking is done using an sequential Monte Carlo algorithm. A
similar approach is presented in [30], where an elastic model is used to repre-
sent relations and constraints between the limbs and a Nonparametric Belief
Propagation (NBP) algorithm for the purpose of tracking. In [31] a combination
of particle filters and Hidden Markov Models (HMM) is used for tracking and
recognition respectively, of articulated hand gestures. Appearance-based mod-
els are learned for the non-rigid motion of the hand and a filtering method is
used for the underlying rigid motion. Both treatments are unified into a single
Bayesian framework. A similar approach is implemented in [32], where arm ges-
tures are recognized as a sequence of body poses. The latter are recognized via
edge matching and HMMs are used in order to extract the gestures from the
pose sequences. HMMs are also used in [33] for recognizing pointing gestures.
Skin information is used to localize the hands and the head of the subject in a
scene and a multiple hypothesis scheme is used for the tracking. Subsequently,
an HMM-based approach is adopted for recognizing the gestures.

Articulated object tracking, and particularly human body tracking suffer from
dimensionality issues, an inherent problem whenever there is a large number of
degrees of freedom. This fact makes the use of tracking algorithms like particle fil-
ters rather impractical. The reason for this is that a very large number of particles
is required in order to represent the posterior function in a sufficient way, making
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this kind of tracking algorithms slow and computationally expensive. The prob-
lem becomes even more prominent whenever real-time performance is required,
such as in monitoring applications, virtual trainers or augmented reality applica-
tions. In order to deal with this issue, a number of different techniques have been
proposed, either by constraining the configuration space [24] or by restricting the
range of the movements of the subject [34]. These approaches, however, greatly
reduce the generality of the implemented trackers, making them impractical in
real applications. Eigenspace decomposition [35] and principal component anal-
ysis [36] offer an interesting alternative for dimensionality reduction. In [37], a
modified particle filtering approach is used in order to reduce the complexity
of human body tracking. The main characteristic of the utilized tracker is its
ability to avoid local maxima in the tracking by incorporating a search based
on simulated annealing, and thus called annealed particle filter. Apart from di-
mensionality reduction techniques, several researchers have attempted to modify
the way classical tracking algorithms work in order to achieve computational ef-
ficiency and real-time tracking performance. A simple example are the earlier
mentioned kernel-based particle filters [13], [14], [15], [38] or particle filters that
use special transformations, as in [16], [17]. These methods attempt to limit
the number of required particles for efficient tracking, effectively reducing the
computational complexity of their algorithms. Finally, an interesting approach
for real-time tracking and recognition of hand actions is presented in [39],[40].
The motion of the hand is extracted using skin cues and is subsequently tracked
using the Mean-Shift Tracking scheme of [38]. The spatiotemporal curvatures of
the extracted trajectories are used in order to represent the actions performed.
The local maxima of these curvatures are view-invariant and are used for image
sequence alignment and matching of the actions.

2.3 Unsupervised Representation and Recognition of Actions

Despite their extreme usefulness, tracking methods consist of only a fraction of
the methods used for capturing the activity going on in a scene. While track-
ers mainly concentrate on tracking the state of an object at any time instant, a
variety of other methods have been proposed that deal the problem in a more ab-
stract or unsupervised manner [41], [42]. An interesting work is presented in [43],
where human actions are treated as three-dimensional shapes in the space-time
volume. The method utilizes properties of the solution to the Poisson equation
to extract space-time features of the moving human body, such as local space-
time saliency, action dynamics, shape structure and orientation. Subsequently,
spectral clustering is used in order to group similar actions. In [44], long video
sequences are segmented in the time domain by detecting single events in them.
The detection is completely unsupervised, since it is done without any prior
knowledge of the types of events, their models, or their temporal extent. The
method can be used for event-based indexing even when only one short example-
clip is available. Unsupervised methods for learning human motion patterns are
also presented in [45], [46]. In these methods, the human body is modeled as a
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triangulated graph. The model is learned in an unsupervised manner from unla-
belled data using global and local features, either dynamic or appearance-based.
The authors effectively handle occlusion by modeling the missing parts as hidden
variables. The parameters of the assumed models are being estimated using EM.
Finally, a Hidden Markov Model approach for action recognition is presented in
[47]. The activity in a scene is represented by codewords called movelets. Each
movelet is a collection of the shape, motion and occlusion of image patches cor-
responding to the main parts of the body. Recognition is done using HMMs, by
estimating the most likely sequence of codewords and the action that took place
in a sequence.

2.4 Overview of the Proposed Method

A wide variety of activity recognition methods use edge and color cues [16], [14]
or some form of markers [48],[49] in order to assist initialization and the overall
operation of tracking or recognition processes. In order to avoid the use of mark-
ers, an interesting alternative could be the use of interesting points for tracker
initialization. According to Haralick and Shapiro [50] an interesting point is a)
distinguishable from its neighbors and b) its position is invariant with respect
to the expected geometric transformation and to radiometric distortions. Gilles
introduces the notion of saliency in terms of local signal complexity or unpre-
dictability in [51]. Kadir and Brady [52] extend the original Gilles algorithm and
estimate the information content of pixels in circular neighborhoods at different
scales in terms of the entropy. Local extremes of changes in the entropy across
scales are detected and the saliency of each point at a certain scale is defined in
terms of the entropy and its rate of change at the scale in question.

In this work, we propose a human action recognition algorithm that is based
on the detection and tracking of spatiotemporal features in given image se-
quences. We do this by extending in the temporal direction the salient feature
detector developed in [52]. The detected salient points correspond to peaks in
activity variation such as the edges of a moving object. Similar to [43], we treat
the action as three-dimensional events, by detecting the salient points in the
space-time domain. Contrary to [14], [37], [28] and [29] that use models to rep-
resent the human body, we propose an entirely unsupervised method based on
the detected salient features in order to represent the moving parts of the body.
In this sense, the concept of our method resembles the one in [44], where de-
tection is done without prior knowledge of the types of events, their models, or
their temporal extent. Like in [52], we automatically detect the scales at which
the entropy achieves local maxima and form spatiotemporal salient regions by
clustering spatiotemporal points with similar location and scale. We derive a
suitable distance measure between sets of salient regions, which is based on
the Chamfer distance, and we optimize this measure with respect to a number
of temporal and scaling parameters. In this way we achieve invariance against
scaling and we eliminate the temporal differences between the representations.
We extend our previous work on salient points presented at [53] by using the
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detected salient regions in order to initialize a tracking scheme based on the
auxiliary particle filter, proposed in [18]. Each image sequence is then represented
as a set of short trajectories. The spatiotemporal coordinates of the points that
consist the extracted trajectories are appropriately transformed according to the
parameters that were estimated in the Chamfer distance optimization step. We
use the adaptive background estimation algorithm presented in [54] in order
to model the background in the available sequences and to improve the overall
quality of the implemented tracking scheme. We use a variant of the Longest
Common Subsequence algorithm (LCSS) that was proposed in [55],[56] in order
to compare different sets of trajectories. We use Relevance Vector Machines [57]
in order to address the classification problem. We propose new kernels for use
by the RVM, which are specifically tailored to the proposed short trajectory
representation. The basis of these kernels is the modified LCSS distance of the
previous step. The novelty of the proposed method lies in the unsupervised
nature of representation of the actions. Since we don’t use any model, the method
can be easily extended and used for a variety of different actions, ranging from
full-body actions to single gestures.

The remainder of the paper is organized as follows: In section 3, the spa-
tiotemporal feature detector used is described, along with the proposed space-
time warping technique. In section 4, the auxiliary particle filter that was used is
briefly analyzed along with the background estimation model that was utilized.
In section 5 the proposed kernel-based recognition method is described. In sec-
tion 6, we present our experimental results, and in section 7, final conclusions
are drawn.

3 Spatiotemporal Salient Points

3.1 Spatiotemporal Saliency

Let us denote by Nc(s, v) the set of pixels in an image I that belong to a cir-
cular neighborhood of radius s, centered at pixel v = (x, y). In [52], in order to
detect salient points in static images, Kadir and Brady define a saliency measure
yD(s, v) based on measuring changes in the information content of Nc for a set of
different circular radiuses (i.e. scales). In order to detect spatiotemporal salient
points at peaks of activity variation we extend the Kadir’s detector by consider-
ing cylindrical spatiotemporal neighborhoods at different spatial radiuses s and
temporal depths d. More specifically, let us denote by Ncl(s, v) the set of pixels
in a cylindrical neighborhood of scale s = (s, d) centered at the spatiotemporal
point v = (x, y, t) in the given image sequence. At each point v and for each
scale s we will define the spatiotemporal saliency yD(s, v) by measuring the
changes in the information content within Ncl(s, v). Since we are interested in
activity within an image sequence, we consider as input signal the convolution of
the intensity information with a first-order Gaussian derivative filter. Formally,
given an image sequence I0(x, y, t) and a filter Gt, the input signal that we use
is defined as:

I(x, y, t) = Gt ∗ I0(x, y, t) . (1)
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For each point v in the image sequence, we calculate the Shannon entropy of the
signal histogram in a cylindrical neighborhood Ns(s, v) around it. That is,

HD(s, d, υ) = −
∑

q∈D

p(q, s, d, υ) log p(q, s, d,υ) , (2)

The set of scales at which the entropy is peaked is given by:

Ŝp = {(s, d) : HD(s − 1, d, υ) < HD(s, d, υ) > HD(s + 1, d, υ)

∧HD(s, d − 1, υ) < HD(s, d, υ) > HD(s, d + 1, υ)} (3)

The saliency measure at the candidate scales is given by:

yD(s, d, v) = HD(s, d, v)WD(s, d, v), ∀ (s, d) ∈ Ŝp , (4)

The first term of eq. 4 is a measure of the variation in the information content
of the signal. The weighting function WD(s, v) is a measure of how prominent
the local maximum is at s, and is given by:

WD(s, d, υ) =
s2

2s − 1

∑

q∈D

|p(q, s, d,υ) − p(q, s − 1, d, υ)|

+d
∑

q∈D

|p(q, s, d, υ) − p(q, s, d − 1, υ)|,∀ (s, d) ∈ Ŝp , (5)

where the values in front of each summation in the right part of eq. 5 are nor-
malization factors. When a peak in the entropy for a specific scale is distinct,
then the corresponding pixel probability density functions at the neighboring
scales will differ substantially, giving a large value to the summations of eq. 5
and thus, to the corresponding weight value assigned. On the contrary, when
the peak is smoother, then the summations in eq. 5 will have a smaller value.
Let us note that we considered cylindrical neighborhoods for simplicity reasons.
However, more complicated shapes, such as elliptical neighborhoods at different
orientations and with different axes ratios could be considered.

In Fig. 1(a), a single frame from a sample image sequence is presented, where
the subject is raising its right hand. By selecting as origin the center pixel of the
drawn white circle, we apply a number of cylindrical neighborhoods of various
scales in the sequence and we calculate the corresponding entropy values. The
result is shown in Fig. 1(b), where the various entropy values are plotted with
respect to the radiuses and depths of the corresponding cylindrical neighbor-
hoods. The scale which corresponds to the distinct peak of the plot is considered
candidate salient scale, and is assigned a saliency value, according to eq. 4.

3.2 Salient Regions

The analysis of the previous section leads to a set of candidate spatiotemporal
salient points S = {(si, vi, yD,i)}, where vi = (x, y, t), si and yD,i are respec-
tively, the position vector, the scale and the saliency value of the feature point
with index i. In order to achieve robustness against noise we follow a similar
approach as that in [52] and develop a clustering algorithm, which we apply to
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(a) (b)

Fig. 1. (a) Single frame from a sample image sequence where the subject is raising its
right hand and (b) the corresponding entropy plot as a function of the spatial radius
and temporal depth of all the applied cylindrical neighborhoods. The origin of all the
applied cylindrical neighborhoods is the center of the white circle in (a).

the detected salient points. By this we define salient regions instead of salient
points, the location of which should be more stable than the individual salient
points, since noise is unlikely to affect all of the points within the region in the
same way. The proposed algorithm removes salient points with low saliency and
creates clusters that are a) well localized in space, time and scale, b) sufficiently
salient and c) sufficiently distant from each other. The steps of the proposed
algorithm can be summarized as follows:

1. Derive a new set ST from S by applying a global threshold T to the saliency
of the points that consist S. Thresholding removes salient points with low
saliency, that is,

ST = {(si, υi, yD,i) : yD,i > T} . (6)

2. Select the point i in ST with the highest saliency value and use it as a seed
to initialize a salient region Rk. Add nearby points j to the region Rk as
long as the intra-cluster variance does not exceed a threshold TV . That is,
as long as

1

|Rk|
∑

j∈Rk

c2
j < TV , (7)

where Rk is the set of the points in the current region k and cj is the
Euclidean distance of the jth point from the seed point i.

3. If the overall saliency of the region Rk is lower than a saliency threshold TS ,
∑

j∈Rk

yD,j ≤ TS , (8)

discard the points in the region back to the initial set of points and continue
from step 2 with the next highest salient point. Otherwise, calculate the
Euclidean distance of the center of region Rk from the center of salient
regions already defined, that is, from salient regions Rk′ , k′ < k.
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4. If the distance is lower than the average scale of Rk, discard the points in Rk

back to the initial set of points, and continue with the next highest salient
point. Otherwise, accept Rk as a new cluster and store it as the mean scale
and spatial location of the points in it.

5. Form a new set ST consisting of the remaining salient points, increase the
cluster index k and continue from step 2 with the next highest salient point.

By setting the threshold TV in step 2, we define clusters that have local
support and are well localized in space and time. In addition, we want to take
the saliency of the points into consideration such that the overall saliency of the
region is sufficient. We do this in step 3, by setting a saliency threshold, TS .
Finally, the purpose of step 4 is to accept clusters that are sufficiently distant
from each other. To summarize, a new cluster is accepted only if it has sufficient
local support, its overall saliency value is above the saliency threshold, and it is
sufficiently distant in terms of Euclidean distance from already existing clusters.

3.3 Space-Time Warping

There is a large amount of variability between feature sets due to differences in
the execution speed of the corresponding actions. Furthermore, we need to com-
pensate for possible shifting of the representations forward or backward in time,
caused by imprecise segmentation of the corresponding actions. To cope with both
these issues, we propose a linear space-time warping technique with which we
model variations in time using a time-scaling parameter a and a time-shifting pa-
rameter b. In addition, in order to achieve invariance against scaling, we introduce
a scaling parameter c in the proposed warping technique. To accommodate this
procedure, we propose the Chamfer distance as an appropriate distance measure,
in order to cope with unequal number of features between different sets of salient
points. More specifically, for two feature sets F = {(xi, yi, ti), 1 ≤ i ≤ M} and
F ′ = {(x′

j , y
′
j, t

′
j), 1 ≤ j ≤ M ′} consisting of an M and M ′ number of features,

respectively, the Chamfer distance of the set F from the set F ′ is defined as follows:

D(F, F ′) =
1

M

M∑

i=1

M′
min
j=1

√
(x′

j − xi)2 + (y′
j − yi)2 + (t′j − ti)2 . (9)

From eq. 9 it is obvious that the selected distance measure is not symmetrical,
as D(F, F ′) �= D(F ′, F ). For recognition purposes, it is desirable to select a
distance measure that is symmetrical. A measure that satisfies this requirement
is the average of D(F, F ′) and D(F ′, F ), that is,

Dc(F, F ′) =
1

2
(D(F, F ′) + D(F ′, F )) . (10)

Let us denote by Fw = {(cxi, cyi, ati − b), 1 ≤ i ≤ M} the feature set F with
respect to feature set F ′. Then, the distance between F ′ and Fw is given by eq. 9
as:

D(Fw, F ′) =
1

M

M∑

i=1

M′
min
j=1

√
(x′

j − cxi)2 + (y′
j − cyi)2 + (t′j − ati + b)2 . (11)
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Similarly, the feature set F ′ with respect to feature set F can be represented as
F ′

w = {(1
c x′

j ,
1
cy′

j ,
1
a t′j + b), 1 ≤ j ≤ M ′} and their distance as:

D(F ′
w , F ) =

1

M ′

M′∑

j=1

M

min
i=1

√
(xi − 1

c
x′

j)
2 + (yi − 1

c
y′

j)
2 + (ti − 1

a
t′j − b)2 . (12)

The distance to be optimized follows from the substitution of eq. 11 and eq. 12
to eq. 10. We follow an iterative gradient descent approach for the adjustment
of the a, b and c parameters. The update rules are given by:

an+1 = an − λ1
∂Dc

∂an
, (13)

bn+1 = bn − λ2
∂Dc

∂bn
, (14)

cn+1 = cn − λ3
∂Dc

∂cn
, (15)

where λ1, λ2, λ3 are the learning rates and n is the iteration index. The algo-
rithm iteratively adjusts the values of a, b and c towards the minimization of the
Chamfer distance between the two feature sets, given by eq. 10. The iterative
procedure stops when the values of a, b and c do not change significantly or after
a fixed number of iterations.

4 Tracking

4.1 Auxiliary Particle Filtering

Recently, particle filtering tracking schemes [10], [18], have been successfully used
[58], [59], [19] in order to track the state of a temporal event given a set of noisy
observations. Its ability to maintain simultaneously multiple solutions, called
particles, makes it particularly attractive when the noise in the observations is
not Gaussian and makes it robust to missing or inaccurate data.

The particle filtering tracking scheme described in this section is initialized
at the spatiotemporal salient points that are detected using the procedure of
section 3. Let c denote the template that contains the color information in a
rectangular window centered at each detected salient point and α denote the
unknown location of the facial feature at the current time instant. Furthermore,
let us denote by Y = {y1, . . . , y−, y} the observations up to the current time
instant. The main idea of the particle filtering is to maintain a particle based
representation of the a posteriori probability p(α|Y ) of the state α given all
the observations Y up to the current time instance. The distribution p(α|Y ) is
represented by a set of pairs (sk, πk) such that if sk is chosen with probability
equal to πk, then it is as if sk was drawn from p(α|Y ). Our knowledge about
the a posteriori probability is updated in a recursive way. Suppose that we have
a particle based representation of the density p(α−|Y −), that is we have a col-
lection of K particles and their corresponding weights (i.e. (s−k , π−

k )). Then, the
Auxiliary Particle Filtering can be summarized as follows:
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1. Propagate all particles s−k via the transition probability p(α|α−) in order to
arrive at a collection of K particles μk.

2. Evaluate the likelihood associated with each particle μk, that is let λk =
p(y|μk; c).
For the definition of p(y|μk; c) we use, in this paper, the observation model
described in [19].

3. Draw K particles s−k from the probability density that is represented by the
collection (s−k , λkπ−

k ). In this way, the auxiliary particle filter favors particles
with high λk, that is particles which, when propagated with the transition
density, end up at areas with high likelihood.

4. Propagate each particle s−k with the transition probability p(α|α−) in order
to arrive at a collection of K particles sk

′.
5. Assign a weight πk

′ to each particle as follows,

wk
′ =

p(y|sk
′; c)

λk
, πk

′ =
wk

′
∑
j

wj
(16)

This results in a collection of K particles and their corresponding weights
(i.e. {(sk

′, πk
′)}) which is an approximation of the density p(α|Y ).

4.2 Online Background Estimation

The particle filtering tracking scheme described in the previous section is initial-
ized at the spatiotemporal salient points that are detected using the procedure
described in section 3. As indicated from eq. 1, the input signal that is used is
the convolution of the original image sequence with a Gaussian derivative filter
along the temporal dimension. The result of this is that the detected salient
points are localized on the edges of the moving objects existing in the scene,
rather than on the objects themselves. This fact may deteriorate the output of
the tracker used, since the patches of the sequence that are being tracked also
include a considerable portion of the scene’s background. For this reason, we
implement the adaptive background estimation algorithm described in [54], in
order to determine which pixels belong to the foreground and which ones to the
background. According to this algorithm, the values of a particular pixel over
time are considered as a temporal process. At each time t, what is known about
a particular pixel (x0, y0) is its history:

{X1, . . . , Xt} = {I(x0, y0, i) : 1 ≤ i ≤ t}, (17)

where I is the image sequence. The recent history of each pixel is modeled by a
mixture of K Gaussian distributions. The probability of observing the current
pixel value is given by:

P (Xt) =
K∑

i=1

wi,t · η(Xt, μi,t, Σi,t), (18)

where K is the number of distributions, wi,t is an estimate of the weight of the
ith Gaussian in the mixture at time t, μi,t is the mean value of the ith Gaussian
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in the mixture at time t, Σi,t is the covariance matrix of the ith Gaussian in the
mixture at time t, and η is a Gaussian probability density function. K was set
to 3, and the covariance matrix Σ is assumed to be diagonal, meaning that the
RGB values of the pixels are assumed to be uncorrelated.

The parameters of each Gaussian mixture were initially estimated using the
Expectation-Maximization (EM) algorithm and by using a small portion of the
available data (i.e. the first few frames of the image sequence). Subsequently at
each new frame t we follow an update procedure similar to the one of [54]. Every
new pixel value Xt is checked against the existing K distributions until a match
is found. A match is defined if the current pixel is within 3 standard deviations
of a distribution. In case a match is found the parameters of the Gaussians are
updated. If none of the K distributions match the current pixel value, the least
probable distribution is replaced with a distribution with the current value as
its mean value, an initially high variance, and low prior weight.

At each iteration of the particle filtering tracking scheme of section 4.1, every
new particle is evaluated based on an invariant colour distance between the ini-
tial template (centered at the initializing spatiotemporal salient point) and the
block that corresponds to the particle that is being evaluated. In order to take the
estimated background model into account, we add an additional cost in the eval-
uation process of each new particle. The additional cost for every pixel is equal to
the probability that the pixel belongs to the current background model, that is,

Ci,j,t =
K∑

i=1

wi,jη(Xj,t, μi,j,t, Σi,j,t), (19)

where K is the number of distributions, wi,j,t is an estimate of the weight of the
ith Gaussian in the mixture for the pixel j at time t, μi,j,t is the mean value

Fig. 2. Initial estimation of the background for an action where the subject is just
raising its right hand
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of the ith Gaussian in the mixture for the pixel j at time t and Σi,j,t is the
covariance matrix of the ith Gaussian in the mixture for pixel j at time t.

If a pixel in the block belongs to the background, then eq. 19 will assign a
large cost to that pixel, since the resulting probability will be high. If most pixels
in the block belong to the background, then the additional cost to that block
will also be large and consequently, a smaller weight will be assigned to it by the
particle filter. In this way, the tracking scheme favors blocks that contain larger
number of foreground pixels and assigns larger weights to the corresponding
particles.

In Fig. 2 the initial background model that was estimated for an action where
the subject is raising its right hand is presented. As can be seen from the figure,
parts of the body that do not present significant motion are also considered part
of the background. On the other hand, fast moving parts (e.g. right hand) are
considered to belong to the foreground and are not included in the estimation.

5 Recognition

5.1 Longest Common Subsequence (LCSS) Algorithm

Using the analysis of the previous sections, we represent a given image se-
quence by a set of short trajectories, where each trajectory is initialized at a
point which is considered salient both in space and time. Formally, an image
sequence is represented by a set of trajectories {Ai}, i = 1 . . .K, where K is
the number of trajectories that consist the set. Each trajectory is defined as
Ai = ((ti,n, xi,n, yi,n), . . .), n = 1 . . . N , where ti,n, xi,n, yi,n are spatiotemporal
coordinates and N is the number of samples that consist Ai. Let us define another
trajectory set {Bj}, j = 1 . . . L representing a different image sequence. Similar
to {Ai}, the trajectories in {Bj} are defined as Bj = ((tj,m, xj,m, yj,m), . . .),
m = 1 . . .M , where M is the number of individual trajectories that consist
{Bj}. We use a variant of the LCSS algorithm presented at [55], [56] in or-
der to compare the two sets. Before we proceed with the comparison, we align
the two sets in space and time using the a, b and c parameters that were com-
puted using the procedure of section 3.3. Let us define the function Head(Ai) =
((ti,n, xi,n, yi,n)), n = 1 . . .N − 1, that is, the individual trajectory Ai reduced
by one sample. Then, according to the LCSS algorithm, the distance between
individual trajectories Ai and Bj is given by:

dL(Ai, Bj) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if Ai or Bj is empty

de((ti,n, xi,n, yi,n), (tj,m, xj,m, yj,m))
+dL(Head(Ai), Head(Bj)),
if |ti,n − tj,m| < δ and |xi,n − xj,m| < ε
and |yi,n − yj,m| < ε

max(dL(Head(Ai), Bj), dL(Ai, Head(Bj))) + p,
otherwise

, (20)
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Fig. 3. The notion of the LCSS matching within a region of δ and ε of a trajectory

where de is the Euclidean distance, δ controls how far in time we can go in order
to match a given point from one trajectory to a point in another trajectory, ε is
the matching threshold and p is a penalty cost in case of mismatch. The notion
of the LCSS distance of eq. 20 is depicted in Fig. 3.

Subsequently, the distance between sets {Ai} and {Bj}is defined as follows:

DL({Ai}, {Bj}) =
1

K

∑

i

min
j

dL(Ai, Bj) +
1

L

∑

j

min
i

dL(Bj , Ai), (21)

that is, the average over the set of theminimumdistances, as they have beendefined
in eq. 20, between the K trajectories of set {Ai} and the L trajectories of set {Bj}.

5.2 Relevance Vector Machine Classifier

We propose a classification scheme based on Relevance Vector Machines [57] in
order to classify given examples of human actions. A Relevance Vector Machine
(RVM) is a probabilistic sparse kernel model identical in functional form to
the Support Vector Machines (SVM). In their simplest form, Relevance Vector
Machines attempt to find a hyperplane defined as a weighted combination of a
few Relevance Vectors that separate samples of two different classes. In contrast
to SVM, predictions in RVM are probabilistic. Given a dataset of N input-target
pairs {(Fn, ln), 1 ≤ n ≤ N}, an RVM learns functional mappings of the form:

y(F ) =
N∑

n=1

wnK(F, Fn) + w0 , (22)

where {wn} are the model weights and K(., .) is a Kernel function. Gaussian or
Radial Basis Functions have been extensively used as kernels in RVM. In our
case, we use as a kernel a Gaussian Radial Basis Function defined by the distance
measure of eq. 21. That is,

K(F, Fn) = e
− DL(F,Fn)2

2η , (23)
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where η is the Kernel width. RVM performs classification by predicting the
posterior probability of class membership given the input F . The posterior is
given by wrapping eq. 22 in a sigmoid function, that is:

p(l|F ) =
1

1 + e−y(F )
(24)

In the two class problem, a sample F is classified to the class l ∈ [0, 1], that
maximizes the conditional probability p(l|F ). For L different classes, L different
classifiers are trained and a given example F is classified to the class for which
the conditional distribution pi(l|F ),1 ≤ i ≤ L is maximized, that is:

Class(F ) = arg max
i

(pi(l|F )) . (25)

6 Experimental Results

For the evaluation of the proposed method, we use aerobic exercises as a test
domain. Our dataset consists of 12 different aerobic exercises, performed by
amateurs, that have seen a video with an instructor performing the same set of
exercises. Each exercise is performed twice by four different subjects, leading to
a set of 96 corresponding feature sets.

In order to illustrate the ability of the proposed method to extract the kind
of motion performed, we present in Fig. 4 the trajectories that were extracted

Fig. 4. Extracted trajectories for two different actions
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Table 1. Recall and Precision rates for the kNN and RVM classifiers

Class Labels 1 2 3 4 5 6
RVM Recall 1 1 1 1 0.5 0.5

RVM Precision 1 1 1 1 0.44 0.4
Class Labels 7 8 9 10 11 12
RVM Recall 1 0.88 0.63 0.63 0.88 1

RVM Precision 1 1 0.63 0.83 0.88 1

Table 2. RVM Confusion Matrix

Class labels 1 2 3 4 5 6 7 8 9 10 11 12 Total
1 8 0 0 0 0 0 0 0 0 0 0 0 8
2 0 8 0 0 0 0 0 0 0 0 0 0 8
3 0 0 8 0 0 0 0 0 0 0 0 0 8
4 0 0 0 8 0 0 0 0 0 0 0 0 8
5 0 0 0 0 4 5 0 0 0 0 0 0 9
6 0 0 0 0 4 3 0 0 3 0 0 0 10
7 0 0 0 0 0 0 8 0 0 0 0 0 8
8 0 0 0 0 0 0 0 7 0 0 0 0 7
9 0 0 0 0 0 0 0 1 5 2 0 0 8
10 0 0 0 0 0 0 0 0 0 5 1 0 6
11 0 0 0 0 0 0 0 0 0 1 7 0 8
12 0 0 0 0 0 0 0 0 0 0 0 8 8

Total 8 8 8 8 8 8 8 8 8 8 8 8 8

from two different actions along with a snapshot of the corresponding actions.
The salient points that are visible in the upper part of the figure were used in
order to extract some of the trajectories presented in the lower part of the same
Figure. Furthermore, the extracted trajectory set seems to correctly capture the
pattern of the motion performed. This can easily be observed from the arch-like
trajectories of the lower part of the figure, which correspond to the motion of
the subjects’ hands.

In order to classify a test example using the Relevance Vector Machines, we
constructed 12 different classifiers, one for each class, and we calculated for each
test example F the conditional probability pi(l|F ), 1 ≤ i ≤ 12. Each example
was assigned to the class for which the corresponding classifier provided the
maximum conditional probability, as depicted in eq. 25. Note that for estimating
each of the pi(l|F ), an RVM is trained by leaving out the example F as well as
all other instances of the same exercise that were performed by the subject from
F . The corresponding recall and precision rates, calculated as an average of all
test trials, are given in Table 1. The total recognition rate is equal to 80.61%,
which is a relatively good performance, given the small number of examples with
respect to the number of classes, and the fact that the subjects were not trained.
In Table 2 the confusion matrix generated by the RVM classifier is also given.

The confusion matrix in Table 2 conceals the fact that for some of the mis-
classified examples the probability assigned by the RVM classifier to the correct
matching move might be very close to the probability assigned to the move ac-
tually selected by the classifier. We used the average ranking percentile in order
to extract this kind of information and to measure the overall matching quality
of our proposed algorithm. Let us denote with rFn the position of the correct
match for the test example Fn, n = 1 . . .N2, in the ordered list of N1 match
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values. Rank rFn ranges from r = 1 for a perfect match to r = N1 for the worst
possible match. Then, the average ranking percentile is calculated as follows:

r =

(
1

N2

N2∑

n=1

N1 − rFn

N1 − 1

)
100%. (26)

Since our dataset consists of 96 test image sequences divided in 12 separate
classes, it follows that N1 = 12 and N2 = 96. Each of the 12 match values
are provided for each example by the 12 trained RVM classifiers. The average
ranking percentile for the RVM classifier is 94.5%. Its high value shows that for
the majority of the missclassified examples, the correct matches are located in
the first positions in the ordered list of match values.

7 Conclusions

In this work, previous work on spatiotemporal saliency was enhanced in order to
extract a number of short trajectories from given image sequences. Each detected
spatiotemporal point was used in order to initialize a tracker based on auxiliary
particle filtering. A background estimation model was also implemented and in-
corporated into the particle evaluation process, in order to deal with inadequate
localization of the initialization points and to improve, thus, the performance
of the tracker. A variant of the LCSS algorithm was used in order to compare
different sets of trajectories. The derived LCSS distance was used in order to
define a kernel for the RVM classifier that was used for recognition. We have il-
lustrated the efficiency of our representation in recognizing human actions using
as a test domain aerobic exercises. Finally, we presented results on real image
sequences that illustrate the consistency in the spatiotemporal localization and
scale selection of the proposed method.
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Abstract. This chapter addresses the problem of multimodal analysis
of human face–to–face communication. This is imporant since in the near
future, smart environments equipped with multiple sensory systems will
be able to sense the presence of humans and assess recognize their be-
haviours, actions, and emotional states. The main goal of the presented
study is to develop models of communicative/interactive events in multi-
media (audio and video), suitable for the analysis and subsequent incor-
poration within virtual reality environments. Interactive, environmental,
and emotional characteristics of the communicators are estimated in or-
der to define the communication event as one entity. This is achieved
by putting together results obtained in social sciences and multimedia
signal processing under one umbrella – the communication atmosphere
analysis. Experiments based on real life recordings support the approach.

1 Evaluation of Human Communication

The notion of communication atmosphere is often used to describe the synergy
of cues coming from speech, facial expression and body language of humans
participating in conversation. Although intuitively clear, there is no precise def-
inition of this term, although it commonly refers to a “conversation episode”.
This comes as no surprise, since in the same vain as several other important
and intuitively clear concepts related to human behavior, communication at-
mosphere is easily felt but hard to define, and even more difficult to evaluate.
Yet, precise quantification of this notion is a prerequisite to intelligent infor-
mation processing of human communication. Communication atmosphere as a
perceptual measure is somewhat similar to the concept of affordance proposed
in [1], since it evaluates communicative situations based on their intellegibility
(potential to be understood).

T.S. Huang et al. (Eds.): AI for Human Computing, LNAI 4451, pp. 155–169, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



156 T.M. Rutkowski and D.P. Mandic

This Chapter addresses some of the open issues related to the modelling of
communication atmosphere; this is achieved based on the three dimensions which
span human communication process:- the environmental, interactive and emo-
tional component. From an information theoretic perspective, the analysis of a
synergy of these elements is essential in order to create and recreate the “climate”
of a meeting (communication atmosphere). This can then be easily modelled and
understood by an independent observer.

This concept is not new, indeed this has been subject of many psychological
studies, especially when dealing with body language issues. In [2] attention level
was defined as “the degree of clarity of an experience ranging from unconscious-
ness (total lack of awareness) to focal attention (vivid awareness)” ; the nature
of communicative events can then be evaluated based on attention/awerness
levels. In [3] the impact of information amount that impinges on students’ sen-
sory registers during lectures was studied. The authors reported that students’
involvement in the learning process was decreased when their attention level
was not high. Attention, hence, plays an important role when it comes to the
selection of sensory information for an efficient understanding of communica-
tion, since it is directly related to degree of involvement of the participants
or spectators. In the proposed model of communication atmosphere, three ele-
ments (dimensions) of communicative situations are defined, based on interactive
(social) features, emotional (mental) characteristics of the communicators, and
environmental (physical) features of the place where the event occurs.

The existing studies on communicative activity monitoring, for instance the
study in [4], focus on the problem of automatic evaluation of the activity in the
audio and visual channel, with applications e.g. in distance learning. Despite the
techical completeness, this and other standard approaches are limited only to
the evaluation of communicative interaction:- they do not consider other aspects
of the communication atmosphere, such as environmental and emotional ones.

The proposed approach can be analysed within the so called “W5+” frame-
work (who, where, what, when, why, how), for a comprehensive survey see [5].
There, the authors discussed new challenging areas of research towards creation
of human-centered interactive environments. Within this framework, our ap-
proach aims at modelling the behavioural dynamics and interactivity of human
communication.

The applications of the proposed approach, such as those in multimedia, re-
quire tracking of the features (elements) of human communication, these can
then be used for evaluation from a behavioral (interaction) point of view.

We propose a signal processing and data fusion based approach to the mod-
elling of communication atmosphere. This is achieved based on a qualitative
evaluation of visual and auditory attention levels of the participants in conver-
sation. Section 2 introduces our three–dimensional approach to the analysis of
communication atmosphere. Section 3 further elaborates on the proposal the
proposed three-dimensional communication space. Examples and experimental
results based on real world recordings, together with critical discussion conclude
the Chapter.
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2 Communication Atmosphere

Crucial issues which underpin the paradigm of monitoring and modelling the
communication atmosphere are related to:- i) the selection of features which best
describe a communication event; ii) subsequent identification of the relationships
among those factors. Our underlying aim is therefore to model:-

– the extent to which the audiovisual behavior (interactions) influences the
overall climate of a meeting;

– the extent to which the parameters of the environment where the communi-
cation takes place (room, virtual environment) affects the actual communi-
cation climate and the efficiency of communication;

– the extent to which emotional states of the participants in communication
influence the overal climate of a meeting.

These factors are integral parts of any machine learning model of communication
atmosphere (Gestalt); the notion of “communication interactivity” then relates
to the states representing attention and involvement levels of the participants.
We here propose a signal processing framework to address these issues. This is
achieved based on a model in which human communication is perceived a dynam-
ical system which lives in the three-dimensional space spanned by the elements
of communication atmosphere. These three dimensions of the communication
atmosphere are:-

Environmental dimension which comprises the ambient conditions in which
communication takes place. This dimension naturally reflects the fact that
communication episodes are not conducted in a synthetic and noise free
information “vacuum”, but instead in a real–world environment which can
influence significantly our perception. This, in turn, changes the climate
of a communication episode, as our attention levels enhance or deteriorate
(acoustic and visual noise, traffic, other people);

Communicative dimension is introduced with the idea to characterize the be-
havioral aspects of a communication episode. This dimension reflects the
ability of participants to interact and is is closely related to the notion of
communication efficiency, a qualitative measure of the communication pro-
cess which is directly related to the attention level and dynamics of partiti-
pants’ involvement [6,7];

Emotional dimension is related to emotional states of the participants. This
dimension is introduced in order to account for subtleties of human behavior
expressing the emotional states, these largely influence say the climate of a
meeting. It is intuitively clear emotional dimensions of the participants in
a communication episode are either totally synchronised, or that emotions
expressed by the “sender” are to a certain extent reflected (after a delay)
by the “receiver” [8,9]. These coupled emotional states of participants help
create the overall climate of a communication event.

It is important to realise that human communication comprises both verbal and
non–verbal elements, and that although both contribute to our understanding
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of a communication event (Gestalt), their respective contribution to our assess-
ment of the climate of human communication is dramatically different. This also
relates to the information theoretic aspects of the audio and visual sensors in
humans. The capacity of nonverbal communication was studied in [10], this was
based on kinetics related features. According to this study, humans can differen-
tiate between about 250,000 different facial expressions. This truly fascinating
ability of humans poses a problem when it comes to automated classification of
human expressions, since intelligent classifiers can only handle a much smaller
number different patterns [11,12]. In [13], it was found that the verbal compo-
nent of face–to–face communication events makes as little as 35% of the overal
communication contents, whereas up to 65% of the actual communication can
be conducted in a non-verbal manner. Experiments reported in [9] demonstrate
that in business related communication episodes, body language accounts for
between 60% and 80% of the overall impact.

Based on these observation, we shall focus our attention on a dynamical anal-
ysis of nonverbal components in human communication. Our working hypothesis
is that the understanding of the dynamics of nonverbal communication would
enable us to estimate the climate of the multimodal human communication. This
will also provide a basis upon which other modalities of human communication
can be used in order to provide a “greater picture”.

2.1 Environmental Dimension

Notice that environment conditions not only influence our perception about ob-
jects and situations, but also we can change e.g. the level of external audio
or video noise only to a limited extent [14]. We therefore propose to incorpo-
rate these environmental characteristics within our model. Physical features of
the environment can be extracted after separation of the recorded information
streams into two categories: i) items related to the communication process and
ii) unrelated items (unsignificant) [7]. The general idea here is to separate the in-
formation from audio and video streams into background noise and useful signals
[15,16].

To achieve this we first detect the presence of auditory and visual events
that occur in the surrounding space but are not related to the communicators’
actions (i.e. background audio and video). In our approach, the analysis of the
environmental dimension is performed in two stages:-

– Estimation of power levels of noise and audio events not related to speech;
– Estimation of visual activity not related to participants in communication

(background video).

The amount of the background audio energy (treated as noise) is estimated
as a segmental signal-to-interference-ratio (SIR) since calculation of an integral
signal-to-noise-ratio would not reflect temporal fluctuations of the situation dy-
namics (e.g. when communicators speak louder). The segmental auditory SIR,
ASIR, is calculated as:
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ASIR(m) = 10 log10

∑Nm+N−1
n=Nm s2

e(n)
∑Nm+N−1

n=nM s2
n(n)

, (1)

where sn(n) = so(n) − se(n) is the noise estimate; so(n) is the recorded audio
signal (with noise); N stands for the number of audio samples; M is the number
of speech segments.

Within the estimation of visual background “noise”, we compare the activity
in the communicators’ areas with thoat in the background. The amount of visual
flow is calculated as interference–like coefficient, VSIR, given by:

VSIR(m) = 10 log10

∑Nm+N−1
n=Nm vh(n)2

∑Nm+N−1
n=nM vb(n)2

, (2)

where vb(n) represents visual flow features of the background and vh(n) are
related to the extracted motion features of active communicators. Both ASIR

1 2 3 4 5 6 7 8

x 10
4samples

extracted speech of speaker #2

extracted speech of speaker #1

recorded audio

only street noise

separated speech

Fig. 1. Wide-band noise masks completely the mixture speech coming from two speak-
ers (compare recorded signal in top box, only interference in second box from the top,
enhanced speech in middle box and finally separated signals from two speakers - there
is clear need for blind source separation (BSS))
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and VSIR are then combined to form a joint audiovisual SIR measure which
characterises environmental conditions.

Figure 1 illustrates the procedure to evaluate the environmental dimension;
the audio and video component are filtered from the total information related
to the communication [15,16,17].

2.2 Emotional Dimension

Present approaches to emotional state estimation usually perform a static anal-
ysis of facial expressions and seldom consider a dynamic or multimodal analysis.
Experiments reported in [8] and [9] showed that unconscious mind exerts direct
control of facial muscles. It was demonstrated that facial emotions presented
by a sender (e.g. a smile) were reciprocated by returning a smile by the re-
ceiver. The experiments reported in [8] were conducted using electromyography
(EMG), so the the electrical activity of facial muscles could be captured. Results
of those experiments revealed that the communicators often had no total con-
trol over their facial emotions. These findings suggest that important aspects of
“emotional face–to–face” communication could occur at the unconscious level.

In our approach we estimate emotional states from available nonverbal fea-
tures only, these actually reflect (partially) the psychological state of the commu-
nicator. Alternatively, emotional states of the communicators can be estimated
from speech only [18], since the video features are harder to process and under-
stand. At present emotions from speech are estimated based on three features:-
the voice fundamental frequency with duration aspects related to stable preiods;
the speech harmonic content; and the speech signal energy expressed as an av-
eraged root mean square (RMS) value in voiced frames [7]. Primary human
emotions, such as neutral, sad, angry, happy and joyful, which the communica-
tor might experience during the communication event, can then be determined
using machine learning algorithms [19].

2.3 Communicative Dimension

The third and, probably, most important component of the communication at-
mosphere model is the communicative dimension. It refers to the communicators’
audiovisual behavior in terms of their ability to interact in a meaningful way dur-
ing the conversation. The synchronization and interaction measures (efficiency-
like) have been developed by the authors in their previous research [6,7]. The
communication model used (hybrid linear/transactional) is linear in short time
windows [20]. The active (in short time windows) communicator - the sender - is
expected to generate more emphasised audiovisual flow, with breaks in their ac-
tivity when the receiver responds. On the other hand, the passive (in short time
windows) communicator – the receiver – is expected to react accordingly, by not
disturbing (overlapping with) the sender’s communication activity. Turn-taking
(role changing) between the senders and receivers is a critical assumption in
the hybrid communication model. Only the case of intentional communication,
which occurs when all the communicators are willing to interact, is considered
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here. All the situations when so-called metacommunication [20] occurs are out
of the scope of this chapter.

In [6] the communication efficiency is defined as a measure that characterises
behavioral coordination of the paraticipans in communication. This measure de-
scribes the communication process from the point of view of the interactivity
between sending and receiving of information, as observed through the audiovi-
sual channel. There is no means, however, to evaluate the understanding of the
messages by the communicators, but it is assumed that some sort of feedback or
the receiver’s reaction should be presented. This study proposes a measure of the
communication efficiency which is as a combination of four mutual information
estimates between two visual (Vi), two audio (Ai), and two pairs of audiovisual
features (Ai; Vi). First, the two mutual information estimates are evaluated for
selected regions of interest (ROI), where the communicators may be present and
their speech signal is active, as follows:

IAi,Vi =
1
2

log
|RAi | |RVi |
|RAi,Vi |

, (3)

where i = 1, 2, and RAi , RVi , RAi,Vi stand for empirical estimates of the re-
spective covariance matrices of the feature vectors [6]. Next, the two mutual
information estimates indicating simultaneous activity in the same modes (au-
dio and video respectively) are calculated for video streams as:

IV1,V2 =
1
2

log
|RV1 | |RV2 |
|RV1,V2 |

, (4)

and, analogously, for audio streams as:

IA1,A2 =
1
2

log
|RA1 | |RA2 |
|RA1,A2 |

. (5)

where RA1,A2 and RV1,V2 are the empirical estimates of the respective covariance
matrices for unimodal feature sets corresponding to different communicator ac-
tivities. A conceptual sketch of this idea is shown in Figure 2. Quantities IA1,V1

and IA2,V2 evaluate the local synchronism between the audio (speech) and visual
flows of the observed communicators (e.g. facial expressions). It is expected that
the sender should have a higher level of synchronism, thus reflecting the higher
activity. Quantities IV1,V2 and IA1,A2 are introduced to detect possible crosstalks
in same modalities (audio-audio, video-video). The latter pair is also useful to
detect possible overlappings in activities, these have a negative impact on the
intelligibility of communication.

The communicator role (i.e. sender or receiver) can be estimated from the au-
diovisual mutual information features, which are extracted and monitored over
time. It is assumed that a higher synchronisation across the audio and video
features characterises the active member - the sender, while the lower synchro-
nisation characterises the receiver. This implies that in efficient communication,
we should have synchronised audiovisual behavior of the sender and unsynchro-
nised behavior of the receiver. From the interacttions in audiovisual streams,
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Fig. 2. Scheme for the communication synchronicity evaluation. Mutual information
estimates IA1,V1 and IA2,V2 between audio and visual features streams of localized
communicators account for the local synchronization. The estimates IA1,A2 and IV1,V2

detect crosstalks within the same modality.

the communicators’ roles are classified as short-time senders and receivers [6,20].
As stated above, the efficient sender-receiver interaction during communication
should involve both action and feedback. The pair of the mutual information es-
timates for the local synchronisation of the senders and the receivers in equation
(3) is used to give clues about concurrent individual activities during the commu-
nication event, while the unimodal cross-activities estimates from equations (4)
and (5) are used to evaluate the interlaced activities for a further classification.

There are many state-of-the-art techniques that attempt to solve the problem
of recognition of communicative activities in particular modalities (e.g. audio
only or video only), yet human communication involves interlaced verbal and
nonverbal clues that constitute efficient or inefficient communication situations.
For every communication situation the members are classified as a “sender”, “re-
ceiver”, or “in transition”. In the presented approach, the interactions between
individual participants is modelled from a stream of sequences of measurements,
these are classified into streams of recognized phases using a machine learn-
ing algorithm [21]. A multistage and multisensory classification engine based on
the linear support vector machines (SVM) approach in one-versus-rest-fashion
is used to identify the phases during ongoing communication, based on the mu-
tual information estimates from equations (3), (4), and (5). Results of such
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Fig. 3. Communication track along the three communicative dimensions. This short
sequence started when right hand side communicator was a sender, then during three
frames both were active, and finally left hand side communicator became the sender.

classification during an ongoing conversation are depicted in the form of shaded
windows in Figure 3. The dark shades identify the receiver, while the light shades
represent the sender. The transient phases are represented with the same shading
for both communicators.

The communication efficiency, as proposed in [6], is a normalized value calcu-
lated from the integration over time of the evaluations of communicator’s role.
It reflects the analysis of the phases in which the communication is present (rec-
ognized the sender and receiver, or transient phases), together with the presence
of possible crosstalks in audio and video channels (enhanced or unsynchronised
receiver activities). This normalized measure is set to unity for smooth and
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interlaced events, and its value is zero for completely overlapping communica-
tion activities.

The communicative efficiency is therefore estimated as follows:

C(t) =
(

1 − IV1V2(t) + IA1A2(t)
2

)
·

· |IA1V1(t) − IA2V2(t)| , (6)

and it takes values in the range 0 ≤ C(t) ≤ 1, since all the mutual information
estimate values are limited to 〈0, 1〉.

3 Tracking the Communication Atmosphere

Communication atmosphere, as defined in this study, is a region in the three-
dimensional space (see Figure 4), obtained by independently estimating the
environmental impact, the communication efficiency and the communicators’
emotions in the ongoing communication process. This measure allows for the
communication process evaluation and adjustment.

The communication atmosphere definition can be formalized as:

A(t) = A (E(t), C(t), M(t)) , (7)

where A(t) represents the communication atmosphere evaluation at a time t; it is
a function of the environmental estimate E, the communication level estimate C
(also the communication efficiency measure), and the communicators’ emotion
estimate M .

The estimate A(t) characterises communication atmosphere at a given time.
One less sensitive measure would be the average for a given time window:

Aavg(ta,tb) =
1

|tb − ta|
tb∑

t=ta

A(t), (8)

where ta > tb, and short time functions:

Ata,tb
= {A(ta), . . . , A(tb)}, (9)

The short time trajectories Ata,tb
in the three-dimensional space can later be

used as inputs for situation classifiers or three-dimensional communication cli-
mate models. This problem belongs to the area of communicative semantics,
where multiple sequentially structured simultaneous communication processes
are in a dialogical relationship. Within such models, the particular focus should
be on beats and deixis [2], as lower-level action structure the foregrounding and
backgrounding of the higher-level actions that participants are simultaneously
engaged in. The problem of classification of communicative semantics–related
stages is a subject for our future research, this will explore the ultimate rela-
tion between the communication atmosphere and communicative situation af-
fordances or communicative situation norms as proposed by [22] and modeled
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Fig. 4. The communication atmosphere space spanned among three dimensions. The
trajectory represents a face–to–face communication situation in a relatively quiet en-
vironment.

by [23]. The plot of short time functions Ata,tb
is presented in Figure 4 as a

three-dimensional trajectory, and in Figure 3 – as the three separated bar plots
for every dimension showing a vivid independence in time among the chosen
dimensions.

3.1 The Atmosphere Adjustment

Once the communication atmosphere features are estimated, it is possible to
manipulate their values and appropriately postprocess the recorded multimedia
content to obtain the desired climate. It is possible to independently manipu-
late characteristics of the environmental dimension by increasing or decreasing
the auditory or visual presence of the environment. The information separa-
tion discussed in previous sections can be used in the opposite way to add or
remove the environmental components. In a similar way, it is possible to edit
emotional features of the communicators’ auditory activities in order to change
the emotional component of the overall climate of recorded communication. The
communicative dimension can also be modified by adjusting the occurrences of
communicators’ interactions (e.g. by adding or removing silent breaks) in time.
An example of the original and adjusted communication atmosphere tracks (only
for environmental and emotional dimensions in this case) is presented in Figure 5.
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4 Experimental Results

The approach presented in this study was tested in two experiments. In the first
experiment, two sets of cameras and microphones where used to capture ongo-
ing communication events. Two pairs of synchronized video and stereophonic
audio streams were recorded. In the second experiment, we utilized a single high
definition digital video camera (HDV) with a stereo microphone. This setup is
similar to usual video recordings broadcasted in television channels. Both setups
allowed capture of facial areas with higher resolution, which are highly synchro-
nized with speech waveforms [6,7]. In both experiments conducted in laboratory
controlled environments, the subjects (communicators) were asked to talk freely
in face–to–face situations. We focused on the interlaced communication analy-
sis, so that the subjects were asked to make a conversation with frequent turn
taking (the discussion style). Such instruction given to subjects had a side ef-
fect of increased attention, which had positive impact on our assumption of
intentional communication analysis. The experiments were conducted to vali-
date the thesis, that the separate analysis of the three dimensions related to
communication can be performed and allows for comprehensively describing the
process as a whole (feature independence). For the communicative dimension,
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Fig. 5. Communication atmosphere adjustment: The presented trajectory of a face–to–
face communication was modified in the environmental (subtraction of environmental
noise) and emotional (shifting of the emotional features of the communicators’ voices)
dimensions
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estimation of the communication efficiency is based on mutual information in
multimedia streams. The track of the integrated communication efficiency value
over an ongoing person-to-person communication event is shown in Figure 3.
The normalized values close to one indicate the moments when the interaction
was ”proper”, crosstalks in audio and visual channels (the local, negative syn-
chronization) did not occur, and there was only single active person at each
time (the lighter area around the person in the top box). Low values close to
zero correspond to the transitional situations, or when both parties are active at
the same time. The communicative situation analysis in this three-dimensional
space allows for tracking of communication events and later classifying from ob-
tained trajectories (compere the shapes of the trajectories of two independent
events with different communicators but with similar discussion topics shown
in Figures 4 and 5). The adjustment procedure was performed over the the
recorded communication after the analysis. In the current approach any or all
the communication atmosphere dimensions can be considered. An example of a
manipulated atmosphere trajectories before and after adjustment is presented
in Figure 5, where the environmental and mental dimensions were modified.

5 Conclusions

This study has proposed a novel framework suitable for the analysis of human
communication in the context of ”W5+”, defined in [5]. The proposed three
dimensional analysis environment helps bridge the gap between psychological
studies on communication atmosphere and machine learning applications of this
problem. The proposed approach has been shown to be flexible enough to al-
low for both the estimation and an arbitrary modification of the the climate of
human communication. Based on mutual information within multimodal data
streams we have proposed a framework to identify and to classify participants in
human communication, according their role. In the current study, the three di-
mensions of the communication atmosphere model were considered independent.
The dependencies between these are subject of our future work.
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Abstract. A common problem of ubiquitous sensor-network computing
is combining evidence between multiple agents or experts. We demon-
strate that the latent structure influence model, our novel formulation for
combining evidence from multiple dynamic classification processes (“ex-
perts”), can achieve greater accuracy, efficiency, and robustness to data
corruption than standard methods such as HMMs. It accomplishes this
by simultaneously modeling the structure of interaction and the latent
states.

1 Introduction

Human computing is the next generation human-computer interaction scheme
[8]. In this scheme, a multitude of unobtrusive and ubiquitous sensors work
with each other, intelligently sense human behavior and interaction, and pro-
vide assistance accordingly. The human computing paradigm is different from
the traditional keyboard/mouse multimodal scheme: The traditional scheme is
computer-centered, and requires considerable efforts from a human user in order
to make a computer understand. In comparison, the human computing scheme is
human based. It requires the intelligent sensors to predict human behavior and
interaction precisely without even being noticeable by a human user, in order to
provide the best assistance possible.

Combining evidence from different sensors, classifiers, agents, or experts is
a major algorithmic challenge in human computing. We propose the influence
model as a new, efficient, and robust method for combining evidence from differ-
ent dynamic processes. The influence model is analogous to the work of a team of
experts. In this team, different experts cope with different types of data and use
different statistical models. Each expert consults with the other experts about
their results, instead of their raw data, to form a better understanding of the
situation. The experts find others whose results have information about their
particular problem, and form networks that can be used to pool data, identify
outliers, etc.

The influence model has proven to be an efficient, robust method for analyz-
ing multi-expert dynamics problems. It is in the tradition of N-heads dynamic
programming on coupled hidden Markov models [7], the observable structure
influence model [1], and the partially observable influence model [2], but extends
these previous models by providing greater generality, accuracy, and efficiency.

T.S. Huang et al. (Eds.): AI for Human Computing, LNAI 4451, pp. 170–189, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Modeling Influence Between Experts 171

In this introductory section, we will first outline two types of several experi-
mental platforms where we have used the influence modeling methodology. This
will allow us to sketch some of the opportunities and challenges for our method
of combining experts. We believe the same method can be applied to other hu-
man computing scenarios, and can be a good candidate for combining evidence
of human physiological signals as well as social signals.

Example Applications

Our first example illustrating the general problem of combining expert classi-
fiers is the inSense system [3] which combined several wearable sensor systems,
each of which attempted to classify the state of the wearer. The ultimate goal of
this system was to combine these local experts into a global estimate of wearer’s
state, and use this to control data collection by camera and microphone. The sys-
tem was developed as part of the DARPA Advanced Soldier Sensor Information
System and Technology (ASSIST ) program [4].

In the inSense system (see Figure 1), data are collected by two accelerometers
(worn on left hip and right wrist), an ambient audio recorder, and a camera (the
latter two worn on the chest). From the data, four within-category “experts”
are able to recognize various types of wearer context. These context categories
include (1) eight types of locations (office, home, outdoors, indoors, restaurant,
car, street, and shop), (2) six ambient audio configurations (no speech, user
speaking, other speaking, distant voice, loud crowd, and laughter), (3) seven
postures (unknown, lying, sitting, standing, walking, running, and biking), and
(4) eight activities (no activity, eating, typing, shaking hands, clapping hands,
driving, brushing teeth, and washing the dishes).

The within-category contexts recognized by the four category experts are then
combined to determining moments of interest in the wearer’s everyday life, which
are then recorded as a sort of personal diary. The context estimates can also be
used to assist a wearer in real time. Several things are worthy of mentioning in
the inSense system. First, the contexts in the recent past provide information
for recognizing the current contexts. This type of information can be utilized by,
for instance, hidden Markov models.

Second, the four categories of contexts (postures, ambient audio configura-
tions, postures, and activities) are related. For example, knowing that a user is
typing would strongly bias the system to believe that he is both sitting and in his
office / home, while knowing that a user is in his office / home only weakly hints
that he is typing. Since the inSense system does not have a GPS, most of the
user’s location contexts are inferred from the other three categories of contexts.

Third, the relation between these four categories is too complex to be speci-
fied manually. The contexts from one category can be combined freely with those
from another category, and there are as many as 8 × 6 × 7 × 8 = 2688 number
of combined states. As a result, a good algorithm for this system must be able
to explore and exploit the relations among different categories of contexts auto-
matically while avoiding consideration of the exponential number of combined
states.
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Fig. 1. Left: the inSense system; Right: the ASSIST system

A very similar approach was taken in developing a soldier state recognition
algorithm for the ASSIST system (see Figure 1), in collaboration with IBM
and Georgia Tech teams. In this system, data was collected in real-time from
several accelerometers, microphones, cameras, and a GPS/altimeter, all attached
to different parts of the soldiers’ clothing. Inference of soldier state was made in
real-time, and data automatically shared among different soldiers wearing the
ASSIST systems based on the pattern of activity shown among the group of
soldiers.

Both systems used the same team-of-experts approach. In the inSense sys-
tem, the raw data are computed upon in fundamentally different ways to get the
four categories of contexts. The understandings in different categories of contexts
can serve to enhance each other. In addition, there are so many combinations of
contexts that the curse of dimensionality should be carefully avoided. In compar-
ison, the sample sequences from different sensors in the ASSIST system observe
very different probability laws and can hardly be jointly Gaussian, thus it was
beneficial to apply different models to different sensors and then combine the
results.

Since sensor failures were unavoidable due to insufficient power supply, sen-
sor faults, connection errors, or other unpredictable causes, the team-of-experts
approach allowed us to offset deficiencies in sensor data by providing estimates
of the missing data that were constructed from the other experts’ results.

A second example illustrates our approach from the problem of combining
several smart sensors on a single individual to the problem of modeling a group
of persons over an extended time. The modes of input for this multi-person
experiment included not only location sensor data for an individual, but also the
sensor data on how the individuals interact with each other.
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In our Reality Mining project [5], 81 participants wore Nokia 6600 mobile
phones with a custom version of the Context software [9] for a period of over
nine months, and have their locations (in terms of cell tower usages), proximity
information (in terms of the Bluetooth devices seen), cell phone usages (phone
calls, short messages, voice mails), and cell phone states continuously collected.
From the recorded data set, we are able to infer the participants’ social circles,
as well as their individual behaviors. As are typical in such large, extended
experiments, the cell phone data collection for the individuals experienced several
different types of abnormalities, and the cell phone data for different individuals
are correlated. Thus this data set provided a good test for our ability to data
mine structural relationships among different participants.

The remainder of this article is organized in the following way. In section 2,
we formulate the latent structure influence model and give its latent state infer-
ence algorithm and its parameter estimation algorithm. In 3 we discuss how the
algorithm performs on these example applications, and compare the robustness,
accuracy, and efficiency of the method to some other standard approaches to
this problem.

2 Influence Modeling of Multi-sensor Dynamics

The influence model is a tractable approximation of the intractable hidden
Markov modeling of multiple interacting dynamic processes. While the num-
ber of states for the hidden Markov model is the multiplication of the number
of states for individual processes, the number of states for the corresponding in-
fluence model is the summation of the number of states for individual processes.
The influence model attains this tractability by linearly combining the contri-
butions of latent state distributions of individual processes at time t to get the
latent state distributions of individual processes at time t + 1.

In the rest of this section, we describe the influence parameters, the evolution
of the marginal latent state distributions for individual processes, and the ob-
servations for individual processes as probabilistic functions of the latent states.
The usage with an influence model is generally: inference of latent states given
parameters and observations, estimation of parameters given latent states and
observations, or simultaneous latent state inference and parameter estimation
from observations. A graphical model representation of the influence model is
plotted in Figure 2.

A latent structure influence process {s(c)
t , y

(c)
t : c = {1, · · · , C}, t ∈ N} is

a stochastic process composed of C interacting (sub-) processes. Each process
c ∈ {1, · · · , C} has latent states {s(c)

t : t ∈ N} and observations {y(c)
t : t ∈ N}

corresponding to sample times t ∈ N. The latent structure influence process is
normally used to estimate the latent states and/or the parameters based on the
observations.

The latent state s
(c)
t for processes c at time t is a random variable valued

over {1, · · · , mc}. The latent state for all C processes at time t is thus st =
(s(1)

t , · · · , s
(C)
t ). We write the probability measures of s

(c)
t over its values into
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a row vector p(s(c)
t ) and concatenate these row vectors for all processes c ∈

{1, · · · , C} into a longer row vector p(st),

p(s(c)
t )

�
=
(
Pr(s(c)

t = 1), . . . , Pr(s(c)
t = mc)

)

p(st)
�
=
(
p(s(1)

t ), · · · , p(s(C)
t )

)

=
(
Pr(s(1)

t = 1), . . . , Pr(s(1)
t =m1), · · · , Pr(s(C)

t =1), . . . , Pr(s(C)
t =mC)

)
.

According to the definition of the probability measure,
∑mc

j=1 Pr(s(c)
t = j) = 1

for c ∈ {1, · · · , C}.
The probability distributions P (s

(c)

t ) for latent states s
(c)
t , where c∈ {1,· · · , C}

and t ∈ {1, · · · , T }, evolve recursively and linearly in a similar way as in the
hidden Markov process case. The (initial) probability measure of the latent state
s
(c)
t=1 for process c ∈ {1, · · · , C} at time t = 1 over its values is parameterized as

a row vector π(c) , which in turn, is concatenated into a longer row vector π.

π
(c)
i

�
= Pr(s(c)

1 = i), where 1 ≤ i ≤ mc

π(c) �
=

(
π

(c)
1 , · · · , π(c)

mc

)

π
�
=

(
π(1), · · ·π(C)

)

=
(
π

(1)
1 , · · ·π(1)

m1
, · · · , π

(C)
1 , · · · , π(C)

mC

)

The probability measures p(st) evolve over time linearly as p(st+1) = p(st) ·H ,
where H is called an influence matrix, as compared to a Markov matrix in a
hidden Markov model. The influence matrix H is parameterized in accordance
with Asavathiratham’s initial parameterization [1]: Call the C×C matrix DC×C ,
whose columns each add up to 1, as a network (influence) matrix ; Call the
mc1×mc2 Markov matrices A(c1,c2) (where c1, c2 ∈ {1, · · · , C}), whose rows each
add up to 1, as inter-process state transition matrices. The influence matrix is
formed as the generalized Kronecker product

H
�
= D ⊗

{
A(c1,c2}

}

c1,c2∈{1,··· ,C}
=
(
dc1,c2A

(c1,c2)
)

c1,c2∈{1,··· ,C}
,

which is a block matrix, whose submatrix at row c1 and column c2 is dc1,c2A
(c1,c2),

and whose element indexed by (c1, c2, i, j) is h
(c1,c2)
i,j = dc1,c2 ·a(c1,c2)

i,j . The fact that
p(st) is a concatenation of probability distributions is guaranteed by the require-
ment that each column of D, as well as each row of A(c1,c2), adds up to 1.

Using this notation, the latent state distributions p(st) for the C interacting
processes are evolved as
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p(s1) = π

p(st+1) = p(st) · H

An observation y
(c)
t for process c at sample time t is a random variable condi-

tioned on the corresponding latent state s
(c)
t . The observations are used to adjust

the estimation of latent states

P (st) · P (yt|st)
�
=

C∏

c=1

P (s(c)
t ) · P (y(c)

t |s(c)
t ).

When the observation y
(c)
t is finite valued, y

(c)
t ∈ {1, . . . , nc}, we write b

(c)
i,j =

Pr(y(c) = j|s(c) = i) and call the mc × nc matrix B(c) = (b(c)
i,j ) as an observation

matrix. When the observation y
(c)
t is in multivariate normal distribution, we use

nc to represent the dimensionality of y
(c)
t , and use μ

(c)

s(c) , Σ
(c)

s(c) to represent the

mean and variance of y
(c)
t . In other words, when the corresponding latent state

is valued as s
(c)
t , we have y

(c)
t ∼ Nnc(μ

(c)

s(c) , Σ
(c)

s(c)).

The latent structure influence process {s(c)
t , y

(c)
t : c = {1, · · · , C}, t ∈ N}

is a simplification of the hidden Markov process {st =
(
s
(1)
t , · · · , s

(C)
t

)
, yt =

(
y
(1)
t , · · · , y

(C)
t

)
: t ∈ N}. In the hidden Markov process {st, yt : t ∈ N}, a

latent state st can take
∏C

c=1 mc number of values, an observation yt can ob-
serve very complex distributions conditioned on st, and the state transition
matrix is a (

∏
c mc) × (

∏
c mc) Markov matrix. When C is large, the com-

putation on {st, yt : t ∈ N} becomes intractable, and is easy to overfit. In
comparison, in the latent structure influence process, we only need to cope
with the marginal probability distributions Pr(s(c)

t = i) for state st, and can
cope with y

(c)
t for individual interacting processes c ∈ {1, · · · , C} separately.

Asavathiratham [1] proved the following theorems concerning the relationship
between an influence process and a Markov process: (1) Given any influence
process {s(c)

t : c ∈ {1, · · · , C}, t ∈ N} parameterized by the initial state distri-
butions π = p(s1) and the influence matrix H , there exists a Markov process
{xt = (x(1)

t , · · · , x
(C)
t ) : t ∈ N} parameterized by the initial state distribution

of x1 and the (
∏

c mc) × (
∏

c mc) Markov matrix G, and the corresponding
influence process {x(c)

t : c ∈ {1, · · · , C}, t ∈ N} has the same probability mea-
sure as the original influence process {s(c)

t : c ∈ {1, · · · , C}, t ∈ N} (i.e., both
influence processes have the same parameters). (2) Given any Markov process
{xt = (x(1)

t , · · · , x
(C)
t ) : t ∈ N} with Markov matrix G, the stochastic process

{x(c)
t : c ∈ {1, · · · , C}, t ∈ N} is an influence process with influence matrix H .

The two matrices are connected by an event matrix B(m1, · · · , mC) (where B is
determined only by m1, · · · , mC), B ·H = G ·B. As a result, the stationary dis-
tribution of the Markov process can be linearly mapped into the stationary dis-
tribution of the corresponding influence process. We extended Asavathiratham’s
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p(�s(1)
t=1) = �π(1) p(�s(1)

t+1) =
∑

i p(�s(i)
t ) · di,1 · A(i,1)

p(�o(1)
t=1) = p(�s(1)

t=1) · p(�o(1)
t=1|�s(1)

t=1) p(�o(1)
t+1) = p(�s(1)

t+1)P (�o(1)
t+1|�s(1)

t+1)

p(�s(2)
t=1) = �π(2) p(�s(2)

t+1) =
∑

i p(�s(i)
t )di,2A

(i,2)

p(�o(2)
t=1) = p(�s(2)

t=1) · p(�o(2)
t=1|�s(2)

t=1) p(�o(2)
t+1) = p(�o(2)

t+1)P (�o(2)
t+1|�s(2)

t+1)

...
...

p(�s(C)
t=1) = �π(C) p(�s(C)

t+1) =
∑

i p(�s(i)
t )di,CA(i,C)
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Fig. 2. A graphical model representation of the influence model. The left column repre-
sents basis step, and the right column represents the induction step. Shadowed squares
are observable, while un-shadowed squares are unobservable. Our task is to learn the
parameters and latent states from observations. The two-column convention is adopted
from Murphy [6].

influence process {s(c)
t : c ∈ {1, · · · , C}, t ∈ N} into a latent structure influence

process {s(c)
t , y

(c)
t : c ∈ {1, · · · , C}, t ∈ N}, and use the latent structure influ-

ence process to understand/simulate how a group of experts cooperate with each
other and make predictions.

The forward-backward algorithm for latent state estimation and the maxi-
mum likelihood algorithm for parameter estimation for an influence model are
derived from the equivalence of the influence model and the corresponding hid-
den Markov model. Being able to model the dynamics of C interacting processes,
with mc number of latent states for individual process c, in a polynomial com-
plexity in the sum of the number of latent states for individual chains O(

∑
mc)

does not necessarily guarantee that the latent state estimation and the parame-
ter estimation algorithms also have a polynomial time complexity. We give the
latent state estimation (E-step), as well as the parameter estimation algorithm
(M-step) in Algorithm 1. The derivation is deferred in the Appendix. In this
algorithm, the random variables y

(c)
t for c ∈ {1, · · · , C} and t ∈ {1, · · · , T } are

already sampled and their values are known. We write the probability (or prob-
ability density) of observing y

(c)
t when the latent state s

(c)
t take values 1, · · · , mc

into a mc × 1 row vector b
(c)
t

�
=

(
Pr(y(c)

t |s(c)
t = 1), · · · , Pr(y(c)

t |s(c)
t = mc)

)
, and

concatenate them into a (
∑

c mc) × 1 row vector bt. The quantities α
(c)
t,i

�
=

Pr(s(c)
t = i|{y(c0)

t0 : c0 ∈ {1, · · · , C}, t0 ∈ {1, · · · , t}}) are forward parame-
ters. We write α

(c)
t,i for all i ∈ {1, · · · , mc} into a mc × 1 row vector α

(c)
t ,

and concatenate α
(c)
t into a (

∑
c mc) × 1 row vector αt. The quantities β

(c)
t,i

�
=

Pr({y(c0)
t0 : c0 ∈ {1, · · · , C}, t0 ∈ {t + 1, · · · , T }}|s(c)

t = i) are backward pa-
rameters. We write β

(c)
t,i for all i ∈ {1, · · · , mc} into a 1 × mc column vector
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β
(c)
t , and concatenate β

(c)
t into a 1× (

∑
c mc) column vector βt. The quantities

γ
(c)
t,i

�
= Pr(s(c)

t = i|{y(c0)
t0 : c0 ∈ {1, · · · , C}, t0 ∈ {1, · · · , T }}) are one-slice

parameters. We write γ
(c)
t,i for all i ∈ {1, · · · , mc} into a mc × 1 row vector

γ
(c)
t , and concatenate γ

(c)
t into a (

∑
c mc) × 1 row vector γt. The quantities

ξ
(c1,c2)
t−1→t,i→j

�
= Pr(s(c1)

t−1 = i, s
(c2)
t = j|{y(c0)

t0 : c0 ∈ {1, · · · , C}, t0 ∈ {1, · · · , T }})
are two-slice parameters. We write ξ

(c1,c2)
t−1→t,i→j for all i ∈ {1, · · · , mc1} and j ∈

{1, · · · , mc2} into a mc1 × mc2 matrix ξ
(c1,c2)
t−1→t, and concatenate ξ

(c1,c2)
t−1→t into a

(
∑

c mc)× (
∑

c mc) matrix whose submatrix at row c1 and column c2 is ξ
(c1,c2)
t−1→t.

3 Experimental Results

In this section, we illustrate how an influence model can capture the correlations
among different dynamic classification processes. We will show how capturing the
correct structure between different“experts”can allow improvement of the overall
classification performance. We will also illustrate the efficiency and robustness
to noise that this modeling capability provides.

We begin with a synthetic example of a noisy sensor net in order to illustrate
the structure that the influence model tries to capture, and how an influence
model can be used to improve classification precision. We then extend the noisy
body sensor net example and compare the training errors and the testing errors
of different dynamic models.

We will then show application of the algorithm to two real examples:
The first example is a wearable smart sensor net example in which the goal is

real-time context recognition, and the influence model is used to discover hidden
structure among speech, location, activity, and posture classification experts in
order to allow for more accurate and robust classification of the wearer’s overall
state.

The second example is a group of 81 people carrying smart phones that are
programmed to record location, proximity to other experimental subjects, and
cell phone usage. In this example we will focus on the ability of the influence
model to correctly determine the social structure of the group.

3.1 Combining Evidence with the Influence Model

Central to the latent structure influence model is the mechanism that the ev-
idence is combined in the latent state level over time. This mechanism both
enables coping with hetereogeneous types of evidence, and makes it possible to
automatically find out relations among the different pieces of evidence.

In this subsection, we use a simple example involving two Gaussian distribu-
tions to illustrate how the influence model combine evidence and set priors for
individual related processes (“experts”). We also compare the mechanisms of the
latent structure influence model, the hidden Markov model with full covariant
matrix, and the hidden Markov model with diagonal covariant matrix.
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Algorithm 1. The EM algorithm for the latent structure influence model
E-Step

α∗
t =

{
π1×∑

mc · diag[b1] t = 1

αt−1 · H · diag[bt] t > 1

Nt = diag

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
m1∑
i=1

α
∗(1)
t,i

, · · · ,
1

m1∑
i=1

α
∗(1)
t,i

︸ ︷︷ ︸
m1

, · · · ,
1

mC∑
i=1

α
∗(C)
t,i

, · · · ,
1

mC∑
i=1

α
∗(C)
t,i

︸ ︷︷ ︸
mC

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

αt = α∗
t · Nt

βt =

{
1∑

mc×1 t = T

H · diag[bt] · Nt+1 · βt+1 t < T

γt = αt · diag[βt]

ξt−1→t = diag[αt−1] · H · diag[bt] · Nt · diag[βt]

p(y) =
∏

t,c

(

mc∑

i=1

α
∗(c)
t,i )

M-Step

– Parameters related to the latent state transitions

A(i,j) = normalize[
T∑

t=2

ξ
(i,j)
t−1→t]

S =

⎛

⎝
11×m1

...
11×mC

⎞

⎠

dij = normalize[S

(
T∑

t=2

ξt−1→t

)
ST]

π(c) = normalize[γ
(c)
1 ]

– Parameters related to multinomial observations

B(c) = normalize[
∑

t

γ
(c) T
t ·

(
δ(y

(c)
t , 1), · · · , δ(y

(c)
t , · · · , nc)

)
]

– Parameters related to Gaussian observations

μ(c) =

(
∑

t

γ
(c) T
t · y(c)

t

)
/

(
∑

t

γ
(c)
t · 1mc×1

)

Σ
(c)
i =

(
∑

t

γ
(c)
t,i y

(c)
t y

(c) T
t

)
/

(
∑

t

γ
(c)
t · 1mc×1

)
− μ

(c)
i · μ(c) T

i



Modeling Influence Between Experts 179

time steppr
oc

es
s 

id
(a)

500 1000

2

4

6

time steppr
oc

es
s 

id

(b)

500 1000

2

4

6

process idpr
oc

es
s 

id

(c)

1 2 3 4 5 6

1
2
3
4
5
6

time steppr
oc

es
s 

id

(d)

500 1000

2

4

6

Fig. 3. Inference from observations of interacting dynamic processes

Noisy Body Sensor Net Example. In the noisy body sensor net example, we
have six stochastic processes, and we sample these six processes with six body
sensors. Each process can be either signaled (one) or non-signaled (zero) at any
time, and the corresponding body sensor has approximately 10% of its samples
flipped. The interaction of the six stochastic processes behind the scene looks like
this: processes one through three tend to have the same states; processes four
through six tend to have the same states; the processes are more likely to be non-
signaled than to be signaled; and the processes tend to stick to their states for a
stretch of time. The parameters of the model are given as the following and are

going to be estimated: Aij =
(

.99 .01

.08 .92

)
, 1 ≤ i, j ≤ 6, Bi =

(
.9 .1
.1 .9

)
, 1 ≤ i ≤ 6,

dij = .33, 1 ≤ i, j ≤ 3, and dij = .33, 4 ≤ i, j ≤ 6.
In Figure 3, (a) shows the sampled latent state sequences, (b) shows the cor-

responding observation sequences, (c) shows the influence matrix reconstructed
from sampled observation sequences, and (d) shows the reconstructed latent state
sequences after 300 observations. The (i, j)th entry of the (c1, c2)th sub-matrix
of an influence matrix determines how likely that process c1 is in state i at time
t and process c2 is in state j at time t + 1. It can be seen from Figure 3 (c) that
the influence model computation recovers the structure of the interaction.

The influence model can normally attain around 95% accuracy in predicting
the latent states for each process. The reconstructed influence matrix has only
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9% relative differences with the original one. Using only observations of other
chains we can predict a missing chain’s state with 87% accuracy.

Comparison of Dynamic Models. The training errors and the testing er-
rors of the coupled hidden Markov model, the hidden Markov model, and the
influence model are compared in this example. The setup of the comparison is
described as the following. We have a Markov process with 2C , where C = 10,
number of states and a randomly generated state transition matrix. Each sys-
tem state st is encoded into a binary s

(1)
t · · · s(C)

t . Each of the mc = 2 evalua-
tions of “digit” s

(c)
t corresponds a different 1-d Gaussian observation o

(c)
t : Digit

s
(c)
t = 1 corresponds to o

(c)
t ∼ N [μ1 = 0, σ2

1 = 1] ; Digit s
(c)
t = 2 corresponds to

o
(c)
t ∼ N [μ2 = 1, σ2

2 = 1] .
In most real sensor nets we normally have redundant measures and an insuffi-

cient observations to accurately characterize sensor redundancy using standard
methods. Figure 4 compares the performances of several dynamic latent struc-
ture models applicable to multi-sensor systems. Of the 1000 samples (ot)1≤t≤100,
we use the first 250 for training and all 1000 for validation.

There are two interesting points. First, the logarithmically scaled number of
parameters of the influence model allows us to attain high accuracy based on a
relatively small number of observations. This is because the eigenvectors of the
master Markov model we want to approximate are either mapped to the eigen-
vectors of the corresponding influence model, or mapped to the null space of the
corresponding event matrix thus is not observable from the influence model, and
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Fig. 4. Comparison of dynamic models
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that in addition the eigenvector with the largest eigenvalue (i.e., 1) is mapped to
the eigenvector with the largest eigenvalue of the influence matrix [1].

Secondly, both the influence model and the hidden Markov model applied
to individual processes are relatively immune to over-fitting, at the cost of low
convergence rates. This situation is intuitively the same as the numerical analysis
wisdom that a faster algorithm is more likely to converge to a local extremum
or to diverge.

3.2 On-Body Smart Sensor Network

In the inSense system the sensors consist of a chest-mounted camera, a Wi-Fi
transceiver, an ambient audio recorder, and two accelerometers, worn on hip
and wrist (see Figure 1) [3]. This system is designed to classify in real time eight
locations, six speaking/non-speaking status, seven postures, and eight activities.
The classification is carried out in two steps: A pre-classifier (either a single
Gaussian, mixture of Gaussians, or C4.5 classifier) is first invoked on the audio
and accelerometer features to get a moderately accurate pre-classification result
within each the above four categories. These are the “experts” that we desire to
group in order to produce more accurate estimates of the wearer’s context.

The pre-classification result of different categories is then fed into an influence
model to learn inter-sensor structure, and then this learned structure is used to
generate an improved post-classification result. In this example the influence
model learns the conditional probabilities that relate the four categories (loca-
tion, audio, posture, and activity) and then uses this learned influence matrix to
improve the overall performance.

For example, given that the inSense wearer is typing, we can inspect the row
of the influence matrix corresponding to “typing” and see that this person is
very likely to be either in the office or at home, to not be speaking, and to be
sitting. As a result, the action of typing can play a critical role to disambiguating
confusions between sitting and standing, or between speaking vs not-speaking,
but not between office and home.

By combining evidence across different categories using the influence model,
the classification errors for locations, speaking/non-speaking, postures, and ac-
tivities decreased by an average of 23%, from 38%, 22%, 8% and 27% to 28%,
19%, 8%, and 17% respectively. The post-classification for postures does not
show significant improvement because of two reasons: (1) it is already precise
enough considering that we have labeling imprecision in our training data and
testing data, and (2) it is the driving force for improving the other categories,
and no other categories are more certain than the posture category.

3.3 Social Network Example

This example demonstates reconstructing the social structure of a set of subjects
from their cellphone-collected data [5]. In this data 81 subjects wore Bluetooth-
enabled mobile telephones that recorded which cell towers were visible to the tele-
phone, thus allowing coarse estimation of the wearers’ location, and which
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Influence Matrix(bnet−trained)
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Fig. 5. Influence matrix learned by the EM algorithm

Bluetooth devices are nearby, thus allowing inference of proximity to other sub-
jects. Note that Bluetooth signals include a unique identifier, and are typically
detectable at a range of only a few meters. In this study fixed Bluetooth beacons
were also employed, allowing fairly precise estimation of subjects location even
within buildings. Over the nine months of the study 500,000 hours of data were
recorded.

The temporal evolution of these observations were analyzed using the influence
model with 81 chains, corresponding to the 81 subjects. Each subjects’ chain was
constrained to have two latent states (“work”, “home”) but with no restriction
on social network connectivity.

In our first experiment with this data the observation vector for each chain was
restricted to the cell tower visibility of each subjects’ 10 most commonly seen cell
towers. In the resulting model the two states for each subject corresponded ac-
curately to ‘in the office’ and ‘at home’, with other locations being misclassified.
The resulting influence matrix, shown in Figure 6 (a), demonstrated that most
people follow very regular patterns of movement and interpersonal association,
and consequently we can predict their actions with substantial accuracy from
observations of the other subjects. A few of the chains were highly independent
and thus not predictable. These chains corresponded to new students, who had
not yet picked up the rhythm of the community, and the faculty advisors, whose
patterns are shown to determine the patterns of other students.

In another setup, we used the Bluetooth proximity distribution as our obser-
vations. Again, the latent states accurately reflect whether a person is at home
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Fig. 6. Finding social structures from cellphone-collected data. (a) New students and
faculty are outliers in the influence matrix, appearing as red dots due to large self-
influence values. (b) Most People follow regular patterns (red: in office, green: out of
office, blue: no data), (c) clustering influence values recovers workgroup affiliation with
high accuracy (labels show name of group).

of in office. However with this data the resulting influence matrix shows precisely
the social and geometrical structure of the subjects. The dendrogram from the
proximity influence matrix shown in Figure 6 (b) captures the actual organization
of the laboratory, clustering people into their actual work groups with only three
errors. For comparison, a clustering based on direct correlations in the data has
six errors.
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4 Conclusion

We have presented the formulation of a latent structure influence model, given
the parameter learning and latent state estimation algorithms, and demonstrated
the latent structure influence model’s performance in combining and analyz-
ing networks of experts. Both in simulation and real examples the influence
model proved to be an efficient and accurate method of estimating unknown
network structure and simultaneously estimating transition parameters. This
was shown to allow more accurate estimates of state, and increased tolerance to
missing data and similar noise. As a result, we believe that the latent struc-
ture influence process will provide a good framework for human computing
applications.

Matlab code for the influence model and for the synthetic sensor net example
may be found at:
http://vismod.media.mit.edu/vismod/demos/influence-model/index.html.
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Appendix: A Derivation of the EM Algorithm for the
Influence Process

In section 2, we gave the EM algorithm for the latent structure influence process.
The derivation of this algorithm is below.
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Latent State Inference

The task of latent state inference is to estimate
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Proof. In the following, we demonstrate that we can solve for the marginal for-
ward parameters without first solving the joint marginal forward parameters.
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– Basis Step
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In the following, we show that we can get the marginal backward parameters
without the knowledge of the joint backward parameters.
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– Induction Step
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Parameter Estimation
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We can maximize the parameters that map the latent states to the observations
in the same way as in an ordinary hidden Markov model.

When the latent states at time t = 1..T are not known. We can choose pa-
rameters that maximize the expected log likelihood function:
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According to the attributes of the expectation operator and the Kronecker delta
operator, the sufficient statistics are given in the following way, and the param-
eters related to the state transitions are maximized by Equations 3 and 4:
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The parameters are re-estimated in the same way as in the known latent state
case.
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Abstract. The central concern of Social Intelligence Design is the under-
standing and augmentation of social intelligence that might be attributed to both 
an individual and a group. Social Intelligence Design addresses understanding 
and augmentation of social intelligence resulting from bilateral interaction of 
intelligence attributed to an individual to coordinate her/his behavior with 
others in a society and that attributed to a collection of individuals to achieve 
goals as a whole and learn from experiences. Social intelligence can be 
addressed from multiple perspectives.  In this chapter, I will focus on three 
aspects. First, I highlight interaction from the social discourse perspective in 
which social intelligence manifests in rapid interaction in a small group. 
Second, I look at the community media and social interaction in the large, 
where slow and massive interaction takes place in a large collection of people. 
Third, I survey work on social artifacts that embody social intelligence. Finally, 
I attempt to provide a structured view of the field. 

Keywords: Social Intelligence Design, Conversational Informatics. 

1   Introduction 

The human is a social being.  As an individual in society, a human should be able to 
manage relationships with other people and act wisely in a situation governed by an 
implicit or explicit set of social rules, in order to live a comfortable life.  Such social 
skills range from an ability to communicate with and to learn from others to that of 
achieving goals by cooperating or negotiating with other people under a given social 
structure.   

In the meanwhile, activities of humans constitute the human society.  A collection 
of people may be considered to be intelligent if they can manage complexity and learn 
from experiences as a whole.  The major concern of an organization is to maximize its 
problem solving power by coordinating the intellectual power of its members.   

Social intelligence emerges from the synergy of individuals' social skill and the 
society's social structure.  Both individuals' social skill and the society's social 
structure are indispensable to achieve social intelligence as a whole.   

The advent of the network society has permitted people to interact with each other 
to affect social intelligence in a fashion unprecedented in history.  On the one hand, it 
has brought about enormous benefits and conveniences.  On the other hand, it has 
extended a dark side where a new technology is abused or disrupts human relations.   
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The central concern of Social Intelligence Design is the understanding and 
augmentation of social intelligence. Researchers with scientific or sociological con-
cerns might be interested in uncovering the mechanisms of social intelligence as a 
function of individuals' social skill and the society's social structure.  Those with 
engineering minds might want to design and devise advanced artifacts that will 
contribute to amplifying social intelligence.   

Social Intelligence Design becomes central to human computing whenever one 
sheds light on situations in which a human is interacting with other people.  Social 
Intelligence Design addresses a wide spectrum of phenomena concerning humans and 
their socially intellectual activities, ranging from establishing mutual intentions with 
nonverbal communications to new social media on the Internet.  

In this chapter, I describe the conceptual framework of Social Intelligence Design, 
and present an overview of work on Social Intelligence Design presented at the Social 
Intelligence Design workshops.   

2   Approaches to Social Intelligence Design 

Social intelligence results from the bilateral interaction of intelligence attributed to an 
individual to coordinate her/his behavior with others in a society and that attributed to 
a collection of individuals to achieve goals as a whole and learn from experiences.   

Social intelligence is ubiquitous in our daily life.  Consider the following scenario. 
 
Scenario 1: K and J were coming to Kyoto for sightseeing.  Although they found 
some nice famous places by Web search, they decided to go to a less famous, but 
quieter place with atmosphere that was recommended by local people.  They posted 
their experience on the weblog.   
 

Social Intelligence manifests in a variety of ways. It is evident that K and J relied on 
the experiences of other people on choosing the place for sightseeing.  
Recommendation and reputation were used as a primary means of knowledge 
resource to make a decision, in addition to catalog information about points of 
sightseeing spots. They might have preferred "local people" as a profile of the 
information source concerning the local affairs. They not only utilized the social 
information but they also contributed their own experience to the society. We also 
tend to rely on social heuristics such as the flow of people or a cluster of restaurants 
(such as the more restaurants, the more competitive and the nicer, or the longer 
history, the more reputation and the nicer).   

In addition, there has been an enormous amount of tacit information "beneath the 
surface", such as believed to have happened at the nonverbal levels (gestures, facial 
expressions, voice tone, dressing, posture, etc), that are not explicit in the text, if you 
imagined what happened, say, before, during and after the conversation between the 
two groups. For example, there might have been a scene such as Figure 1 in the 
discourse. K and J might have been walking on the stone steps and looking at some 
interesting scene after J referred K to something to the right by speech and eye gaze; 
K might have realized and have started looking to the right;  K and J might, then, have 
shared a sense of good communication by having realized that they had achieved a  
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Fig. 1. A scene of a fall day in Kyoto (painted by Mayumi Bono) 

joint attention and start a conversation;  nobody else might have paid much attention 
to them or might have ignored them out of courtesy;  all might have kept quiet so not 
to disturb the quiet atmosphere.    

Now, consider another scenario. 
 
Scenario 2: T became a member of a new company.  Soon after T came into the 
new office, he wanted to print his file.  When he went to a printer room, he found a 
beautiful output was printed from a printer.  He tried to set up parameters according 
to a manual, but he has not succeeded after many trials.   

 
This scenario refers to an artifact (printer). Our modern life is surrounded by a 

huge number of artifacts of varying kinds.  Although a naive thought about the 
introduction of artifacts is that they bring about great conveniences in our daily life, 
they may also result in a new stress.  For example, we have to undertake various kinds 
of interaction with the artifact (e.g., setting parameters or issuing commands) in order 
to achieve a goal (e.g., having the content of a file printed on a paper), which may 
cause panic and loss of time, as illustrated in the above scenario.   

In general, human-computer interaction induces social interactions.  For example, 
the designer of the printer may embed the tips in addition to a normal usage manual.  
The tips may be implicit in the sense that it is implemented in a tacit way such as a 
shape or the light embedded in a button.  The owner of a system may want to 
investigate customers' preferences by trying to infer usage patterns by computing 
statistics of the log data.  In contrast, the user may communicate her/his message by 
actions such as choosing the product, answering customers’ inquiries, or complaining.  
We can consider that artifacts are considered to be social communication media 
through which people exchange messages with each other or communicate with each 
other.   

The social interaction features induced by an artifact may become more prominent 
as artifacts become more sensible and proactive to the user, autonomous to cope with 
novel situations, and capable of acting on behalf of the designer or owner.  If this 
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enterprise is successful, the artifacts may well complement the incompleteness of 
human's ability and knowledge, and any flaw of the current user support for complex 
machinery, as suggested in Scenario 2, may be dissolved.  It will lead to the notion of 
artifacts as embodied social media.    

Social Intelligence Design is a research field aimed at the understanding and 
augmentation of social intelligence.  In what follows, I will overview work in Social 
Intelligence Design mainly published in the previous Social Intelligence Design 
workshops 1  from three perspectives suggested above.  First, I will focus on the 
interaction from the social discourse perspective in which social intelligence 
manifests in rapid interaction in a small group.  Second, I look at the community 
media and social interaction in the large, where slow and massive interaction takes 
place in a large group of people.  Third, I survey work on social artifacts that embody 
social intelligence.  Finally, I will attempt to provide a structured view of the field.   

3   Interaction in Social Discourse 

This perspective sheds light on structured interaction that takes place at the seconds-
minutes order, at the conscious level.  Collaboration protocol and story telling are key 
concepts at this level.   

3.1   Social Interaction with Nonverbal Communication Means 

People use nonverbal communication means in a proficient way to dynamically 
express their feelings, attitudes, intentions in addition to their thoughts. There is a 
tremendous amount of study on nonverbal communication behaviors including eye 
gaze, eyebrow, voice, facial expressions, head movement, hand gesture, body gesture, 
posture, distance, and so on. Kendon gave a structural description of gesture, most 
notably from the viewpoints of communication [Kendon 2004].  For example, he 
described in detail how greetings are made as a result of nonverbal interaction 
between social actors. McNeill studied relationships between gesture and thought 
[McNeill 05].  In addition to the development of measuring and coding schema for 
gestures, he presented a theory to characterize thought processes underlying gesture.  
He introduced a notion of growth point as "the smallest unit of the imagery-language 
dialectic", out of which a dynamic process of organization emerges. He characterized 
a growth point as "an empirically recoverable idea unit, inferred from speech-gesture 
synchrony and co-expressiveness." In addition, he introduced the notion of catchment 
to model multiple gestures with recurring form features to characterize the discourse 
segment to which the growth point belongs.  

Some of these behaviors are intentionally produced by a communication partner 
for a communicative purpose, while others, such as a subtle correlation of eye gaze 
and mouth move, are not. In face to face communication, humans are considered to 
evaluate with each by sensing such unconscious, uncontrollable nonverbal behavior. 
There are several games such as poker where players are motivated to tell lies.  Ueda 
and Ohmoto prototyped a real-time system that can discriminate lies by measuring 
gaze directions and facial feature points [Ohmoto 2006]. The system can measure 
                                                           
1 http://www.ii.ist.i.kyoto-u.ac.jp/sid/ 
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gaze directions and facial feature points, while allowing the user to move head 
position and orientation during the measurement and without requesting the user to 
place one or more markers on the face or preparing a face model in advance.  

The discourse and task level information needs to be taken into account to see the 
role and function of each piece of communication behavior in the context of the entire 
discourse or task.  Sacks introduced a concept of a turn-taking system in conversation, 
which suggests rules governing social interactions in conversation [Sacks 1974].  
Multi-party face-to-face conversations such as those taking place at poster 
presentations are interesting as a subject of investigating mutual dependency between 
the task structure and the nonverbal communication behaviors.  In the theory of 
participation status and framework, Goffman introduced such notions as side 
participants, bystanders, eavesdroppers in addition to the speaker and the addressee, 
in order to analyze the behavior of actors related to a conversation [Goffman 1981].  
Bond used a framework of planning developed in Artificial Intelligence to model 
social behaviors as a set of joint steps with temporal and causal ordering constraints.  
An example of a joint behavior is grooming a pairwise affiliative behavior, which 
consists of four phases: orient, approach, prelude, and groom [Bond 2002].   

 
(a) scene 1: A and VA were talking                    (b) scene 2: VB came 

  
 

          (c) scene 3: VB left                                 (d) scene 4: A and VA kept talking 

Fig. 2. When the third person did not interrupt/join in an ongoing conversation (by courtesy  
of Dr. Mayumi Bono) 
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Bono et al studied the dynamics of participation in face-to-face multi-party 
conversations [Bono 2004].  Figure 2 shows an example of a series of scenes at the 
poster session they investigated.  In scene 1, an exhibitor (E) and a visitor (VA) were 
talking.  During the talk, another visitor (VB) came in scene 2.  Although VB came 
very close to E and VA in scene 3, VB left after around 27 seconds without 
exchanging conversation with A or VB.  E and VA kept talking in scene 4.  

It might be interesting to see the relationship between the utterances, distribution of 
eye gazes, and the arrangement of bodies.  As for the distribution of eye gazes, E's eye 
direction was directed to VA, while VA was also gazing E in scene 1.  Turn taking 
took place at an appropriate frequency.  While one was making utterances as a 
speaker, he was looking at the hearer, making an explicit role assignment to the 
hearer.  This interaction was maintained after VB arrived and VB was not chosen as a 
recipient of the utterance.  As a result, VB had to stay as a side participant.  This 
example scenario suggests that the role of conversational partner is determined 
proactively by the speaker.   

Bono et al uncovered that the centrality of participation in a conversation is 
correlated with participants' interest in objects discussed as the topics of the 
conversation and that the more central a role one plays in a conversation, the more 
highly interested one is in the topic of conversation.  In addition, they found that the 
frequency of interaction with exhibitors was a good indicator of visitors' interest in the 
corresponding posters, interest in the posters was proportionate with the time visitors 
spent being directly addressed by exhibitors rather than as side-participants, and 
addressee-hood of visitors manifested itself in the coordinated production of verbal 
backchannel responses. 

Introduction of communication media may change the nature of communication. 
Mark and DeFlorio investigated how the use of wall-size, life-size HDTV was useful 
in overcoming the problems found in interaction with regular video-conferencing 
systems.  The HDTV (High Definition TV) provides high-resolution images, 
conveyed to a far wider angle of the remote room with less distortion, than normal 
video-conferencing.  Telephones were provided in each room, with telephone 
numbers, to support small group discussions (sidebar conversations) between the 
sites.  They reported that people did not use exaggerated gestures or movements to 
convey expression through HDTV image in videoconferences.  They also found that 
far fewer sidebar conversations across the geographically distant rooms were made 
during the videoconferences than during face-to-face conferences in the same room.  
They considered that the HDTV was mainly used for supporting the public 
conversations and as a result the team leader became a single primary channel of 
information for the group, as opposed to normal meetings, [Mark 2001].  In addition, 
they considered that the video image functioned as an awareness mechanism for 
activity in the other room, too.   

3.2   Knowledge in Action 

Gesture can be seen as external representations of abstract concepts which may be 
otherwise difficult to illustrate, as pointed out by Biswas and Fruchter [Biswas 2005]. 
They presented a framework for processing the captured video data to convert the 
tacit knowledge embedded in gestures into easily reusable and computable semantic 
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representations. They prototyped a system called I-Gesture to investigate how people 
use gestures to express ideas.  I-Gesture allows users to define a vocabulary of 
gestures for a specific domain, build a digital library of the gesture vocabulary, and 
mark up entire video streams based on the predefined vocabulary for future search 
and retrieval of digital content from the archive.   

In order to capture and mine social communicative events for further knowledge 
reuse, Yin and Fruchter developed a prototype called I-Dialogue that captures the 
knowledge generated during informal communicative events through dialogue in the 
form of an unstructured digital design knowledge corpus.  In addition, I-Dialogue 
adds structure to the unstructured digital knowledge corpus, and processes the corpus 
using an innovative notion disambiguation algorithm in support of knowledge 
retrieval [Yin 2007]. 

Skilled cooperative actions embody knowledge in co-action and can be seen as a 
form of social intelligence for sustainable interaction.  Gill and Borchers considered 
people, tools, artifacts, and technologies to be dynamic representations of knowledge 
in joint design activities and aimed to study these in co-action [Gill 2003].  They 
observed and compared the behaviors of students to collaborate to design shared dorm 
living spaces using a normal whiteboard and two SMARTboards (electronic 
whiteboards that allowed for web browsing, typing up session notes, drawing 
mockups, and viewing their work).  Body Moves was coded as the Parallel 
Coordinated Move (PCM).  They obtained useful insights into the use of surfaces in 
collaboration.  They reported that the ability to engage at the surface resulted in 
different strategies depending on the nature of the surface.  For example, on the 
SMARTboard surface, body moves such as take-turn were used.  As a result, the body 
field of the person acting was disturbed when the other one was entering it, and a 
reconfiguration of the engagement space was required. At the whiteboard surface, 
body moves such as attempt contact and focus were used to increase contact. In 
addition, further interesting phenomena were observed where participatory structure 
dynamically changed according to the problem solving status.  They called it 
interactional dance.   

3.3   Meeting Capture 

Synthetic approaches at this level can be applied to the meeting room applications in 
order to better support meetings, such as real-time browsing, retrieval and 
summarization of meetings.  Intelligent support of meetings can be characterized in 
the context of ambient intelligence defined as ubiquitous computing plus social and 
intelligent interfaces [Nijholt 2005b].  Issues in designing a meeting environment 
involve interpretation of events and activities in the environment, provision of real-
time support, multimedia retrieval and reporting, autonomous and semi-autonomous 
embodied agents, controlling the environment, and its inhabitants.  The M4 (multi-
modal meeting manager) project was aimed at designing a meeting manager that can 
translate the information captured from microphones and cameras into annotated 
meeting minutes that allow for high-level retrieval questions, and for summarization 
and browsing.  In order to track discussions, group actions such as presentations,  
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Fig. 3. Button-devices for human-assisted capture of conversation quanta [Saito 2005] 

discussions, consensus and note-taking are modeled using Hidden Markov Models 
(HMMs).  The actions of the individuals are recognized independently, and fused at a  
higher level. On the other hand, the augmented multi-party interaction (AMI) project 
aimed to develop new multimodal technologies to support human interaction in smart 
meeting rooms and remote meeting assistants.  It aimed to enhance the value of 
multimodal meeting recordings and to make human interaction more effective in real 
time.   

Saito et al reported a method of human-assisted conversation quanta acquisition 
using auxiliary button devices, as shown in Figure 3. In this conversation capture 
environment, each conversation participant is expected to press her/his button when 
s/he expects or finds a segment of conversation useful and hence intends to record the 
segment [Saito 2005]. The conversational situation itself is recorded during the 
conversation.  Each participant can press the button to indicate the system her/his 
intention to mark.  S/he can specify the in-point by quickly pressing the button n 
times to go back in the discourse dn × seconds, where d is a time unit for going back.  
Then, s/he keeps hold of the button until s/he thinks it is enough.  The out-point will 
be set when s/he releases the button.  As a result of an experimental investigation, five 
seconds was found to be an optimal value for d.   

A meeting assistance environment called SKG Room as shown in Figure 4, was 
implemented.  In this environment, a sphere surface of a spatial content aggregator 
called SKG is projected on a large screen.  The users can have a conversation in front 
of the large screen.  The conversation content can be captured by the human-assisted 
conversation contents capture environment. The captured conversation quanta are 
integrated on the SKG surface.  In addition to the button devices, the touch screen was 
made available as a capture device, so that the user can touch the screen to signal 
her/his intentions. 

In order to support the meeting in a more intelligent fashion, one might be 
interested in introducing pro-active meeting assistants that aim to assist the meeting 
process and thereby facilitate more effective and efficient meetings. Rienks et al 
discussed the requirement specifications of such meeting assistants and carried out a 
Wizard of Oz experiment [Rienks 2006].  A set of four different systems with varying 
intrusiveness levels was devised for the experiment. They were evaluated by two 
student committees of eight and seven members respectively. As a result, two 
versions that use voice samples together with a clock display when an item is due to 
be finished, something is off topic, a subject takes too long, or a discussion is 
unbalanced resulted in much more efficient meetings than those without pro-active 
meeting assistants, though less enjoyable.   
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Fig. 4. SKG Room [Saito 2005] 

3.4   Collaboration Support 

Another key issue at this level is collaboration design.  Fruchter proposes the analysis 
of collaboration support systems with three perspectives, physical spaces (e.g., 
"bricks"), electronic content ("bits"), and the way people communicate with each 
other ("interaction") [Fruchter 2001].  Fruchter introduced Brick & Bits & Interaction 
Hypothesis and Change Hypothesis and emphasize in designing their importance in 
collaboration technologies as follows: 

Brick & Bits & Interaction Hypothesis: If we understand the relationship between 
bricks, bits, and interaction we will be able to  

1. design spaces that better afford communicative events,  
2. develop collaboration technologies based on natural idioms that best 

support the activities people perform, and  
3. engage people in rich communicative experiences that enable them to 

immerse in their activity and forget about the technology that mediates the 
interaction. 

Change Hypothesis: Any new information and collaboration technology will 
require change and rethinking of: 

1. the design and location of spaces in which people work, learn, and play. 
2. the content people create in terms of representation, media, interrelation 

among the different media, the content’s evolution over time so that it 
provides context and sets it in a social communicative perspective. 

3. the interactions among people in terms of the individual’s behavior, 
interaction dynamics, new communication protocols, collaboration 
processes; relation between people and affordances of the space; and 
interactivity with the content. 
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The hypotheses were used in the Global Teamwork in Architecture, Engineering, 
Construction (A/E/C) offered at Stanford University. 

4   Community Media and Social Interaction in the Large 

This level is concerned with massive interaction in a society.  It is slow and 
sometimes proceeds without much attention.   

4.1   Understanding Community Media 

There are several methodologies for analyzing macro interaction, involving social 
survey to collect information from the society, sociological methodology to interpret 
phenomena, social psychological methods, or statistic methods to derive a tendency.  
Miura and Shinohara investigated the communication congestion which is defined as 
the phenomenon of multiple topics simultaneously running when many participants 
are participating in the same chat session at the same time. [Miura 2004].  According 
to their study, high-density congestion can be regarded as leading to overloading of 
the participants’ cognitive systems, making their remarks become less informative; 
moderate-density congestion with a relevant topic can be regarded as an activator of 
communication, particularly for experienced participants.  Their research suggests 
that it might be possible to enhance the creativity of a group by adaptively changing 
the density of congestion.   

A sociological approach may be applied to workplace design to facilitate 
communication and collaboration between mobile workers and their office base by 
ensuring compatibility between fixed and mobile, local and remote work areas. 
Rosenberg et al presented work on interaction space as the relationship between 
people, location, work task and process, based on the assumption that people jointly 
create an interaction space in which they work together towards achieving mutual 
understanding, and that the common ground is created in the interaction space that is 
shaped by spatial and organizational constraints as well as informational resources 
that determine the nature of the hybrid workplace.  The investigation focused on the 
distance between people from three key perspectives [Rosenberg 2004].   

In order to define a framework of standardized quantitative measurement of social 
intelligence, a notion of Social Intelligence Quantity (SIQ) was defined by combining 
the qualitative evaluation consisting of questionnaire and protocol analysis, and the 
quantitative evaluation consisting of the network log analysis, the factorial experiment 
and the standardized psychological scale [Yamashita 2002].  SIQ consists of  
SIQ-Personal and SIQ-Collective.  

SIQ-Personal specifies the individual's personal attitudes to the society.  
SIQ-Personal is measured with the individual's information desire and intention to 
participate in the community.  Matsumura investigated in detail the information desire 
and identified that the information acquisition desire consists of the interpersonal 
relation desire, the trend information acquisition desire, the information publication 
desire, the information monopoly desire, and the information acquisition desire 
[Matsumura 2004].  In order to investigate the structure of the individual's intention to 
participate in the community, Matsumura introduced seven factors (i.e., the intention  
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Fig. 5. A causal model concerning the intention of participating in a community and using a 
tool [Matsumura 2004] 

of active participation, the intention of continuous participation, the benefits of using 
tools, the interest in the tool, the clarity of others' idea, the contribution to their 
community, and the understanding of the community's status), and proposed a causal 
model as shown in Figure 5. It indicates that the intention to participate in a 
community was influenced by the benefit received by using a communication tool.  
The benefit was affected by factors associated with understanding the state of a 
community. The individual's subjective contribution had a strong effect on the 
benefits of using a tool. The individual's subjective contribution depends on the 
understanding of the state of a community and the clarity of others' opinion. The 
model suggests that one should examine not only users' subjective evaluation of a 
communication tool but also their subjective evaluation of a community, in order to 
evaluate a communication tool for supporting a community.   

SIQ-Collective represents the community's status of information and knowledge 
sharing or knowledge creation.  Elaboration of SIQ-Collective is in progress.  It is 
expected that SIQ-Collective may be defined by combining the amount of information 
in the community and the objective indices such as the diversity and the convergence 
of information.   

4.2   Supporting Community 

Digital Divide was addressed by Blake and Tucker. They discuss field trials that are 
underway in remote rural regions in South Africa in Tele-Health projects [Blake 
2004].  There are a certain amount of synthetic techniques for producing awareness 
information by collecting information about what others are doing.  FaintPop [Ohguro 
2001] is a nonverbal communication device in which small icons of the user's 
colleagues are displayed. It allows the user to communicate her/his feeling towards 
her/his colleagues by using three types of touching. Fukuhara et al proposed a method 



 Social Intelligence Design and Human Computing 201 

called temporal sentiment analysis for finding sentiment of people on social problems 
according to the timeline.  It provides a topic graph on a sentiment category specified 
by a user, and a sentiment graph on a topic specified by him or her. From these 
graphs, one can find socially concerned topics from the viewpoint of sentiment, 
understanding how people thought about social events.  

IBM's Babble is a large scale discussion support system based on the idea of social 
translucence [Erickson 2007].  Erickson characterizes social intelligence as the ways 
in which groups of people manage to produce coherent behavior directed towards 
individual or collective ends.  He introduced a device called the social proxy which is 
a minimalist graphical representation that portrays socially salient aspects of an online 
interaction, such as aspects of presence or other social activities of people.  Based on 
experiences with implementing a number of design experiments, Erickson made six 
claims about designing with social proxies: everyone sees the same thing; no user 
customization; portray actions, not interpretation; social proxies should allow 
deception; support micro/macro readings; ambiguity is useful: suggest rather than 
inform; and Use a third-person point of view.   

4.3   Knowledge Circulation in a Community 

Circulating knowledge in a community is critical to the community not only because 
it enables knowledge sharing and formation of the common culture but also it 
increases the value of knowledge by going through an evolutionary process.  In order 
to facilitate the knowledge circulation process in a community, we need to reduce 
overheads for knowledge circulation. We have developed a suite of technologies for 
conversational knowledge circulation.  It consists of human-assisted acquisition of 
conversational contents, visual accumulation of conversational contents, and content-
driven embodied conversational agents.   

Conversation quantization was introduced as a conceptual framework underlying 
the entire package (Figure 6).  The central idea in conversation quantization is to use a 
conversation quantum that encapsulates interaction-oriented and content-oriented 
views of a conversation scene.  The interaction-oriented view sheds light on how each 
conversation partner coordinates her/his behaviors to communicate with the other.  
The content-oriented view, on the other hand, focuses on how meaning emerges from 
interaction.   

Consider a conversational situation illustrated on the left-hand side of Figure 6, 
where one person on the left is explaining to another person on the right how to 
detach the front wheel from a bicycle.  The interaction-oriented view of this scene is 
to see how participants interact with each other.  It is quite probable that while the 
person on the left is explaining the operation with verbal and nonverbal modalities, 
the person on the right may also react to the explanation, say by looking or nodding.   

A content-oriented view of this scene might be a proposition "in order to detach the 
front wheel from the bicycle, one must turn the lever to the right."  Alternatively, it 
might simply be another proposition such as "A is talking to B," or "A is helpful."  
Thus, a content-oriented view may give a high-level, conceptual description of a 
conversation scene, while the interaction-oriented view grounds a content-oriented 
view.  The interaction and content oriented views constitute a conversation quantum, 
as suggested on the right hand side of Figure 7.   
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for visual accumulation

conversational robots 
as embodied knowledge media

Conv. Q. Conv. Q. Conv. Q.

series of conversation quanta

 

Fig. 6. Conversational Knowledge Circulation Enhancement Package 

Conversation quantum

Looks at the lever.B:
“Turn the lever this way …"A:

Looks at the lever.A:

"Tell me how to detach the wheel."B:

Looks at B.A:

Looks at A.B:

In order to detach the front wheel from the 
bicycle, one may turn the lever to the right. 
or
A is talking to B. 
or
A is helpful
or
...

Content-oriented description: 

Interaction-oriented description: 

BA

 

Fig. 7. A conversation quantum for a conversation scene 

The scope of a conversation quantum is limited to a minimal conversation scene.  
This is because we would like to make a conversation quantum versatile so that it can 
be embedded in multiple conversation situations.  

Capturing conversational contents from conversation scenes (materialization) 
involving identification of conversational scenes, recognition of communicative 
interactions and interpretation of communicative interactions is a challenging problem 
and hard to automate based on the current technology. A method of human-assisted 
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conversation quanta acquisition using auxiliary button devices was developed.  In 
order for a user to benefit from a large collection of conversation contents, a long-
term relationship between the user and the conversation contents need to be 
established so that the conversation contents may coevolve with user's biological 
memory. Towards this end, we believe that supporting the spatial and temporal 
evolution of visually accumulated conversation contents ("knowledge landscape") is 
effective. Content-driven embodied conversational agents are used as a user interface.  
In the future, communicative robots will be used as a real world interface.   

5   Social Artifacts 

Insights obtained from Social Intelligence Design may be implemented as a social 
artifact such as an ECA or a conversational robot that can undertake social interaction 
with other social actors.  (or -- that can interact socially) 

5.1   Embodied Conversational Agents 

Embodied conversational agents (ECAs) are human-like characters that can interact 
with the user in a conversational fashion.  As such, they are expected to induce a 
stronger form of the media equation [Reeves 1996] and to allow for natural social 
interaction with the user.  In order to design an ECA that can mediate inter-human 
communication, we need to consider many aspects including ease of content 
management, a virtual environment that provide the context and referents for 
conversation, and implementation of higher order social concepts such as politeness, 
friendliness, humor, personality or trust.   

Nijholt proposed an information-rich virtual environment mimicking a real theater 
building where the user interacts with autonomous agents [Nijholt 2001].  The mental 
model of each autonomous agent is modeled in terms of beliefs, desires, plans, and 
emotions.   

GECA (Generic ECA) is a platform (Figure 8) that can execute an immersive ECA 
system on multiple servers connected with each other by a computer network [Huang 
2006].  GECA features: 

- A general purpose platform (GECA platform) and a set of managing programs 
for mediating and transporting data stream and command messages between 
stand-alone ECA software modules that compose an ECA system interacting 
with human users in multiple modalities. 

- A specification of a high-level protocol (GECAML) based on XML messages 
that are used in the communication between a standardized set of ECA 
components such as sensor inputs from the human users, inference engine, 
emotion model, personality model, dialogue manager, face and body 
animation, etc. 

- An application programming interface (API) available on main-stream 
operating systems and programming languages for easily adapting ECA 
software modules to hook to the platform. 
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The blackboard model is employed as the backbone to realize the weak inter-
connectivity of the components, enabling the online switching of components and 
offline upgrading and maintaining of components. It allows logically isolated multiple 
blackboards to distribute information traffic concentrated on a logically single 
blackboard.   

GECA has been implemented and applied for various applications involving a 
campus guide agent, a tour guide agent, a quiz agent, and a pedagogical agent for 
teaching cross cultural communication (Figure 8).   

5.2   Communicative Robots 

Understanding the functional and emotional aspects of nonverbal interaction is a key 
issue.  Not all nonverbal behaviors are consciously controlled by the actors.  By 
measuring the behavior of actors, we can find interesting aspects of social 
intelligence.  Xu et al. built a human-human WOZ (Wizard-of-Oz) experiment setting 
that allows for observing and understanding how the mutual adaptation procedure 
occurs between human beings in nonverbal communication [Xu 2007].  The 
motivation of the WOZ experiment was to observe the nature of mutual adaptation of 
human-human interaction, which was intended to be implemented on robots.  Figure 9 
shows the experiment setting.  One human subject (the actor) was asked to move 
around in a simulated mine field to clean target objects according to the instruction of 
another human subject (the instructor).  The instructor was given the entire task map 
with the positions of all the obstacles on the map, including bombs, signals, targets, as 
well as the goal and orbit. The instructor would also need to perceive the current, 
exact position of the actor. The reward, in the form of sound effects (clearing target 
objects, exploding bombs/signals, reaching the goal, etc.) and scores were necessary 
for both the instructor and the actor. The mask and sunglasses were used to prevent 

  
                 (a) a campus guide agent       (b) a tour guide agent 
 

  
                        (c) a quiz agent             (d) a pedagogical agent 

Fig. 8. ECAs built on top of GECA [Huang 2006] 
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interference from other communication channels. The decision was made to prevent 
the subjects from communicating with eye gaze or facial expressions that were 
expected to be difficult to detect automatically when the observed behaviors would be 
implemented on robots.  The instructor observes the movement of the actor by 
viewing the floor sensor information displayed on the computer screen. In order to 
enable the instructor to observe the actor’s movements more clearly, a USB web 
camera was installed.  As a result, three interesting findings were observed frequently. 
The first was called alignment-based action in which two participants align their 
actions while interacting with each other.  The second was symbol-emergent learning 
in which the instructor used gestures such as symbol-like instructions when he 
interacted with the actor.  The third was environmental learning in which 
communication between the participants became smoother in the subsequent trials 
and both participants adapted and improved their efficiency of movement. 

5.3   Establishing Mutual Intention 

Social intelligence at this level might be implemented as cohabiting with people.  In 
order for a robot to cohabit with people, the robot should be able to be sensitive to 
subtle nonverbal behaviors of people.  For example, in order for a robot to speak to a 
person who is making conversation with another person, it should follow a normal 
protocol people share in the society, that is, coming in the sight of the person, glance 
at her/his eye, wait for a call, and start talking as soon as it is called, just as is 
observed in inter-human communication [Kendon 1973].  The behavior should be 
modulated depending on how urgent the message is (Figure 10).   

The key observation here is that the mutual intention formation between the client 
and the robots is established as a result of quick interactions using quick nonverbal 
interactions.  The coordination of their behaviors is made by choosing options at each 
stage.  If the gentleman does not want to be interrupted for a while, or the robot is 
called by some other urgent requests, they will act differently at respective stages, 
resulting in a different outcome.   

We consider it is feasible to implement artifacts that can communicate with people 
with nonverbal communication means.  The ability of forming and sustaining 
intention shared by participants (joint intention) is considered to be a primary goal in 
 

  

Fig. 9. A WOZ experiment setting for observing mutual adaptation [Xu 2007] 
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(1) talking (2) the robot approaches in the visual neighbor of the client

(3) the client has a glance at the robot

(４) approach and telling the message

 

Fig. 10. How conversational robots should behave to speak to a person in conversation 

nonverbal communication. The communication schema we have in mind allows two 
or more participants to repeat observations and reactions at varying speeds to form 
and maintain joint intentions to coordinate behavior, which may be called a 
"coordination search loop" [Nishida 2006].   

A study on embodiment communication with a mobile chair robot (a locomotive 
chair that can dynamically produce a means of allowing a person to get a place to sit 
down) suggests that although the users were all able to sit down on the chair as a 
result of coordinating behaviors, some users pointed out that the autonomous mobile 
chair should have communicated its intentions more explicitly [Terada 2001].   

Listener and presenter robots were built by taking into account the lessons learnt 
from the mobile chair robot (Figure 11) [Nishida 2006, Ohya 2006].  The motivation 
underlying this research is to build a robot that can mediate knowledge among people.  
The listener robot interacts with an instructor to acquire knowledge by videotaping 
important scenes of her/his activities (e.g., assembling/disassembling a machine).  The 
presenter robot, equipped with a small display, will then interact with a novice to show  

 

     
                     (a) The listener robot                (b) The presenter robot 

Fig. 11. Robots as embodied knowledge media 
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                          (a) Initial drawing                     (b) Final drawing 

Fig. 12. Is this what you intended to draw? [Mohammad 2007a] 

 

Fig. 13. The architecture of NaturalDraw [Mohammad 2007b] 

the appropriate video clip in appropriate situations where this knowledge is considered 
to be needed during her/his work (e.g., trying to assemble/disassemble a machine).   

From time to time, intention may not be clear, but it may become gradually 
concrete through interaction. A good example is drawing.  Figure 12a and b were 
drawn by the same person using drawing software called NaturalDraw [Mohammad 
2007a].  If the person was asked if the drawing in Figure 12a was what was wanted to 
draw, the answer would be no, for it was revised as in Figure 12b.   

The idea of "coordination search loop" between the human user and the drawing 
software also helps here to derive the final drawing as a mutual intention between the 
user and the software [Mohammad 2007a]. Mohammad and Nishida used signal 
processing techniques based on the idea that intention can be best modeled not as a 
fixed unknown value, but as a dynamically evolving function. Interaction between 
two agents couples their intention functions creating a single system that co-evolves 
as the interaction goes toward a mutual intention state. They distinguish the intended 
signal from noise and unintended signal, and how the intended signal can be 
amplified through the repeated cycles of noise reduction and intention detection 
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including automatic repetition detection that enables the system to interactively detect 
the existence of repetition in the drawing, as shown in Figure 13. Roughly, it is 
assumed that the input to the system is a mixture of intended behavior, unintended 
behavior, and noise.  The noise is filtered out by repeatedly applying filtering 
functions.  Low pass filters are not used, for they may remove intended high 
frequency signals.  In the meanwhile, an inter-signal correlation detector and a human 
feedback detector are used to extract intended behaviors such as repetition and the 
result is shown to the user, who is expected to strengthen or weaken the system's 
interpretation by the feedback.   

6   A Structured View of Social Intelligence Design 

In this section, I attempt to encompass the entire business of Social Intelligence 
Design in a more structured fashion.  First, I give a historical overview of the field.  
Then, I introduce several viewpoints to classify approaches to Social Intelligence 
Design.   

6.1   Historical Overview of Social Intelligence Design 

The ideas of social intelligence design developed along with a series of international 
workshops starting in 2001.2   

The first workshop, SID2001, was intended to launch a new interdisciplinary study 
focusing on social intelligence, aimed at integrating understanding and development 
of new information and communication technology that may even result in the 
emergence of a new language and lifestyle [Nishida 2001].  The dual views of social 
intelligence, an individual's ability to be able to "manage relationship with other 
agents and act wisely in a situation governed by an implicit or explicit set of shared 
rules, based on an ability of monitoring and understanding of other agents' mental 
state" and an ability of a group of people to manage complexity and learn from 
experiences as a function of the design of social structure, were identified and equally 
emphasized.  

The scope of Social Intelligence Design identified at SID2001 is summarized in 
Table 1. The primary concern of Social Intelligence Design was identified as design 
and implementation of novel communication means for mediating interaction among 
people and agents.  The scope ranges from preliminary and preparatory interactions 
among people such as knowing who's who, to more intimate interaction such as 
collaboration.  Supporting a group formation, collaboration, negotiation, public 
discussion or social learning is considered to be an important application of Social 
Intelligence Design. Theoretical aspects involve designing, deploying, and evaluating 
social intelligence support tools. 

The second workshop, SID2003, focused on the theories to enhance the 
understanding and conceptualization of human cognition and interpersonal interaction 
to emphasize the practical aspects of Social Intelligence Design [Rosenberg 2005].  
The major outcomes of the second workshop include: experimental approach to the 

                                                           
2 http://www.ii.ist.i.kyoto-u.ac.jp/sid/ 
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design of interactive workspaces, ethnographic studies of the introduction of 
technologies, the building of stories, methodologies for studying construction 
projects, the studies of online communities where mediated communication is a key 
vehicle for creating and maintaining social contact, building an interactive system that 
aids human decision and action, an analysis of the dynamism of the virtual 
community, and analysis of the effect of anonymous communication in online 
community.   

The third workshop, SID2004, distinguished the following four themes [Nijholt 
2006a]:  

1. Natural Interactions - covering theory, modelling and analytical frameworks 
that have been developed with Social Intelligence Design in mind, including 
situated computation, embodied conversational agents, sociable artefacts, 
socially intelligent robots. 

2. Communities - covering community media, communication patterns in 
online communities, knowledge-creating, network and anonymous 
communities.  

3. Collaboration Technologies and tools - covering innovations to support 
interactions within communities, covering a range from knowledge sharing 
systems, multi-agent systems and interactive systems.  

4. Application Domains - including design, workspaces, education,  
e-commerce, entertainment, digital democracy, digital cities, policy and 
business. 

The major outcomes of the workshop involve the analysis of the effect of employing 
embodied conversational agents or communicative robots in human-artifact 
communication, analysis of presence in distributed workspaces, analysis of the effect of 
long-term use of distributed workspaces, analysis and modeling of meetings, analysis of 
network search activities, and an effort to compensate for the digital divide. 

The fourth workshop, SID2005, added  

- Multidisciplinary perspectives – exploring Social Intelligence Design at the 
intersection of different disciplines, such as, people-place-process, place-
technology-interaction, that brings technology, work spaces, social behaviors 
and process aspects together. 

to the fourth workshop [Fruchter 2007].  The major results involve a theory of 
improvisational social acts and communication, extending social intelligence design 
issues in extreme emergency and regular meeting room cases, analysis of the weblog 
community, supporting knowledge capture, sharing, transfer and reuse in 
collaborative teams.   

The fifth workshop, SID2006, emphasizes the following three subjects:  
 

1. Development, operation, and evaluation of support systems or tools for SID  
2. Observation and modeling of psychological and behavioral processes of  

e-community  
3. Social intelligence design by pilot program and computer-aided simulation.3 

                                                           
3 http://www.team1mile.com/asarin/sid2006/ 
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Table 1. The Scope of Social Intelligence Design identified at SID2001 [Nishida 2001] 

1. Theoretical aspects of social intelligence design 
(a) Understanding group dynamics of knowledge creation  
(b) Understanding consensus formation process  
(c) Theory of common ground in language use  
(d) Attachment-based learning for social learning  

2. Methods of establishing the social context 
(a) Awareness of connectedness  
(b) Circulating personal views  
(c) Sharing stories  

3. Embodied conversational agents and social intelligence 
(a) Knowledge exchange by virtualized egos  
(b) Conversational agents for mediating discussions  
(c) A virtual world habited by autonomous conversational agents  
(d) Social learning with a conversational interface  
(e) Conversations as a principle of designing complex systems  
(f) Artifacts capable of making embodied communication  

4. Collaboration design 
(a) Integrating the physical space, electronic content, and interaction  
(b) Using multi agent system to help people in a complex situation  
(c) Evaluating communication infrastructure in terms of collaboration support  

5. Public discourse 
(a) Visualization  
(b) Social awareness support  
(c) Integrating Surveys, Delphis and Mediation for democratic participation  
(d) Evaluation of social intelligence 
(e) Network analysis  
(f) Hybrid method 

The sixth workshop, SID2007, focuses on 

1. Development, operation, and evaluation of support systems or tools for SID, 
which includes support systems and tools both for mediated remote 
interaction and support for face-to-face interaction;  

2. Observation and modeling of psychological and behavioral processes with 
the aim of obtaining computational models of behavior and interaction;  

3. Social intelligence implemented in interfaces, embodied agents, storytelling 
environments, (serious) gaming and simulation.4 

6.2   Viewpoints to Classify Approaches to Social Intelligence Design 

We might be able to classify approaches to Social Intelligence Design depending on 
which aspects of social intelligence are addressed. 

 
(1) Micro in the small versus macro in the large 
Social intelligence may manifest in a quick interaction among a small number of 

participants, as discussed concerning the first scenario.  In contrast, it may be 

                                                           
4 http://hmi.ewi.utwente.nl/sid07 
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observed in a slow interaction among a large number of participants. Typical 
examples are exchange of reputation and sharing of footprints on the Internet. 

 
(2) Inter-human communication versus human-computer interaction 
Social intelligence may be discussed in the context of inter-human communication.  

Computer-mediated communication falls into this category, where inter-human 
communication is mediated by ICT.  In contrast, it may be discussed in the context of 
human-computer interaction, where a service reflects the intentions of various people 
including the owner, service provider, computer vender, and so on.   

 
(3) Physical versus virtual 
Social interaction takes place at the physical face-to-face interaction settings or in a 

virtual environment on the net.  The phenomena may be more subtle and vague in the 
former case, for it is not clear exactly what features affect social intelligence.   

 
(4) Speech acts 
One might be interested in looking at the phenomena by looking at the speech acts 

involved in social interaction. Among others, cooperation, competition, and 
negotiation might be interesting.  Higher level concepts include politeness or 
friendliness.   

Controlled Experiments and Evaluation

Measurement and quantitative analysis

Building a computational 
model and a prototype

Observation, focusing, and speculation

Building and analyzing corpus

Sensing and capture

Large scale experimentation 
and deployment

 

Fig. 14. Methodological Aspects of Social Intelligence Design 

On the other hand, approaches to social intelligence design range from analysis 
motivated by scientific interests to synthesis motivated by engineering goals.  Some 
might place much emphasis on understanding based on observation and investigation, 
trying to arguably identify and uncover critical aspects of social intelligence.  Some 
others might be interested in modeling some aspects of social intelligence by 
following psychological disciplines.  Yet others might be interested in building a 
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system that may augment collective intelligence of a group or a community.  It should 
be noted, however, that an integrated approach is very important in Social Intelligence 
Design.  Analysis and synthesis should be closely integrated.  Analysis is needed to 
predict and evaluate applications.  Synthetic approach is needed to focus analysis.  
Individual researches in Social Intelligence Design might be located and interrelated 
in a big picture as shown in Figure 14, depending on which aspects are emphasized as 
primary focus.   

7   Concluding Remarks 

In this chapter, I described Social Intelligence Design as an endeavor of under-
standing and augmentation of social intelligence that might be attributed to both an 
individual and a community. Social Intelligence Design involves understanding and 
augmentation of social intelligence, which is defined as an association of intelligence 
attributed to an individual to coordinate her/his behavior with others in a society and 
that attributed to a collection of individuals to achieve goals as a whole and learn from 
experiences.  In this chapter, I first surveyed work on interaction in social discourse 
perspective in which social intelligence manifests in rapid interaction in a small 
group. Then, I looked at the community media and social interaction in the large, 
where slow and massive interaction takes place in a large group of people.  Then, I 
surveyed work on social artifacts that embody social intelligence.  Finally, I attempted 
to provide a structured view of the field. 
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Abstract. Building systems that are able to analyse communicative
behaviours or take part in conversations requires a sound methodology in
which the complex organisation of conversations is understood and tested
on real-life samples. The data-driven approaches to human computing
not only have a value for the engineering of systems, but can also provide
feedback to the study of conversations between humans and between
human and machines.

1 Introduction

An important aim for research that puts itself under headings such as Affective
Computing, Ambient Intelligence, or Human-(Centered)-Computing, is to build
systems that are able to interact with humans based on capabilities that are
similar to those humans use to interact with each other. Being able to interpret
human behaviour and determine the rational and affective concerns, motives
and goals that lie behind it is a central capability of humans that are naturally
inclined to take an intentional stance and have developed complex signalling sys-
tems to communicate their beliefs, intentions and to show or hide their attitudes
and emotions.

With these central concerns, the research in such fields as Affective Com-
puting can be seen to fit into the tradition of Artificial Intelligence and has in
several respects complementary goals of research as Natural Language Process-
ing. Whereas, NLP traditionally restricts its scope to language and the inter-
pretation of utterances in semantic and pragmatic terms, Affective Computing
focusses mainly but not exclusively on inferring information on the affective and
the mental state of a person from physiological signals or forms of nonverbal
communication.

For the creation of ambient intelligent systems a combination of approaches is
needed that goes beyond the individual disciplines. Extending the work in NLP
to include other modes of communication and other functional variables such as
affect and attitude will also require rethinking methodology, theories and mod-
els. Similarly, the work in affective computing as it is currently practiced will
need to re-orient itself if it is to be succesfully incorporated in a broader initia-
tive that considers the full complexity of human communication. It is important
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for the success of visions such as ambient intelligence or affective computing to
overcome the many restrictions that are self-imposed by disciplines or simpli-
fications that are assumed due to the divide and conquer strategies that are
common in scientific and engineering practice. One of the important method-
ological shortcomings to date is the reliance on non-naturalistic data that is
studied out of context in many disciplines. In particular, affective computing
suffers from this restriction as the summary of the state of the art and research
programme as presented in [Pantic et al., 2007] shows. Moreover the theoretical
background of the programme is based primarily on psychological studies that
themselves study (affective) behaviours outside natural contexts of occurrence.
In this paper, we sketch a complementary view that studies human interactions
as they occur naturally as the basis for computational modelling and ambient
applications.

Ultimately an ideal system would know how to deal with 1) the full gamut
of human communicative behaviours, 2) the full range of meanings produced,
and 3) the full complexity of human communication. Currently, the focus of the
various research disciplines on one or more modalities, fails to address the intri-
cate ways in which communicative behaviours are composed into complexes that
are highly context dependent. The notion of communicative behaviour is often
restricted to the typical ‘expressive behaviours’ such as language or non-verbal
communication. However, intention abduction also takes place when someone
observes another person simply carrying out an action. The focus on either se-
mantic/pragmatic issues or on affective parameters ignores the various relations
between them and aspects of the mental state of persons that are expressed
through their behaviours such as propositional and interpersonal attitudes. The
complexity of human communication shows, amongst others, in the different
ways in which behaviours can express meanings that may shift depending on
the context. For instance, facial expressions that first appear as symptoms of an
emotional experience may shift to iconic expressions in a conversational context.

In several projects we have worked on the boundaries of disciplines or have
attempted to move beyond them. In our work on affective dialogue systems,
for instance, we explored the option to interpret facial expressions and other
behaviours in the context of the ongoing dialogue using the appraisal checks
as labels mediating between the contextualised action of the student on the
one hand and the emotional appraisal on the other ([Heylen et al., 2005]). In
the same context we looked at the generation of the appropriate responses of
the dialogue act system taking into account the estimated affective state of the
student that determined the general teaching strategy, the choice of dialogue act
and the wording of the utterance ([Heylen et al., 2004]). In the AMI and AMIDA
projects (Augmented Multiparty Interaction, http://www.amiproject.org)), we
take human face-to-face conversations as the domain of study. We will use this
project to illustrate our points in this paper.

In this paper we present some of the challenges for building human-inspired in-
teractive systems, pointing out the complexity of the task that is partly determined
by the nature and the structure of communicative processes, the many variables
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that play a role, and the many forms that communication can take. But most im-
portantly, the complexity of the task arises because of methological restrictions.

In Sections 2 and 3 we will concentrate on what it means to develop human
computing systems that are able to converse with humans. Theories of conver-
sation provide a model of conversations and the terms that are used to name
the important distinctions, structures and phenomena in conversations. Based
on models such as these the parameters that make up an information state in a
dialogue system are defined. Similarly, the theory provides us with the labels to
use in annotation schemes for the description of actions and events in multimodal
corpora. This is what we will focus on next. We discuss, how reliability analysis
of the annotations play a central role in the evaluation of human computing
systems. Without it a corpus is not of much use. Reliability analysis forms the
interface between the quantitative measures of the phenomena and the qualita-
tive and subjective measures of the same phenomena. They form the contract
between systems designer and end user of the system. We illustrate these issues
by discussing our analysis of feedback in the AMI dialogues in Section 5. More
about the AMI corpus and the place of the scenario based meeting recordings
in the methodology can be found in [McCowan et al., 2005] and on the website:
http://www.amiproject.org.

The aim of this paper is to understand the possibilities and boundaries of
human computing technology. Human computing, we believe, means building
interactive systems that have the same capabilities that humans have in com-
munication. We provide an analysis of what it means to “engineer natural in-
teraction”. This analyses may inspire new approaches to design such systems,
and they may inspire new directions of research in human-human and human-
computer interaction.

2 Engineering Natural Interaction: Preliminaries

Every student after building his first natural language dialog system knows the
disappointment when he demonstrated his system to his teacher and the first
sentence that was typed in or spoken did not work. “Oh, yeah, sorry, if you
want to say something like that, you have to say ...”. Sometimes followed by a
promising: “I can easily build that one in.” A teacher feeling sympathy for the
students attempt will respond with: “Well, you can’t have it all. It’s the basic
idea that counts. How does your system work? How is it build up? And, how
did you design it?”

Montague considered English a formal language ([Montague, 1970]) and in
natural language processing this kind of view on the equation between natural
and formal is the basis for developing theories, algorithms and applications. If
we put off our formalist glasses we see that people don’t speak grammatical sen-
tences; fragmented speech, restarts, incomplete sentences, hesitations, insertions
of seemingly meaningless sounds, are more the rule than the exception. It is
important to remember that the formalisations in NLP, inspired heavily in the
first years by Chomsky’s view on language as a system of rules, are based on an



218 R. op den Akker and D. Heylen

idealisation as well as a simplification. The early Chomskian view entailed ab-
stracting away from performance to competence and from the actual language
user to an “ideal” speaker. It focussed on formal aspects such as syntax and
ignored language use ([Chomsky, 1965]).

Computational engineering, by nature, always follows a similar path of ab-
straction and formalisation. NLP systems rely on dictionaries and grammars,
that try to capture the rules and regularities in natural language that make
communication possible. It is this “static side” of language that we can build
natural language technology on. This can be complemented by data-driven, sta-
tistical approaches that try to bridge the gap between what users do and the
functioning of our natural language processing system. But natural language is
not something fixed, something that is understandable in the form of a formal
system. Communication is build on conventions and regularities but at the same
time it is essentially a way to negotiate meaning and to establish new conventions
for interaction. Technology therefore will always fall short.

In technology, the conventions are present in two ways. They are fixed, by
the engineer (just as dictionaries and grammars fix a language in a particular
state) and they are communicated to the user of the system in the form of a
user manual which is essentially a contract between the user and the technology.
The contract specifies the interaction with the user; what it affords, what the
semantics of the expressions of the user in communication with the systems is,
in terms of the effects the systems brings about in response to this. The contract
further specifies how the user should interpret the systems outputs. In short, the
contract defines the user interface with the system in the practice of use. When
the user asks a question in a certain way, the contract says that the system
considers this as a question and that it will respond to it in a certain way. In
systems that aspire to natural interaction the forms of interactions are made to
look as much as possible like the forms of interactions the user already knows
from the experience of interacting with natural systems.

We will repeatedly use the term contract to identify a set of interactions
between the phenomena as they ‘naturally’ occur and the scientific study of
them, between the scientist and the engineer that uses the knowledge to construct
systems, and between the engineer and the user of the system. If all works out
well engineered interactions will become second nature.

3 The Nature of Communication

In this section we will outline how human-human communication works and what
it would mean to build machines that can make sense of what is going on when
humans communicate and what it would involve for a machine to participate
in a conversation. The phenomena and processes that make up conversations
are presented in the form of variables in so-called information states in dialogue
systems and enter in the guise of labels used in annotations of recordings of
dialogue, as we will see later.

To start the discussion, imagine a group of people having a conversation. Look
around you or turn on the television and think about what you are seeing.
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Participants in face-to-face conversations move their heads, their bodies, their
hands, their lips, their eyes. They produce sounds among which there are sounds
that one might identify as expressions of some natural language. When we look at
the whole collection of behaviours we segment them in all kinds of ways and label
them with a variety of categories: a left eye-brow is lowered, a cup is grasped, a
person is speaking, another is listening, somebody asks a question, the speaker is
embarrassed, people shake hands, they interrupt each other, they threaten each
other, they enjoy themselves. Often the same behaviour can be classified in many
ways; we can describe the action in physical ways (mouth corner pulls up), or cat-
egorize the behaviour using a common word for the action (smile), characterize
the function (she relaxes) or the effect (she made him think she likes him).

There are a couple of things we do when we are involved in a conversation.
The behaviours that we see or hear displayed by our conversational partners
are not only identified and classified in all kinds of ways. We also consider what
caused them, what function they served, what intention (if any) was behind
them. What we call communicative behaviours are typically those that were
intended to be recognized as serving the intention they were intended to serve.
One of these intentions is that the action would be recognized as a communicative
behaviour but typically there are many others besides this one. A way to group
theintentions is given by the list of levels that [Clark, 1996] distinguishes. Being
recognized as a communicative behaviour is, one could say, the second one on
this list: the level at which a person producing some communicative behaviour
intends it to be identified as a signal (a meaningful act intended to be taken as
meaningful by the receiver).

1. Joint[A executes behavior t for B to perceive; B attends perceptually to
behavior t from A]

2. Joint[A presents signal s to B, B identifies signal s from A]
3. Joint[A signals to B that p, B recognizes that A means that p]
4. Joint[A proposes a joint project to B, B takes up the joint project]

This list of levels at which a communicative behaviour functions shows both
the actions performed by the communicator (the speaker, in case of speech) as
well as the corresponding action by the addressee (the hearer, or whatever). The
notion of communication as a joint action is one of the ways to view an inherent
feature of communication: the fact that behaviours, actions and intentions of par-
ticipants in a conversation are tightly coupled and directed at each other. This
fact leads [Schegloff, 1982] to view a conversation as an interactional achieve-
ment. This way of putting it stresses another point: that the way a conversation
evolves, the way actions of a participant unfold are contingent on the actions
and responses of the other participants. Clearly if A executes some behaviour
for B to perceive, but notices that B is not attending he will have to take mea-
sures in order to ensure the success of the communication. As [Kendon, 1967]
remarks: participants function in two modes (at the same time): an expressing
and a monitoring mode.

Monitoring the other participants is an important part in the process of con-
versation as a person who makes a contribution should check whether his action
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has succeeded and this is dependent on the changes effected in the state of the
other person to which the contribution was directed. [Clark and Schaefer, 1989]
consider what it takes to make a contribution to the discourse to consist of
two participatory actions by the contributor and the addressee: the contributor
presents his utterance (presentation phase) and the addressee provides evidence
that he has understood the utterance (acceptance phase). The following main
types of providing evidence are distinguished in [Clark and Schaefer, 1989]:

1. Continued attention by the addressee
2. Initiation of the relevant next contribution
3. Acknowledgement
4. Demonstration
5. Display

The first type shows that behaviours that are produced to monitor and to at-
tend can by themselves be indicative and expressive. The most typical example
of this is the pattern described by [Goodwin, 1981] who notices in the conver-
sations he is studying that a speaker as he makes a contribution will make sure
that the addressee is looking at him and if not will pause till the addressee does
so. By initiating a next contribution the addressee shows that he has at least
understood the contribution by the previous speaker as an invitation to make
some contribution. Of course, this next contribution may make it clear that the
addressee did not understand the utterance as intended at all. Acknowledgments
consist typically of nods and backchannels such as ‘uh huh’ and ‘yeah’. If an ad-
dressee performs or starts to perform the action that the contributor was inviting
him to perform, than this is a typical demonstration of understanding. Finally,
a display of understanding is taken to be a case where the addressee displays
verbatim all or part of A’s presentation.

One of the important factors that determines which kind of behavior is dis-
played as evidence of understanding, is the precise setting and the task that
has to be performed. In face-to-face conversations continued attention is often
shown through gaze or nonverbal acknowledgments. In contexts as described in
[Nakano et al., 2003] and [Kraut et al., 2003] on the other hand, where one per-
son instructs another on physical tasks, the right or wrong execution of the task
provides information on understanding.

An important lesson to draw from these and many other examples is that
contexts and setting (physical context, task context) determine to a large extent
the precise kinds of behaviours that are being performed, whereas the underlying
functions that require behaviours of one kind or another remain the same.

The behaviours that recipients of a communicative behaviour engage in as a
response to show the acceptance (or failure of acceptance) constitutes a com-
municative behaviour in its own right and will be responded to by the other
participants. A typical case is where a speaker sees that a listener is paying
continued attention to what the speaker is saying to which the speaker responds
by continuing to speak.
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There are many cases where observers and participants in a conversation fail
to interpret signs and signals or whether acceptance and understanding is only
partial. The perception of the behaviours displayed may be faulty. The behaviour
may not be recognized as bearing a meaning or may be interpreted different from
intended. And of course: understanding what someone wants to achieve does not
necessarily lead to agreement and acceptance of the joint project that is being
proposed. Typically, the acceptance may be partial in other ways as well. For in-
stance, in the case where one is told something with the purpose to change one’s
beliefs, one may find the message implausible, unconvincing, untrustworthy, or
highly plausible but with some scepticism remaining. So besides the fact that ac-
ceptance proceeds on different levels it can also proceed to different degrees. It
depends on the context and the goals of the interlocutors what degree is accept-
able. For instance, a belief may have been communicated by a speaker for the pur-
pose of informing the addresse about the speaker’s belief set or it may have been
communicated to actually convince the addressee of the truth of this belief.

Having the addressee update his beliefs (as is the case for the class of speech acts
called assertives by Searle) or showing how one feels (as with the class of acts called
expressives), are not the only kind of purpose that a communicative act may serve
and the kind of participatory behaviours that interlocutors display in response may
differ accordingly. Note also that many conversations involve more than two par-
ticipants. Communicative behaviours may be directed at multiple participants at
the same time with the aim to have a different effect on each of them.

Not all the behaviours displayed in a conversation are intentionally produced
to communicate. Eye-blinking or breathing are some of the stereotypical be-
haviours that go on automatically, unconsciously. Most of the time they also go
by unnoticed. Nevertheless they may work as natural signs, providing informa-
tion about the mental and physical state of a participant. Yawning and sneezing
are behaviours that are mostly produced without the intention to communicate
as such, but they do have an important impact on the conversation.

Another typical case of unintentional information production is the case of
leakage which is often discussed in the context of non-verbal communication
when particular behaviours that are difficult to control by a person provide
information contrary to the intentionally produced utterances. It is foundational
for human communication that we are able to distinguish the semiotic status of
a behaviour. If we see someone raise his hand we can understand this behavior
in three different ways ([Buytendijk, 1964]):

1. as an expression, of anger or condemnation, for example
2. as a part of some action, the killing of a gnat
3. as a representative gesture, a greeting for example.

We therefore have to consider the whole situation and how it develops in time.
The distinction between an act and an expression is that an act is a movement
that is directed towards some specific endpoint, its goal, whereas an expression is
a movement which is an image, in which a meaning becomes visible. As far as a
behavior is an expression it shows some inner state of the subject, affect or mood;
as far as it is an act, it is a movement that is performed to establish some outside
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state of affairs. Eye blinking, for example, can be an act (to remove something
from the eye) or an expression of nervosity, and it can also be a representative
gesture. In the latter case the act has become a sign (a wink) and the movement
looses its primary function. In gesturing, such as speech and writing the relation
between the movements and their senses, the meanings they intentionally refer
to is indirect, whereas in the expressions the inner state is immediately revealed.
If someone stamps his feet on the ground this can be an expression of anger as
well as a gesture to indicate that one is angry, or both. Machines only act, and
even that only in a metaphorical sense; they don’t have an inner state that is
revealed in expressive behavior. Animals show expressions and can act as well,
but they don’t make gestures. It should be noted that it is sometimes hard to tell
whether a certain behavior is expression or act. Almost all acts and all gestures
(such as speaking) have the character of an expressive behavior1 also, through
the way it is performed.

Being able to identify the physical characteristics of a behaviour is a neces-
sary prerequisite for interpretation but the challenge of interpretation resides in
knowledge about the situation in which the behaviour takes place.

The interpretation of (communicative and other) behaviours involves a search
for the determinants that caused the behaviour. Intentions and rational goals
that are obviously important determinants, but there are many other kinds of
determinants that play a role in conversation. Expressing or hiding how one
feels, the need for affiliation and contact, social obligations and commitments
that need to be taken care of, are some of the concerns that [Goffman, 1976]
would classify under the ritual concerns. One way to classify the various motives
for communicative behaviors is by the following needs.

1. The need to get something done: business, tasks, goals.
2. The need to communicate and build up rapport.
3. The need to express oneself.
4. The need to make conversations go smoothly.

Besides the task goals, the interpersonal and the expressive side, there is also a
concern with the way the communication proceeds as such: metacommunicative
goals that may involve concerns with turn-taking, channels of communication
etcetera. The system constraints that [Goffman, 1976] lists provide a good indi-
cation of what these meta-communicative actions involve or what is necessary
for smooth communication.

1. A two-way capability for transceiving readily interpretable messages
2. Back-channel feedback capabilities “for informing on reception while it is

occurring”
1 Studies of behavioral signals in affective computing research often consider only the

expressive function, ignoring the fact that most signals (such as facial expressions)
in dialogue constitute discourse-oriented actions, i.e. linguistic elements of a message
instead of “spillovers” of emotion processes ([Bavelas and Chovil, 1997]).
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3. Contact signals (sigalling the search for an open channels, the availability of
channel, the closing of a channel, etcetera)

4. Turnover signals (turn-taking)
5. Preemption signals: “means of inducing a rerun, holding off channel requests,

interrupting a talker in progress”
6. Framing capabilities: indicating that a particular utterance is ironic, meant

jokingly, “quoted”, etcetera.
7. Norms obliging respondents to reply honestly in the manner of Grice’s con-

versational maxim.
8. Constraints regarding nonparticipants which should not eavesdrop or make

competing noise.

Besides such system constraints that tell how individuals ought to handle
themselves to ensure smooth interaction, an additional set of constraints can be
identified “regarding how each individual ought to handle himself with respect to
each of the others, so that he not discredit his own tacit claim to good character
or the tacit claim of the others that they are persons of social worth whose various
forms of territoriality are to be respected.” These are ritual contingencies that
need to be taken into account and that may also take up a couple of exchanges.
Also back-channel expressions may let a speaker know whether or not what he
is conveying is taken to be socially acceptable besides signalling understanding.
Because conversations are joint actions, the desire of one person to communicate
must be matched with the will of the other to participate in the conversation as
well. Conversation thus involves a complex structure of negotiating rights and
obligations regulated by norms and social conventions.

Modeling conversational action for automatic processing (both analysis and
generation) requires not just the modeling of how rational actions are performed
through language, how the mechanics of language and conversations work, but
also of the personal, interpersonal concerns, emotions and attitudes play a role.

In the next section we look at the way these aspects of conversation are taken
into account in current systems that analyse and reproduce natural dialogue.

4 Ways to Engineer Natural Interaction

The main challenge for ambient intelligent systems is to be able to determine
what is on the mind of a person, inferring this from the behavior displayed in the
particular context, prior knowledge about the person and about the behavior of
humans in general. Although conversations are a particular type of action and
other interactions between humans and the ambient technology need not be
conceived of as following this model in every detail (for instance, by having
embodied conversational agents or humanoid robots all over the place) they are
well suited to illustrate the issues of natural interaction as conversations display
the full gamut of processes and modes of interaction. The structures and patterns
in interaction, the processes as they have been identified above, by presenting
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a view on conversation and the way it is modelled in theoretical and practical
frameworks, provide an overview of all the things to take into account when
modeling and implementing human-system interaction in a natural way. As we
said before, though, in different contexts the precise forms the contributions
take and how they are organised will differ. It is therefore important to use
methods that can deal with this contextual dependence. The development of
spoken dialogue systems often proceeds by starting with collecting Wizard of Oz
data and taking the communicative behaviors that people deploy in these types
of interactions as representative for future interactions with the system.

We will now point out two kinds of research areas which formalise the phe-
nomena that make up conversations. One is the practice of building dialogue
systems, where the phenomena turn up as variables in an information state and
the second is the study of algorithms for automatic analysis of human-human
interaction, where the phenomena turn up as labels to describe the data.

Consider again the four levels described by [Clark, 1996]. If we think of a
system that is engaged in conversations in a similar way the system should:
1) be able to execute particular behaviors, 2) that count as signals 3) with an
intended meaning 4) in an effort to propose a joint project, and 5) be able to
perceive behaviors from others, 6) identifying them as signals 7) and recognizing
their meanings 8) so as to figure out and take into consideration the project that
is being proposed.

Algorithms developed for specific applications may focus on one or more of
these aspects. Current dialogue systems offer an example of the way in which the
elements and processes that make up a conversation can be conceived of in terms
of data structures and algorithms that keep track of the most important vari-
ables. In many dialogue systems what goes on in a conversation is captured in an
information state that is updated as the conversation proceeds, often with a stack
of states capturing the history of the conversation. One of the more complex in-
stances of such a state is presented in [Traum and Rickel, 2002]. A multiple layer
approach is taken in this paper towards modelling and managing the complex-
ities involved in multi-party multi-modal interactive systems, “including who is
accessible for conversation, paying attention, involved in a conversation, as well
as turn-taking, initiative, grounding, and higher level dialogue functions”.

The central Information State, a store of information, that is updated by
functions, that are the interpretations of the Inputs received by the Interpreters.
The Generator module uses to updated Information State to decide for the
actions to be performed and generated.

The following layers are distinguished in [Traum and Rickel, 2002]. This list
of layers and parameters bears close resemblance to the list of system constraints
we have presented in the previous section.

1. Contact layer: whether and how individuals can communicate: the modalities
that can be used and the media that can be used. (make-contact, break-
contact)

2. Attention layer: the focus of attention of each of the participants (give atten-
tion, withdraw attention, request attention, release attention, direct attention)
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3. Conversation layer: model of the various dialogue episodes going on through-
out the interactions (there may be several conversations going on in parallel)
(a) Participants: active speakers, addressees, overheareres, etc.
(b) Turn: the participant with “the right to communicate” using the primary

channel (take-turn, request-turn, release-turn, hold-turn, assign-turn)
(c) Grounding: how is information added to the common ground
(d) Initative: the person who is controlling the contributions: take-initiative,

hold-initiative, release-initiative
(e) Topic: start-topic and end-topic
(f) Rhetorical connections between content units

4. Social commitments
5. Negotiation layer

Contributions to dialogue will typically perform several functions at the same
time and will thus be multiply determined. The central research question is
whether we can determine how the many behaviors determine the update of the
various functions and how we can use this knowledge to analyse human behavior
and generate appropriate responses.

The definition of the layers and the variables in the information state of a dia-
logue system is an instance of the formalisation that turns natural processes into
a formal architecture. The same kind of objectivation of theories and assump-
tions about conversation takes place when corpora of human-human interaction
are collected and annotated. The specification of the coding schemes puts down
how terms and concepts will be applied to specific instances of real data. We have
been working in particular on the AMI data, as mentioned in the introduction.
In the case of the AMI corpus, this resulted in the following levels:

1. Named Entitities
2. Dialogue Acts
3. Meeting Actions
4. Emotion and Mental state
5. Topic Segmentation
6. Text Transcription
7. Individual Actions
8. Argumentation Structure
9. Focus of Attention

10. Person Location
11. Various kinds of summaries

There are several important research questions for human computing in these
contexts that are typical for data-driven, corpus-based research. First, how can
we derive metadata automatically from the raw signals; for instance, automatic
transcripts using speech recognition, or descriptions of facial expressions like
action units from the video using computer vision techniques). Second, using
the hand-made and (semi-)automatically derived metadata to infer further in-
formation about what happened in the meetings. We will illustrate this second
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question below. Third, the corpus and its metadata can be used to derive certain
statistics about behaviors as they occur in the corpus that can be used to test
certain hypotheses about human behavior or as input for the construction of
artificial entities that need to respond to or display similar behavior. Testing the
assumptions about conversations derived from theories, does not only happen
after the annotation has been performed but also at the development stages of
the annotation scheme and the initial tests.

The collection of data and metadata can serve different purposes depending
on the context. For instance, in one case information that is present may be used
in the algorithm as one of the parameters on which the algorithms bases itself
to further classify and label. In other cases, the metadata derived from manual
annotations may be used as the ground truth with which automatically derived
data of the same kind is compared for evaluation purposes.

An important methodological issue in the collection of corpora and the con-
struction of the annotations is the specification of the labels to use for description
and the definition of their use: to what kinds of objects do they apply and how
should an annotator decide what counts as what. This issue is addressed mostly
by using an iterative approach, where initial drafts of schemes are tested on
subsets of the data by several annotators to find out the fit between theory
and data and the precision of the specification by measuring the intersubjective
agreement. We illustrate these steps in the remainder of this section.

We build three types of models. The first type comprises the qualitative mod-
els, in which we describe what happens in meetings using terms from the various
scientific vocabularies to express the important concepts, ideas, the phenomena
and processes that we observe in meetings. The second type consists of the quan-
titative models which can be rule-based or statistical. The third type contais the
computational models, software implementation and their implementations. In
each of these models the words and notions always keep referring to the intuitive
semantics of the primary concepts that we know from our practical experience
with meetings.

What we will point out in the next sections is how the various models are
connected. The first model provides data from which to derive the second kind
of models. The second kind is used to develop the computational models. Both
of the latter kinds, can provide us with insights that make us change our theories
and models of the data, which leads to an update of our theories and possibly
our data annotations in an incremental way.

5 From Data Analysis to System Integration

In our work on building affective dialogue systems or other applications in which
human communication is processed automatically, corpus collection, corpus an-
notation, and reliability analysis of the annotation procedures play a central role.
In this section we present this methodology and how the various steps fit in the
proces of designing and evaluating a human computing system. We will show
how this method is based on a number of feedback loops. To illustrate this we
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present some details about our studies on feedback behavior of listeners in face
to face meetings where the analysis of the data leads us to rethink the notions
that we started out from.

5.1 The Method

The method that is usually followed basically consists of steps that are motivated
by the specific application that one has in mind. This can be to make a system
that recognizes facial expressions of affective states of learners in a face-to-face
tutoring situation, a system that recognizes certain backchannels and turn-taking
behavior in face-to-face conversations, or a system that has to generate rich
expressive speech for a virtual story teller. In all of these cases, what we are
aiming at is to model natural human behavior, to implement it so that our
system behaves as humans would do in similar situations. The steps we take are
the following:

1. data-collection
2. data-analysis and modeling
3. model-implementation
4. system evaluation
5. reconsideration

Data-collection can either be done in natural situations, but often happens in
controlled situations, similar to experimental physics. A major point of concern
here is that the situation is such that we can reasonable expect that the results
of our analysis can be transferred to the situation in which we want to apply the
model. Ecological validity is very important in this kind of research. Based, in
part, on intuition and state of the art theoretical findings, we design annotation
schemes in which we define labels for the relevant phenomena of interest in our
data.

The annotation procedures are used by human annotators to produce hand-
annotations. Other features are computed automatically, such as for example
the F0-contour of speech signals, or the movements of facial units, or the words
that occur in the realisation of some dialogue act. Hand-annotation by human
annotators is essential here since not all features can be automatically identified.

Reliability analysis is then carried out on the annotations to see whether dif-
ferent annotators agree sufficiently in the way they labeled the phenomena. If
the measure of agreement is too low we can either throw away that part of the
annotations that show low agreement or we will redesign the annotation pro-
ces. Reliability analysis is an essential step because we need a reliable relation
between the features that quantitatively describe a phenomenon and the quali-
tative label that is assigned to it. Only then, as engineers can we offer the users
a contract that is the basis for the application of the system we build and the
way the user interprets the outcomes or expressions that the system produces.

The models that we build based on the data analysis can either be statistical or
analytical. If we use automatic classifiers trained on the annotated data we hope
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that the classifier performs accurately on unseen data. Note that a high inter-
annotator agreement and a high accuracy score of the classifiers is an indication
that we have succeeded to model the phenomenon in an accurate way. Evaluation
with users, other subjects than annotators, should see whether the outcomes of
the machine conforms the way the subjects assess and label the outcomes.

For all practical purposes reliable annotations and a good classification method,
provide us with a contract that guarentees the soundness of our design and a manual
for the potential users, as long as they use it in a context that satisfies the conditions
of our experimental situation.

Still, since we are dealing with data from a limited number of humans an-
notated by a limited number of annotators our evaluations can only give us
statistical outcomes: the best we can offer is saying something like “in 95% of
the cases what the facial expressions of the ECA in this type of situation will
show is a grin”. It is not possible to pin this down to a statement about this
unique situation. Moreover, the behavior that is shown by the system will be
some statistical mean, representing the “average” behavior of the subjects that
happened to act in the data collection proces.

5.2 Feedback in Conversations

Our analysis of feedback or bachchannels2 in the AMI corpus provides us with
a good example of how the various steps in the method outlined before relate to
each other: how one level feeds into another and back.

The starting point of our research was technological but accompanied by other
research questions as well. In multi-party interactions it is not always obvious
who is addressed by an utterance of the speaker. Being able to detect it auto-
matically is an important challenge. As we have seen in Section 3, conversational
acts are joint actions where actions of speakers are complemented by actions of
listeners. The recipients of communicative behaviours will typically display cer-
tain behaviours that provide feedback to the speakers. From this it should follow
that if we can recognize this feedback behaviour, we may use this to identify a
potential addressee of the speaker action. Clearly, someone who provides feed-
back, felt addressed in some way or another. Similarly, certain actions of speakers

2 The term backchannel was coined by Yngve (1970) and is derived from the notion of
a “back channel” through which the listener sends the speaker short messages, such
as “yes” and “uh-huh”, that are not a bid for the floor. Which types of utterances
can be considered backchannel activity is often debated. The very short messages
like “mmm,” “yeah,” “right,” -which are common in English- clearly qualify because
they add a great deal to the quality of the interaction without really adding mean-
ing to the conversation. However, Yngve also considers questions such as, “You’ve
started writing it, then, ... your dissertation?” and short comments such as, “Oh, I
can believe it,” to be backchannel utterances. Duncan [Duncan and Niederehe, 1974]
added other types of utterances to the list, such as sentence completions, requests
for clarification, and brief restatements, since their purpose is not actually to claim
a turn, but to provide the speaker with needed feedback.
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may provide us with information on whom he is addressing as well. It has been
pointed out (for instance by [Goodwin, 1981]) that speakers may indicate whom
they are addressing by looking at them at certain points in the utterance. The
combination of feedback and gaze cues also leads one to an hypothesis about
their co-occurrence. Could it be a regular feature of conversation that feedback
of listeners occurs at positions where the speakers gaze at them? In those cases,
listeners know that they are being addressed and that speakers are attending to
them and can perceive the feedback. Information about statistics such as these3

can also be used in the design of our conversational agents. In particular, we
have been looking at the implementation of agents that can provide appropriate
feedback and this kind of information would help in the timing of the feedback
([Heylen, 2007]).

The AMI corpus consists of more than 100 hours of video and audio record-
ings of four person meetings. We already mentioned the annotation layers with
which the data was enrichted. Several of these are relevant to answer this ques-
tion. The hand-coded dialogue acts contain several labels for feedback acts and
other relevant information: on the relations between different utterances and on
addressing. Information on the focus of attention, to whom or what somebody
is looking, is also present in the AMI corpus. The corpus and the annotations
thus appear to be ideal to answer our questions. However, for several reasons
the solution was not as straightforward as may appear.

The AMI dialogue act annotation manual distinguishes three types of feed-
backs: Backchannel, Assess and Comment-about-understanding. The Backchan-
nel class largely conforms to Yngve’s notion of backchannel and is used for
the functions of contact. Assess is used for the attitudinal reactions, where the
speaker expresses his stance towards what is said, either acceptance or rejection.
Comments about understanding are used for explicit signals of understanding
or non-understanding.

In addition to dialogue acts the coding scheme specifies that certain relations
between dialogue acts should be annotated. Relations are annotated between
two dialogue acts (a later source act and an earlier target act) or between a
dialogue act (the source of the relation) and some other action, in which case
the target is not specified. In the AMI scheme, relations are a more general
concept than the adjacency pairs from the Conversational Analysis literature,
like question-answer. Relation have one of four types: positive, negative, partial
and uncertain, indicating that the source expresses a positive, negative, partially
positive or uncertain stance of the speaker towards the contents of the target of
the related pair. For example: a “yes”-answer to a question is an inform act that
is the source of a positive relation with the question act, which is the target of
the relation. A dialogue act that assesses some action that is not a dialogue act,
will be coded as the source of a relation that has no (dialogue act as) target.

Since Backchannels were assumed to be always in response to what the main
speaker at that point is saying, annotators did not enter them in a relation with
another dialogue act, assuming that this could be detected automatically. But

3 See also [Heylen, 2006] and [Poppe et al., 2007].
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in order to check the relation between the gaze target of the speaker and the one
who gives the feedback, we need to find for each occurrence of a backchannel
act the related dialogue act that the backchannelor responds to, as well as the
speaker of this related dialogue act. As the AMI dialogue act annotation does
not contain the annotation of the relation between backchannel acts and this
dialogue act (or turn), we have to define a new challenge: define an algorithm
that decides which utterance a back-channel is related to.

We implemented and tested a procedure for doing this. We have validated our
method for finding the related dialogue act (measured by recall and precision) and
selected some parameter values for the time between act and backchannel act that
gave us the best performance. The results can be found in the following table.

correct incorrect uncertain total

found 77 3 3 83

not unique 44 17 61

total 121 3 20 144

Fig. 1. Results of the method for finding the related dialogue act that a backchannel
responds to

For 83 out of the total of 144 backchannel events the procedure reported to
have found a unique related dialogue act. Of these 77 was the correct one, 3
were incorrect and in 3 cases the answer was questionable. In these cases it was
actually not clear what the related utterance is. Of the 61 cases in which the
procedure reported that no unique related act was found, there were 44 cases
in which there was a unique related dialogue act but the algorithm failed to
identify it. In 17 cases it was unclear also from manual inspection to identify
a related dialogue that the backchannelor responded to. If we leave out these
uncertain instances we end up with 124 cases, and 77 correct and 3 incorrect
answers, hence the method has a recall of 77/124 (62%) and a precision of 77/80
(96%).

When we checked the outcome of the procedure the major causes for not
finding a unique dialogue act were the following.

1. There is simultaneous speech of multiple speakers. This occurs in animated
discussions, where speakers sometimes express their ideas in cooperation.
The backchannelor is responding to the idea expressed not to one speaker.

2. A particular situation arises when a speaker pauses then continues and right
after the continuation the backchannelor is reacting on the part before the
short pause. The method will not find the correct act because it seems to
respond to the continuation and not the previous part. This is a serious case
because continuer signals often occur in the middle of speaker turns where
short pauses or segment boundaries occur.

It is also interesting to look at the case where the relation between back-
channel and the related utterance was also unclear in the manual annotation.
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The following cases were found where the situation was indeed unclear to identify
a related speaker and act. These are cases

1. with simultaneous cooperative talk
2. with the absence of a dialogue act (in particular “backchannels” such as

“Okay” were used mostly as a closing signal)
3. where back-channels appeared to be instances of self talk (“Mmm”, “yeah”)

and not directed to a particular other contribution.

The analysis we performed shows how initial assumptions that inform the
annotation of data might need revision.

Next we looked at the relation between speaker gaze and the occurrence of
feedback. For each of the 13 meetings we computed for each pair of participants
(X, Y ) the length of time that X looks at Y while X is speaking and we computed
the length of time X looks at Y when X performs a dialogue act and Y responds
with a backchannel act. Analysis of these pairs of values shows that in a situation
where someone performs a backchannel the speaker looks significantly more at
the backchannelor than the speaker looks at the same person in general when
the speaker is performing a dialogue act (t = 8.66, df = 101, p < 0.0001). The
mean values are 0.33 and 0.16. This confirmed our hypothesis.

This example shows a number of issues related to the methodology that we
and many others follow in human computing research. We collect and describe
data for our data-driven methods, building on theories of human communication.
The theories and insights that lead to the development of an annotation scheme
may not be full-proof. The cracks in the theory or the cases that are not covered
can be detected by the cycle of research that is exemplified here. In this way,
engineering is based on knowledge but also the basis of knowledge. In our case, it
lead us further to rethink the theories of participation and action in conversations
that formed the basis for our initial annotation framework. However, this does
not mean that we have now reached the ultimate theory of communication. This
leads us to the conclusion.

6 Human Computing

One can view human computing technology as the current state of the histor-
ical development of technology, that aims at simulating human interaction as
an aspect of human behavior as such. It shows the boundaries of the scientific
methodology, inherited from mathematics, physics and technology, and the way
we conceptualize nature and human behavior, according to the principles of this
world view. What is central in this development is a principle conflict between on
the one hand the natural openness of natural language and human behavior, in
which the human mind freely assigns through his practice and in communication
with the world and others new means of signifying, and new processes of control.
Technology itself is the phenomenon where this creativity shows and this means
that technological development will always be essentially an incomplete objec-
tification of human creative, sense giving, behavior. We have pointed out some
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of the consequences that this has for the design of human computing systems.
We have put emphasis on the role of the contract between user and technology,
its essential role for the working of technology in practice. The contract is the
issue that has to be evaluated, if we evaluate our technical systems in practice,
because it forms the interface between the qualitative measures of the user and
the quantitative measures that function in the design of the system.

The identity of the “virtual human” that technology brings forward, i.e. the
ambient intelligence that is our technological communication partner, is essen-
tially a mathematical identity, either in the form of a statistical model or of an
analytical model. When we construct this technology we have the obligation to
“show” that it satisfies the contract that is implicit in its design. The reliability
of the data-analysis is essential for the contract being possible and for the ecolog-
ical validity of the experiments that underly the models that are implemented.
The contract between users and system designer make up the context for the
services that the system offers the user in using the technology in his practice.

The great challenge for human computing is in further clarification of the cen-
tral concepts that play a role in the embedding of technology in interaction with
man; concepts like service, what technology affords, and context, and related
notions as context-awareness.
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Abstract. Current evaluation methods are inappropriate for emerging HCI appli-
cations. In this paper, we give three examples of these applications and show that
traditional evaluation methods fail. We identify trends in HCI development and
discuss the issues that arise with evaluation. We aim at achieving increased aware-
ness that evaluation too has to evolve in order to support the emerging trends in
HCI systems.

1 Introduction

The field of Human-Computer Interaction (HCI) is concerned with the research into,
and design and implementation of systems that allow human users to interact with them.
Traditionally, the goal of HCI systems is to aid human users in performing an explicit
or implicit task. Currently, there is a shift in emphasis towards interfaces that are not
task-oriented but rather focused on the user’s experience. More subjective factors such
as the beauty, surprise, diversion or intimacy of a system are important [1; 2].

A vast body of literature deals with evaluation of traditional HCI systems. These
evaluation methods are widely used. However, given the new directions of HCI, it is
unlikely that these evaluation methods are appropriate.

Recently, the term Human Computing (HC) has been introduced. In this paper, we
discuss Human Computing and the differences with Human Computer Interaction in
Section 2. We outline new trends in HCI systems in Section 3. Section 4 presents three
examples that illustrate the need for new evaluation methods. In Section 5, we discuss
common evaluation methods, argue why these are inappropriate and identify challenges
for evaluation of emerging HCI systems.

2 Human Computing and HCI

There is clearly an overlap between Human Computing (or, alternatively, Human-
Centered Computing (HCC) [3]) and Human-Computer Interaction. Both deal with hu-
mans who interact with computers or machines. The role of the user is central in both
paradigms, but there is a difference in the extent. In Human Computing, the user and
its contexts are not only observed, but the user’s intentions and motives are estimated
from the observed behavior. In turn, the system is to display behavior that informs
the user about the intentions and motives of the system. For both the observation and

T.S. Huang et al. (Eds.): AI for Human Computing, LNAI 4451, pp. 234–250, 2007.
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Fig. 1. Schematic model of Human Computing

presentation of intentions, models of interaction are required. For successful, natural,
interaction, these models should be as close to human-human interaction models as pos-
sible. Due to their importance, these interaction models are explicitly part of the Human
Computing paradigm. The concept is illustrated in Figure 1.

In Figure 1, there are clearly three distinct parts. The front-end deals with observing
the user and its context. Aspects like the activities, affective state, but also the context
such as the environment and other users are taken into account. Pantic et al. [4] discuss
the front-end, with a focus on recognition of the user’s affective state. The back-end is
concerned with the presentation of information to the user and the control of actuators
in the environment of the user. Different from HCI are the models of interaction, that are
used both in the front-end to understand user behavior, and in the back-end to generate
appropriate behavior in turn. Dialog management models, for example turn-taking and
argumentation, are part of the interaction models.

In the remainder of this paper, we discuss and analyze the current state of the art
in HCI systems and the evaluation thereof. However, the challenges that we are facing
when dealing with evaluation of emerging HCI applications are discussed in the context
of Human Computing since we feel that proper models of interaction are essential for
these applications.

3 HCI Systems

3.1 Traditional HCI Systems

Traditional HCI systems allow human users to input commands using keyboards, mice
or touch screens (e.g. ATM machines, web browsers, online reservation systems). These
input devices are reliable in the sense that they are unambiguous. Traditionally, systems
are single-user, task-oriented and the place and manner in which the interaction takes
place are largely determined by the projected task and expected users. This allows sys-
tem designers to specify the syntax and style of the interaction. Since both input and
output interfaces are physical, an explicit dialogue between the user and the computer
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can be established. This dialogue is more even more facilitated when only the user can
initiate the interaction.

If we look at the ATM, the user that interacts with the system clearly wants to perform
a task: withdrawing money or viewing the account balance. The interaction devices are
physical: the buttons and card reader for input into the system, the screen, money slot
and ticket printer for output to the user. ATMs are intended to be single-user, and the
user always initiates the interaction. The dialogue between user and system is explicit,
and highly standardized.

3.2 Emerging HCI Systems

Emerging HCI systems and environments have a tendency to become multi-modal and
embedded and thereby allowing people to interact with them in natural ways. In some
cases, the design of computer interfaces is merging with the design of everyday appli-
ances where they should facilitate tasks historically outside the normal range of human-
computer interaction. Instead of making computer interfaces for people, people have
started to make people interfaces for computers [5].

The nature of applications is changing. Looking beyond traditional productivity-
oriented workplace technologies where performance is a key objective, HCI is increas-
ingly considering applications for everyday life. HCI design now encompasses leisure,
play, culture and art. Compared to traditional HCI systems, we can identify four main
trends in HCI systems:

1. New sensing possibilities. New sensing technologies allow for the design of in-
terfaces that go beyond the traditional keyboard and mouse. Automatic speech
recognition is common in many telephone applications. The current state of video
tracking allows not only for localization of human users, but also to detect their
actions, identity and facial expressions [4]. This opens up possibilities to make in-
terfaces more natural. Humans will be able to interact in ways that are intuitive.
However, this comes at a cost of having to reconsider the syntax of the applica-
tion. When using speech or gestures, the vocabulary is almost infinite. Moreover,
many of the ‘behaviors’ that we recognize, must be interpreted in relation to the
context. Context aware applications employ a broad range of sensors such as elec-
tronic tags, light sensing and physiological sensing. However, integration and the
subsequent interpretation of these signals is hard, and context aware systems are
likely to consider contexts differently than users do [6]. For example, when a user
decides to watch a movie at home and closes the blinds to make the room darker,
the system may automatically switch on the lights. Clearly, there user and system
have a different view of the current situation.

Related to the use of a multiplicity of sensors is the trend that sensors are mov-
ing to the background [7; 8]. This moves interfaces away from the object-oriented
approach that is traditionally considered [9]. This trend has large implications for
interaction design since it restricts the traditional dialog-oriented way of interac-
tion, and effort must be paid to the design of implicit interactions [10].

2. Shift in initiative. Traditional HCI systems embrace the explicit way in which the
dialog with the user is maintained. Moreover, the user is virtually always the one
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who initiates the interaction. Consequently, traditional HCI systems are responsive
in nature. Nowadays, pro-active systems are more common. Ju and Leifer [10] de-
fine an initiative dimension in their framework for classifying implicit interactions.
They state that, when regarded more generally, there is direct manipulation at the
one end, and autonomy at the other. They argue that for HCI, neither of these states
are appropriate. Instead, the interaction is likely to be mixed-initiative. This im-
plies that there must be a way to coordinate the interaction, which should be the
focus of interaction design. For applications where multiple users can engage in
the interaction, there’s also a mixed-initiative among the different users.

3. Diversifying physical interfaces. The physical forms of interfaces are diversify-
ing [11], as was foreseen by Mark Weiser [8]. One movement is to make interfaces
bigger, such as immersive displays and interactive billboards. Another movement
is to make interfaces smaller, such as wearable and embedded displays. This last
movement is largely motivated by the popularity of mobile devices. The market
for mobile phones is still growing, and so is the number of applications. With the
increased connectivity and bandwidth, it is possible that people interact remotely
with the same application. The trend of diversifying physical interfaces is most vis-
ible for general purpose desktop computers. These are increasingly often replaced
by more purpose-designed and specialized appliances [11].

4. Shift in application purpose. There is a shift in application purpose for HCI sys-
tems. This shift is partly a consequence of new technology, and partly motivates
the development of new technology. Whereas traditional systems are, in general,
task-based, new applications are more focused on everyday life [11], thus on the
user. User Experience (UX), although associated with a wide variety of meanings
[12], can be seen as the countermovement of the dominant task and work related
‘usability’ paradigm.

UX is a consequence of a user’s internal state (e.g. predispositions, expectations,
needs, motivation and mood). The literature on UX reveals three major perspectives
[13]: human needs beyond the instrumental; affective and emotional aspects of in-
teraction; and the nature of experience. Hassenzahl and Sandweg [14] argue that
future HCI must be concerned about the pragmatic aspects of interactive products
as well as about hedonic aspects, such as stimulation (personal growth, increase
of knowledge and skills), identification (self-expression, interaction with relevant
others) and evocation (self maintenance, memory). The task is no longer the goal,
but rather the interaction itself (e.g. [15]).

Typical UX applications are focused on leisure, play, culture and art. Conse-
quently, this focus affects the interface. Factors as pleasure, aesthetics, expres-
siveness and creativity play an increasingly important role in the design of both
interface and interaction. Video games are a clear example of UX applications.

Another aspect is that interfaces are not only more centered on the user and the
interaction, but also show a trend towards product integration. Domestic technology
is becoming increasingly complex [16]. Our microwaves function also as stoves,
we can listen to music, take pictures and exchange media with our mobile phones
and our washing machines can also dry the laundry for us. Ubiquitous computing
(UC), although radically different from traditional HCI on a number of criteria, is
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one extreme example where functionality is integrated. Of course, this influences
the choice of physical interface.

4 Stressing the Need for Evaluation: Three Examples of Emerging
HCI Applications

In this section, we discuss three examples of emerging HCI systems. These serve to
demonstrate the observed trends in HCI system development, and allow us to pinpoint
the difficulties with traditional evaluation methods in Section 5.3.

4.1 Groupware Systems

One example of an area where a lot of money has been invested into the development
of a product because of its expected scenario gains is the area of group support systems
(GSS) or groupware. De Vreede et al. [17] conclude from extensive research that 15
years after the introduction of the first group support system, these systems indeed pro-
vide added value to meetings. They are said to provide savings, and increase efficiency.
It was a rather complex and non-straightforward process to come to this conclusion.

One of the reasons that it took so long was the fact that people were facing difficulties
when using the system, as they were not familiar with the changes in work practice that
were introduced by them [18]. People were forced to use novel tools during meetings
and had to abandon their common meeting practice. As a consequence, also the benefits
proved hard to measure as people objected to the use of these tools.

GSS are clear examples of systems that establish a shift in application purpose. Al-
though Grudin [19] already noted that adequate understanding of the political and social
factors at work were to be considered in the design and implementation phases in order
to avoid an initial reject from the public, the task of supporting the meeting process (e.g.
facilitate brainstorming) was considered more important than how these systems were
used in practice. It was therefore not strange that people found it difficult to understand
what the system was supposed to do for them and their group [20]. Design for intuitive
interaction with the user as focal point would have facilitated its adoption, without any
doubt.

4.2 Smart Homes

Smart home systems are typical examples of ubiquitous systems, characterized by their
pervasive nature. Users are observed in their homes using a large number of sensors,
ranging from cameras and microphones to pressure and heat sensors. See Figure 2(a) for
an example of a smart home setting. From a user point of view, ubiquitous systems do
not necessarily have a task. They can be anywhere between responsive and pro-active.
An example that lies somewhere in between responsive and pro-active is for instance
the smart home described in Intille et al. [6] where the system suggests users which
clothes to wear given the outside temperature, or suggests measures to save energy.
From a system point of view, smart homes have the task to maintain the homeostasis of
the environment, and to support the users that are living in it. One example is a smart
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(a) (b)

Fig. 2. (a) Philips’ vision of smart homes: the environment is adjusted to make patients feel more
comfortable in hospitals. (b) User interacting with the Virtual Dancer.

home that supports elderly people in order to allow them to live (semi-)independently.
These homes not only take care of lighting and heating issues, but also facilitate com-
munication in case of emergencies.

When the environment itself becomes the interface, people go about their daily lives
and perform their tasks while the computing technologies are there to support them
transparently [8]. People start to implicitly interact with computers and technology that
have moved to the background. Despite being written over 10 years ago, many aspects
of Mark Weiser’s vision of ubiquitous computing appear as futuristic today as they did
in 1991 [21].

As Davies and Gellersens [22] mention there are many aspects that need to be re-
solved before ubiquitous interfaces really will break through. They mention, amongst
others, the need for fusion models and context awareness. Due to the lack of an explicit
interface, users are required to communicate naturally with the system. This requires
fusion of multiple communication channels. The system must be aware of the context,
and interpret the user’s actions in this context. On the other hand, the user must be
familiar with the system’s abilities, and system’s state.

The complexity and black box characteristics of smart homes make them even more
difficult to evaluate. They do not only introduce a shift in application purpose, but also
employ new sensing possibilities. There is a radical change in physical interface since
the smart home has become the interface itself. Some smart homes are pro-active, which
presents a clear shift in initiative.

4.3 Virtual Dancer

Fun and entertainment are becoming increasingly important in almost all uses of in-
formation technology [23]. Ambient entertainment is the field of research that deals
with applications that are centered around this theme. One example of an ambient
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entertainment application is the Virtual Dancer, as described in Reidsma et al. [15].
It is an interactive installation where users can dance together with a virtual character.
The virtual character reacts to the observed movements of the user, and tries to influ-
ence the movements of the user in turn. The movements are observed using a dance mat
and a camera. The camera recognizes global movement features that are mapped onto
a database of prerecorded movements for the Virtual Dancer.

The camera and dance mat provide new sensing possibilities. Also, during the dance,
there is a constant shift in initiative. The goal of the application is to entertain the user,
without the provision of an explicit task. Instead, the interaction itself is the goal of the
application, a clear shift in application purpose.

In this so-called taskless interaction, not the task but the interaction itself and the user
experience need to be evaluated. Attempts so far to evaluate the interaction have been
limited to analyzing video recordings of the user in order to determine engagement in
the interaction. This does not allow for reliable assessment of aspects that improve the
user’s experience during the interaction, let alone which parts of the system should be
improved. One important aspect is that the responses of the user to certain actions of
the systems have to be measured. This requires the knowledge of system states, i.e. the
context. While this information proves valuable in the assessment of the participation
level of the user, it does not provide much information about the actual user experience.
Instead, this information could be collected using questionnaires or by employing bio-
sensors that measure heart rate and the respiratory level.

5 Evaluation

Evaluation is broad concept. In the domain of HCI, Preece et al. [24], page 602 defined
this concept in 1994 as follows:

Evaluation is concerned with gathering data about the usability of a design or
product by a specific group of users for a particular activity within a specified
group of uses or work context.

In 2007 they have expanded this definition [25], page 584:

It [evaluation] focuses on both the usability of the system, e.g. how easy it is to
learn and to use, and on the users’ experience when interacting with the system,
e.g. how satisfying, enjoyable, or motivating the interaction is.

The use of evaluation methods for the assessment of the suitability of HCI systems
has become a standard tool in the design process. Many HCI systems are designed
iteratively, where in each cycle design issues of the previous one are addressed. These
issues are identified in an evaluation step. We discuss the design criteria of HCI systems
first in Section 5.1. We then focus on current evaluation practice in the HCI field in
Section 5.2. Section 5.3 discusses issues that appear when dealing with evaluation for
emerging HCI applications.
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5.1 Design Criteria in HCI

Much has been written about the design of HCI systems (e.g. [26; 27]). Designed well,
interactive systems can allow us to reap the benefits of computation and communication
away from the desktop, assisting us when we are physically, socially or cognitively
engaged, or when we ourselves do not know what should happen next. Designed poorly,
these same devices can wreck havoc on our productivity and performance, creating
irritation and frustration in their wake [10]. Good practice is to explicitly formulate
design choices.

Norman [28] identifies a number of principles for good interaction design. Often
used are the principles visibility, feedback, constraints, consistency, recovery, and af-
fordance. If things are visible, people can see what functions are available and what
the system is currently doing. Then they are more likely to know what to do next as
a consequence of the psychological principle that it is easier to recognize things than
to recall them. The feedback principle is related to the visibility principle and refers
to sending back information from the system to the users so that they know what ef-
fect their actions have had. Timely feedback provides the necessary visibility for user
interaction and will enhance the feeling of control. Constraints should prevent peo-
ple from making errors through properly constraining allowable actions. For instance
by deactivating certain menu options people are restricted to choose only permissible
actions. Consistency is a design principle that emphasizes the importance of unifor-
mity in the placement, appearance and behavior of screen elements and operations to
make systems easier to learn and use. Recovery refers to the principle that a system
should enable users to recover from actions, particularly errors and mistakes, quickly
and effectively. Finally, the principle of affordance refers to the fact that things should
be designed in a way that it is clear what they are for and how to use them. For in-
stance buttons afford pressing and should look like buttons to invite people to press
them.

Traditionally, HCI systems are designed for a certain task, in a given context, and
with a certain user profile in mind. Key point is that the HCI system must be useful,
usually referred to as usability. There are many different approaches to making a prod-
uct usable and there is no generally accepted definition. Nielsen [29] identifies five
components of usability that are commonly used: efficiency, learnability, memorability,
errors, and satisfaction. Three of these criteria can be used as quantitative indicators to
asses the usability of a system by measuring respectively time to complete a task, time
to learn a task and the number of errors made when carrying out a specific task. Other
important usability goals are effectiveness and utility referring to how good a system is
at doing what it is supposed to do and to what extent the system provides the right kind
of functionality [25].

In addition, usability can be regarded from three distinct viewpoints [30; 31]:
product-oriented, user-oriented and user performance-oriented. The product-oriented
view can be measured in terms of ergonomic attributes of the product. The user-oriented
view in terms of mental effort and attitude of the user and the user performance-view
by examining how the user interacts with the product with emphasis on either the ease
of use or the acceptability of the product in the real world.
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The above views are complemented by the contextual view, which tells us that us-
ability of a product is a function of a particular user class of users being studied, the
application at hand and the environment in which they work.

Besides usability, in the interaction between the human and the computer also the
user interface and user experience come into play. To stress the necessity of shifting
the focus from what computers can do to what users can do, Shneiderman introduced
the term “the new computing” [32]. The broadening of the user community to include
almost everyone, even technology resisters, puts a challenge on system designers who
realize now that understanding the user is important. This forms the basis of User-
Centered Design (UCD). UCD is a multidisciplinary design approach based on the ac-
tive involvement of users to improve the understanding of user and task requirements,
and the iteration of design and evaluation [33]. It has been mentioned that this approach
is the key to product usefulness and usability and overcomes the limitations of tradi-
tional system-centered design [32].

One view of UCD is to design HCI as close as possible to natural human-human
interaction [34]. The rationale is that users do not have to learn new communication
protocols, which leads to increased interaction robustness. This aids the user experience
and provides guidelines for designing the user interface. A drawback is that one should
be familiar with the application to know what to expect from it. Shneiderman [27]
argues that most designs for natural interaction do not provide users with available
task actions and objects. In terms of the design principles treated before they violate
visibility. For knowledgeable and frequent users who are aware of available functions
this will not be a problem but for them a precise, concise command language is usually
preferable. Hence Shneiderman claims that natural interaction will only be effective for
intermittent users who are knowledgeable about specific tasks and interface concepts
but have difficulties remembering syntactic details.

5.2 Current Evaluation Practice in HCI

As stated before, evaluation is nowadays common practice in the field of HCI. The use
of evaluation methods is motivated by the reported increased return on investments.

In general, we can identify two broad classes of evaluation methods: expert-based
evaluation (e.g. cognitive walkthrough, heuristic evaluation, model based evaluation)
and user-based evaluation (e.g. experimental evaluation, user observation, use of ques-
tionnaires, monitoring physiological responses). The bulk of early HCI designers and
evaluators were cognitive psychologists. Cognitive models like GOMS [35] were very
influential, as were laboratory experiments. Nielsen [29] took a more pragmatic ap-
proach, stating that full-scale evaluation of usability is too complicated in many cases,
so that ’discount’ methods are useful instead. His work has been very influential, partly
due to the ease of application, partly due to the relative low cost. His vision has lead to
an enormous number of different methods in regular use for the evaluation of usability.

Since its early days, HCI research focussed almost exclusively on the achievement
of behavioral goals in work settings. The task that had to be performed by the user was
the pivotal point of user centered analysis and evaluation. Rengger [36] defined four
classes of performance measures:
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1. Goal achievement (accuracy and effectiveness)
2. Work rate (productivity and efficiency)
3. Operability (function usage)
4. Knowledge acquisition (learning rate)

Though satisfaction has been one of the components of usability since the early days,
in the last few years there is an increased focus on user experience. The expansion of
the definition of evaluation in the beginning of Section 5 is not typical for the book of
Sharp, Rogers and Preece [25]. Similar changes can be found in most literature on HCI.
This is one of the answers of the HCI community to the shift in application purpose of
systems mentioned in Section 3.2. But as we discussed before, emerging HCI systems
require other measures, and other evaluation practice. In the next section, we identify
challenges for evaluation of emerging HCI systems, and use the examples in Section 4
as an illustration.

5.3 Challenges for Evaluation of Emerging HCI Systems

The characteristics of emerging HCI systems imply that traditional approaches to us-
ability engineering and evaluation are likely to prove inappropriate to the needs of its
users. As a result of the trends that we discussed in Section 3.2, problems emerge in the
design and evaluation of HCI systems. We start by discussing the front-end of Human
Computing, using the examples of Section 4.

Human Sensing. The use of keyboards, buttons and mice for interaction with HCI
systems is found to be inconvenient since these devices do not support the natural
ways in which humans interact. Although debated, the use of natural communication
is often considered more intuitive, and therefore expected to be more efficient from a
user’s point of view. Voice, gestures, gaze and facial expressions are all natural human
ways of expression. In natural contexts, humans will use all these channels, one to en-
hance and complement an other. To make truly natural interfaces, this implies that all
these channels should be taken into account. This, however, is difficult for at least three
reasons:

1. The recognition is error-prone
2. The lexicon of expression is much larger than with ‘artificial input’
3. Integration of multiple channels often leads to ambiguities

Error-prone recognition. When using natural channels, the data obtained from sensors
(microphone, camera) needs to be analyzed. From the streams of data, we need to recog-
nize the communicative acts (e.g. words, gestures, facial expressions). Although much
research is currently devoted to making automatic recognition more accurate, these sys-
tems will never be error-free. Another aspect is that automatic recognition is probably
less fine-grained than what human observers are able to perceive [37]. Subtleties might
easily go unnoticed.

Reduction of errors is probably the most convenient way of improving the usability.
However, as recognition will never be error-free, repair mechanisms need to be present.
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Feedback and insight in the system state are useful because they give the user insight in
how the input is recognized and interpreted. Still, there are many challenges in how to
present the feedback or system state [38]. One approach in speech recognition tasks is
to feed the recognition back to the user. The can be done, for example, in applications
where tickets can be ordered via telephone. After the user has specified the date, the
system could ask “How many tickets do you want to order for this Tuesday?” Although
this kind of mechanism can improve the recognition performance, attention must be
paid to how users can correct the recognition.

Assessment of the input reliability is an important aspect of usability evaluation.
One way to do this is by applying standard benchmark sets. Well-known benchmark
sets are the NIST RT sets [39] for automatic speech recognition or FRVT and FRGC
for face recognition [40]. These sets are specific for a given context and task. Since they
contain ground truth and the error metrics are known, they allow for good comparison
of recognition algorithms. However, they still evaluate only the reliability of the input.
In addition to this, the system must be evaluated together with the (unreliable) input.

Large lexicon. In natural human-human interaction, humans use a large lexicon of
speech, and eye, head and body movements, both conscious and unconscious. When
allowing humans to communicate with HCI systems in a natural way, the input devices
should be able to recognize the whole range of signals. This poses severe requirements
on the recognition.

Two factors are important when evaluating the lexicon. First, the lexicon should be
sufficiently large to allow for the recognition of all foreseen (and unforeseen) actions.
For a system such as the Virtual Dancer (see Section 4.3), this implies that the whole
range of dance movements that a user can make, should be included in the lexicon.
Alternatively, only a subset of all communication signals can be considered. However, it
should be acknowledged to the user whether the signals are recognized and interpreted.

Second, the choice of the lexicon should be intuitive. In many cases, an ad hoc lex-
icon is chosen, often to maximize the recognition. Ideally, the lexicon should contain
signals that users naturally make when interacting with the HCI system. Note that, al-
though this interaction is natural, the lack of a clear interface might prove that it is also
not intuitive [41]. A preliminary investigation should be conducted to see what these
movements and sounds are, for example by conducting Wizard of Oz experiments. An
example of such an investigation is described in [42].

When dealing with attentive or pro-active systems, not only the communicative ac-
tions are of importance. These systems require awareness of things as user state and
intentions, which generally can be deducted from behavior that is non-communicative.

Integration of channels. Human behavior is multi-modal in nature. For example, hu-
mans use gestures and facial expressions while speaking. Understanding of this behav-
ior does not only require recognition of the input of individual channels, but rather the
recognition of the input as a whole. Despite considerable research effort in the field
of multi-modal fusion (see e.g. [43]), our knowledge about how humans combine dif-
ferent channels is still limited. When dealing with multi-user systems, the problem is
even harder since also the group behavior needs to be understood. For remote partici-
pation in the interaction, it might be very difficult since the interaction mechanisms for
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human-human interaction are probably not applicable. Furthermore, due to the disap-
pearing interfaces, the lack of explicit turn-taking will cause users to employ many
alternate sequences of input, and requires HCI systems to be more flexible in handling
these in turn [9].

Similar to the performance evaluation of single communication channels, the recog-
nition of the fused channel information need to be assessed. Integration of multiple
channels can lead to reduction of signal ambiguity, provided that the context is known.
Therefore, accurate assessment of the context is needed.

Context Awareness. It is often mentioned that human behavior is to be interpreted in
a given context. For example, a smile in a conversation can be a sign of appreciation,
whereas, during negotiation, it can show disagreement. So for reliable interpretation of
the human behavior, it is important to be aware of the context of the situation. To date,
there is no consensus of what context is precisely, and how we should specify this [44].
Without a good representation for context, developers are left to develop ad hoc and
limited schemes for storing and manipulating this key information [37]. This is accept-
able for small domains, but is inappropriate for larger and more complex applications.

Usually, the context is specified as the identity and location of the users, and the
characteristics and timing of the action performed. Ideally, even the intentions of the
user should also be taken into account. This is particularly difficult since these cannot
be measured. These components of context are referred to as the 5 Ws [37; 4]: who,
what, where, when, why. These basic components are limited, and one might include
the identity and locations of all objects of interest, as well as the current goal of the user.
Also, the history of all environment changes and user actions are considered important
for reasoning about the context.

It difficult to assess the right values for all these properties, and context aware sys-
tems are likely to consider contexts differently than users do. Intille et al. [6] observe
that, for smart homes (see Section 4.2), the user naturally considers contexts that the
system has not, and propose to use suggestive systems, rather than pro-active ones.

Reference Tasks. Whittaker et al. [45] observed that many developed HCI systems can
be considered radical inventions. They do not build further on established knowledge
about user activities, tasks and techniques but rather push the technology envelope and
invent new paradigms. Although we lack basic understanding of current users, tasks
and technologies, the field of HCI is encouraged to try out even more radical solutions,
without pausing to do the analysis and investigation required to gain systematic under-
standing. The absence of shared task or goal information makes it difficult to focus on
research problems, to compare research results and to determine when a new solution
is better, rather than different. This prevents proper consolidation of knowledge.

When the users are not familiar with the task or goal the application supports, users
are likely to use the system in a different way. This makes evaluation of the fitness of the
system difficult. For example, interfaces that support creative thinking are designed for
a specific task that is new to the users. Without proper familiarization, these interfaces
are less effective (see for example the Groupware example in Section 4.1).

The lack of reference tasks can be seen as a challenge for the development of proper
interaction models. Now we move to the back-end of Human Computing.
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Performance Metrics. In contrast to Rengger [36], as discussed in Section 5.2, emerg-
ing HCI applications often do not have well-defined tasks, which asks for novel mea-
sures. There are many factors in HCI that have a substantial impact on the success of
applications but are not easily quantified. Amongst them are user experience [16], fun
[46], ethical issues [47], social relationships [48] and aesthetical issues [1]. For exam-
ple, for the Virtual Dancer (see Section 4.3), it remains a challenge to define proper
measures to evaluate the success of the interaction. These critical parameters are also
required in order to compare similar applications [49]. When the application supports
multiple users, these measures might be shared among the users.

Learnability. Given the increasing complexity of HCI systems, it is to be expected that
the time needed to learn to work with a system grows along. Currently, evaluation of
these systems focuses on ‘snap shots’, but fail to focus on the learning [50]. Longitu-
dinal studies that assess how the use of a system develops from the first encounter are
needed to gain insight in what kind of barriers users encounter when using the system,
and how they solve these.

Context of Authentic Use. HCI systems should be evaluated in a context as close as
possible to the context of authentic use [37]. The context is often difficult to realize,
especially for multi-user applications. Evaluating HCI systems in laboratory settings
is likely to cause unnatural behavior of the users. This makes proper evaluation of the
system difficult, if not impossible.

Another drawback of using laboratory testing is that parameters can be controlled
(background noise, lightning conditions) that cannot be controlled in the context of
authentic use. As a consequence, there is a difference in how these systems perform in
reality.

As an example, the live-in laboratory PlaceLab [51] has been built to ensure that
assumptions about behavior in the lab correspond to behavior in more realistic (and
complex) situations in real smart homes.

6 Conclusion

New HCI systems are emerging that differ from traditional single-user, task-based,
physical-interface HCI systems. We identify four trends: new sensing possibilities, a
shift in initiative, diversifying physical interfaces, and a shift in application purpose.
Traditional evaluation practice does not suffice for these new trends.

The use of more natural interaction forms poses problems when the input is ambigu-
ous, the communication lexicon is potentially large, and when interpreting signals from
multiple communication channels, ambiguities might arise. Identifying the context of
use is important because interpretation of input is often dependent on the context. For
complex systems, sensing the context is increasingly difficult. Evaluation of context
aware systems is consequently difficult.

There is no consensus about appropriate performance metrics for emerging HCI sys-
tems. Task-specific measures are useless for evaluation of task-less systems. Related to
this is the lack of common reference tasks. The ‘radical invention’ practice in the field



Evaluating the Future of HCI 247

of HCI prevents proper consolidation of knowledge about application tasks and goals,
and user activities. Therefore, it is difficult to compare HCI systems.

As HCI systems are becoming more complex, the learning process of users is more
and more important. This is currently a neglected part of evaluation. The introduction
of longitudinal evaluation studies is needed to gain insight in the learning mechanisms.
A final practical issue is the lack of authentic usage contexts. Many systems are only
evaluated in a laboratory setting, instead in their projected context.

We summarized trends in HCI systems and pointed out where problems appear. We
discussed three examples of complex HCI systems, and argued the need for appropriate
evaluation. With this paper, we aimed at achieving increased awareness that evaluation
too has to evolve to support the emerging trends in HCI systems.
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Abstract. This paper describes an intelligent system that we developed to 
support affective multimodal human-computer interaction (AMM-HCI) where 
the user’s actions and emotions are modeled and then used to adapt the 
interaction and support the user in his or her activity. The proposed system, 
which we named Gaze-X, is based on sensing and interpretation of the human 
part of the computer’s context, known as W5+ (who, where, what, when, why, 
how). It integrates a number of natural human communicative modalities 
including speech, eye gaze direction, face and facial expression, and a number 
of standard HCI modalities like keystrokes, mouse movements, and active 
software identification, which, in turn, are fed into processes that provide 
decision making and adapt the HCI to support the user in his or her activity 
according to his or her preferences. A usability study conducted in an office 
scenario with a number of users indicates that Gaze-X is perceived as effective, 
easy to use, useful, and affectively qualitative. 

Keywords: Human Sensing, Context Sensing, Multimodal Interfaces, Affective 
Computing, Anthropocentric Interface Design. 

1   Why Multimodal, Context-Sensitive User Interface Design? 

We have entered an era of pervasive computing. Computers and the Internet have 
become so embedded in the daily fabric of our lives that we can no longer live 
without them [15]. We use them to work, study, communicate, shop, and entertain 
ourselves. With the ever-increasing diffusion of computers into society, human-
computer interaction (HCI) is becoming increasingly essential to our daily lives. 

Predicting the future of HCI is a difficult task, but one important source of help is 
the accumulated information about the preferences and limitations of humans 
interacting with computers. Principles can be drawn upon, which may explain why 
some interfaces survive and others become extinct. Rigid designs that assume that 
users will be explicit and fully attentive while interacting with the computer, that do 
not protect against errors, provide help at all times except at the right moment, and all 
in all make users frustrated, are likely to become quickly extinct due to their poor 
usability [28]. On the other hand, designs that include adequate attention to individual 
differences among users, support (natural) multimodal and context-sensitive 



252 L. Maat and M. Pantic 

interaction, expend on designs for reliability and safety, provide access to the elderly 
and handicapped, and properly adapt to the user level of knowledge, skills, attention, 
preferences, moods, and intentions, are the kind of HCI designs that are likely to 
become the trend in computing technology [4], [41], [48], [39], [38], [51]. Although 
this list may not be complete, it points out important issues that are rather 
insufficiently addressed by the current initiatives [43]. 

1.1   The Evolution of Human-Computer Interfaces 

Around 1980, at the dawn of the personal computer age, many chaotic and rigid user 
interfaces were produced that turned the users into frustrated victims of machines they 
could not control. Typical examples of useless interfaces at that time could display a 
five-minute video without a stop button and generate choice sequences that could not 
be reversed or cancelled. As high-resolution displays and fast chips emerged, video 
and audio processing as well as animations flourished (particularly for video games), 
giving rise to a new generation of user interfaces, in which direct manipulation 
became the dominant form of interacting and WYSIWYG (what you see is what you 
get) became a guiding principle. The aim was: (i) to make operations visible, 
incremental, rapidly manageable by means of a keyboard, and reversible, as well as 
(ii) to prevent user errors by effective designs. During the late 80s and early 90s, 
direct-manipulation interfaces were enhanced with embedded menus in text and 
graphics, mice, and various joysticks as the devices of choice.  

As remarked by Preece and Schneiderman [41] and Pentland [37], the mid 90s can 
be viewed as the dawn of pervasive computing that shed a new light on the future of 
computing and gave rise to novel requirements that useful user interfaces should 
fulfill. The growing availability of World Wide Web access with embedded menus 
providing links across the world led to an unusually rapid growth of Web servers and 
applications. The necessity of delivering new products in an ever-decreasing time 
frame affected, consequently, the quality of the issued products and interfaces. This 
Internet hype also blurred the essence of some paradigms, such as software agents 
since an increasing number of vaguely related applications needed legitimacy and 
sought it under the umbrella of the “agents”. Though it was unfortunate at one hand 
and accompanied by numerous shoddy Web-oriented applications, on the other hand 
this Internet hype initiated rapidly accelerating progress in facilitating accessibility, 
speed, and reduction of error and failure rates. Moreover, it changed our view on 
computing and commerce [50]. Above all, it forecasted the type of working 
environments and information-communication spaces we are about to use in our 
everyday activities. It clearly indicated that in the future, with the aid of computers, 
we will carry out our daily tasks, communicate, and entertain ourselves in 
cyberspaces across distance, cultures and time. Of course, the specifics of such 
cyberspaces including virtual cyber worlds and of the related interfaces, which should 
facilitate easy and natural communication within those spaces and with the variety of 
embedded computing devices, are far from settled. In this LNAI Special Volume on 
AI for Human Computing many relevant issues are discussed and debated but all 
agree that before this new generation of pervasive computing can be widely deployed, 
the users should experience it as being human-centered and universally usable.  
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The designers of older technologies such as postal services, telephones, and 
television, have reached the ultimate goal of having products and services that are 
universally usable, but developers of computing technology cannot claim the same. 
Schneiderman [48], [49], reports an average of 5.1 hours per week wasted by the 
users while trying to use computers. Consequently, despite visible progress in 
accessibility, increase of speed, and reduction of the error and failure rates, the 
primary experience of many computer users is dissatisfaction or even frustration. 
Common problems include incompatibility (of file formats, applications’ versions, 
screen sizes, etc.) and low speed (e.g., due to varying network bandwidths and 
processor speeds). Although these issues are not of the least importance, the crucial 
problem, which is primarily responsible for the users’ anxiety and dissatisfaction, is 
incomprehensibility of many currently available software packages and Internet 
services [47]. As remarked by several researchers (e.g., [48], [49], [47]), a large 
majority of HCI systems available today assume users’ proficiency in computing. 
However, for a casual user, these systems are often cumbersome, lacking the 
adaptability necessary to accommodate users with various levels of computing skill 
and experience. Furthermore, virtually all “classic” HCI systems tend to confine the 
user to a less natural, single-modal means of interaction (e.g., a mouse movement, 
pressing of a key, speech input, or hand motion). For example, to manipulate a virtual 
object with a typical HCI system, the user is usually required to select the object by 
employing mouse motion, then point with the mouse at a control panel to change the 
object’s color. On the other hand, in a more natural setup, the user would point at the 
object with his finger and say: “Make it red”. Integration of more than one natural 
modality into an interface would potentially overcome the current limitations of HCI 
systems: it would ease the need for specialized training and ease the information- and 
command-flow bottleneck between the user and the computer. Besides, recent data 
shows that a multimodal HCI can be an effective means for reducing uncertainty of 
single-modally sensed data (such as speech or hand motion), thereby improving 
robustness [43]. Although the incorporation of all features of human-human 
interaction (i.e,. an intricate interplay of thoughts, language, and non-verbal 
communicative displays) into human-computer interaction may be very complex and 
difficult to achieve, equipping HCI systems with a multimodal setup so that they can 
approach naturalness, flexibility and robustness of human-human communication will 
give them the potential to: 

• transcend the traditional, cumbersome and rigid mouse/keyboard interaction, and 
• yield a more effective and efficient information- and command-flow between the 

user and the computer system and, by that,  
• approach universal usability.  

Another challenge in fashioning universally usable HCI systems is to make them 
context sensitive. The key idea is to account for individual differences of the users 
and for the overall situation in which the user acts. For computing technology 
applications, context can be defined as any information that can be used to explain the 
situation that is relevant to the interaction between users and the application [10]. For 
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a single-user scenario, the six questions that summarize the key aspects of the 
computer’s context with respect to its human user are as follows:  

• Who? (Who the user is?) 
• Where? (Where the user is? For single-user desktop-computer scenarios this 

context question is superfluous as it is known where the user is – either in front of 
the computer or not.) 

• What? (What is the current task of the user?) 
• How? (How the information is passed on? Which interactive signals / actions have 

been used?) 
• When? (What is the timing of displayed interactive signals with respect to changes 

in the computer environment?)  
• Why? (What may be the user’s reasons to display the observed cues? Except of the 

user’s current task, the issues to be considered include whether the user is alone 
and what is his or her affective state.)  

Based upon the user’s identity and the knowledge about his or her environment and 
current task, it would be possible to retrieve information about the importance of that 
task in the given environment, the user’s skills in performing that task, and the user’s 
overall preferences. Together with the sensed user’s affective state, this information 
could be employed to define the following. 

What form should the instruction manual have? For example, for a novel user a 
lucid tutorial could be provided, to an average user constructive help files could be 
offered, for an expert user compact notes could prove to be sufficient. Yet the kind of 
help files provided to the user should not be rigid; it should be determined based upon 
the overall user’s preferences and his/her current affective state. Namely, users might 
prefer compact help files even if they are novices and especially if they are in a hurry. 

When should the user be interrupted? This is of particular importance for the 
systems that are designed such that they rely on the user’s feedback at all times or 
offer assistance each time a certain task is to be performed or particular conditions are 
encountered. The user’s current affective state and the importance of the current task 
given the context of use could be exploited to time the interrupts conveniently. For 
example, if the user is hurriedly writing e-mails, interrupting him to correct a syntax 
mistake can be postponed till the moment he tries to send the e-mail. 

When, in which part, and in what way should the system be adjusted? The sensed 
user’s affective state could be exploited to time the adjustment of the system, the 
information about the user’s current task might form the target of the adjustment, and 
the complete information about the sensed context could be used to determine the 
adjustment properly. For instance, suppose that the user always browses through a 
particular application in the same way in order to come to a specific window and 
displays irritation each time the system starts the pertinent application by displaying 
its very first window. In that case, a proper adjustment might be to mark the window 
where the user commonly stops browsing and to start the pertinent application with 
that specific window (browsing through the preceding windows of the application 
does not have to be apparent to the user). Yet, suppose that the user always becomes 
frustrated if a certain person enters the office. In that case, no adjustment should be 
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made since the user’s affective state is not caused by HCI but by an external (and for 
HCI) irrelevant event. 

HCI design breakthroughs are necessary if the computing technology is to achieve 
the ultimate goal of being universally usable [43]. However, many research problems 
initially thought to be intractable have been proven manageable (e.g., sensing and 
detecting human interactive cues [33], affect-sensitive interpretation of those [34], 
[36], and context sensing in general [29], [33]). This initiated numerous efforts to 
design and develop multimodal and context-sensitive interfaces that are flexible and 
compatible with users’ abilities and relevant work practices [30], [31].  

1.2   The State of the Art 

Several extensive survey and position papers have been published on vision-based 
[40], [52], multimodal [30], [31], [19], affective [24], [17], and context-sensitive 
interfaces [11], [29], [33]. Virtually all of these articles agree that approaching the 
naturalness of human-human interaction plays a central role in the future of HCI and 
that this objective can be approached by designing adaptive HCI systems that are 
affective, context-aware, and multimodal. However, many of these articles mention 
that the main application of this new technology is quickly changing from user 
interface models in which one user is sitting in front of the computer, to something 
else like ambient interface models in which multimodal multi-party interactions are 
observed and interpreted. We argue here that this statement may be very misleading. 
When the main application domain in a certain field has changed from A to B, this 
may imply (and it usually does imply) that problems in A have been researched, that 
they have been solved, and that the research has moved on to tackle other problems. 
In turn, the statement in question may imply that the realization of adaptive interfaces 
based on affective multimodal interaction models (AMM-HCI) can be considered a 
solved problem for single-user office scenarios. However, an extensive research of the 
large body of the related literature did not confirm this.  

Only few works aimed at adaptive, affective, multimodal interfaces for single-user 
office scenarios have been reported up to date. The majority of past work in the field 
relate to multimodal, non-affective interaction with the user [30], [31]. Integration of 
multiple natural-interaction modalities such as speech, lip reading, hand gestures, eye-
tracking, and writing into human-computer interfaces has long been viewed as a 
means for increasing the naturalness and, in turn, ease of use [3], [53], [54]. The 
research in this part of the field is still very active and the majority of the current work 
focuses on speak-and-point multimodal interaction (where pointing is conducted by 
either pen or hand gesture) and aimes either at support of crisis management [27], 
[46], or at development of personal widgets [30].  

A rather large body of research can also be found in the field of human affect 
sensing [34], [36], [33]. Most of these works are single modal, based either on facial 
or on vocal affect analysis. Recently, few works have been also proposed that 
combine two modalities into a single system for human affect analysis. The majority 
of these efforts aim mainly at combining facial and vocal expressions for affect 
recognition (e.g., [5], [55]), although some tentative attempts on combining facial 
expressions and body postures have been reported as well [14], [20]. In the same way 
that these methods do not tackle the problem of how the sensed user’s affect can be 
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incorporated into the HCI, there is a large body of research that focuses on the role of 
human affect in HCI while assuming that user’s affective states have been already 
sensed by the computer [7], [44]. Efforts that integrate these two detached research 
streams, and represent the related work to the one presented in this paper, are rare. 
Several works have been reported on developing adaptive interfaces that are based on 
sensing the user’s affective states. These methods are usually single modal, based 
either on facial affect recognition (e.g., [2]) or on physiological affective reaction 
recognition (e.g., [18], [42]). To the best of our knowledge, the only exceptions from 
this rule are the single-user AMM-HCI systems proposed by Lisetti & Nasoz [23] and 
by Duric et al. [11]. The former combines facial expression and physiological signals 
to recognize the user’s emotion (fear, anger, sadness, frustration, and neutral) and 
then to adapt an animated interface agent to mirror the user’s emotion. The latter is a 
much more elaborate system, aimed at real-world office scenarios. It combines lower 
arm movements, gaze direction, eyes and mouth shapes, as well as the kinematics of 
mouse movements to encode the user’s affective and cognitive states (confusion, 
fatigue, stress, lapses of attention, and misunderstanding of procedures). It then 
applies a model of embodied cognition, which can be seen as a detailed mapping 
between the user’s affective states and the types of interface adaptations that the 
system supports, to adapt the interface in a reactive or a proactive manner to the 
user’s affective feedback. The main drawback of this system is that it is not user-
profiled, while different users may have different preferences for both the input 
modes per type of action and the type of interface adaptation. Another drawback is the 
employed model of embodied cognition, which is rigid and clumsy as it stores all 
possible combinations of inputs and outputs that are difficult to unlearn and reformat. 
Finally, as the system was not tested and evaluated, conclusions about its robustness, 
flexibility, adaptability, and overall usability cannot be drawn. 

We believe that the main reason for the lack of research on single-user AMM-HCI 
is a twofold. First, the highly-probable misconception that the problem in question has 
been solved could cause the lack of interest by researchers and research sponsors. 
Second, it seems that the vast majority of researchers treat the problem of adaptive, 
affective, multimodal interfaces as a set of detached problems in human affect 
sensing, human interactive signals processing, human-human interaction modeling for 
HCI, and computer-human interface design. In this paper, we treat this problem as 
one complex problem rather than a set of detached problems and we propose a single-
user AMM-HCI system similar to that proposed by Duric et al. [11]. A difference 
between the two systems is that ours uses a dynamic case base, an incrementally self-
organizing event-content-addressable memory that reflects user preferences and 
allows easy reformatting each time the user wishes so. In addition, our system, which 
we call Gaze-X, is based on sensing and interpretation of the human part of the 
computer’s context, known as W5+ (who, where, what, when, why, how) and, in turn, 
is user- and context-profiled.  

The state of the art in context-aware applications ensues from two streams of 
research: the one on context sensing [29], [33], which focuses on sensor-signal 
processing (audio, visual, tactile), and the other on context modelling [10], which 
focuses on specifying procedures and requirements for all pieces of context 
information that will be followed by a context-aware application. Gaze-X integrates 
those two detached poles of the research. It uses a face recognition system to answer 
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who the user is and to retract his or her profile (i.e., user-profiled case base). It 
employs an eye-tracking system and a speech recognizer in combination with event 
handling of standard HCI events like mouse movements, keystrokes, and active 
software identification to answer what is the current task of the user. In addition to 
these input modalities, a system that recognizes prototypic facial expressions of six 
basic emotions (anger, fear, happiness, surprise, sadness, and disgust) is used to 
answer the how context question. To answer the when context question, we simply 
keep a log of the time and the cost (in time) of HCI events associated with various 
input modalities. To answer the why context question, which is the most complex 
context question, we use case-based reasoning that enables evaluation of encountered 
events based upon the user preferences and the generalizations formed from prior 
input. Based upon the conducted evaluation, Gaze-X executes the most appropriate 
user-supportive action. The system was initially proposed by the authors in [25]. 

1.3   Organization of the Paper 

The paper is organized as follows. Section 2 gives an overview of the Gaze-X 
architecture. Section 3 presents the system’s input modalities. The utilized case-based 
reasoning is explained in detail in section 4. Adaptive and user-supportive actions of 
the interface are discussed in section 5. The Graphical User Interface (GUI) of the 
Gaze-X is presented in section 6. The usability study that we carried out is discussed 
in section 7. Section 8 concludes the paper. 

2   System Architecture 

The outline of the system is illustrated in Fig. 1. The main modules are the 
multimodal input module, the reasoning module, and the feedback module. The user 
of Gaze-X experiences an adaptive interface, which changes as a function of the 
currently sensed context. This function is represented by the cases of the utilized 
dynamic case base, having the system’s and the user’s state as the input (represented 
in terms of exhibited multimodal interactive actions and cues) and the adaptive and 
user-supportive changes in the interaction as the output. The fact that the changes in 
the interaction do not have to occur in each time instance (e.g., if the user’s preference 
is to remain undisturbed while working with a certain application), triggering of the 
feedback module is optional and illustrated using a dashed line. 

Gaze-X has been implemented as an agent-based system. The main reason for 
doing so is to support concepts of concurrency (which allows sub-systems to operate 
independently and yet at the same time), modularity/scalability (which allows easy 
upgrade through inclusion of additional sub-systems), persistency (which ensures 
robust performance by saving intermediate settings), and mobility (which enables 
transport of agents to another host). We used Fleeble Agent Framework [32] to 
develop the Gaze-X. Fleeble can be seen as a common programming interface 
defining the behavior of all the agents build with the framework. The main 
characteristics of Fleeble and Fleeble-based multi-agent systems (MAS) can be 
summarized as follows (for details see [32]). 
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Fig. 1. Overview of the Gaze-X system: the input modalities, modules, and agents 

Fleeble enables easy development of agents and MAS. The framework can 
instantiate and configure an agent and then start it up in a separate thread. The agent is 
autonym, although it is running in the framework’s processing space. An agent can 
also instruct the framework to start up another agent. The framework keeps track of 
all agents and their parent agents. So, a single agent can be created which starts up the 
appropriate agents for each MAS. This kickoff agent is then the parent agent of all 
agents that form the MAS in question. 

Fleeble supports simple processing of events coming from the outside world and 
other agents. Fleeble offers a message distribution system for communication 
between agents that is based on a Publish/ Subscribe system, which is centered on the 
concept of a channel. Channels are named entities that allow a single message to be 
delivered to any number of agents. An agent informs Fleeble that it is interested in 
events pertaining to a specific channel (i.e., it subscribes to that channel). An agent 
can ask Fleeble to deliver a message to a channel (i.e. it publishes to the channel in 
question). Fleeble creates a “handler” thread for each agent that has subscribed to the 
channel in question. All handler threads are started at the same time and deliver the 
message to the subscribed agents. Hence, e.g., the user’s facial cues can be 
simultaneously processed by both the Identity Agent and the Emotion Agent (Fig. 1). 

Fleeble supports the concept of concurrency needed to allow agents to operate 
independently and yet at the same time. This has been achieved by starting each agent 
in a separate thread, allowing it to access the delivery system described above at its 
own convenience. 

Fleeble supports data and state persistence. Fleeble agents can instruct the 
framework to store values referenced by a key. The framework stores this (key, value) 
pair and allows access to it at any time, even when the execution of the framework 
has ceased in the meantime. State persistency allows the user to shut down a single 
agent (or MAS) and to restore it from the point where it was suspended later on, even 
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when the PC has been shut down in the meantime. This makes Fleeble-based MAS 
very robust. 

Fleeble supports the concepts of distribution and mobility. It establishes socket-to-
socket connections between frameworks residing on different computers and manages 
these connections, i.e., creates and closes them as needed. Connections can be used to 
transport agents to another host, allowing agents to physically move. The process of 
being moved to another host can be started either by the agent or by any parent agent. 

3   Input Modalities 

The front end of Gaze-X consists of the multimodal input module, which processes 
images of the user’s face, gaze direction, speech, and actions done while interacting 
with the computer including the mouse movements and the keystrokes. 

The choice of input modes was largely influenced by findings in cognitive science 
and HCI-related research on multisensory perception and multimodal coordination. 
These findings reveal that people have strong preference to interact multimodally 
when engaged in spatial location commands, whereas they tend to interact unimodally 
when engaged in actions that lack a spatial component. More specifically, it seems 
that people prefer speak-and-point interaction in visual-spatial domains like Graphical 
User Interfaces [15], whereas they prefer speech input alone for issuing commands for 
actions and for describing objects, events, and out-of-view objects [6]. Although 
researchers discarded the idea of using gaze fixations as a mouse replacement, 
especially for extended periods, gaze direction is exploited nowadays as a reliable 
index of the user’s interest [25]. Finally, the face is our primary means to identify 
other members of the species, and to communicate and understand somebody’s 
affective state and intentions on the basis of shown facial expressions [21]. Hence, 
integrating face, facial expression, speech, mouse-pointing, and gaze direction input 
modes into the Gaze-X, promised a suitably complementary modality combination 
that could support the intended, adaptive, context-sensitive (user-, task-, and affect-
sensitive) interaction with the user. 

To process the images of the user’s face acquired by a standard web-cam, we use a 
commercially available the Face Reader system for face and facial affect recognition 
produced by Vicar Vision.1 This system operates as follows. It detects candidate face 
regions in the input scene by comparing image regions to a number of prototype 
faces. These prototypes are representative of a large database of human faces. An 
Active Appearance Model (AAM) [8] is then fitted to the detected face region  
(Fig. 2). The variations in the shape and texture of the AAM, caused by fitting the 
AAM to the detected face, serve as a unique identifier of the individual (identifiers for 
different users are stored in a database). Once the user is identified, AAM fitting is 
employed to detect the affective state of the user. The variations in the shape and 
texture of the AAM, caused by fitting the AAM to the user’s face in the current 
frame, are fed to a neural network trained to recognize the prototypic facial 
expressions of six basic emotions (surprise, fear, anger, happiness, sadness, and 
disgust) [22], defined in classic psychological studies on human emotions [21]. The 
 

                                                           
1 Vicar Vision BV, 2004. http://www.vicarvision.nl 
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Fig. 2. Person identification of the Face Reader system [22]. From left to right: input image, 
automatic placement of facial landmarks, initial positioning of the AAM, best-fitting face. 

output layer of the neural network consists of 7 nodes (one for each emotion and one 
for the neutral state), each of which outputs a continuous value. This enables detection 
of blends of emotions (e.g., surprise and happiness in an expression of delight) and 
low-intensity emotions (e.g., a frown is recognized as a low intensity of anger). 

To detect the user’s gaze direction, we employ a commercial system for remote eye 
tracking produced by SMI GmbH.2 The utilized iView X remote eye-tracking system 
consists of two main components, the infrared pan tilt camera and the software used 
for the calibration and eye tracking. To determine the direction of the gaze, the system 
employs the so-called red-eye effect, i.e., the difference in reflection between the 
cornea and the pupil. This direction determines the point on the screen, which is the 
focus of the user’s attention (Fig. 3). As a cursor can be displayed at this point, eye-
tracking can be employed to free the user from the constraints of the mouse and, in 
combination with spoken commands, to allow a hands-free interaction with the 
computer. 

A variety of speech-recognition systems are now available either as commercial 
products or as open source. Although some novel approaches to speech recognition 
has been proposed recently [9], most of the existing methods utilize acoustic 
information of speech contained in frame-by-frame spectral envelopes which are 
statistically classified by Hidden Markov Models. Gaze-X utilize Sphinx 43 speech 
recognizer, which is a Java-implemented speech recognizer that recognizes a 
predefined set of words (vocabulary) based on acoustic features and a HMM 
architecture. 

To monitor standard HCI events including keystrokes, currently active software 
and currently visited web-site, we utilize the Best Free Keylogger software.4 It 
monitors website visiting/blocking, e-mail visiting, keystrokes, and application 
activity, and writes these data into log files. We also monitor and log the locations of 
the mouse cursor. In the case that the user’s preference is to use eye-tracker as an 
alternative for the mouse, the system does not log the mouse movements. 

                                                           
2 SensoMotoric Instruments GmbH, 2002. http://www.smi.de 
3 Sphinx-4, 2004. http://cmusphinx.sourceforge.net/sphinx4 
4 Best Free Keylogger, 2006. http://sourceforge.net/projects/bfk/ 
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Fig. 3. Determining the user’s gaze direction (focus of attention) by iView X eye-tracker 

The user’s identity, his or her displayed affective state, current gaze direction, and 
uttered words, delimit the current user’s state. The HCI events including the mouse 
movements, keystrokes, and the currently active software delimit the current system’s 
state. These two states form further the input to the reasoning module. 

4   Case-Based Reasoning 

Since the Gaze-X can have different users, each of which can be using different 
applications in his or her daily work with the PC, while showing emotions and a 
variety of interactive patterns using the standard and the natural interactive modalities 
that the Gaze-X supports, the mapping of the system’s multimodal input onto a large 
number of adaptive and user-supportive changes in interface in a user-profiled manner 
is an extremely complex problem. To tackle this problem, one can apply either eager 
or lazy learning methods. Eager learning methods such as neural networks extract as 
much information as possible from training data and construct a general 
approximation of the target function. Lazy learning methods such as case-based 
reasoning store the presented data and generalizing beyond these data is postponed 
until an explicit request is made. When a query instance is encountered, similar 
related instances are retrieved from the memory and used to classify the new instance. 
Hence, lazy methods have the option of selecting a different local approximation of 
the target function for each presented query instance [1]. Eager methods using the 
same hypothesis space are more restricted since they must choose their approximation 
of the target function before query instances are observed. In turn, lazy methods are 
usually more appropriate for complex and incomplete problem domains than eager 
methods, which replace the training data with abstractions obtained by generalization 



262 L. Maat and M. Pantic 

and which, in turn, require excessive amount of training data. Hence, we chose to 
implement the inference engine of the Gaze-X as the case-based reasoning on the 
content of a dynamic memory. The memory is dynamic in the sense that, besides 
generating user-supportive feedback by analogy to that provided to the user in similar 
situations “experienced” in the past, it is able to unlearn feedback actions that the user 
liked once but now tends to dislike and to learn new feedback actions according to the 
instructions of the user, thereby increasing its expertise in user-profiled, user-
supportive, adaptive user-computer interaction. 

The utilized dynamic memory of experiences is based on Schank’s theory of 
functional organization of human memory of experiences [45]. According to this 
theory, for a certain event to remind one spontaneously of another, both events must 
be represented within the same dynamic chunking memory structure, which organizes 
the experienced events according to their thematic similarities. Both events must be 
indexed further by a similar explanatory theme that has sufficient salience in the 
person’s experience to have merited such indexing in the past. Indexing, in fact, 
defines the scheme for retrieval of events from the memory. The best indexing is the 
one that will return events most relevant for the event just encountered. 

In the case of Gaze-X memory of experiences, each event is one or more micro-
events, each of which is an interactive cue (a part of the system’s multimodal input) 
displayed by the user while interacting with the computer. Micro-events that trigger a 
specific user-supportive action are grouped within the same dynamic memory chunk. 
The indexes associated with each chunk comprise individual micro-events and their 
combinations that are most characteristic for the user-supportive action in question. 
Finally, micro-events of each dynamic memory chunk are hierarchically ordered 
according to their typicality: the larger the number of times the user was satisfied 
when the related user-supportive action was executed as the given micro-event 
occurred, the higher the hierarchical position of that micro-event within the given 
chunk. Certain user-supportive action can be preferred by the user for both different 
software applications that he or she is usually using and different affective states that 
he or she is displaying. Hence, to optimize the search through the case base, affective 
states and currently active software are not treated as other micro-events but are used 
as containers of various memory chunks. More specifically, memory chunks 
representing user-supportive actions that are triggered when the user is displaying a 
certain emotion are grouped in a super class representing that emotion. Hence, each 
chunk may contain a pointer to an emotion-identifying super class. Similarly, each 
chunk may contain a pointer to an active-software-identifying super class. A 
schematic representation of Gaze-X case base organization is given in Fig. 4. 

To decide which user-supportive action is to be executed (if any) given an input set 
of interactive cues displayed by the user, the following steps are taken: 

• Search the dynamic memory for similar cases based on the input set of observed 
interactive cues, retrieve them, and trigger the user-supportive action suggested by 
the retrieved cases. 

• If the user is satisfied with the executed action, store the case in the dynamic 
memory and increase its typicality. If the user is not satisfied with the executed 
action, adapt the dynamic memory by decreasing the typicality of the just 
executed action.  
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Fig. 4. Schematic organization of the case base utilized by the Gaze-X. Each user has his or her 
own personal case base (user profile). 

The simplest form of retrieval is to apply the first nearest neighbor algorithm, that 
is, to match all cases of the case base and return a single best match. This method is 
usually to slow. A pre-selection of cases is therefore usually made based on the 
indexing structure of the utilized case base. Our retrieval algorithm employs a pre-
selection of cases that is based on the clustered organization of the case base (super 
classes and memory chunks), the indexing structure of the memory, and the 
hierarchical organization of cases within the memory chunks according to their 
typicality. 

Gaze-X can run in two modes, an unsupervised and a supervised mode. In the 
unsupervised mode, the affective state of the user is used to decide on his or her 
satisfaction with the executed action. If a happy or a neutral expression is displayed, 
Gaze-X assumes that the user is satisfied. Otherwise, if the user emotes negatively, 
Gaze-X assumes that he or she is dissatisfied. In the supervised mode, the user 
explicitly confirms that an action of his preference has been executed. If the user is 
not satisfied with the executed action, the dynamic memory is adapted. In the 
unsupervised mode, the typicality of the relevant case is decreased. In the supervised 
mode, the typicality of the relevant case is decreased and the user may provide further 
feedback on the action of his/her preference that should be executed instead. 

5   Interaction Adaptation 

The final processing step of Gaze-X is to adapt the user-computer interaction based 
on current needs and preferences of the user and according to adaptive and user-
supportive changes suggested by the system’s dynamic memory of experiences. 
General types of interface adaptations supported by Gaze-X include the following. 

Help provision – Examples include the following. When the open-file-dialogue is 
open for a long time, help can be provided by highlighting the file names that were 
opened in the past in combination with the currently open files. Alternatively, desktop 
search application can be started. If the user selected a column in a table, and (s)he is 
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scrutinizing the menu bar for a long time, help can be given by highlighting table-
related menu options. Alternatively, help-menu option can be highlighted. 

Addition/removal of automation of tasks – Examples include automatic opening of 
all windows of an application that the user opens each time he or she starts up the 
application in question, automatic error correction, automatic blockage of websites 
that are similar to already blocked sites, and removal of such an automation if the user 
disapproves of it. 

Changing information presentation – Automatic selection of most relevant 
features/options to be displayed given the user’s current task, automatic font size 
increase/decrease according to the user’s preferences, usage of eye tracking and 
speech as an alternative to mouse movements, automatic sound play, etc, are typical 
examples of this type of interface adaptation. 

Gaze-X carries out interface changes in a rather conservative way. More 
specifically, when operating in the unsupervised mode, it executes adaptive and user-
supportive actions one at the time and in a rather slow pace. The underlying 
philosophy is not to make an ever-changing interface a source of user’s frustration in 
itself. In order to allow the user some time to get accustomed to the idea of a self-
adaptive interface and to initialize the system using a (small) set of interface changes 
that the user considers helpful, Gaze-X is initially set to operate in the supervised 
mode. As soon as the user considers the system profiled enough, he or she can set the 
system to operate in the unsupervised mode. 

6   GUI of the System 

Gaze-X has a simple, easy to understand GUI. The goal was to develop a direct-
manipulation GUI in which WYSIWYG (what you see is what you get) would be the 
guiding principle. A simple self-explicatory GUI was developed that is easy to 
understand and use. As can be seen in Fig. 5, the main window of Gaze-X GUI 
visualizes who the current user is (i.e., whose user-profiled case base is currently 
used), allows loading, creation, and adaptation of the profiles, and enables initiation 
of adaptive interaction mode supported by the system. Gaze-X automatically loads the 
user’s profile for a known user based on the output of the Face Reader system as 
explained in section 3. However, an option to load a profile manually, using a valid 
username and password, also exists. Besides, since Gaze-X is developed as Fleeble-based 
MAS, the agents that constitute the system including the reasoning agent (representing 
the profile of the user) are mobile and can be moved to another host. Hence, users’ 
profiles can be transmitted as needed to any computer where Gaze-X is installed. 

When installing Gaze-X, a directory needs to be found where the main system and 
the supporting systems and sensors (Fleeble, the FaceReader face and facial 
expression detector, the iView-X remote eye tracker, a web cam, and a microphone) 
can be installed with proper access rights. Also a specific version of Java Runtime 
Environment (version 1.5 or later) needs to be properly installed before Gaze-X can 
run. To make this process as easy as possible for the user, a setup wizard has been 
implemented. It executes automatically many of the required steps to set up Gaze-X 
and leads the user through the rest of the required steps to ensure that the required 
hardware and software are properly setup. 
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Fig. 5. The main window of the Graphical User Interface of the Gaze-X 

Any new way of thinking about programming takes some getting used to, and 
Gaze-X is no exception to this axiom. To aid users in working out questions that they 
may have, Gaze-X provides a tutorial. It shows the basic functionalities and usage of 
Gaze-X in a step by step demonstration. The tutorial can be started by means of ‘To 
Try’ button illustrated in Fig. 5. 

7   Usability Study 

To make a preliminary assessment of effectiveness, usability, usefulness, affective 
quality, and ethical issues relevant to Gaze-X, we conducted a small evaluation study 
with the help of six participants. The participants were 18 to 61 years old, 33% 
female, 50% Caucasian, 33% Asian, 17% African, 17% expert, 50% intermediate, and 
33% novel computer users. We asked them to install Gaze-X first and then to use it as 
demonstrated by the tutorial integrated into the system. For each session with another 
user, we used either a Linux or a Windows machine from which the Gaze-X was 
removed. We did not require the users to use the Gaze-X for a certain period of time, 
each of them was engaged in exploring Gaze-X for as long as he or she wanted. We 
also did not require from the participants to work with specific software applications. 
Note, however, that the software installed on the machines we used for the 
experiments had an Internet browser, an e-mail handler, a text editor, Adobe Reader, 
and a number of multimedia handlers such as music and movie players. 
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We used a custom-made questionnaire to elicit users’ attitudes towards the Gaze-
X-supported interaction with the computer. The questionnaire includes questions 
soliciting users’ attitudes toward:  

• the effectiveness of the HCI design (i.e., whether the interaction with computer is 
more natural than it is the case with standard HCI designs and whether it is robust 
enough, [43]), 

• the usability of Gaze-X (i.e., whether technological variety and user diversity are 
supported and whether gaps in the user’s computer knowledge play an important 
role, [48]), 

• the usefulness of the system (i.e., whether the utility of system’s functionalities 
and the utility of interface adaptation supported by the system are obvious to the 
users, whether they will choose to use the system if it was publicly available),  

• the ethical issues related to the HCI design (i.e., do users feel uncomfortable under 
the scrutiny of machines that monitor their affective states, work- and interaction 
patterns, will users adapt soon to emote just to make the computer do something, 
[24]), 

• the affective quality of the HCI design (i.e., whether the GUI of the Gaze-X is 
aesthetically qualitative in terms of orderly, clear, and creative design, [56]). 

The utilized questionnaire also invites participants’ suggestions on how to improve 
the system in any of the aspects mentioned above. It employs a 5-point Likert scale 
ranging from strongly disagree (1), via neutral (3), to strongly agree (5). ‘I do not 
know’ is also a possible answer. The main points of the obtained survey results are 
listed in Table 1. 

Table 1. Users’ satisfaction with effectiveness, usability, usefulness, affective quality, and 
ethical issues relevant to Gaze-X. The percentages in the table show the percentage of agree 
and strongly agree answers. EU stands for expert users (total: 17%) and NU stands for 
intermediate and novel users (total: 83%). × indicates an ‘I do not know’ answer. 

Survey question EU NU 
The interaction is more natural than in standard HCI 
The interaction is robust enough 
Gaze-X supports technological variety 
Gaze-X supports users of different age, skills, culture… 
Gaze-X is easy to use even if users lack IT knowledge 
Face identification is a useful functionality 
Monitoring affective states is a useful functionality 
Having mobile user profiles is useful 
Having multimodal interaction is useful 
Adaptive and user-supportive interface is useful 
Gaze-X makes the interaction with computer easier 
I do not mind to be observed by the camera 
I like the aesthetics of the Gaze-X GUI design 
I would use Gaze-X if it was publicly available 

0% 
0% 
× 

100% 
100% 
100% 

0% 
100% 

0% 
0% 
0% 

100% 
100% 

0% 

100% 
66% 

100% 
100% 
100% 
100% 
66% 

100% 
66% 

100% 
100% 
100% 
100% 
66% 
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All participants seem to agree on the usability, affective quality, and ethical issues 
relevant to Gaze-X. The perceived usability is directly related to the following 
properties of Gaze-X: it runs on various platforms like Linux, Windows, and Mac Os 
X (as a result of being Java-implemented), it accommodates users of different age, 
gender, culture, computing skills and knowledge, and it bridges the gap between what 
the user knows about the system and HCI in general and what he or she needs to 
know (it provides a setup wizard and a tutorial that shows how to use Gaze-X in a 
step by step demonstration). The perceived affective quality of Gaze-X is directly tied 
to aesthetics qualities of the Gaze-X GUI: (i) it has an orderly and clear design in 
accordance to the rules advocated by usability experts, and (ii) it reveals designers’ 
creativity, originality, and the ability to break design conventions manifested by, for 
example, multimodal design, affective design, tutorial demonstration, etc. These 
findings are consistent with research finding of Zhang and Li [56], who suggested that 
the perceived affective quality of a software product is directly tied to aesthetics 
qualities of that product and who argued that affectively qualitative products have 
significantly larger chance to be widely accepted technology. The perceived ethical 
issues relevant to Gaze-X were somewhat surprising as it seems that the users have no 
problem with being continuously observed by a web cam. Standard concern that the 
user’s behavioral and affective patterns could be used to mind-read and manipulate 
him or her was not mentioned a single time. However, all participants in our study 
stressed the importance of privacy and asked about measures taken to prevent hacking 
and intrusion. Ultimately, if users have control about whether, when, and with whom 
they will share their private information such as the observations of their behavioral 
patterns while interacting with the PC (as stored in their personal profile), fears from 
big-brother-is-watching-you scenarios vanish. 

However, as can be seen from Table 1, the question that remains is whether or not 
an individual user values the capability of Gaze-X to be aware of his or her behavioral 
and affective patterns. Our study suggests that there might be a very large difference 
between the expert and non expert computer users when it comes to this question. 
While all users agreed that having a face-identification-based access to the system is a 
very useful functionality, expert users found other functionalities of Gaze-X less 
appealing and in some instances irritating (e.g., popup widows used in supervised 
operating mode to ask the feedback about the user’s preferences). On the other hand, 
less experienced computer users perceived Gaze-X as very useful since it provides 
support when needed, in a way needed and preferred, making the interaction with the 
computer more efficient and easier (e.g., less time was spent on searching various 
functionalities and undoing erroneous actions). In turn, it seems that Gaze-X is very 
suitable for novel and intermediate computer users but is much less so for experienced 
users. As suggested by the expert computer user who participated in our study, much 
more sophisticated user support should be provided to an experienced user than it is 
currently the case. For example, support should be provided only when a new 
application is installed and used for the first couple of times, no support should be 
provided for long installed software applications. Note, however, that only one expert 
computer user has participated in the present usability study. A much more elaborate 
survey must be conducted with experienced users if some firm conclusions are to be 
made about the ways to make Gaze-X useful and appealing to experienced computer 
users. 
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Finally, all participants remarked that the robustness of the system can be improved. 
Two issues are of importance here. The first is the sensitivity of the Face Reader system, 
used for face and facial expression analysis, to changes in lighting conditions. The 
second is the sensitivity of the iView-X remote eye tracker to changes in the user’s 
position. More specifically, the user is expected to remain in front of the computer and 
is not allowed to shift his or her position in any direction for more than 30 cm. 
Otherwise, the iView-X system should be recalibrated before it can be used again. 
These findings indicate that in the future more robust systems for facial expression 
analysis and eye tracking should be considered for inclusion in the Gaze-X. 

From other remarks mentioned by the participants in the present study, arguably 
the most important one relates to the choice of the affective states to be tagged by 
Gaze-X. Most of participants said that they may experience confusion, frustration, 
understanding, tiredness, and satisfaction while interacting with the computer. 
However, the currently employed Face Reader system recognizes only facial 
expressions of six basic emotions including disgust, fear, and sadness, for which the 
participants in our study said that they are not likely to be experienced in a HCI 
setting like office scenarios. This indicates that in the future we should employ either 
automatic analyzers of attitudinal and non-basic affective states like attentiveness [12] 
and fatigue [13], or systems for user-profiled interpretation of facial expressions [35]. 

8   Conclusions 

In this paper we proposed one of the first systems for adaptive, affective, multimodal 
human-computer interaction in standard office scenarios. Our system, Gaze-X, is 
based on sensing and interpretation of the human part of the computer’s context, 
known as W5+ (who, where, what, when, why, how) and, in turn, is user- and 
context-profiled. The user of Gaze-X experiences an adaptive interface, which 
changes as a function of the currently sensed context. This function is represented by 
the cases of the utilized dynamic case base, having the system’s and the user’s state as 
the input (represented in terms of exhibited multimodal interactive actions and cues) 
and the adaptive and user-supportive changes in the interaction as the output. A 
usability study conducted in an office scenario with the help of six users indicates that 
Gaze-X is perceived as effective, easy to use, and useful by novice and less 
experienced users and as usable and affectively qualitative by all participants in the 
present study. In turn, Gaze-X seems to be very suitable for novel and intermediate 
computer users but is much less so for experienced users. As only one experienced 
user has participated in the present usability study, a much more elaborate survey 
must be conducted with experienced users if some firm conclusions are to be made 
about the ways to make Gaze-X useful and appealing to this group of users. 
Ultimately, as the majority of current software products are still designed for 
experienced frequent users and designing for a broad audience of unskilled users is 
still seen as a far greater challenge [48], we are very glad and proud that Gaze-X was 
perceived as useful and easy to use by novice and less experienced users, who in 
general still experience computing technology as too difficult to use. Except of a more 
elaborate usability study with a large number of various users, the focus of our future 
research will also be aimed at enabling the system to tag attitudinal and non-basic 
affective states such as confusion, stress, fatigue and satisfaction. 
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Abstract. SmartWeb aims to provide intuitive multimodal access to
a rich selection of Web-based information services. We report on the cur-
rent prototype with a smartphone client interface to the Semantic Web.
An advanced ontology-based representation of facts and media structures
serves as the central description for rich media content. Underlying con-
tent is accessed through conventional web service middleware to connect
the ontological knowledge base and an intelligent web service composi-
tion module for external web services, which is able to translate between
ordinary XML-based data structures and explicit semantic representa-
tions for user queries and system responses. The presentation module
renders the media content and the results generated from the services
and provides a detailed description of the content and its layout to the
fusion module. The user is then able to employ multiple modalities, like
speech and gestures, to interact with the presented multimedia material
in a multimodal way.

1 Introduction

The development of a context-aware, multimodal mobile interface to the Seman-
tic Web [1], i.e., ontologies and web services, is a very interesting task since it
combines many state-of-the-art technologies such as ontology development, dis-
tributed dialog systems, standardized interface descriptions (EMMA1, SSML2,
RDF3, OWL-S4, WSDL5, SOAP6, MPEG77), and composition of web services.
In this contribution we describe the intermediate steps in the dialog system de-
velopment process for the project SmartWeb [2], which was started in 2004 by
partners in industry and academia.
1 http://www.w3.org/TR/emma
2 http://www.w3.org/TR/speech-synthesis
3 http://www.w3.org/TR/rdf-primer
4 http://www.w3.org/Submission/OWL-S
5 http://www.w3.org/TR/wsdl
6 http://www.w3.org/TR/soap
7 http://www.chiariglione.org/mpeg
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Fig. 1. The multimodal dialog handheld scenario comprises spoken dialog recorded by
a bluetooth micro, gestures on the graphical PDA touchscreen, and camera signals. In
addition, the SmartWeb project uses recognition of user state in biosignals to adapt
system output in stressed car driving situations and haptic input from a force-feedback
device installed on a motorbike.

In our main scenario, the user carries a smartphone PDA, as shown in figure 1,
and poses closed and open domain multimodal questions in the context of foot-
ball games and a visit to a Football Worldcup stadium. The PDA serves as an
easy-to-use user interaction device which can be queried by natural language
speech or handwriting, and which can understand social signaling - hand ges-
tures on the PDA touchscreen and head movement perceived by the PDA cam-
era. By our multimodal dialog interface we aim at providing natural interaction
for human users in the Human Computing paradigm [3].

Many challenging tasks, such as interaction design for mobile devices with
restricted computing power, have to be addressed: the user should be able to use
the PDA as a question answering (QA) system, using speech and gestures to ask
for information about players or games stored in ontologies, or other up-to-date
information like weather forecast information accessible through web services,
Semantic Web pages (Web pages wrapped by semantic agents), or the Internet.

The partners of the SmartWeb project share experience from earlier dialog
system projects [4,5,6,7]. We followed guidelines for multimodal interaction, as
explained in [8] for example, in the development process of our first demonstra-
tor system [9] which contains the following assets: multimodality, more modal-
ities allow for more natural communication, encapsulation, we encapsulate the
multimodal dialog interface proper from the application, standards, adopting
to standards opens the door to scalability, since we can re-use ours as well as
other’s resources, and representation. A shared representation and a common
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ontological knowledge base eases the data flow among components and avoids
costly transformation processes. In addition, semantic structures are our basis for
representing dialog phenomena such as multimodal references and user queries.
The same ontological query structures are input into the knowledge retrieval and
web service composition process.

In the following chapters we demonstrate the strength of Semantic Web tech-
nology for information gathering dialog systems, especially the integation of
multiple dialog components, and show how knowledge retrieval from ontologies
and web services can be combined with advanced dialogical interaction, i.e.,
system-initiative callbacks, which present a strong advancement to traditional
QA systems. Traditional QA realizes like a traditional NLP dialog system a (rec-
ognize) - analyze - react - generate - (synthesize) pipeline [10]. Once a query is
started, the information is pipelined until the end, which means that the user-
system interaction is reduced to user and result messages. The types of dialogical
phenomena we address and support include reference resolution, system-initiated
clarification requests and pointing gesture interpretation, among others. Support
for underspecified questions and enumeration question types additionally shows
advanced QA functionality in a multimodal setting. One of the main contribu-
tions is the ontology-based integration of verbal and non-verbal system input
(fusion) and output (system reaction). System-initiative clarification requests
and other pro-active or mixed-initiative system behaviour are representative for
emerging multimodal and embedded HCI systems. Challenges for the evaluation
of emerging Human Computing applications [11] traces back to challenges in
multimodal dialog processing, such as error-prone perception and intergration
of multimodal input channels [12,13,14]. Ontology-based integration of verbal
and non-verbal system input and output can be seen as groundwork for robust
processing of multimodal user input.

The paper is organized as follows: we begin with an example interaction se-
quence, in section 3, we explain the dialog system architecture. Section 4 de-
scribes the ontological knowledge representation, and section 5 the Web Service
access. Section 6 then gives a description of the underlying ontology-based lan-
guage parsing and discourse processing steps as well as their integration into a
robust demonstrator system suitable for exhibitions such as CeBIT. Conclusions
about the success of the system so far and future plans are outlined in section 7.

2 Multimodal Interaction Sequence Example

The following interaction sequence is typical for the SmartWeb dialog system.

(1) U: “When was Germany world champion?”
(2) S: “In the following 4 years: 1954 (in Switzerland), 1974 (in Germany),

1990 (in Italy), 2003 (in USA)”
(3) U: “And Brazil?”
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(4) S: “In the following 5 years: 1958 (in Sweden), 1962 (in Chile), 1970 (in
Mexico), 1994 (in USA), 2002 (in Japan)” + [team picture, MPEG-7
annotated]

(5) U: Pointing gesture on player Aldair + “How many goals did this player
score?”

(6) S: “Aldair scored none in the championship 2002.”

(7) U: “What can I do in my spare time on Saturday?”
(8) S: “Where?”
(9) U: “In Berlin.”
(10) S: The cinema program, festivals, and concerts in Berlin are listed.

The first and second enumeration questions are answered by deductive rea-
soning within the ontological knowledge base modeled in OWL [15] representing
the static but very rich implicit knowledge that can be retrieved. The second
example beginning with (7) evokes a dynamically composed web service lookup.
It is important to note that the query representation is the same for all the
access methods to the Semantic Web (cf. section 6.1) and is defined by foun-
dational and domain-specific ontologies. In a case where the GPS co-cordinates
were accessible from the mobile device, the clarification question would have
been omitted.

3 Architecture Approach

A flexible dialog system platform is required in order to allow for true multi-
session operations with multiple concurrent users of the server-side system as
well as to support audio transfer and other data connections between the mo-
bile device and a remote dialog server. These types of systems have been devel-
oped, like the Galaxy Communicator [16] (cf. also [17,18,19,20]), and commercial
platforms from major vendors like VoiceGenie, Kirusa, IBM, and Microsoft use
X+V1, HTML+SALT2, or derivatives for speech-based interaction on mobile
devices. For our purposes these platforms are too limited. To implement new
interaction metaphors and to use Semantic Web based data structures for both
dialog system internal and external communication, we developed a platform
designed for Semantic Web data structures for NLP components and backend
knowledge server communication. The basic architecture is shown in figure 2.

It consists of three basic processing blocks: the PDA client, the dialog server,
which comprises the dialog manager, and the Semantic Web access system.

On the PDA client, a local Java-based control unit takes care of all I/O, and
is connected to the GUI-controller. The local VoiceXML-based dialog system
resists on the PDA for interaction during link downtimes.

The dialog server system platform instantiates one dialog server for each call
and connects the multimodal recognizer for speech and gesture recognition. The
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Fig. 2. SmartWeb handheld architecture

dialog system instantiates and sends the requests to the Semantic Mediator, which
provides the umbrella for all different access methods to the Semantic Web we
use. It consists of an open domain QA system, a Semantic Web service composer,
Semantic Web pages (wrapped by semantic agents), and a knowledge server.

The dialog system consist of different, self-contained processing components.
To integrate them we developed a Java-based hub-and-spoke architecture [21].
The most important processing modules in the dialog system connected to the
IHUB are: a speech interpretation component (SPIN), a modality fusion and
discourse component (FADE), a system reaction and presentation component
(REAPR), and a natural language generation module (NIPSGEN), all discussed
in section 6. An EMMA Unpacker/Packer (EUP) component provides the com-
munication with the dialog server and Semantic Web subsystem external to the
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multimodal dialog manager and communicates with the other modules of the
dialog server, the multimodal recognizer, and the speech synthesis system.

Processing a user turn, normal data flows through SPIN → FADE →
REAPR → SemanticMediator → REAPR → NIPSGEN . However, the data
flow is often more complicated when, for example, misinterpretations and clari-
fications are involved.

4 Ontology Representation

The ontological infrastructure of the SmartWeb dialog system project, the
SWIntO (SmartWeb Integrated Ontology) [22], is based on an upper model
ontology realized by merging well chosen concepts from two established founda-
tional ontologies, DOLCE [23] and SUMO [24], into a unique one: the
SmartWeb foundational ontology SmartSUMO [25]. Domain specific knowl-
edge (sportevent, navigation) is defined in dedicated ontologies modeled as sub-
ontologies of the SmartSUMO. The SWIntO integrates question answering
specific knowledge of a discourse ontology (DiscOnto) and representation of

Fig. 3. A Smartmedia instance representing the decomposition of the Brazil 1998
world cup football team image
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multimodal information of a media ontology (Smartmedia). The data exchange
is RDF-based.

4.1 The Upper Model

In order to integrate knowledge from different domains we created an abstract
foundational ontology that models basic properties and a common relational
background for interoperability. Each domain specific ontology has been then
aligned to this foundational ontology. The process of creation of SmartSUMO

has been constrained by two essential principles: the ontology must offer a rich
axiomatization with a high abstraction level and cover a large number of general
concepts. The ontology should also be descriptive for modeling artifacts of human
common sense and give the possibility of modeling entities extended in time
and space. Therefore the SmartSUMO requires a perdurantism approach. From
about a dozen freely available foundational ontologies (see [26] for an overview)
the DOLCE and the SUMO ontology were selected as being the best fit for the
given task. Both ontologies have been modified and combined. The upper level
of SmartSUMO is basically derived from DOLCE with the distinction between
endurant, perdurant, abstract and qualities, and the rich axiomatisation that
allows the modelling of location in space and time, and the use of relations such as
parthood and dependence. We also borrowed the ontology module Descriptions
& Situations [27] from DOLCE. From this minimal core of generic concepts we
aligned the rich SUMO taxonomy.

4.2 The DiscOnto Ontology

We created a discourse ontology (DiscOnto) with particular attention to the
modeling of discourse interactions in QA scenarios. The DiscOnto provides
concepts for dialogical interaction with the user as well as more technical request-
response concepts for data exchange with the Semantic Web subsystem in-
cluding answer status, which is important in interactive systems. In particular
DiscOnto comprises concepts for multimodal dialog management, a dialog act
taxonomy, lexical rules for syntactic-semantic mapping, HCI concepts (e.g. pat-
tern language for interaction design [28]), and concepts for questions, question
focus, semantic answer types [29], and multimodal results [30].

Information exchange between the components of the server-side dialog system
is based on the W3C EMMA standard that is used to realize containers for
the ontological instances representing, e.g., multimodal input interpretations.
SWEMMA is our extension of the EMMA standard which introduces additional
Result structures in order to represent components output. On the ontological
level we modeled an RDF/S-representation of EMMA/SWEMMA.

4.3 The Smartmedia Ontology

The Smartmedia is an MPEG7-based media ontology and an extension to
[31,32] that we use to represent output result, offering functionality for multime-
dia decomposition in space, time and frequency (mpeg7:SegmentDecomposition),
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file format and coding parameters (mpeg7:MediaFormat), and a link to the Up-
per Model Ontology (smartmedia:aboutDomainInstance). In order to close the
semantic gap between the different levels of media representations, the smart-
media:aboutDomainInstance property has been located in the top level class
smartmedia:Segment. The link to the upper model ontology is inherited to all
segments of a media instance decomposition to guarantee deep semantic rep-
resentations for the smartmedia instances referencing the specific media object
and for making up segment decompositions [33].

Figure 3 shows an example of this procedure applied to an image of the Brazil-
ian football team in the final match of the World Cup 1998, as introduced in the
interaction example. In the example an instance of the class mpeg7:StillRegion,
representing the complete image, is decomposed into different mpeg7:StillRegion
instances representing the segments of the image which show individual players.

The mpeg7:StillRegion instance representing the entire picture is then linked
to a sportevent:MatchTeam instance, and each segment of the picture is linked to
a sportevent:FieldFootballPlayer instance or sub-instance. These representations
offer a framework for gesture and speech fusion when users interact with Seman-
tic Web results such as MPEG7-annotated images, maps with points-of interest,
or other interactive graphical media obtained from the ontological knowledge
base or multimedia web services.

5 Multimodal Access to Web Services

To connect to web services we developed a semantic representation formalism
based on OWL-S and a service composition component able to interpret an on-
tological user query. We extended the OWL-S ontologies to flexibly compose and
invoke web services on the fly, gaining sophisticated representation of informa-
tion gathering services fundamental to SmartWeb.

Sophisticated data representation is the key for developing a composition
engine that exploits the semantics of web service annotation and query repre-
sentation. The composition engine follows a plan-based approach as explained,
e.g., in [34]. It infers the initial and goal state from the semantic representa-
tion of the user query, whereas the set of semantic web services is considered as
planning operators. The output gained from automatic web service invocation is
represented in terms of instances of the SmartWeb domain ontologies and en-
riched by additional media instances, if available. Media objects are represented
in terms of the Smartmedia ontology (see above) and are annotated automat-
ically during service execution. This enables the dialog manager for multimodal
interaction with web service results.

A key feature of the service composition engine is to detect underspecified user
queries, i.e., the lack of required web service input parameters. In these cases
the composition engine is able to formulate a clarification request as specified
within the discourse ontology (DiscOnto). This points out the missing pieces of
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Fig. 4. Data flow for the processing of a clarification request as in the example (7-10)
“What can I do in my spare time on Saturday?”

information to be forwarded to the dialog manager. Then the composition en-
gine expects a clarification response enabling it to replan the refined ontological
user query.

According to the interaction example (7-10) the composition engine searches
for a web service demanding an activity event type and gets its description.
Normally, the context module incorporated in the dialog manager would com-
plete the query with the venue obtained from a GPS receiver attached to the
handheld device. In the case of no GPS signal, for instance indoors, the com-
position engine asks for the missing parameter (cf. figure 4), which makes the
composition engine more robust and thus more suitable for interactive
scenarios.

In the interaction example (7-10) the composition planner considers the
T-Info EventService appropriate for answering the query. This service requires
both date and location for looking up events. While the date is already men-
tioned in the initial user query, the location is then asked of the user through
clarification request. After the location information (dialog step (9) in the ex-
ample:In Berlin) is obtained from the user, the composition engine invokes in
turn two T-Info (DTAG) web services8 offered by Deutsche Telekom AG (see
also [35]): first the T-Info EventService as already mentioned above, and then
the T-Info MapService for calculating an interactive map showing the venue as
point-of-interest. Text-based event details, additional image material, and the
location map are semantically represented (the map in MPEG7) and returned
to the dialog engine.

8 http://services.t-info.de/soap.index.jsp
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6 Semantic Parsing and Discourse Processing

Semantic parsing and other discourse processing steps are reflected on the inter-
action device as advanced user perceptual feedback functionality. The following
screenshot illustrates the two most important processing steps for system-user
interaction, the feedback on the natural language understanding step and the
presentation of multimodal results. The semantic parser produces a semantic
query (illustrated on the left in figure 5), which is presented to the user in
nested attribute-value form. The web service results (illustrated on the right in
figure 5) for the interaction example (7-10) are presented in a multimodal way,
combining text, image, and speech: 5 Veranstaltungen (five events).

Fig. 5. Semantic query (illustrated on the left) and web service results (illustrated on
the right)

6.1 Language Understanding with SPIN and Text Generation with
NIPSGEN

Language Understanding

The parsing module is based on the semantic parser SPIN [36]. A syntactic
analysis of the input utterance is not performed, but the ontology instances are
created directly from word level. The typical advantages of a semantic parsing
approach are that processing is faster and more robust against speech recogni-
tion errors and disfluencies produced by the user and the rules are easier to write
and maintain. Also, multilingual dialog systems are easier to realize, as a syntac-
tic analysis is not required for each supported language. A disadvantage is that
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the complexity of the possible utterances is somewhat limited, but – in our
experience – this is acceptable for dialog systems.

Several semantic parsers were developed for spoken dialog systems. Most of
them use as underlying formalisms context free grammars (CFGs), e.g., [37] or
finite state transducers (FSTs), e.g., [38] or variants of them, e.g., [39,40].

The SPIN parser uses a more powerful rule language to simplify writing of
rules and to reduce the amount of required rules.

Properties of the rule language include:

– Direct handling of nested typed feature structure is available, which is im-
portant for processing more complex utterances.

– Order-independent matching is supported, i.e., the order of matched input
elements is not important. This feature helps with the processing of utter-
ances in free word order languages, like German, Turkish, Japanese, Russian
or Hindi, and simplifies the writing of rules that are robust against speech
recognition errors and disfluencies produced by the user. The increased ro-
bustness is achieved, as the parts of the utterance that are recognized in-
correctly can be skipped. This is a mechanism that is also used in other
approaches, e.g., [41].

– Built-in support for referring expressions is available.
– Regular expressions are available. Formulating the rules in a more elegant

way is supported by this feature whereby the amount of required rules is
reduced. Furthermore, the writing of robust rules is simplified.

– Constraints over variables and action functions are supported providing
enough flexibility for real-world dialog system. Especially, if the ontology is
developed without the parsing module in mind, flexibility is highly demanded.

SPIN’s powerful rule language requires an optimizing parser, otherwise pro-
cessing times would not be acceptable. Principally, the power of the rule lan-
guage avoids the development of a parser which delivers sufficient performance
for an arbitrary rule set. In particular, order-independent matching makes effi-
cient parsing much harder, parsing of arbitrary grammars is NP-complete, see
also [42]. Therefore, the parser is tuned for rule sets that are typical for dialog
systems. A key feature achieving fast processing is the pruning of results that
can be regarded as irrelevant for further processing within the dialog system.
Pruning of results means that the parsing algorithm is not complete. Pruning
of irrelevant results is achieved using a fixed application order for the rules in
combination with tagging some of the rules as destructive. More details of the
parsing algorithm can be found in [36]. The rule set used for the SmartWeb

project consists of 1069 rules where 363 rules are created manually, and 706
are generated automatically from the linguistic information stored in SWIntO,
e.g., country names. The lexicon contains 2250 entries. Currently, the knowl-
edge base for the SmartWeb system consists of 1069 rules whereby 363 rules
were created manually, and 706 were generated automatically from the linguistic
information stored in SWIntO, e.g., country names. The lexicon contains 2250
entries. The average processing time is about 50ms per utterance, which ensures
direct feedback to user inputs.
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To demonstrate processing of rules, four rules are provided as examples of
how to process the utterance When was Brazil world champion?. The first one
transforms the word Brazil into the ontology instance Country:

Brazil

→ Country(name:BRAZIL)

The second rule transforms countries to teams, as each country can stand for a
team in our domain:

$C=Country()

→ Team(origin:$C)

The third rule processes when, generating an instance of the type TimePoint

which is marked as questioned:
when

→ TimePoint(variable:QEVariable(focus:text))

The fourth rule processes the verbal phrase <TimePoint> was <Team> world
champion

$TP=TimePoint() was $TM=Team() world champion

→ QEPattern(patternArg:Tournament(

winner:$TM, happensAt:$TP))

Text Generation

Within the dialog system, the text generation module is used within two pro-
cessing steps. First, the abstract interpretation of the user utterance is shown
as human readable text, called paraphrase. This allows the user to check if the
query has been interpreted with the desired meaning and if all of the provided in-
formation has been included. Second, the search results represented as instances
of SWIntO are verbalized.

The text generation module uses the same SPIN parser that is used in the
language understanding module together with a TAG (tree adjoining grammar)
grammar module [43]. The TAG grammar in this module is derived from the
XTAG grammar for English developed at the University of Pennsylvania.9

The inputs of the generation module are instances of SWIntO representing
the search results. Then these results are verbalized in different ways, e.g., as
a heading, as an image description, as a row of a table, or as a text which is
synthesized. A processing option indicates the current purpose. Figure 6 shows
an example containing different texts.

The input is transformed into an utterance in four steps:

1. An intermediate representation is built up on a phrase level. The interme-
diate representation is introduced, as a direct generation of the TAG tree
description would lead to overly complicated and unintuitive rules. The re-
quired rules are domain dependent.

9 http://www.cis.upenn.edu/∼xtag/
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Fig. 6. The verbalized result for the utterance Show me the mascots of the FIFA World
Cup. The rules generating the main heading and the image description are shown on
the left.

2. A set of domain independent rules transforms the intermediate represen-
tation to a derivation tree for the TAG-grammar. Each tree in the TAG
grammar has a corresponding type in the ontology of the text generation
module. The features of a TAG tree type represent the type of operation
(adjunction (a), substitution (s), lexical replacement (l)) and the position
in the tree, e.g., 211.

3. The actual syntax tree is constructed using the derivation tree. After the
tree has been built up, the features of the tree nodes are unified.

4. The correct inflections for all lexical leafs are looked up in the lexicon.
Traversing the lexical leafs from left to right produces the result text.

For text generation, the parser is driven in a slightly different mode: The
automatic ordering of rules is switched off, instead the order in which the rules
are applied is taken from the file containing the rules. Regions that have to
be applied in a loop and rules that have to be applied optionally are marked
explicitly. In the current system, two loops exists, one for each phase. A more
detailed description of the text generation module can be found in [44].

In the SmartWeb system currently 179 domain dependent generation rules
and 38 domain independent rules are used.

6.2 Multimodal Discourse Processing with FADE

An important aspect of SmartWeb is its context-aware processing strategy.
All recognized user actions are processed with respect to their situational and
discourse context. A user is thus not required to pose separate and unconnected
questions. In fact, she might refer directly to the situation, e.g., “How do I get
to Berlin from here?”, where here is resolved from GPS information, or to previ-
ous contributions (as in the elliptical expression “And in 2002?” in the context
of a previously posed question “Who won the Fifa World Cup in 1990?”). The



SmartWeb Handheld — Multimodal Interaction 285

interpretation of user contributions with respect to their discourse context is per-
formed by a component called Fusion and Discourse Engine—FADE [45,46]10.
The task of FADE is to integrate the verbal and nonverbal user contributions into
a coherent multimodal representation to be enriched by contextual information,
e.g., resolution of referring and elliptical expressions.

The basic architecture of FADE consists of two interwoven processing lay-
ers: (1) a production rule system—PATE—that is responsible for the reactive
interpretation of perceived monomodal events, and (2) a discourse modeler—
DiM—that is responsible for maintaining a coherent representation of the ongo-
ing discourse and for the resolution of referring and elliptical expressions.

In the following two subsections we will briefly discuss some context-related
phenomena that can be resolved by FADE.

Resolution of referring expressions. A key feature of the SmartWeb sys-
tem is that the system is capable of dealing with a broad range of referring
expressions as they occur in natural dialogs. This means the user can employ
deictic references that are accompanied by a pointing gesture (such as in “How
often did this team [pointing gesture] win the World Cup?”) but also—if the
context provides enough disambiguating information—without any accompany-
ing gestures (e.g., if the previous question is uttered in the context of a previous
request like “When was Germany World Cup champion for the last time?”).

Moreover, the user is also able to utter time deictic references as in “What’s
the weather going to be like tomorrow?” or “What’s the weather going to be like
next Saturday?”.

Another feature supported by FADE is the resolution of cross modal spatial
references, i.e., a spoken reference to visually displayed information. The user
can refer, for example, to an object that is currently displayed on the screen. If
a picture of the German football team is displayed, the system is able to resolve
references like “this team” even when the team has not yet been mentioned
verbally. MPEG7-annotated images (see section 4) even permit spatial references
to objects displayed within pictures, e.g., as in “What’s the name of the guy to
the right of Ronaldo?” or “What’s the name of the third player in the top row?”.

Resolution of elliptical expression. Humans tend to keep their contribu-
tions as short and efficient as possible. This is particularly the case for follow-
up questions or answers to questions. Here, people often make use of elliptical
expressions, e.g., when they ask a follow-up question “And the day after tomor-
row?” in the context of a previous question “What’s the weather going to be
like tomorrow?”. But even for normal question-answer pairs people tend to omit
everything that has already been conveyed by the question (User: “Berlin” in
the context of a clarification question of the system like “Where do you want to
start?”; see section 5).

Elliptical expressions are processed in SmartWeb as follows: First, SPIN
generates an ontological query that contains a semantic representation of the
10 The situational context is maintained by another component called SitCom that is

not discussed in this paper (see [47]).
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elliptical expression, e.g., in case of the aforementioned example “Berlin”. This
analysis would only comprise an ontological instance representing the city Berlin.
FADE in turn, then tries to integrate the elliptical expression with the previous
system utterance, if this was a question. Otherwise it tries to integrate the ellip-
tical expression with the previous user request. If the resolution succeeded, the
resulting interpretation either describes the answer to the previous clarification
question, or it describes a new question.

OnFocus/OffFocus identification. An important task for mobile, speech-
driven interfaces that support an open-microphone11 is the continuous monitor-
ing of all input modalities in order to detect when the user is addressing the
system. In the mobile scenario of SmartWeb, the built-in camera of the MDA
Pro handheld can be used to track whether a user is present. This camera con-
stantly captures pictures of the space immediately infront of the system. These
pictures are processed by a server-side component that detects whether the user
is looking at the device or not.

In SmartWeb, there are two components that determine the attentional state
of the user: (i) the OnView recognizer, and the (ii) the OnTalk recognizer. The
task of the OnView recognizer is to determine whether the user is looking at the
system or not. The OnView-Recognizer analyzes a video signal captured by a
video camera linked to the mobile device and determines for each frame whether
the user is in OnView or OffView mode (figure 7 shows two still images of these
different modes).

Fig. 7. Two still images illustrating the function of the OnView/OffView recognizer:
The image on the left shows the OnView case and the one the right shows the Offview
case

The task of the OnTalk recognizer is to determine whether a user’s utterance
is directed to the system. To this end, the OnTalk recognizer analyzes the speech
signal and computes about 99 prosodic features based on F0, energy, duration,
11 Open-microphone means the microphone is always active so that the user can inter-

act with the system without further activation. In contrast to an open-microphone
interface, systems often require the user to push some hard- or software button in
order to activate the system (i. e., a push-to-activate button).
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jitter, and shimmer (see [48]). This is done for each word but the final result is
averaged over the complete turn. Both recognizers provide a score reflecting the
individual confidence of a classification.

FADE receives and stores the results of the OnView recognizers as a con-
tinuous stream of messages (i. e., every time the OnView state changes, FADE
receives an update). OnTalk/OffTalk classifications are only sent to FADE if the
speech recognition components detected some input event. The actual algorithm
goes as follows: The overall idea is to combine the two distinct classifications for
OnView/OffView and OnTalk/OffTalk in order to compensate for potential clas-
sification errors. If the OnView value is above 0.3 (where 0 means OffView and
1 means OnView), the OffTalk value must be very low (below 0.2) in order to
classify a contribution as OffFocus. Otherwise, a OnTalk value below 0.5 is al-
ready sufficient to classify an utterance as OffFocus.

6.3 Reaction and Presentation Planning for the Semantic Web

An integral part of dialog management is the reaction and presentation module
(REAPR). It manages the dialogical interaction for the supported dialog phe-
nomena such as flexible turn-taking, incremental processing, and multimodal
fusion of system output. REAPR is based on a finite-state-automaton and infor-
mation space (IS). The FSA makes up the integral part of the dialog managment
decisions in the specific QA domain we model. The dialog structure that is em-
bedded and committed by the transitions of the FSA allows for a declarative
control mechanism for reaction and presentation behaviour.

Our new approach differs from other IS approaches (e.g. [49]) by generating IS
features from the ontological instances generated during dialog processing [50].12

Since the dialog ontology is a model for multimodal interaction, multimodal
MPEG7 result representations, multimodal result presentations, dialog state,
and (agent) communication with the backend knowlege servers, large informa-
tion spaces can be extracted from the ontological instances describing the system
and user turns in terms of special dialog acts - to ensure accurate dialog manage-
ment capabilities. REAPR decides, for example, if a semantic query is acceptable
for transfer to the Semantic Mediator. The IS approach to dialog modeling com-
prises, apart from dialog moves and update strategies, a description of informa-
tional components (e.g. common ground) and their formal representations. Since
in REAPR the formal dialog specification consists of ontological Semantic Web
data structures, a formal well-defined complement to previous formal logic-based
operators and Discourse Representation Structures (DRS) is provided. However,
the ontological structures resemble the typed feature structures (TFS) [51] that
we use for illustration further down. During interaction, many message transfer
processes take place, mainly for query recognition and query processing, all of
which are based on Semantic Web ontological structures, and REAPR is involved
12 The IS state is traditionally divided into global and local variables which make up

the knowledge state at a given time point. Ontological structures that change over
time vastly enhance the representation capabilities of dialog management structures,
or other structures like queries from which relevant features can also be extracted.
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in many of them. Here we give an example of ontological representations of user
pointing gestures (dialog step (5) in the interaction example) which are obtained
from the PDA and transformed into ontology-structures to be used by the input
fusion module. The following figure shows the ontological representation of a
pointing gesture as TFS.

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PointingGesture

timePoint: 1151576316802

coordinate:

⎡

⎣
CartesianCoordinate

xAxis: 195
yAxis: 55

⎤

⎦

objectReference:

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

FieldMatchFootballPlayer

label: Aldair
number: 3

inMatchTeam:

[
MatchTeam

...

]

hasUpperRole:

[
UpperRole

...

]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

It is important to mention that dialog reaction behaviour within SmartWeb

is governed by the general QA scenario, which means that almost all dialog and
system moves relate to questions, follow-up questions, clarifications, or answers.
As these dialog moves can be regarded as adjacency pairs, the dialog behaves
according to some finite state grammar for QA, which makes up the automa-
ton part (FSA) in REAPR. The finite state approach enhances robustness and
portability and allows to demonstrate dialog management capabilities even be-
fore the more complex IS states are available to be integrated into the reaction
and presentation decision process.

6.4 Information States for QA

Information state theory of dialog modelling consists basically of a description
of informal components (e.g., obligations, beliefs, desires, intentions) and their
formal representation [52]. IS states as envisioned here do not declare update
rules and an update strategy (for e.g. discourse obligations [53]) because the data-
driven approach is pattern-based, using directly observable processing features,
which complements an explicit manual formulation of update rules. Since the
dialog ontology is a formal representation model for multimodal interaction,
multimodal MPEG-7 result representations [30], result presentations [28], dialog
state, and (agent) communication with the backend knowledge servers, large
information spaces can be extracted from the ontological instances describing
the system and user turns in terms of realized dialog acts.

The turn number represents our first FSA extension to IS with the result of
increased flexibility to user replies. Replies which are not specified in a pathway,
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Table 1. IS Feature Classes and Features

Feature Class IS State Features

MMR Listening, Recording, Barge-in, Last-ok,
Input dominance (text or voice)

NLU Confidence, Domain relevance
Query Dialog act, Focus medium,

Complexity, Context object, Query text
Fusion Fusion act, Co-reference resolution
Answer Success, Speed, Answer streams, Status,

Anser type, Content, Answer text
Manager Turn/Task numbers, Idle states,

Waiting for Results, User/system turn,
Elapsed times: input/output,
Dialog act history (system and user)
e.g. reject, accept, clarify

are not considered erroneous by default, since the IS now contains a new turn
value. Ontologicial features for IS extraction under investigation are summarised
in table 1.

In previous work on dialog management adaptations [54,55,56], reinforcement
learning was used, but large state spaces with more than about five non-binary
features are still hard to deal with. As seen in table 1, more than five relevant
features can easily be declared. Since our optimisation problem can be formulated
at very specific decisions in dialog management due to the FSA ground control,
less training material for larger feature extractions is to be expected.

Relevance selection of ontology-based features is the next step for ontology-
based dialog management adaptations. In the context of Human Computing one
question is how prior user knowledge can be incorporated in order to select rel-
evant features so as to converge faster toward more effective and natural dialog
managers. We already incorporated human dialog knowledge by the dialog FSA
structure. In a more user-centered and dynamic scenario, the user in the loop
should accelerate Learning [57] by e.g. selecting the IS features that are most
relevant in the specific dialog application. The human-user interaction for this
selection process is of particular interest in dialog applications. Is it possible
to integrate the feature selection process into a normal dialog session that the
user and the dialog system engage in? In the context of the SmartWeb project
we will develop a tool to run the dialog system with the additional possibility
to interfere in the dialog management in case the user is not satisfied with the
processing. Our future plans include measuring when the direct user feedback
is likely to be useful for adapting dialog management strategies automatically.
One example is to generate useful reactions in cases where the natural language
understanding component fails. Whenever there is the freedom to formulate
statements, which is a precondition for natural language communication, under-
standing may be difficult. What can be done in such cases is to produce useful
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reactions and to give hints to the user or examples that the use of supported
terminology is not insisted, but at least directed.

6.5 Dialog Components Integration

In this section we will focus on issues of interest pertaining to the system in-
tegration. In the first instance, dialog component integration is an integration
on a conceptual level. All dialog manager components communicate via ontol-
ogy instances. This assumes the representation of all relevant concepts in the
foundational and domain ontologies – which is hard to provide at the beginning
of the integration. In our experience, using ontologies in information gather-
ing dialog systems for knowledge retrieval from ontologies and web services in
combination with advanced dialogical interaction is an iterative ontology engi-
neering process. This process requires very disciplined ontology updates, since
changes and extensions must be incorporated into all relevant components. The
additional modeling effort pays off when regarding the strength of this Semantic
Web technology for larger scale projects.

We first built up an initial discourse ontology of request-response concepts for
data exchange with the Semantic Web sub-system. In addition, an ontological
dialog act taxonomy has been specified, to be used by the semantic parsing and
discourse processing modules. A great challenge is the mapping between semantic
queries and the ontology instances in the knowledge base. In our system, the
discourse (understanding) specific concepts have been linked to the foundational
ontology and, e.g., the sportevent ontology, and the semantic parser only builds
up interpretations with SWIntO concepts. Although this limits the space of
possible interpretations according to the expressivity of the foundational and
domain ontologies, the robustness of the system is increased. We completely
circumvent the problem of concept and relation similarity matching between
conventional syntactic/semantic parsers and backend retrieval systems.

Regarding web services we transform the output from the web services, in
particular maps with points of interest, into instances of the SmartWeb do-
main ontologies for the same reasons of semantic integration. As already noted,
ontological representations offer a framework for gesture and speech fusion when
users interact with Semantic Web results such as MPEG7-annotated images and
maps. Challenges in multimodal fusion and reaction planning can be addressed
by using more structured representations of the displayed content, especially for
pointing gestures, which contain references to player instances after integration.
We extended this to pointing gesture representations on multiple levels in the
course of development, to include representations of the interaction context, the
modalities and display patterns used, and so on.

The primary aim is to generate structured input spaces for more context-
relevant reaction planning to ensure naturalness in system-user interactions to
a large degree. Currently, as shown in chapter 6.2, we are experimenting with
the MDA’s camera input indicating whether the user is looking at the device,
to combine it with other indicators to a measure of user focus. The challenge of
integrating and fusing multiple input modalities can be reduced by ontological
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representations, which exist at well-defined time-points, and are also accessible to
other components such as the semantic parser, or the reaction and presentation
module.

7 Conclusions

We presented a mobile system for multimodal interaction with an ontological
knowledge base and web services in a dialog-based QA scenario. The interface and
content representations are based on W3C standards such as EMMA and RDF.
The world knowledge shared in all knowledge-intensive components is based on
the existing ontologies SUMO and DOLCE, for which we added additional con-
cepts for QA and multimodal interaction in a discourse ontology branch.

We presented the development of the second demonstrator of the SmartWeb

system which was successfully demonstrated in the context of the Football
World Cup 2006 in Germany. The SWIntO ontology now comprises 2308 concept
classes, 1036 slots and 90522 instances.13 For inference and retrieval the ontology
constitutes 78385 data instances after deductions.14 The answer times are in a
1 to 15 seconds time frame for about 90% of all questions. In general, questions
without images and videos as answers can be processed much faster. The web
service composer addresses 25 external services from traveling (navigation, train
connections, maps, hotels), event information, points of interest (POIs), product
information (books, movies), webcam images, and weather information.

The SmartWeb architecture supports advanced QA functionalities such as
flexible control flow to allow for clarification questions of web services when
needed, long- and short-term memory provided by distributed dialog manage-
ment in the fusion and discourse module and in the reaction and presentation
module, as well as semantic interpretations provided by the speech interpreta-
tion module. This can be naturally combined with dialog system strategies for
error recoveries, clarifications with the user, and multimodal interactions. Sup-
port for inferential, i.e., deductive reasoning, which we provide, complements
the requirements for advanced QA in terms of information- and knowledge re-
trieval. Integrated approaches as presented here rely on ontological structures
and a deeper understanding of questions, not at least to provide a foundation
for result provenance explanation and justification. Our future plans on the final
six month agenda include dialog management adaptations via machine learning
and collaborative filtering of redundant results in our multi-user enviroment, and
incremental presentation of results.
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Abstract. This paper describes a system for animation and modeling
of faces in images or in 3D. It provides high-level control of facial ap-
pearance to users, due to a learning-based approach that extracts class-
specific information from a database of 3D scans. The modification tools
include changes of facial attributes, such as body weight, masculine or
feminine look, or overall head shape. Facial expressions are learned from
examples and can be applied to new individuals. The system is intrinsi-
cally based on 3D face shapes and surface colors, but it can be applied to
existing images as well, using a 3D shape reconstruction algorithm that
operates on single images. After reconstruction, faces can be modified
and drawn back into the original image, so the users can manipulate, an-
imate and exchange faces in images at any given pose and illumination.
The system can be used to create face models or images from a vague
description or mental image, for example based on the recollection of eye-
witnesses in forensic applications. For this specific problem, we present
a software tool and a user study with a forensic artist. Our model-based
approach may be considered a prototype implementation of a high-level
user interface to control meaningful attributes in human faces.

1 Introduction

Unlike many other fields in computer science, progress in computer graphics
involves adaptations to human users in a variety of different ways: First, the
image data produced in graphics has to consider and exploit the laws of human
perception. For example, research in tone mapping aims at producing images at
low dynamic range in intensity, which can be displayed on standard computer
screens, and still reproduce the visual appearance of natural scenes that have
a large dynamic range due to extreme lighting conditions. Many algorithms in
tone mapping are inspired by psychophysical findings (such as [14]), and in turn,
the only valid criterion for the quality of a tone mapping operator is human
perception [20].

Computer graphics is being adapted to the human needs also in terms of the
contents and style of the images, by producing material that is meaningful in a
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cultural context. While most of the computer graphics images and movies pro-
duced in the 1980s and 1990s were entirely virtual scenes, located in a physically
and semantically void space, visual effects today are more and more embedded
into a rich context: Computer graphics is mixed with shots of natural scenes,
with either of the two dominating the picture, and existing, real characters, im-
ages and objects are reproduced and manipulated. Unlike the artificial characters
of early computer animation, they may now be used as virtual stunt doubles in
movies such as The Matrix. Scenes may be altered by adding or removing build-
ings or other objects in each frame. The benefit of the combination of 3D graphics
with natural images is a photorealistic, highly complex visual appearance with
meaningful content. However, it is still challenging to achieve the same visual
standard for computer graphics elements when shown side by side with natural
photo material.

In facial animation, we are beginning to see a level of quality that captures
even subtle facial expressions or combinations of expressions. These give artists
the tools to model the complex, sometimes conflicting emotions of their char-
acters. An example of this can be seen in the character Gollum in the feature
film The Lord of the Rings. A medium that conveys more and more emotional
content in artistically sophisticated narratives, computer graphics is transform-
ing from a machine-centered to a human-centered medium, with the content not
limited but enhanced by technology.

In contrast to the strive for photorealistic images, non-photo-realistic ren-
dering has developed algorithms that give artistic styles to images and movies,
some of them simulating painterly styles such as oil on canvas or watercolor, pen
and ink drawings, cartoon drawings and engravings ([10,12]). Non-photorealistic
rendering, therefore, bridges the gap between electronic and traditional art, and
brings a variety of interesting connotations to otherwise synthetic images. Non-
photorealistic rendering may also be a powerful tool for visualization, and for
making image content more comprehensible to human viewers [6].

Finally, the progress in user interfaces for content creation in computer graph-
ics adapts this tool more and more to the demands of the artist, and it remains
an interesting challenge to make the increasingly powerful algorithms in graph-
ics easily available to users with little or no technical background. Moreover,
the efficiency of the tools provided by computer graphics systems may help to
increase the creative power of those who use it significantly. An important com-
ponent is the level of abstraction of the interaction tools and of the internal
representations of computer graphics systems: As an example, consider an artist
who wishes to make a character in an image more skinny. In an image-based
system, such as software for digital image processing, the artist would need to
shift the facial silhouette of the cheeks with copy-and-paste tools, or even paint
the new silhouette with a digital brush. In 3D computer graphics, the face would
be represented by a polygon mesh, and the artist would select and shift groups
of vertices to change the 3D shape of the cheeks. On the highest level of abstrac-
tion, however, the artist would like to have an interactive tool, such as a slider,
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Fig. 1. Fitting the Morphable Model to an image produces not only a 3D reconstruc-
tion, but also model coefficients αi, βi, and an estimate of head orientation, position
and illumination

that controls the skinniness or fatness of a face directly, so the user would only
select a face in the image and use that slider.

In this paper, we describe a system that implements this paradigm of high-
level control. The system works on faces in any given photo or painting at any
pose and illumination. Applied on existing image material, it provides a tool that
interacts with material that is meaningful in a complex cultural background, such
as paintings. As a tool that animates, modifies or exchanges faces, it addresses
perhaps the most relevant content of visual media, the human face.

1.1 System Overview

Modification of faces in given images at any pose and illumination is a non-trivial
problem that involves information about the 3D geometry of the face. For exam-
ple, making a face more fat or skinny changes the silhouette and the shading of
the face, which calls for a direct or indirect (implicit) representation of effects in
3D space, such as perspective projection, occlusion and interaction of light with
matter. In our approach, we chose an explicit representation of the 3D geometry
of the face.

In order to interact with faces in 3D space, given an image, we have to solve
the difficult, ill-posed problem of 3D shape reconstruction from single images.
This problem can only be solved by including prior knowledge about the possible
3D solutions. In 3D reconstruction from architecture, such prior knowledge may
be the fact that many lines are parallel or orthogonal in 3D [11]. For human
faces, the set of 3D solutions may be restricted by exploiting the statistics of
face shapes. The core of our work, therefore, is a 3D Morphable Model of faces
[4] that captures the natural variations observed in human faces. This model is
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Learning:

- = smile

Application:

input output

↓ ↑
3D reconstruction rendering

+ smile =

Fig. 2. In the vector space of faces, facial expressions are transferred by computing
the difference between two scans of the same person (top row), and adding this to a
neutral 3D face. To modify Leonardo’s Mona Lisa (second row), we reconstruct her
3D face (third row), add the expression, and render the new surface into the painting
(second row, right).

learned automatically from a dataset of 3D scans of faces [4]. Figure 1 illustrates
the process of 3D shape reconstruction. The algorithm for shape reconstruction
is fully automated, but it has to be initialized by manually labelling a set of
between 6 and 15 feature points in the image. As a side effect, the algorithm
computes the 3D pose and illumination parameters of the face in the scene, which
can be used when the modified 3D face is drawn back into the input image.

For 3D face manipulation, we describe three modes of interaction:

– Facial animation,
– High-level control of facial attributes, such as gender, body weight and nose

shape,
– Exchanging faces in images.

In all of these interactions, a 3D model of the face is reconstructed from the
input image, modified in 3D, and drawn back into the original image (Figure 2.)
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Both the animation and the modification of high-level attributes are learning-
based: changes in 3D geometry and in texture are learned from datasets of 3D
scans, unlike the labor-intensive manual surface editing procedures performed
by animators and modelers in production studios today.

In the following sections, we describe the Morphable Model (Section 2), sum-
marize the algorithm for 3D shape reconstruction (Section 3), describe the ap-
proach to facial animation (Section 4), discuss our technique for exchanging faces
in images (Section 5), present a method for learning and changing attributes in
faces (Section 6) and describe a prototype implementation of a user interface for
forensic applications (Section 7).

2 A Morphable Model of 3D Faces

The Morphable Model of 3D faces [18,4] is a vector space of 3D shapes and
textures spanned by a set of examples. Derived from textured Cyberware (TM)
laser scans of 200 individuals, the Morphable Model captures the variations and
the common properties found within this set. Shape and texture vectors are
defined such that any linear combination of examples Si, Ti,

S =
m∑

i=1

aiSi, T =
m∑

i=1

biTi. (1)

is a realistic face if S, T are within a few standard deviations from their averages.
Each vector Si is the 3D shape of a polygon mesh, stored in terms of x, y,
z-coordinates of all vertices j ∈ {1, . . . , n}, n = 75972:

Si = (x1, y1, z1, x2, . . . , xn, yn, zn)T . (2)

In the same way, we form texture vectors from the red, green, and blue values
of all vertices’ surface colors:

Ti = (R1, G1, B1, R2, . . . , Rn, Gn, Bn)T . (3)

Such a definition of shape and texture vectors is only meaningful if the vec-
tor components of all vectors Si, Ti have point-to-point correspondence: Let
xi,j ,yi,j,zi,j , be the coordinates of vertex j of scan i. Then, for all scans i, this
has to be the same point, such as the tip of the nose or the corner of the mouth.
Using an algorithm derived from optical flow, we compute dense correspondence
for all n = 75972 vertices automatically [4].

Finally, we perform a Principal Component Analysis (PCA, see [9]) to esti-
mate the probability distributions of faces around their averages s and t. This
gives us a set of m orthogonal principal components si, ti, and the standard
deviations σS,i and σT,i of the dataset along these axes. We can now replace the
basis vectors Si, Ti in Equation (1) by si, ti:

S = s +
m∑

i=1

αi · si, T = t +
m∑

i=1

βi · ti. (4)
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In the following, we use the m = 149 most relevant principal components only,
since the other components tend to contain noise and other non class-specific
variations.

3 Estimation of 3D Shape, Texture, Pose and Lighting

From a given set of model parameters α and β (4), we can compute a color
image Imodel(x, y) by standard computer graphics procedures, including rigid
transformation, perspective projection, computation of surface normals, Phong
illumination, and rasterization. The image depends on a number of rendering
parameters ρ. In our system, these are 22 variables:

– 3D rotation (3 angles)
– 3D translation (3 dimensions)
– focal length of the camera (1 variable)
– angle of directed light (2 angles)
– intensity of directed light (3 colors)
– intensity of ambient light (3 colors)
– color contrast (1 variable)
– gain in each color channel (3 variables)
– offset in each color channel (3 variables).

All parameters are estimated simultaneously in an analysis-by-synthesis loop.
The main goal of the analysis is to find the parameters α, β, ρ that make the
synthetic image Imodel as similar as possible to the original image Iinput in terms
of pixel-wise image difference in the red, green and blue channel:

EI =
∑

x

∑

y

∑

c∈{r,g,b}
(Ic,input(x, y) − Ic,model(x, y))2. (5)

All scene parameters are recovered automatically, starting from a frontal pose
in the center of the image, and at frontal illumination. To initialize the opti-
mization process, we use a set of between 6 and 15 feature point coordinates
[5]: The manually defined 2D feature points (qx,j , qy,j) and the image positions
(px,kj , py,kj) of the corresponding vertices kj define a function

EF =
∑

j

‖
(

qx,j

qx,j

)
−

(
px,kj

py,kj

)
‖2. (6)

that is minimized along with the image difference EI in the first iterations.
In order to avoid overfitting effects that are well-known from regression and

other statistical problems (see [9]), we add regularization terms to the cost func-
tion that penalize solutions that are far from the average in terms of shape,
texture, or the rendering parameters:

Ereg =
∑

i

α2
i

σ2
S,i

+
∑

i

β2
i

σ2
T,i

+
∑

i

(ρi − ρi)
2

σ2
R,i

. (7)
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Reference p, b, m ii,i uu, u

closed open kiss smile

Fig. 3. Examples from the dataset of 35 static 3D laser scans forming the vector space
of mouth shapes and facial expressions. 17 scans show different visemes, others show
the mouth opening gradually.

ρi are the standard starting values for ρi, and σR,i are ad–hoc estimates of
their standard deviations. The full cost function

E =
1
σ2

I

EI +
1

σ2
F

EF + Ereg (8)

can be derived from a maximum-a-posteriori approach that maximizes the pos-
terior probability of α, β and ρ, given Iinput and the feature points [4,5]. The
optimization is performed with a Stochastic Newton Algorithm [5]. The fitting
process takes 3 minutes on a 3.4GHz Xeon processor.

The linear combination of textures Ti cannot reproduce all local character-
istics of the novel face, such as moles or scars. We extract the person’s true
texture at high resolution from the image by an illumination-corrected texture
extraction algorithm [4]. At the boundary between the extracted texture and the
predicted regions, we produce a smooth transition based on a reliability criterion
for texture extraction that depends on the angle between the viewing direction
and the surface normal. Structures that are visible on one and occluded on the
other side of the face can be reflected, due to facial symmetry.

4 Facial Animation in Images

The Morphable Model can not only represent variations across the faces of dif-
ferent persons, but also changes in shape and texture of an individual face due
to facial expressions. Morphing between such face vectors generates smooth,
continuous transitions as they occur over time t when a face moves:

S(t) = (1 − λ(t)) · Sexpression1 + λ(t) · Sexpression2, (9)
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Fig. 4. Reconstructed from the original images (left column), 3D shape can be modified
automatically to form different mouth configurations. The paintings are Vermeer’s
“Girl with a Pearl Earring”, Tischbein’s Goethe, Raphael’s St. Catherine, and Edward
Hopper’s self-portrait. The bottom left image is a digital photograph. The wrinkles
are not caused by texture, but entirely due to illuminated surface deformations. In
the bottom-right image, they are emphasized by more directed illumination. Teeth are
transferred from 3D scans (Figure 3). The open mouth in Vermeer’s painting was closed
by our algorithm automatically by projecting the reconstructed shape vector on the
subspace of neutral faces (top row, second image).
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with a scalar function λ(t) that controls the rate at which the face transforms
from expression 1 to expression 2.

Unlike previous approaches to facial animation, such as parameterized models
that are designed by artists (for an overview, see [13]) or models that simulate
the physical properties of muscles and tissue [16], our technique relies entirely
on observations of facial expressions on human faces. An automated algorithm
learns how points on the surface move as a person acts or speaks, and these
movements can be transferred to novel faces.

In order to learn the degrees of freedom of faces in facial expressions and
speech from data, we recorded a set of 35 static laser scans of one person
(Figure 3). 17 of the scans show different visemes, which are the basic mouth
shapes that occur in human speech. Mouth movements and expressions learned
from these scans can then be transferred to new individuals by a simple vector
operation (Figure 2):

∆Sexpression = Sexpression,person1 − Sneutral,person1 (10)

Sexpression,person2 = Sneutral,person2 + ∆Sexpression. (11)

This simple linear approach assumes that the deformations of faces are identical
for all individuals, which is only an approximation of the individual expressions
observed in real faces. A full investigation and a statistical analysis of the indi-
vidual differences in expressions requires a large database of different persons’
expressions [19]. One of the challenges in this approach is to extrapolate to novel,
unknown faces, and to avoid overfitting and other statistical problems. Our di-
rect transfer of expressions, therefore, is a safe guess at the price of missing some
of the idiosyncrasies.

To convert the scan data into shape and texture vectors of the Morphable
Model, it is essential to compute dense point-to-point correspondence between
different expressions in the same way as between scans of individuals (Section 2).
However, the large differences in geometry between open and closed mouth scans,
and the fact that surface regions such as the teeth are visible in some mouth
poses and occluded in others, make this problem significantly more difficult,
and requires additional techniques as described in [2]. Unlike the face, which
is morphed in a non-rigid way during animation, the teeth are rigid surface
elements located behind the lips in 3D space. Their position is fixed with respect
to the head (upper teeth) or the chin (lower teeth). Taken from a single, open
mouth scan of the subject shown in Figure 3, these teeth can be inserted into
novel 3D faces by a simple scale and translation operation, based on the positions
of the corners of the mouth [2]. Figure 4 shows a set of examples. In paintings,
the strokes of the brush are captured by the high-resolution texture extracted
from the image.

5 Exchanging Faces in Images

The Morphable Model and the fitting procedure described in Section 3 achieve a
full separation of parameters that are characteristic for an individual, i.e. shape
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Fig. 5. For transferring a face from a source image (top, center) to a target (top, left),
the algorithm builds a composite of three layers (bottom row): An estimate of 3D shape
and scene parameters (“pose”) from the target image helps to remove the contour of
the original face in the background (left). The scene parameters of the target are also
used to render the 3D face reconstructed from the source image (center column). A
semi-automatic segmentation of hair defines the transparency mask for the hairstyle in
the top layer (right column).

and texture, from scene parameters that are specific for a given image, such
as pose and illumination. Therefore, it is straight forward to exchange faces in
images by replacing the shape and texture parameters α β or vectors S and T,
while keeping the scene parameters unchanged [3]. This process is summarized
in Figure 5.

The Morphable Model only covers the face, including forehead, ears and neck,
but not the back of the head and the shoulder. We leave these unchanged by using
the original image as a background to the novel face. Alpha blending along the
cutting edges of the facial surface produces a smooth transition between original
and modified regions. In contrast to cutting edges, the occluding contours along
the silhouette of the face are not blended with the background, but drawn as
sharp edges. When the novel face is smaller or more skinny than the original face,
the original silhouette would be visible next to the contour of the 3D model. In
order to prevent this from happening, we have proposed a simple algorithm that
removes the original silhouette line from the background image. In that image,
the algorithm reflects pixels from outside of the face across the silhouette to the
inside (Figure 5, see [3] for details.) This can be done automatically, because
the original contour line is known from the projection of the reconstructed 3D
model of the original face.

In some images, strands of hair or other objects occlude part of the facial
surface. For these cases, we have proposed a simple compositing algorithm. Based
on pixel luminance and with some additional, manual interaction, an alpha map
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for the foreground structures is created, and with this alpha map, the original
image is composited on top of the new face (Figure 5.)

The algorithm has a number of applications in image processing, for example
in consumer software for digital image processing, and in projects such as a
virtual try-on for hairstyles (Figure 6.) If applied to image sequences, it could
also be interesting for video post-processing.

6 Learning-Based Modification of High-Level Attributes

Interactive control of perceptually meaningful features of faces, such as skinny
versus obese appearance, involves global changes of face shape and texture, unlike
the local changes in pixel values or vertex positions in 2D image processing and
3D mesh editing, respectively. One way of providing such tools would be to
collect a set of deformation patterns, similar to the facial expressions in Section
4, that are manually defined, and apply those to novel faces automatically within
the framework of the Morphable Model. However, modeling such deformations
would be a challenging task that requires careful observation of human anatomy,
and artistic skill to implement these observations on a prototype face. Instead,
we propose an approach that only involves human ratings of attributes, such
as skinniness, rather than any kind of description. Rating is a much easier task
for humans, and it can be performed even on the most subjective attributes,
such as attractiveness of faces. Based on ratings of a set of example data (shape
vectors or texture vectors of faces), we compute a vector that can be added to or
subtracted from a given face to change the attribute, while all other attributes
and the individual characteristics of the face are left unchanged.

Let xi, i = 1...m, be a set of sample vectors (shape or texture), and bi ∈ IR
be the ratings of a given attribute for these 3D faces. bi can be either given as
ground truth, e.g. for gender, or based on subjective ratings by the user. Our
approach is to estimate a function f that assigns attribute values to faces, and
then follow the gradient of this function in order to achieve a given change in
attribute at a minimal, most plausible change in appearance [4,1]. Given the
limited set of data, we choose a linear regression for f , and minimize the least
squares error

E =
m∑

i=1

(f(xi) − bi)2. (12)

It can be shown that the gradient a of the optimal function f depends on
an appropriate definition of the distance measure in face space. A perceptually
meaningful distance measure is given by the probability distribution of faces in
terms of PCA [1]. Then, the optimal vector for changing attributes turns out to
be a simple weighted sum of the example data (for details, see [1]):

a =
1
m

m∑

i=1

bixi. (13)

Adding multiples x �→ x+λa, with λ ∈ IR, will change facial attributes in the
desired way and leave all characteristics that are uncorrelated with the attribute
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Source Image (customer) Target Images (hairstyles)

Fig. 6. In a virtual try-on for hairstyles, the customer (top, left) provides a photograph,
and selects target images of hairstyles (top, right). Then, the system creates synthetic
images of the customers face pasted into these hairstyles.

unchanged. We would like to point out that the linear attribute function f is
only a first order approximation of the correct, non-linear function. Still, our
results indicate that for many attributes, this approximation produces realistic
results on 3D scans or on faces that were reconstructed from images (Figure 7.)
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Gender Body Weight Cheek Bones Chin Shape Eyes-Eyebrows Head Shape

feminine skinny protruding round distant triangular

masculine obese weak pointed close square

Fig. 7. Learned from labeled examples, facial attributes can be manipulated in 3D
faces automatically, and in combination with 3D shape reconstructions, manipulations
can be performed within given portraits at any pose and illumination. Attributes in
regions such as the eyes are treated as global shape vectors, which reveals correlations
between different regions of the face observed in the data. For example, the distance
between eyes and eyebrows turns out to be correlated with chin shape (fifth column).
This correlation can be suppressed by setting vector components of a to zero outside
of the region of interest, which makes the changes local.

7 A Human Computer Interface for Face Modeling

The technology that was described in tbe previous sections can be integrated
into an advanced user interface that operates on a high level of abstraction in
two respects: (1) Faces are manipulated in a way that is semantically meaningful
to the user, such as facial expression or facial attributes, (2) all operations are
applied to a 3D model, but can be projected into existing images at any time,
which makes the system very flexible, but still retains much of the photorealism
of image-based techniques.

We focus on the problem of creating pictures of faces from mental images
or vague ideas about the desired appearance of faces. This has important ap-
plications in both art/design and forensic sciences: new virtual characters for
movies, advertisement or computer games are created from the artist’s imagina-
tion, and illustrations of criminals need to be generated from the eyewitnesses’
descriptions. In both cases, the artist/witness (denoted as source in the follow-
ing) has a mental image of the target face to be created, and it is important
not to influence this mental image during the process of reconstructing the face.
In general, the sources cannot give a complete verbal description of the target
face, and they tend to recollect only some striking details, for instance bushy
eyebrows or a hooked nose, while they are unaware of many other characteristics.
In the future, we hope that the system described in this section could substitute
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commercial systems used by police for creating composite or photofit pictures of
suspects at higher quality and with considerably less effort.

In contrast to most of these commercial systems, our approach has the fol-
lowing advantages:

– Our GUI offers intuitive ways to modify features of the target face in arbi-
trary order.

– Unspecified parts of the reconstructed face are automatically completed ac-
cording to statistical properties.

– Anatomical/ethnical correlations within a face are taken into account auto-
matically during reconstruction.

– A 3D face model is created that can be viewed from an arbitrary view point
with arbitrary lighting conditions.

– The resulting face model can be rendered automatically into background
images in appropriate pose and illumination.

7.1 Components of the Modeling Interface

The system operates on 3D faces, but the user can project the face into an ex-
isting image at any time to see how it looks in a given setting. Starting from the
average 3D face of the Morphable Model, the user can change the appearance
interactively in a range of different ways according to the Morphable Model tech-
nique, while some other modes of interaction are still inspired by the traditional
photofit paradigm. In a user study, however, we found that the new, attribute-
based interaction paradigm was more appropriate to implement the input that
was given by witnesses [1].

7.2 General Settings

Before even being shown any of the faces, the user (i.e., either the source or an
operator) may specify age, gender, and ethnicity of the target face. Setting these
parameters modifies the starting head and restricts the selection of example faces
shown in the import dialog box to match the criteria specified for age, gender,
and ethnicity (see Section 7.6). The general settings help to reduce the exposure
of witnesses to face images, and thus avoid the confusing interaction between the
image material with the mental images. Witnesses often report being distracted
by the fact that they see a large number of faces in traditional systems, an
observation that is in part supported by psychological studies.

7.3 Simultaneous Versus Separate Modification of Image Regions

Various editing operations on individual facial regions (such as the nose, eyes,
eyebrows, mouth) may affect the whole face due to correlations among the fea-
tures and the overall face shape that we have derived from the 3D dataset. For
instance, bushy eyebrows are usually correlated to a male face and to a darker
skin, whereas a wide mouth is typically correlated to a broader face and also
to a broader nose. It is one of the main advantages of our approach that these
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(a) (b) (c) (d)

Fig. 8. Snapshots of our system’s GUI. Left to right: (a) Main window in selection
mode. The user clicks on one or several segments (color-coded in the main drawing
area), which are then added to the selection mask shown in the small pixmap on the
right side (see also Section 7.3). In this example, the user has selected both eyes and the
nose for further editing operations. (b) Dialog for setting individual facial attributes of
the nose. See Section 7.4 for details. (c) Database dialog for selecting features from a
large database of example faces (see Section 7.6). (d) In the hair style dialog, the user
selects a hair style and color (see Section 7.7).

correlations are taken into account automatically. In cases where only little is
known or remembered of the target face, exploiting these correlations may add
significantly to the faithfulness of the reconstruction. On the other hand, if the
user knows exactly what detail should be changed without influencing any other
facial attributes, it is desirable to constrain the effect of editing operations to a
local area.

In our system, the user can select one or several face segments, which define the
area on the face where editing operations may have an effect. Figure 8(a) shows
the GUI of our program in the selection mode, where the different segments
are color-coded. The user clicks on one or several different segments, which are
then added to the selection mask shown in the small pixmap on the right. Some
facial features are represented by a hierarchy of segments, which are color-coded
in different shades of the same base-color. The nose, for instance, consists of
individual segments for the nose bridge, the alar wings, the tip, and the overall
nose area. In the selection mode, the user may add segments from any hierarchy
level of any facial feature to the selection mask. To ensure a smooth transition at
the border of segments, we apply a multiresolution decomposition and blending
technique [7].

7.4 Facial Attributes

The main interaction paradigm in our system is based on the high-level attributes
described in Section 6. They affect both shape and/or color of facial features and
can be applied to shape and color separately or to both at the same time. The
facial attributes are organized in groups according to the facial feature they
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affect. For example, all facial attributes that affect the shape or color of the
nose are grouped together. Facial attributes can be modified on a continuous
scale from [−1 . . .1] (where 0 denotes the default value of the average face)
using sliders. Figure 8(b) shows a dialog of our GUI with sliders for a variety
of facial attributes of the nose. As a first step, we have included the following
facial attributes in our system:

overall : masculine–feminine, slender–obese,
dark–light skin, younger–older, in-
tensity of freckles, intensity of beard
shadow, attractiveness, caricature
level

face shape : round–angular, narrow–broad, pear–
heart shape, hollow–puffy cheeks,
prominence of cheek bones, pointed–
broad chin, retruded–protruded chin,
distance between lips and chin, inten-
sity of double chin, intensity of na-
solabial fold

eyes : slitted–round, upwards–downwards
inclination, horizontal distance of
eyeballs, dark–light iris, color of
iris, dark–light eyebrows, thin–bushy
eyebrows, straight–curved eyebrows
(separate for left and right side),
horizontal distance of eyebrows,
distance between eyebrows and eyes

nose : short–long nose bridge, narrow–wide
nose bridge, narrow–wide alar wings,
flat–round alar wings, snub–hooked
nose, distance between nose and
mouth

mouth : narrow–wide, thin–full lips, dark–
light lip color, convex–concave lip line

ears : small–large, flat–jug ears

ethnicity : Caucasian, Asian, African

expressions : smiling, angry, surprised, scared, de-
ranged, disgusted

In addition, our system features a caricature level control that is useful to
overstate all characteristic attributes of a reconstructed face. Psychological find-
ings [8] have shown that making faces more typical by caricaturing techniques
increases subjects’ ability to recognize faces. Caricaturing is achieved by morph-
ing a 3D face away from the average [4].
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As explained in Section 7.3, some facial attributes are correlated to other
facial features. Although this is a desired feature of our system, it might happen
that the user wants a specific value for a facial attribute A to remain untouched
when performing further editing operations on other facial attributes. This can
be achieved by adding the current setting of attribute A to a list of constraints.
Any subsequent modifications of the face will then be performed in a way that
maintains the pre-set level of the attribute: For example, if the user has chosen
to constrain the face to a given masculinity level and then lifts the eyebrows
relative to the eyes (which makes a face more female, see column 5 in Figure 7),
then the system will automatically enhance other male traits by adding more
of the attribute vector of masculine faces. This is achieved by solving a linear
system of equations that restricts the output face to the subspace of vectors with
constant, user-defined attribute levels [1].

7.5 Affine Transformations

At any time during the reconstruction of the target face, affine transformations
(rotation, translation, non-uniform scaling) may be applied to the entire face or
to a currently selected segment. These transformations are useful, for instance,
to adjust the position and orientation of the face to fit into a background image
or to account for an asymmetric layout of facial features.

7.6 Importing Features from a Database

The user may select the desired feature(s) from a database of example faces as
shown in Figure 8(c). If a selection mask has been defined previously, only the
corresponding features are imported from the selected face in the database. For
example, the user may find the face with the most appropriate nose among the
example faces, and that nose will be inserted seamlessly into the target face and
can be further edited if needed. As with attribute editing, the import of features
from a database can be restricted to the shape and/or texture of the feature.

7.7 Hair Style

The 3D Morphable Model [4] is based on 3D scans that did not represent
hair styles. Therefore, we cannot handle hair in the same way as other facial
attributes. Despite impressive progress in recent years, 3D hair modeling and
rendering is still an open field of research. Even with photorealistic rendering
techniques, collecting a database of hair styles would require to re-model existing
styles. Therefore, we follow the approach of Section 5 and render the 3D face
model into photographs of hair styles taken from different viewpoints.

For our hair style database, we selected a frontal and a profile image of people
with several different hair styles from the FERET database [15]. After manually
selecting 5–15 feature points in each hair style image once, the algorithm auto-
matically estimates pose, illumination, and contrast for inserting arbitrary tar-
get faces. This estimation works for both color and monochrome photographs.
We have chosen the monochrome images from the FERET database, since it
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S1 (PHANTOM) S1 (own) T1 S2 (PHANTOM) S2 (own)

S3 (PHANTOM) S3 (own) T2 S4 (PHANTOM) S4 (own)

Fig. 9. Results of user study. Two target persons (T1 and T2) have been shown face-to-
face to four source persons (S1–S4) for a duration of 60 seconds. The sources described
the target faces after a delay of half-a-day up to one day. A professional forensic artist
used the system [17] and Adobe PhotoshopR© for post-processing to create the compos-
ite images indicated by the keyword PHANTOM in about 2–3 hours each. The images
created with our own approach took about 1.5–2 hours each.

was easy to color the hair in these images in seven different colors (different
shades of blond, brown, red; black; grey) using an image manipulation program.
Figure 8(d) depicts the hair style dialog of our system.

7.8 Exporting the Target Face

The target face can be saved as a 3D model for further operations. In particular,
it is possible to change individual facial attributes later on or to display the face
with different rendering parameters. In addition, the target face can be exported
into an image using any desired set of rendering parameters. Rendering a face
into an image containing scenery may help the source to recall details.

7.9 Results

In a user study, we have simulated the scenario of an eyewitness who has to
create a facial composite image after a short encounter with a suspect [1]. Four
sources (witnesses) saw two target persons (suspects) for 60 seconds in a face-to-
face meeting. After a delay of half a day or one day, two of the sources were asked
to help us create composite faces with our facial modeling software, supported
by two operators who had not seen the target faces before. For comparison, a
forensic artist made composite images with a commercial software system with
the other two sources. Results (Figure 9) indicate that the 3D composite faces



314 V. Blanz

generated by our system are comparable in quality to the results of the com-
mercial system, but that they are obtained in a less tedious and time consuming
way: With our system, it took 1.5 to 2 hours, while the traditional procedure
took 2 to 3 hours.

Given the emotionally stressful situation of crime witnesses, we consider it
an important contribution to reduce the pain in the production process of com-
posite faces. Our high-level interface and the statistical analysis of semantically
meaningful facial attributes may help to achieve this goal.

8 Conclusion

We have presented a framework for high-level manipulation of faces which can
be applied both to 3D models and to existing image material. Our approach
exploits prior knowledge about classes of objects that is learned automatically
from a dataset of examples. We have shown results only for the class of human
faces, but it can be extended to other relevant classes of objects, such as full
human bodies and animals or perhaps even vehicles or buildings. When applied
to images, the approach is very versatile in terms of the imaging conditions due
to the internal 3D representation of the object class. In a case study, we have
shown that our integrated system can help crime witnesses to create composite
faces of suspects in a less tedious and painful way. This is due to the fact that
the user interface of our system is adapted to the perception and language of
humans, by learning and reproducing the meaningful attributes from a database
of labeled samples. In Computer Graphics, we believe that the link between
image-based and 3D-based image processing is a promising strategy to pursue
in the future. The overall system, as it has been described in this paper, is an
example of how computer graphics is adapted to humans in terms of the content
that is displayed, but also with respect to the requirements of the users and the
preferences of viewers.
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1 Introduction

The vision of Ambient Intelligence (AmI) presumes a plethora of embedded ser-
vices and devices that all endeavor to support humans in their daily activities
as unobtrusively as possible. Hardware gets distributed throughout the environ-
ment, occupying even the fabric of our clothing. The environment is equipped
with a diversity of sensors, the information of which can be accessed from all
over the AmI network. Individual services are distributed over hardware, share
sensors with other services and are generally detached from the traditional single-
access-point computer (see also the paper of Pantic et al. in this volume [51]).

‘Unobtrusive support’ means that where possible the user should be freed
from the necessity of entering into an explicit dialog with all these services and
devices. The environment shifts towards the use of implicit interaction, that is,
“interactions that may occur without the behest or awareness of the user” [36].
However, not all interactions between user and environment will be implicit.
It may not be possible, or it may not be desirable, e.g. because the user does
not want to feel a loss of control over certain aspects of his environment. So how
does the user achieve the necessary explicit interaction? Will (s)he address every
query for information to the specific device or service that ultimately provides
the information? Will (s)he give commands to the heating system, the blinds
and the room lighting separately? Will each service and each device carry its
own interaction interface? Clearly not. Interfaces will come to be developed that
abstract from individual services and devices and offer the user access to certain
combined functionalities of the system. The interfaces should support the mix-
ture of explicit and implicit, and reactive and proactive, interaction required for
a successful AmI environment. Finally, AmI environments are inherently multi-
user, so the interface needs to be able to understand and engage in addressed
multiparty interaction [48]. We argue that Virtual Humans (VHs) are eminently
suited to fullfill the role of such interfaces.

An AmI environment can serve various purposes. It can be a home environ-
ment, an office environment, a public space or it can be used in an educational
setting. Virtual humans can be available, among others, as friend, exercise ad-
viser, health care specialist, butler, conversation partner or tutor. Sometimes
they know things better than you do, sometimes they have more control over

T.S. Huang et al. (Eds.): AI for Human Computing, LNAI 4451, pp. 316–338, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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parts of the AmI environment than you have and sometimes they persuade you
to do things differently. You may not always like all aspects of the virtual humans
that cohabit your house. Maybe the virtual tutor that is available to monitor
your children’s homework sometimes takes decisions that are not liked by your
children at all. Your virtual friend is not very interesting if it always agrees
with your opininions. A healthcare agent has to be strict. A virtual human that
acts as a conversational partner for your grandmother may have some peculiar
behavior sometimes (like a dog or cat has; remember the Tamagotchi). As in col-
laborative virtual environments we can have remote participation in activities in
AmI environments. Virtual humans can then represent family members (with all
their characteristics, including weaknesses) that are abroad and that neverthe-
less take part in family activities. Transformation of communicative behavior of
virtual humans that represent real humans can be useful too [4]. Summarizing,
in the AmI environments we foresee that virtual humans can play human-like
roles and need human-like properties, including (semi-) autonomous behavior,
personalities, individual characteristics and peculiarities.

However, the vast majority of existing, implemented applications of Virtual
Humans are focused around one clear task, such as selling tickets, learning a
skill, answering questions or booking flights and hotels, and are accessed in a
clearly explicit manner. There, one can take it as a given that the attention of
the user is on the system and the user is primarily engaged with the interaction.
In an AmI environment this is no longer true. A dialog with a Virtual Human
may be altogether secondary to several other activities of the user. A dialog with
a Virtual Human may also be about many different issues, pertaining to different
aspects of the environment, in parallel. This has a lot of impact on many aspects
of a Virtual Human.

In the rest of this paper we will examine a (not neccesarily exhaustive) number
of aspects to Virtual Humans that we feel as most relevant to their introduction
in a complex AmI environment. Some of these aspects relate to the embedding of
the Human / Virtual Human interaction in ongoing daily activities: issues of syn-
chronization, turn taking and control. Other points touch upon the fictional/real
polemic: how realistic should VHs be? Should a VH interface exhibit ‘socially
inspired’ behaviour? Should a VH exhibit also the imperfections and shortcom-
ings so characteristic of human communication? Some of the points will be illus-
trated with examples from our recent work on Virtual Humans, summarized in
Section 4.

1.1 Structure of This Paper

Different parts of this paper have appeared earlier in contributions to the work-
shops on Human Computing at the ICMI [64] and the IJCAI [65]. This paper
supercedes and significantly extends the earlier publications. The paper is struc-
tured as follows. Section 2 sketches the background of Human Computing as
we see it. Section 3 discusses the state of the art on Virtual Human research.
Section 4 presents three example applications that have been developed at the
Human Media Interaction (HMI) group, that will be used to illustrate points
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throughout the paper. Subsequently, a number of aspects of VHs are discussed.
Most of the aspects are centered around the general question of how human VHs
really should be, which is raised in Section 5 and further elaborated in Sections 6
through 9. The paper ends with a short discussion in Section 10.

2 Human Computing: Background

Applications of computing technology are largely determined by their capabili-
ties for perception of user and environment and for presentation of information
to the user. An important characteristic of Human Computing is that the per-
ception goes beyond the observation of superficial actions and events towards
progressively more complex layers of interpretation of what is observed. Start-
ing from observable events (form), such as gestures or speech, the system uses
models of human interaction to interpret the events in terms of content, such
as intentions, attitude, affect, goals and desires of the user. Elsewhere in this
volume, the means of interpreting the users’ behaviour are classified as the front
end of Human Computing [51]. Conversely, in the other side of the system, which
might then be called the back end, the intentions and goals of the system are
realised in concrete actions, which have some direct effect on the environment
and/or involve communication to the user.

Fig. 1. Schematic overview of the various elements in the front-end and back-end of
human computing, from observations via interpretations to appropriate reactions, me-
diated by various models expressing knowledge about the behavior of people
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The models of how humans behave and communicate, mentioned above, are
an integral part of the Human Computing paradigm. Not only for an adequate
interpretation of the perceptions, but also to inform and inspire the patterns
of interaction that should occur between system and user (see also [36]), and,
especially when Virtual Humans inhabit the environment, as a basis for the real-
isation of the communicative intentions of the system. The concept is illustrated
in Figure 1 and discussed in more detail in [58] and [60].

3 Virtual Humans: Related Work and State of the Art

Virtual Humans (VHs) [53] - also known under other names like humanoids [70],
embodied conversational agents [11] or intelligent virtual agents - are computer
models resembling humans in their bodily look and their communication ca-
pabilities. A VH can speak, display facial expressions, gaze and nod, use hand
gestures and also perform motions of biological necessity, such as blinking or
changing posture. Besides these ‘back-end’ related channels, a VH ideally should
be equally capable in understanding speech and perceiving non-verbal signals of
his human conversant partner. In generating and interpreting bodily signals, the
VH should be mindful, to orchestrate his modality usage according goals, the
state of the environment and last but not least, social communication protocols.
From the point of view of HCI, there are two major motivation of ‘putting a VH
on the screen’:

– By replacing the traditional computer-specific interaction modalities (key-
board, mouse) by the natural communicational capabilities of people, the
services of computers will be accessible to a broad population, without re-
spect to (computer) literacy, cultural and social background;

– VHs make new applications possible, where they fulfill traditional human
roles, such as tutor, salesperson, and partner to play a game or chat with.
Moreover, there are applications where the VH is in an entirely new role,
without parallel in real life, such as human-like characters with fictional
capabilities in (educational) games [28], interactive drama [43] or Virtual
Reality applications [1], or a VH taking partial or split role known from
real-life situations [6].

Often it is not easy to separate the two aspects in an application. For instance,
a VH explaining how to operate a device [3], can be seen as a friendly interface
replacing queries and search in an on-line textual help, but he also extends the
services, by being able to demonstrate operations, possibly in a way tailored to
the user’s capabilities (e.g. handedness).

A key issue concerning VHs is the question whether they do indeed ‘work’. In
today’s state of the art applications they cannot be mistaken for a real person.
It is clear that they exist in a digital form, residing on a PC screen or projected
to a wall as a set of pixels. Moreover, due to features in appearance and commu-
nication, they are not considered as a recording of a real person. The ‘betraying
features’ may result from a conscious design decision to create a fictional char-
acter with limited human intelligence [38], or - more often - from technological



320 D. Reidsma, Z. Ruttkay, and A. Nijholt

limitations such as not having fast enough models to simulate hair, or Text-To-
Speech engines capable of producing synthetic speech with intonation and other
meta-speech characteristics. In spite of these observations, there are two basic
principles which make VHs promising as effective and engaging communicating
partners of real people.

1. In a broader context, it was shown that humans treat computers as social
actors [56]. We tend to talk about (and to) computers as living creatures,
ask them to perform some task, get emotional about their performance and
provide feedback accordingly. One may expect that it is even more so if we
see a human-like creature representing the services of the underlying system.

2. With the appearance of a human-like character on the screen, all the sub-
tleties (or lack of them) reminiscent of human communication will be in-
terpreted and reacted to. Though we know that we are not facing a real
person, we “suspend our disbelieve” against the VH: we do not look at them
as cool computer engineering achievements, but react to them as we do to
real people. This does not require, per se, photorealism in appearance and
behavior. The very term was coined in connection with successful Disney
animation figures, who thank their success to consistent behavior, both con-
cerning changes in their emotions and goals reflecting some personality and
in the way how this is conveyed in their speech and body language. Expres-
sivity is achieved by using subtle phenomena of human communication in an
enhanced or exaggerated - thus non-realistic - way.

Human-like appearance and behavior of the interface, in particular when the
computer is hidden behind a virtual human, indeed strengthen the acceptance
of the computer as a social actor [23] or even a persuasive social actor [22] that
changes our attitudes and behavior.

But what design rules are to be followed making a ‘successful’ VH? One whom
the users will like, find easy to communicate with... and who helps the user to
perform the task required? The quality of the signals of communications modali-
ties used by the VH should be good: his speech intelligible, his motion not jerky,
his face capable of expressing emotions. In the past decade, much effort has been
spent on improving the human-likeness of individual modalities of VHs, such as
improving the quality of synthesized speech [45], modeling expressive gesturing
of humans [30; 31], deriving computational models to capture the kinematics
[72], providing means to fine-tune the effort and shape characteristics of facial
expressions and hand gestures [14], model gaze and head behavior and adding
biological motions like blinking or idle body motion [20]. The fusion of multiple
modalities has been dealt with, from the point of view of timing of the generated
behavior, and the added value of using multiple modalities in a redundant way.

Besides these low-level technical requirements, several subtle human qualities
have been proven to play an essential role in both the subjective judgment of a
(virtual) human partner and the objective influence of him. It has turned out
that by using smalltalk, common ground can be created and as a consequence,
the user will trust the VH more [8]. In addition to task-related feedback, showing
interest and providing empathic reactions [19] contribute to the success of task
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performance e.g. in tutoring [46; 41] and coaching. Emotional reactions are remi-
niscent of humans. Modeling emotions and their benefits in judging the VHs have
been extensively addressed in recent works [25; 42]. Initially, the 6 basic emotions
were to be shown on the face [21], which has been followed by research on the dis-
play of other emotions and of cognitive states, taking into account display rules
regulating when emotions are to be hidden [54] or overcast by fake expressions e.g.
to hide lies [57], studying principles to show mixed emotions on the face and to re-
flect emotions in gesturing [50]. Besides temporary emotions, having long-term
attitude towards a VH, like friendship, has been pointed out [69].

Moreover,people attribute some personality to VHs based on signals of non-
verbal communication, the wording of speech and physical impressions of the
embodiment. It has been shown that signals of modalities such as posture or
the intonation of synthetic speech are sufficient to endow VHs with a personal-
ity [47]. From these experiments it was also clear that people tend to prefer a
virtual communicative partner with similar (or in some cases, complementary)
personality. So an effective VH should be endowed with a personality best match-
ing the envisioned user. Thus no single universal, best VH may be designed, but
characteristics of the user - such as personality, but also age, ethnicity, gender -
need to be taken into account. The importance of cultural and social connotation
of a VH has been pointed out [52; 55].

It has also been mentioned that virtual humans should be individuals, in
their behavior, verbal and non-verbal style, body, face and outfit [62]. Some
subtle aspects of interaction, like the style of the VH [63] and his/her attitude
towards the user have proven to be important in judging them.

As of the less investigated bodily design, some case studies show that similar
criteria of judgment are to be taken into account when deciding about gender,
age, ethnicity, formal or casual dressing [44], or even (dis)similarity to the human
user [5] or non-stereotypical embodiment like a fat health-advisor [71]. Other di-
mensions of VH design are to do with human-likeness and realism. Should the
VH be humanlike, or are animals or even objects endowed with human-like
talking/gesturing behavior more appropriate? The application context may be
decisive: for children, it may be a factor of extra engagement when the tutor
is a beloved animal known from a favorite tale (or TV program), or when an
animal or object to be learned about is capable of telling informative facts about
‘himself’. But non-human characters may be beneficial for adult users too, to
suggest the limited mental capabilities of the VH (using e.g. a dog [35], or a pa-
perclip as Microsoft did). The degree of realism of the VH is another dimension.
Most of the current research has been driven by the motivation to be able to
reproduce human look and behavior faithfully. Recently, the expressivity in non-
photorealistic and artistic rendering [61] and in non-realistic communication as
done in traditional animation films [74; 12] and on theater stage [68] are getting
a place in VH design.

The overall objectives of likability, ease of use and effectivity may pose con-
flicting design requirements. In an early study it was shown that even merely
a slightly frowned eyebrow from a virtual human can result in measurable
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differences: a stern face was more effective, but liked less, than a neutral face [73].
There are some applications like entertaining games or crisis management where
basically only one of the two objectives is to be met. However, in most of the
applications both factors play a role, and the two objectives need to be balanced
with respect to the progress made and the current emotional and cognitive state
of the user.

The potentials of VHs are huge. There are still major challenges to specific
disciplines to improve bodily and mental capabilities of VHs along the above
dimensions, and to compile these components into full-fledged, consistent be-
lievable virtual characters [26]. Also, the necessity of cooperation of different
disciplines, and particularly, dedicated studies providing basis for computational
models of human-human interaction, have been underlined [34]. In such a ‘big
scenario’ with yet many problems to be solved, many more subtle issues of hu-
man - (virtual) human communication are not (yet) looked at. In the rest of
the paper, we focus on such issues. They are essential to have VHs in an AmI
environment, where they are active and present in the daily life of the users. On
the other hand, several of these subtle issues have major consequences on the
design of VHs and raise further, principal questions concerning the VHs. This
is the major focus of the forthcoming sections. In this paper we do not address
the technical feasibility of the envisioned characteristics, as each of them would
require in-depth expertise from specific fields. However, we note that several of
the features we discuss would be feasible with present-day technology, while oth-
ers would need research in new directions in some disciplines both to provide
computational models and good enough implementations.

4 Virtual Humans: Engagement and Enjoyment

4.1 Introduction

In this section, we present three applications currently being developed at the
HMI (Human Media Interaction) research group: the Virtual Dancer [59], the
Virtual Conductor [9] and the Virtual Trainer [67]. These three novel applica-
tions are summarized in preparation to our general discussion on subtleties of
VHs, where we will use illustrative examples from the applications. All three
applications require virtual humans with capabilities beyond the ones in more
restricted or traditional functions such as providing information or tutoring.
These seemingly very different applications share some basic features, and have
actually been developed relying on a similar framework. In all three applications,
the VH:

– has visual and acoustic perception capabilities,
– has to monitor and react to the user continuously,
– has to use subtle variants of a motion repertoire generated on the fly, and
– uses both acoustic (music, speech) and nonverbal modalities in a balanced

and strongly interwoven manner.



Challenges for Virtual Humans in Human Computing 323

4.2 A Dancer

In a recent application built at HMI, a virtual human - the Virtual Dancer -
invites a real partner to dance with her [59]. The Virtual Dancer dances to-
gether with a human ‘user’, aligning its motion to the beat in the music input
and responding to whatever the human user is doing. The system observes the
movements of the human partner by using a dance pad to register feet activ-
ity and the computer vision system to gain information about arm and body
movements. Using several robust processors, the system extracts global charac-
teristics about the movements of the human dancer like how much (s)he moves
around or how much (s)he waves with the arms. Such characteristics can then
be used to select moves from the database that are in some way ‘appropriate’ to
the dancing style of the human dancer.

There is a (non-deterministic) mapping from the characteristics of the ob-
served dance moves to desirable dance moves of the Virtual Dancer. The in-
teraction model reflects the intelligence of the Virtual Dancer. By alternating
patterns of following the user or taking the lead with new types of dance moves,
the system attempts to achieve a mutual dancing interaction where both human
and virtual dancer influence each other. Finding the appropriate nonverbal in-
teraction patterns that allow us to have a system that establishes rapport with
its visitors is one of the longer term issues being addressed in this research.

Clearly, the domain of dancing is interesting for animation technology. We
however focus on the interaction between human and virtual dancer. The inter-
action needs to be engaging, that is, interesting and entertaining. Efficiency and
correctness are not the right issues to focus on. In this interaction perfectness can
become boring and demotivating. First experiences with demonstration setups
at exhibitions indicate that people are certainly willing to react to the Virtual
Dancer.

4.3 A Conductor

We have designed and implemented a virtual conductor [9] that is capable of
leading, and reacting to, live musicians in real time. The conductor possesses
knowledge of the music to be conducted, and it is able to translate this knowledge
to gestures and to produce these gestures. The conductor extracts features from
the music and reacts to them, based on information of the knowledge of the score.
The reactions are tailored to elicit the desired response from the musicians.

Clearly, if an ensemble is playing too slow or too fast, a (human) conductor
should lead them back to the correct tempo. She can choose to lead strictly or
more leniently, but completely ignoring the musicians’ tempo and conducting like
a metronome set at the right tempo will not work. A conductor must incorporate
some sense of the actual tempo at which the musicians play in her conducting, or
else she will lose control. If the musicians play too slowly, the virtual conductor
will conduct a little bit faster than they are playing. When the musicians follow
him, she will conduct faster yet, till the correct tempo is reached again.

The input of the virtual conductor consists of the audio from the human
musicians. From this input volume and tempo are detected. These features are
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evaluated against the original score to determine the conducting style (lead, fol-
low, dynamic indications, required corrective feedback to musicians, etc) and
then the appropriate conducting movements of the virtual conductor are gener-
ated. A first informal evaluation showed that the Virtual Conductor is capable
of leading musicians through tempo changes and of correcting tempo mistakes
from the musicians. Computer vision has not been added to the system. That
is, musicians can only interact with the conductor through their music. In ongo-
ing work we are looking at issues such as the possibility to have the conducting
behavior directed to (the location of) one or more particular instruments and
their players, experimenting with different ‘corrective conducting strategies’ and
extending the expression range of the Virtual Conductor.

4.4 A Trainer

The Virtual Trainer (VT) application framework is currently under development
[67] and involves a virtual human on a PC, who presents physical exercises that
are to be performed by a user, monitors the users performance, and provides
feedback accordingly at different levels. Our VT should fulfill most of the func-
tions of a real trainer: it not only demonstrates the exercises to be followed, it
should also provide professionally and psychologically sound, human-like coach-
ing. Depending on the motivation and the application context, the exercises
may be general fitness exercises that improve the users physical condition, spe-
cial exercises to be performed from time to time during work to prevent for
example RSI (Repetitive Strain Injury), or physiotherapy exercises with medi-
cal indications. The focus is on the reactivity of the VT, manifested in natural
language comments relating to readjusting the tempo, pointing out mistakes or
rescheduling the exercises. When choosing how to react, the static and dynamic
characteristics of the user and the objectives to be achieved are to be taken into
account and evaluated with respect to biomechanical knowledge and psycholog-
ical considerations of real experts. For example, if the user is just slowing down,
the VT will urge him in a friendly way to keep up with the tempo, acknowledge
with cheerful feedback good performance and engage in a small talk every now
and then to keep the user motivated.

Related work on VTs can be found in, among others, [18], where a physio-
therapist is described with similar functionality as ours, [13] with an interesting
Tai Chi application, and [2], reporting about work on an aerobics trainer.

5 How Human Should Virtual Humans Really Be?

Traditionally, there are different qualities associated with machines (including
computers) and humans. Machines, and machine made products are praised for
being reliably identical and precise, irrespective of time and conditions of pro-
duction, exhaustive, fast, deterministic in handling huge amounts of information
or products, slavishly programmable... as opposed to humans being nonrepeti-
tive and less predictable, error prone and nondeterministic in their ‘functioning’.
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On the other hand, when it comes to flexibility, adaptation, error recovery, en-
gagement... humans are valued higher.

However, it has been suggested that implicit interaction, which is an important
part of the interaction in an AmI environment, should be inspired in the patterns
and behaviour found in Human-Human interaction [36]. And, depending on the
application, humans already treat computers as social actors [56]. Humanlike
appearance and behavior of the interface, in particular when the computer is
‘hidden behind a virtual human’, strengthen this acceptance of the computer
as a social actor [23; 47] or even a persuasive social actor [22] that changes
our attitudes and behavior. Virtual Humans, more than regular graphical user
interfaces, invite natural human interaction behavior and therefore it is useful
to be able to capture and understand this behavior in order to let it play its
natural role in an interaction [51].

This raises the question of how human Virtual Humans should be. Should a
VH interface exhibit ‘socially inspired’ behaviour? Should a VH exhibit also the
imperfections and shortcomings so often present in human communication? Do
we want a VH to be hesitant or even make errors, to be nondeterministic, or,
just the opposite, are we eager to use superhuman qualities made possible by the
machine? Do we need the fallible human qualities to increase the naturalness and
believability of human looking software entities? Are there additional, practical
values too of human imperfections? Is there a third choice, namely VHs which
unify the functionally useful capabilities of machines and humans, and thus are
not, in principle, mere replicas of real humans?

In this paper we focus on qualities of real humans that are characteristically
present in everyday life, but are hardly covered by the efforts on attaining higher
level cognitive model based behavior of VHs. We look at subtleties and ‘imper-
fections’ inherent in human-human communication, and investigate the function
and merits of them. By subtleties, we mean the rich variations we can employ in
verbal and nonverbal communication to convey our message and the many ways
we can draw attention to our intentions to convey a message. By imperfections
we mean phenomena which are considered to be incorrect, imperfect according
to the normative rules of human-human communication. Both enrich the model
of communication, the first one by taking into account more aspects and details
(e.g. emotions and personality of the speaker), the second one by being more per-
missive about what is to be covered. We consider imperfections as those natural
phenomena of everyday, improvised language usage which are not considered to
be correct and thus, are not ‘allowed’ by some descriptive rules of proper lan-
guage usage. For instance, restarting a sentence after an incomplete and maybe
grammatically incorrect fraction is such an imperfection. We are aware though
of the continuous change of norms for a language, pushed by actual usage. The
space here does not allow dwelling on the relationship between intelligence and
the capability of error recovery and robust and reactive behavior, in general.
Here we present the issue from the point of view of communication with virtual
humans and from the point of view of perception of VHs.
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6 Virtual Humans as Individuals

“Who are you?” do people ask (usually as one of the first questions) from their
VH interlocutor. The answer is a name, maybe extended with the services the
VH can offer. In case of chat bots, a date of birth may be given, and the creator
may be named as ‘father’, such as in the case of Cybelle1. Notably, the date
of ‘creation’ makes sense in the fictional framework only. Moreover, any inquiry
about further family members is not understood. The personal history is simi-
larly shallow and inconsistent as of her hobbies: she has a favorite author, but
cannot name any title by him. Deviations from this common solution can be
found, when the VH is to stand for a real, though long-dead, person [7], and the
very application is to introduce the reincarnated real person and his history to
the user. The other extreme is feasible when the VH is in a role, such as that
of a museum guide [39], where his refusal ‘to talk about any personal matters’
sounds to be a natural reaction. But in other applications, where it would be
appropriate, we would never know about the family, schooling, living conditions,
acquaintances and other experiences of the VH, neither about his favorite food
or hobbies. One may argue that that is enough, or even preferred, to remain ‘to
the point’ in well defined task oriented application like a weather reporter or
trainer. However, even in such cases in real life some well placed reference to the
expert’s ‘own life and identity’ breaks the businesslike monotonicy of the service,
and can contribute to create common ground and build up trust. B. Hayes-Roth
endowed her Extempo characters with some own history as part of their ‘anima’
[32]. From the recent past, we recall a Dutch weather forecast TV reporter who
added, when a certain never heard-of Polish town was mentioned as the coldest
place in Europe, that this town is special for him as his father was born there.
But he could have noted about some other aspects like special food or customs
he experienced or knows of from that place. In case of a real fitness trainer’s
video, it is remarkable how the task related talk is interwoven with references to
the presenter’s personal experience on where she learnt the exercises, what she
found difficult, etc. A VH could use his personal background to generate just
some ‘idle small talk’ in addition to the task related conversation, or to relate
it to the stage of task completion or difficulty and the reactions from the user,
in order to increase the user’s commitment. So for instance, a VT may include
non task related small talk at the beginning or during resting times, or add task
related background information to keep the user motivated during a long and/or
difficult exercise.

In order to make a VH ‘personal’, it is not enough to endow him with a
‘personal history’. Some mechanisms should be provided to be able to decide
when and what piece of personal information to tell. E.g. to derive if there
is something in the personal knowledge of the VH which could be related to
the factual, task oriented information to be told. This may span from simple
tasks as discovering dates, names and locations, to the really complex AI task
of associative and analogical reasoning.

1 http://www.agentland.com/

http://www.agentland.com/
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Finally, the disclosure of the personal information and identity is a manifes-
tation of personality: open, extrovert people (and VHs) may interweave more
their story with personal references than introvert ones.

An interesting question is that a VH’s ‘personal history’ may be also adapted
to a situation, or a given user (group), not only its conversational style as sug-
gested for robots [17] and VHs [63]. However, consistency within different inter-
action sessions with the same user (group) should be taken care of.

7 Here and Today - Situatedness

VHs hardly give the impression that they know about the time and situation they
converse in with their user. Some VHs do reflect the time of the day by choosing
an appropriate greeting. But much more could be done: keeping track of the
day, including holidays, and commenting accordingly, providing ‘geographical
update’ capability when placing a VH enabled service in a location, endowed
with some social and political information about the place. Imagine a VT who
knows that it is today a public holiday in Italy where the given VT is ‘active’.
Some special words to the user keeping up her exercise scheme on a holiday
would be appropriate. But on a tropical Summer day, the heat may lead the VT
to revise its strategy, remind the user the necessity of drinking, or even shorten
the exercises, or suggest doing it the next time during the morning.

The identity of the user may be a source of further situatedness. As a min-
imum, a VH should ‘remember’ earlier encounters with the user. Asking the
name or telling the same piece of small talk to the same person each time is
disappointing. But how nice it sounds if a VT refers to yesterday’s performance,
knows of the user’s religion does not allowing her to do exercises on Saturday,
greets her specially on her birthday.

Finally, in order to perceive a VH as ‘present’, the VH must have means
to gather information about the user and react to it. To begin with, the mere
presence of the user and her identity should be detected, and her task related
performance should be monitored. But think of a real trainer or tutor, who would
very likely comment on changes like not wearing glasses, change in hair style,
being sunburnt or showing signs of a cold. A Virtual Trainer could do similar
comments.

8 Shortcomings as Features

‘Shortcoming’ is a negative word. Shortcomings in the realisation of commu-
nicative acts (e.g. mumbling, sloppy gestures ...), the information transfer (e.g.
ambiguous wording, redundant or incomplete content ...) or the knowledge or
decisions: at first sight they are something to be avoided when you are designing
VHs. But... people without imperfections don’t exist - luckily so, as the vari-
ety in ‘imperfections’ also makes people different and interesting. And besides,
what is a shortcoming? Traits that are considered undesirable in one culture,
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may be unimportant or even considered good behaviour in the next. And be-
havior that may be considered imperfect because it deviates from a norm im-
posed by ‘average human behavior’ may actually have a clear communicative
function.

In Section 5, we raised the question whether we should aim for ‘perfect’ VHs or
whether there are practical values to human imperfections too. In this section we
want to elaborate a bit on the question, examining some examples of ‘imperfect’
behavior on their potential merits.

8.1 User Adaptation

At first sight one might require that a VH is as perfect as can be, in its cognitive
decisions, conversational and motion skills. One reason for lifting this require-
ment may be user adaptation. As a VH may come across users of different
intellectual and communicational capabilities, the capability to recognize such
a situation and scale down the VHs’ own functioning is more beneficial than
overwhelming the user with a perfect and too demanding performance. This is
already happening in the case of some TTS services, where the generated En-
glish pronunciation is not the ‘official nicest’ one, but one ‘tortured’ according
to the practice of users whose mother tongue, like many Asiatic languages, has
a very different acoustic scheme. Adapting to the level of a user by hiding some
of the cognitive capabilities of the VH is already a usual practice in gaming and
in tutoring situations. Lastly, the VT scenario exemplifies a possible reason for
adapting the motion skills to those of the user by showing up in the embodi-
ment the most appropriate for the given user. His/her gender, age and motion
characteristics may be similar to the user’s, in order to avoid having a too huge
gap between or example a ‘fit and young’ trainer and the ‘fattish, somewhat
rigidmoving’ user [71]. On the other hand, deviations from usual trainers in the
other (superman) direction may have positive effects too. Imagine the VT mak-
ing every now and then extreme, beyond-realistic capabilities jumps to cheer up
the user or grab attention.

8.2 Clarification and Commitment

Certain types of imperfections in communication need ‘repair’. A (virtual) hu-
man who mumbles needs to be asked to repeat itself. A (virtual) human using
ambiguous language, or serious disfluencies, may be asked for clarification, lit-
erally, or through nonverbal mechanisms such as a lifted eyebrow or a puzzled
expression. The traditional judgment of such repair in Human-Computer inter-
action is as an undesirable necessary evil, hence the term ‘repair’. However, as
Klein et al. state, one of the main criteria for entering into and maintaining a
successful joint activity is “Commitment to an intention to generate a multi-
party product” [37]. This commitment needs not only to be present, but must
also be communicated to the conversational partner. Imperfections in the com-
munications of a VH, and the subsequent so-called ‘repair dialogues’, could be a
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subtle means for both VH and human to signal their commitment to the inter-
action. One must be really committed to an interaction if one is going through
the trouble of requesting and/or giving clarifications, repeating oneself, etc...

There are two sides to this commitment issue. The first relates to imperfections
at the side of the human user. When we assume that entering into clarification
and repair dialogues is a strong signal of commitment to the conversation, we
see a clear reason to invest in the development of techniques for clarification dia-
logues beyond what is needed to let the conversation reach its intended goal. One
may decide to make the VH initiate clarification dialogues when they are not ab-
solutely necessary for reaching the goal, to signal commitment to understanding
the user.

The second relates to imperfections at the side of the VH. If the human is
forced to ask the VH for clarification all the time, this will be considered a
drawback in the interaction capabilities of the system. However, there may be
certain subtle advantages to a VH that uses ambiguous, disfluent or otherwise
imperfect expressions. Judicious use of ambiguities at non-critical points in the
conversation, at a point where it is likely that the user will ask for clarification
(explicitly or nonverbally), gives the VH a chance to show off its flexibility and
its willingness to adapt to the user. This gives the human user a feeling of
‘being understood’ and of commitment from the side of the VH. Again, such an
approach would need a lot of investment in repair and clarification capabilities
of the VH.

8.3 Signaling Mental State and Attitude

In other situations imperfections express an important part of the content of
the conversation. Imperfections in the multimodal generation process, such as
hesitation, stuttering, mumbling and disfluencies can signal indications of the
VH’s cognitive state (e.g. ‘currently thinking’, ‘unhappy’), conversational state
(‘ready to talk’), attitude towards the conversation partner or the content (belief,
certainty, relevance, being apologetic).

Cognitive or conversational state is often reflected by gaze and body postures
of the VHs. However, the usage of (non-speech) vocal elements in these and
other situations has not been addressed widely yet. For example, by analyzing a
multi-party real-life conversation, we found that non-speech elements abundantly
interwove with the ‘meaningful, articulated’ utterances.

While some of the erroneous and nonverbal utterances reflect the ‘processing
deficiencies’ of the speaker (e.g. difficulty in formulating a statement in correct
format), others have important function in regulating the dialogue (e.g. indicat-
ing request for turn taking by making some sound) or in qualifying the ‘verbatim’
content (e.g. a hesitant pause before making a statement indicates that the in-
formation to be conveyed may not be correct). In our analysis of multi-party
real-life conversation we could identify speech situations as well as personality,
emotional and cognitive state of the speaker as indicators of the frequency and
type of non-speech elements used.



330 D. Reidsma, Z. Ruttkay, and A. Nijholt

8.4 Other Merits of Imperfections

The above subsections presented a number of considerations for turning VHs
‘imperfect’. Before ending this section we will touch lightly upon a few of the
countless other themes that in some way also can involve imperfections.

Disfluencies and other imperfections are a major characteristic of spontaneous
speech. If a VH talks without disfluencies it may come across as stilted, not
spontaneous enough. In the ongoing work mentioned earlier we do encounter
a common phenomenon in the language usage itself: speakers do not express
themselves in perfect sentences, especially if they are answering an unexpected,
unusual question or contribute to a discussion. Often, they abandon an erroneous
start of a sentence and correct, or repeat the start in another form.

Ambiguous wordings and underspecification will help to give the user a sense
of ‘freedom’ in the dialogue, to feel less constrained [24]. (Note though that we
then run the risk of the user indulging in the same kind of ambiguous language
use to an extent that the VH cannot handle it). Hesitations, mumbling and
disfluencies are also mechanisms that play an important role in reducing the
amount of threat potentially perceived by the human user [10].

Making mistakes may have the positive side-effects of users perceiving the VH
as more believable and more individual. Humans are not perfect, and usually there
is not a single ‘perfect’ way of action. When researchers create a model of, for ex-
ample, turn taking behavior as a general norm, and we then implement this model
in a VH, the fact that such a model is an abstraction by nature makes certain that
the VH will behave in a way that no real human would do. Making mistakes also
gives a VH unrivalled opportunity for exhibiting an individual style. After all, as
humans we can probably distinguish ourselves from others through the mistakes
that we make as much as through the things we do perfect.

9 Some Communicational Challenges for VHs in an AmI
Environment

Finally, there are some communicational challenges for Virtual Humans we would
like to mention here. They have a lot to do with the fact that VHs in an AmI
environment need to coordinate their actions carefully to events happening in the
environment, as well as to the actions of the user (see also the paper by Jeffrey
Cohn in this volume [16]). The last is especially tricky when the interaction is
implicit, since then the user is not aware of the interaction and one cannot rely
on the simple turntaking protocols that usually regulate interaction between a
VH and a user.

9.1 Who Is in Control?

VHs enter domains where they are not to be the dominant partner, and thus
the control scenario is not well established. On one hand, the VH should not be
completely dominant and thus needs to be able to follow the initiative of the
human partner. On the other hand, VHs that show no initiative of their own
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do not seem to be human-like conversational partners but more like responsive
machines that are to be controlled by the user using multimodal commands.

In the Virtual Dancer application, the control between human and VH is both
mixed-initiative and implicit: the VH alternates phases of ‘following dancing
behavior’ where it incorporates elements of the humans dance in its own dance
with phases of ‘leading dancing behavior’ where it introduces new elements which
the human will hopefully pick up.

For the Conductor, control is on the side of the VH, but with a special twist.
Although the conductor is leading the musicians all the time, she cannot afford
not to let herself be influenced by the actions of the musicians. If an ensemble is
playing too slow or too fast, a conductor should lead them back to the correct
tempo. She can choose to lead strictly or more leniently, but completely ignoring
the musicians tempo and conducting like a metronome set at the right tempo
will not work. A conductor must incorporate some sense of the actual tempo at
which the musicians play in her conducting, or else she will lose control.

In the VT scenario, the issue of control is essential, and subtle. Basically, the
user is to perform the instructions given by the VT. However, this is not what
happens all the time. The reaction for the VT depends on the assessment of
the situation, including past performance and knowledge of the user. When the
VT concludes that the user has just lost tempo, or is getting a little lazy, than
the VT reinforces his/her own tempo to the user. But if the user looks very
exhausted, or (s)he has a ‘bad day’ of decreased performance, then the VT may
‘give in’ to the user and slow down his/her tempo to comfort the user. Hence
the VT is attentive and reactive, instead of imposing a predefined scenario on
the user. The decision concerning when and how ‘to give in’ to the user must be
based on detailed domain-specific and psychological knowledge.

9.2 Coordination of Modalities

There are several reasons why coordination of modalities in our applications
needs a level of subtlety and sophistication beyond what is present in much
current work.

For example, in present VH applications it is usually assumed that speech is
the leading modality, and accompanying gestures and facial expressions should
be timed accordingly. Dropping this assumption influences the design of a bal-
anced multi-modal behavior that does not place natural language in a privileged
role. It also influences the planning algorithms used to generate the behavior.
We know of only one work where the instruction utterances’ tempo is scaled to
the duration of the hand movements in explaining an assembly task [40]. This
clearly indicates how rarely this issue is attended by current research efforts.

Another challenging characteristic is the need for alignment of multimodal
behavior to external channels or events. Such a feature is essential in any ap-
plication where the VH is embedded in an external environment or does not
converse by switching between pre-programmed active speaking and passive lis-
tening behavior but reacts according to a model of bidirectional communication
behavior. ‘Outside events’ are usually not covered in the framework of modality
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coordination, but rather as an issue of planning specific gestures (e.g. pointing
at or reaching for moving objects). However, the fact that behavior in any of
the modalities may be constrained in its timing by sources outside the VHs’
influence calls for subtle and strongly adaptive planning and re-planning.

In the Virtual Dancer application the issue of coordination focusses wholly
on the alignment of the dance behavior to the music. There is also a relation
between the performed dance ‘moves’ and the dance of the user, but as yet, there
is no tight timing relation between those two.

Coordination in the Conductor application is really a mutual coordination
between the intentions and actions of conductor on the one hand, and the mu-
sicians playing their parts on the other hand. One cannot simply say that the
conductor coordinates her actions to the music as it is being played, nor is it
realistic to assume that the conducting actions are planned first and the coordi-
nation of music played by the musicians is completely determined by that. There
is a feedback loop of mutual influence going on: conducting and playing music
is a joint action [15] in the truest sense.

In the VT scenario, the issue of coordinating speech, motion and a given
piece of music has turned out to be central, relating to two aspects mentioned
above. Namely, a virtual trainer explains postures and basic movements and
conducts rhythmic exercises. The exercises may be performed in different tempi.
The speech (e.g. counting and providing comments on posture), which is often of
secondary importance, should be aligned to the motion. The alignment should
be subtle, in one case making sure that the emphasized syllabe of the counting
coincides with the end of the stroke of the movement, while in another case
the counting starts together with a repetitive motion unit, or an expression is
uttered in an elongated duration, during the finishing movement of a series.
This requires real-time reactive planning of speech, occasionally resulting in
what would usually be seen as ‘unnaturally slow’ utterances which are justified
by the elongated duration of the corresponding motion. TTS systems may not
even be prepared to generate such slowed down, unnatural speech. On the other
hand, the timing of the exercise presented by the VT may be driven by external
audiovisual cues of varying tempo. An exercise author may specify the tempo of
an exercise by clapping or tapping, or as being aligned to music beats. However,
this is often not enough in the case of VTs. For example, a VT may need to align
its performance to the user doing the same exercise while counting along. This
again requires a subtle real-time planning, affecting duration and alignment of
sub-segments of a motion [66].

10 Discussion

We have argued that there are dimensions still to be exploited to turn VHs more
lifelike, entertaining and in cases effective, especially in the context of Human
Computing. We discussed the potentials of:

– making VHs look more individual and imperfect, may be configured to a
given user’s preferences;



Challenges for Virtual Humans in Human Computing 333

– endowing VHs with identity and personal history;
– grounding VHs to the geographical and sociological place and time of the

application being used;
– taking care of styled and natural conversation with phenomena of ‘imperfec-

tions’ reminiscent in real life.

The above features do not require, first of all, further improvement of single
or multimodal communication on the signal level, but they do pose challenges on
modeling mental capabilities like associative storytelling or require further socio-
psychological studies of the nature and effect of social conversation in task related
situations. What is needed, for several of the above enrichments, is multisignal
perception of the conversant of a VH.

Dedicated evaluation studies are needed to put together a huge jigsaw image.
It is clear already that the objective to engage the user in an activity and to
perform a task well and efficiently may require a different VH design along
several dimensions. Also, the application context (real/fictional) puts the user
in different frame of mind to judge the VH, On the other hand, even less is
known of the judgments of nonhuman capabilities of VHs. For example, it has
turned out that a VH could ‘read from the eye’ of the user better than most
of the people are capable of [49]. What to do with such a superhuman power
of a VH? Or, another example is the reasoning speed and capability of a VH:
do people take it as natural (from a VH) that he can recall multiple telephone
books? Or should he ‘fake’ the human limitation of recalling data in a register?
How to get away with shallow, or not deep/complete enough, models?

We have argued that carefully ‘designed’ imperfection in the communication
may increase not only the believability but also the scope of applicability and
effectiveness of the VH in question. People are are neither uniform nor perfect,
but have different capabilities, and have means to recognize and cope with errors
and limitations. Endowing VHs with the imperfections of humans can help mak-
ing them more ‘comfortable’ to interact with. The natural communication of a
VH should not be restricted to multimodal utterances that are always perfect,
both in the sense of form and of content.

This scenario aims at hiding the ‘machine’ nature of the VH. This may be very
much what we want on the communication level, but how about the cognitive
level? For instance, if a VH is to find an item from a huge database, or perform
a difficult calculation, should the imperfect that is, slower, error prone human
behavior be mocked up, even if the computer is ready with the perfect answer
immediately? In general, should a VH’s amount and processing of knowledge
‘resemble’ the capabilities of humans, in order to make the VH believable and
lifelike, as opposed to some omnipotent supercreature?

On the other hand, such a scenario may sound completely irrational, as it
makes no use of the power of the computer. Given the fact that most humans
are indoctrinated from birth with the adagio that ‘computers are fast in calculat-
ing’, hiding this capability behind artificial imperfection might even be perceived
as unrealistic. Except maybe when the user is given to understand that (s)he
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interacts with the computer through the intermediation of the VH rather than
with the computer embodied by the VH.
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Abstract. Enabling machines to understand emotions and feelings of the human 
users in their natural language textual input during interaction is a challenging 
issue in Human Computing. Our work presented here has tried to make our 
contribution toward such machine automation. We report work on adding 
affect-detection to an existing e-drama program, a text-based software system 
for dramatic improvisation in simple virtual scenarios, for use primarily in 
learning contexts. The system allows a human director to monitor impro-
visations and make interventions, for instance in reaction to excessive, 
insufficient or inappropriate emotions in the characters’ speeches. Within an 
endeavour to partially automate directors’ functions, and to allow for automated 
affective bit-part characters, we have developed an affect-detection module. It 
is aimed at detecting affective aspects (concerning emotions, moods, value 
judgments, etc.) of human-controlled characters’ textual “speeches”. The work 
also accompanies basic research into how affect is conveyed linguistically. A 
distinctive feature of the project is a focus on the metaphorical ways in which 
affect is conveyed. Moreover, we have also introduced how the detected 
affective states activate the animation engine to produce gestures for human-
controlled characters. The description of our approach in this paper is taken in 
part from our previous publications [1, 2] with new contributions mainly on 
metaphorical language processing (practically and theoretically), 3D emotional 
animation generation and user testing evaluation. Finally, Our work on affect 
detection in open-ended improvisational text contributes to the development of 
automatic understanding of human language and emotion. The generation of 
emotional believable animations based on detected affective states and the 
production of appropriate responses for the automated affective bit-part 
character based on the detection of affect contribute greatly to the ease and 
innovative user interface in e-drama, which leads to high-level user engagement 
and enjoyment.  

Keywords: E-drama, affect detection, improvisational AI actor, emotional 
behaviour and metaphor. 

1   Introduction 

Improvised drama and role-play are widely used in education, counselling and 
conflict resolution. Researchers have explored frameworks for e-drama, in which 

AI for
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virtual characters (avatars) interact under the control of human actors. The 
springboard for our research is an existing system (edrama) created by one of our 
industrial partners, used in schools for creative writing and teaching in various 
subjects. The experience suggests that e-drama helps students lose their usual 
inhibitions, because of anonymity etc. One main aspect of our project is the addition 
of types of intelligent automation. 

In the edrama system, up to five virtual characters are controlled on a virtual stage 
by human users (“actors”), with characters’ (textual) “speeches” typed by the actors 
operating the characters. A director is also involved in a session. A graphical interface 
on each actor’s and director’s terminal shows the stage and characters. Speeches are 
shown as text bubbles. Actors choose their characters clothes and bodily appearance. 

Currently, cartoon figures against backdrops of real-life photographic images are 
used. However, we are bringing in animated gesturing avatars and 3D computer-
generated settings using technology from an industrial partner. Actors and the human 
director work through software clients connecting with the server. Clients 
communicate using XML stream messages via the server, which is usually remote 
from the terminals, which may themselves be remote from each other. Terminal-
server communication is over the Internet using standard browsers. 

The actors are given a loose scenario around which to improvise, but are at liberty 
to be creative. One scenario we have used is school-bullying where a schoolgirl Lisa 
is being bullied by her classmate Mayid. There are also roles for two friends and a 
teacher. Within these parameters, actors must improvise interesting interchanges.  

The human director has a number of roles. S/he must constantly monitor the 
unfolding drama and the actors’ interactions, or lack of them, in order to check 
whether they are keeping to the general spirit of the scenario. If this is not happening, 
the director may then intervene. For example, a director may intervene when the 
emotions expressed or discussed by characters are not as expected (or are not leading 
consistently in a new interesting direction). The director may also feel the need to 
intervene if one character is not getting involved, or is dominating the improvisation.  

Intervention can take a number of forms. The director can send messages to actors. 
However, another important means of directorial intervention is for the director to 
introduce and control a ‘bit-part’ character. This character will not have a major role 
in the drama, but might, for example, try to interact with a character who is not 
participating much in the drama or who is being ignored by the other characters. 
Alternatively, it might make comments intended to ‘stir up’ the emotions of those 
involved, or, by intervening, diffuse any inappropriate exchange developing. 

Clearly, all this places a heavy burden on the director. In particular, playing the 
role of the bit-part character and interacting with other characters whilst keeping 
interventions limited so as to maintain the main improvisatory drama amongst the 
actors, makes it difficult to fully monitor the behaviour of all the other actors and send 
appropriate messages to them should they stray off topic or exhibit inappropriate 
emotions. The difficulty is particularly acute if the directors are novices, such as 
teachers trying to use e-drama in their lessons. 

One major research aim is accordingly to automate some directorial functions, 
either to take some of the burden away from a human director, or to provide a fully 
automated (though necessarily very restricted) director. With a fully-automated 
director, even if highly restricted in what it could do, little or no human supervision 
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might be required for at least minimally adequate improvisations, and edrama could, 
for example, be added to websites about certain topics allowing visitors to engage in 
on-line role-play germane to the topic. However, our main current work is on merely 
assisting a human director. The assistance is by  

 

(a) fully-automated control of an optionally-included bit-part character  
(b) sending of automated suggestions to the human director about the progress of 

the improvisation or about messages to send to the human actors.  
 

Point (b) is addressed briefly below. Our main focus in this paper is on (a).  
For purpose (a), we have created a simple automated actor, EMMA, which controls 

a bit-part character who is an acquaintance of the other characters. EMMA contains 
an affect-detection module, which tries to identify affect in characters’ speeches, 
allowing the EMMA character to make responses that, it is hoped, will stimulate the 
improvisation, thus leading to less need for intervention by the human director. 
Within affect we include: basic and complex emotions such as anger and 
embarrassment respectively; meta-emotions (emotions about emotions) such as 
desiring to overcome anxiety; moods such as hostility; and value judgments 
(judgments of goodness, importance, etc.). Although merely detecting affect is limited 
compared to extracting the full meaning of characters’ utterances, we have found that 
in many cases this is sufficient for the purposes of stimulating the improvisation. 

Even limited types of affect detection can be useful. We do not purport to be able 
to make EMMA detect all types of affect under all ways affect can be expressed or 
implied, or to do it with a high degree of reliability. The spirit of the project is to see 
how far we can get with practical processing techniques, while at the same time 
investigating theoretically the nature of, and potential computational ways of dealing 
with, forms of affective expression that may be too difficult currently to handle in a 
usable implemented system. 

Much research has been done on creating affective virtual characters in interactive 
systems. Picard’s work [3] makes great contributions to building affective virtual 
characters. Also, emotion theories, particularly that of Ortony et al. [4] (OCC), have 
been used widely therein. Ortony et al. include a rule-based system for the generation 
of the 22 emotion types, which is widely used for emotion generation for the 
development of intelligent virtual agents. In Prendinger and Ishizuka’s work [5], 
animated agents are capable to perform affective communication. They have defined 
eliciting condition rules for more frequently used OCC emotion types. Then the 
generated emotional states are filtered by two control states – personality and social 
role awareness – in order to achieve believable emotional expression. Wiltschko’s 
eDrama Front Desk [6] is an online emotional natural language dialogue simulator 
with a virtual reception interface for pedagogical purposes. Natural language parser is 
used to analyze users’ input texts which index into a list of phrases that are frequently 
used. Then the system’s dialogue manager selects an output phrase for the computer 
character. The emotion model of this system is derived from OCC model based on two 
factors: respect and power. Mehdi et al. [7] combined the widely accepted five-factor 
model of personality [8], mood and OCC in generating emotional behaviour for a 
fireman training application. Personality and mood have also played important roles in 
emotion generation and emotion intensity adaptation. Implementation of animated 
agents with emotional behaviour is their next step. Gratch and Marsella [9] presented 
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an integrated model of appraisal and coping, in order to reason about emotions and to 
provide emotional responses, facial expressions and potential social intelligence for 
virtual agents. Their main contribution is the introduction of computational description 
of emotional coping for the first time. They have also extended the scope of discourse 
on appraisal theories by incorporating influence between cognition and appraisal to 
obtain emotional coping. Additionally, Egges et al. [10] have also provided virtual 
characters with conversational emotional responsiveness. Elliott et al. [11] demon- 
strated tutoring systems that reason about users’ emotions. Aylett et al. [12] also 
focused on the development of affective behaviour planning for the synthetic 
characters. There is much other work in a similar vein. 

Additionally, human computing focuses on the creation of innovative interfaces to 
facilitate users to engage in more natural and inspiring interaction with machines by 
providing automatic understanding of human affect, language and behaviour [32]. 
Emotion recognition in speech and facial expression has been studied extensively  
[32, 33, 34]. But very few research work has made an attempt to dig out the affect 
flavour in human open-ended linguistic textual input in online role-play, although the 
first interaction system based on natural language textual input, Weizenbaum’s Eliza 
[35], was first developed back in 1966. Thus there has been only a limited amount of 
work directly comparable to our own, especially given our concentration on 
improvisation and open-ended language. However, Façade [13] included shallow 
natural language processing for characters’ open-ended utterances. There are two 
language processing components in Façade. The first component did many-to-few 
mapping and transformed various user text input into a few discourse acts. Then the 
second language processing component produced several reactions according to the 
generated discourse acts. Finally, the highest priority reaction in the highest priority 
context is chosen as the response for the virtual agents. But in Façade, the detection 
of major emotions, rudeness and value judgements is not mentioned. Zhe and 
Boucouvalas [14] demonstrated an emotion extraction module embedded in an 
Internet chatting environment (see also [15]). It uses a part-of-speech tagger and a 
syntactic chunker to detect the emotional words and to analyse emotion intensity for 
the first person (e.g. ‘I’ or ‘we’). Unfortunately the emotion detection focuses only on 
emotional adjectives, and does not address deep issues such as figurative expression 
of emotion. Also, the concentration purely on first-person emotions is narrow. We 
might also mention work on general linguistic clues that could be used in practice for 
affect detection (e.g. [16]). 

Our work is distinctive in several respects. Our interest is not just in (a) the positive 
first-person case: the affective states that a virtual character X implies that it has (or 
had or will have, etc.), but also in (b) affect that X implies it lacks, (c) affect that X 
implies that other characters have or lack, and (d) questions, commands, injunctions, 
etc. concerning affect. We aim also for the software to cope partially with the 
important case of metaphorical conveyance of affect [17, 18]. 

Our project does not involve using or developing deep, scientific models of how 
emotional states, etc., function in cognition. Instead, the deep questions investigated 
are on linguistic matters such as the metaphorical expression of affect. In studying 
how ordinary people understand and talk about affect in ordinary life, what is of 
prime importance is their common-sense views of how affect works, irrespective of 
scientific accuracy of those views. Metaphor is strongly involved in such views.  



 Affect Detection and an Automated Improvisational AI Actor in E-Drama 343 

It should also be appreciated that this paper does not address the emotional, etc. 
states of the actors (or director, or any audience). Our focus is on the affect that the 
actors make their characters express or mention. While an actor may work him/herself 
up into, or be put into, a state similar to or affected by those in his/her own characters’ 
speeches or those of other characters, such interesting effects, which go to the heart of 
the dramatic experience, are beyond the scope of this paper, and so is the possibility 
of using information one might be able to get about actors’ own affective states as a 
hint about the affective states of their characters or vice-versa. 

Various characterizations of emotion are used in emotion theories. The OCC model 
uses emotion labels (anger, etc.) and intensity, while Watson and Tellegen [19] use 
positivity and negativity of affect as the major dimensions. We have drawn ideas from 
several such sources. We use an evaluation dimension (negative-positive), affect labels, 
and intensity. The basic emotion labels (such as ‘angry’) we use are taken from Ekman 
[20], while other comparatively complex affect labels (such as ‘approving’) are taken 
from the OCC model. There are 25 affect labels used in our system currently. Affect 
labels plus intensity are used when strong text clues signalling affect are detected, while 
the evaluation dimension plus intensity is used when only weak text clues are detected. 
The description of our approach in this paper is taken in part from our previous 
publications [1, 2] with new contributions mainly on metaphorical figurative language 
processing (practically and theoretically), 3D animation generation and user testing 
evaluation.  

Finally, machines have struggled to understand human language and emotion 
expressed in it. Expecting machines to engage in a meaningful role-play with human 
characters based on the affect understanding in drama improvisation is even unthinkable. 
Our work presented here made some efforts towards these goals. Although we have 
implemented a limited degree of affect-detection in an automated bit-part character in 
an e-drama application, the statistical analysis results in our user study, especially on 
user engagement and enjoyment, indicate that the improvisational AI actor, EMMA, 
performed as good as another secondary school student. 

2   Our Current Affect Detection 

Before any automatic recognition and response components could be built for use in 
our automated actor EMMA, a detailed analysis of the language used in edrama 
sessions was necessary. A small corpus of sessions was analysed by hand to identify 
the range of linguistic forms used and to provide insight for the automatic processing. 
In fact, this analysis is often very difficult and unreliable but it does reveal some 
important observations. 

 

• The language used is often complex and idiosyncratic. It is almost invariably 
ungrammatical, it uses abbreviations, it contains mis-spellings and it borrows 
heavily from the language of text-messaging (textese) and chat-rooms. 
Compared to the language normally analysed in computational linguistics it 
provides significant additional challenges. 

• The literal meaning of the statements is often less important to its interpretation 
than the affect that it is expressing. The content of a statement is still important 
to building an understanding and to responding appropriately, but 
understanding the affective state being expressed is critical. 
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• The language contains a large number of weak cues to the affect that is being 
expressed. These cues may be contradictory or they may work together to 
enable a stronger interpretation of the affective state. In order to build a 
reliable and robust analyser of affect it is necessary to undertake several 
diverse forms of analysis and to enable these to work together to build 
stronger interpretations. 

 

This leads to a system where the emphasis is moved away from building a 
representation of the meaning of the statement to one where more weight is given to 
building a robust representation of affective connotations.  

The results of this affective analysis are then used to: 
 

• Control an automated actor (EMMA) that operates a character in the 
improvisation: see (a) in Section 1. 

• Independently of this, help create the directorial suggestions mentioned in 
Section 1, in point (b). 

• Additionally, drive the animations of the avatars in the user interface so that 
they react bodily in ways that is consistent with the affect that they are 
expressing, for instance by changing posture or facial expressions. 

 

The overall architecture is shown in Fig. 1. 

 

 

Fig. 1. Application architecture: Fat arrows show flow of information inside a program. Solid thin 
arrows show flow of character utterances and director messages formatted in XML. Dashed lines 
show flow of information about detected affect and flow of automated suggestions to the director. 
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Within the affect detection component we need to undertake several analyses of 
any given utterance by another character. These will each build representations which 
may be used by other components (e.g. syntactic structure) and will construct 
(possibly weak) hypotheses about the affective state. The architecture adopted is a 
blackboard based one. Each knowledge source undertakes its processing and writes its 
results to a central data structure (the blackboard) where they can be used by other 
knowledge sources and where hypotheses can be supported by multiple knowledge 
sources.  

A rule-based component takes these hypotheses and builds a single interpretation 
of the affective state being expressed by the utterance being analysed. This 
interpretation is then transmitted to the other components of the system: EMMA (the 
automated actor), the automated directorial-suggestion generator and the animation 
component in the software client that handles the actor whose uttrerance is being 
processed.  

The response generation component of EMMA uses this interpretation to build its 
behaviour driven mainly by its role in the improvisation and the affect expressed in 
the statement to which it is responding.  

Fig. 2. illustrates the overall structure of the language processing. 

 

 

Fig. 2. Blackboard architecture 

2.1   Pre-processing Modules 

The language in the speeches created in edrama sessions severely challenges existing 
language-analysis tools if accurate semantic information is sought, even in the limited 
domain of restricted affect-detection. Aside from the complications noted above, the 
language includes slang, use of upper case and special punctuation (such as repeated 
exclamation marks) for affective emphasis, repetition of letters, syllables or words for 
emphasis, and open-ended interjective and onomatopoeic elements such as “hm”, 
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“ow” and “grrrr”. In the examples we have studied, which so far involve teenage 
children improvising around topics such as school bullying, the genre is similar to 
Internet chat [21]. To deal with the misspellings, abbreviations, letter repetitions, 
interjections and onomatopoeia, several types of pre-processing occur before the main 
aspects of detection of affect. We have reported our work on pre-processing modules 
to deal with these language phenomena in detail in [1]. 

2.2   Affect Detection Using Rasp, Pattern Matching & WordNet and 
Responding Regimes 

One useful pointer to affect is the use of imperative mood, especially when used 
without softeners such as ‘please’ or ‘would you’. Strong emotions and/or rude 
attitudes are often expressed in this case. There are common imperative phrases we 
deal with explicitly, such as “shut up” and “mind your own business”. They usually 
indicate strong negative emotions. But the phenomenon is more general. 

Detecting imperatives accurately in general is by itself an example of the non-trivial 
problems we face. Expression of the imperative mood in English is surprisingly 
various and ambiguity-prone, as illustrated below. We have used the syntactic output 
from the Rasp parser [22] and semantic information in the form of the semantic 
profiles for the 1,000 most frequently used English words [23] to deal with certain 
types of imperatives. Briefly, the grammar of the 2002 version of the Rasp parser that 
we have used incorrectly recognised certain imperatives (such as “you shut up”, “Dave 
bring me the menu” etc) as declaratives. We have made further analysis of the 
syntactic trees produced by Rasp by considering of the nature of the sentence subject, 
the form of the verb used, etc, in order to detect imperatives. We have also made an 
effort to deal with one special case of ambiguities: a subject + a verb (for which there 
is no difference at all between the base form and the past tense form) + “me” (e.g. 
‘Lisa hit/hurt me’.). The semantic information of the verb obtained by using Heise’s 
[23] semantic profiles, the conversation logs and other indicators implying imperatives 
help to find out if the input is an imperative or not.   

In an initial stage of our work, affect detection was based purely on textual pattern-
matching rules that looked for simple grammatical patterns or templates partially 
involving specific words or sets of specific alternative words. This continues to be a 
core aspect of our system but we have now added robust parsing and some semantic 
analysis, including but going beyond the handling of imperatives discussed above.  

A rule-based Java framework called Jess is used to implement the pattern/template-
matching rules in EMMA allowing the system to cope with more general wording. In 
the textual pattern-matching, particular keywords, phrases and fragmented sentences 
are found, but also certain partial sentence structures are extracted. This procedure 
possesses the robustness and flexibility to accept many ungrammatical fragmented 
sentences and to deal with the varied positions of sought-after phraseology in 
characters’ utterances. The rules conjecture the character’s emotions, evaluation 
dimension (negative or positive), politeness (rude or polite) and what response 
EMMA should make. The rule sets created for one scenario have a useful degree of 
applicability to other scenarios, though there will be a few changes in the related 
knowledge database according to the nature of specific scenarios. The scenarios that 
we have used so far are school bullying and Crohn’s disease. 
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However, it lacks other types of generality and can be fooled when the phrases are 
suitably embedded as subcomponents of other grammatical structures. In order to go 
beyond certain such limitations, sentence type information obtained from the Rasp 
parser has also been adopted in the pattern-matching rules. This information not only 
helps EMMA to detect affective states in the user’s input (see the above discussion of 
imperatives), and to decide if the detected affective states should be counted (e.g. 
affects detected from conditional sentences won’t be valued), but also helps EMMA 
to make appropriate responses.  

Additionally, the sentence type information can also help to avoid the activation of 
multiple rules, which could lead to multiple detected affect results for one user’s 
input. Mostly, it will help to activate only the most suitable rule to obtain the 
speaker’s affective state and EMMA’s response to the human character. 

For example, as we discussed in the above, we use Rasp to indicate imperative 
sentences, such as in the school bullying scenario, when Mayid (the bully) said “Lisa, 
don’t tell Miss about it”. The pseudo-code example rule for such input is as follows: 

 
(defrule example_rule 
  (any string containing negation and the sentence type is ‘imperative’)  
  => 
  (obtain affect and response from knowledge base)) 
 

Thus the declarative input such as “I won’t tell Miss about it” won’t be able to 
activate the example rule due to different sentence type information. 

Additionally, a reasonably good indicator that an inner state is being described is 
the use of ‘I’ (see also [16]), especially in combination with the present or future tense 
(e.g. ‘I’ll scream’, ‘I hate/like you’, and ‘I need your help’). We especially process 
‘the first-person with a present-tense verb’ statements using WordNet. When we fail 
to obtain the speaker’s affective state in the current input by using Rasp and pattern 
matching, WordNet is used to find the synonyms of the original verb in the user’s 
input. These synonyms are then refined by using Heise’s [23] semantic profiles in 
order to obtain a subset of close synonyms. The newly composed sentences with the 
verbs in the subset respectively replacing the original verb, have extended the 
matching possibilities in the pattern-matching rules to obtain user’s affective state in 
the current input.  

After the automatic detection of users’ affective states, EMMA needs to make 
responses in her role to the human characters during the improvisation. We have also 
created responding regimes for the EMMA character. Most importantly, EMMA can 
adjust its response likelihood according to how confident EMMA is about what it has 
discerned in the utterance at hand. Especially, in order to make contributions to the 
improvisation progression, EMMA also has a global view of the drama improvisation. 
Briefly, the knowledge base of EMMA (see Fig. 1.) provides scenario’s background 
knowledge for each human character. EMMA can rise various scenario-related topics 
in its role for the human characters according to the detected affective states and 
topics discussed in the text input by using the rule-based reasoning based on the 
knowledge base. Inspection of the transcripts collected in the user testing indicates 
that EMMA usefully pushed the improvisation forward on various occasions (see 
section 4). For example, in the school bullying scenario, if the victim character hasn’t 
shown the expected emotional states (such as fear or anger) in ones role-play (this 
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also means that this character lacks of expected negative emotional states), then the 
EMMA character will deliberately raise scenario-related topics towards this character 
in order to push the improvisation forward, e.g. by asking why he/she feels sad.  

Details of the work reported in this section can be found in [1]. The brief 
summaries here of our previous implementations and their capabilities aim to remind 
readers.  

2.3   Metaphorical Language Processing in EMMA  

The metaphorical description of emotional states is common and has been extensively 
studied [17, 18]. E.g.: “He nearly exploded” and “Joy ran through me,” where anger 
and joy are being viewed in vivid physical terms. Such examples describe emotional 
states in a relatively explicit if metaphorical way. But affect is also often conveyed 
more implicitly via metaphor, as in “His room is a cess-pit”: affect (such as ‘disgust’) 
associated with a source item (cess-pit) gets carried over to the corresponding target 
item (the room). In other work, we have conducted research on metaphor in general 
(see, e.g. [24, 25]), and are now applying it to the e-drama application, and conversely 
using the application as a useful source of theoretical inspiration. 

Our intended approach to metaphor handling in the EMMA affect-detection 
module is partly to look for stock metaphorical phraseology and straightforward 
variants of it, and partly to use a simple version of the more open-ended, reasoning-
based techniques taken from the ATT-Meta project on metaphor processing [24]. As 
an example of stock phrase handling, insults in e-drama are often metaphorical, 
especially the case of animal insults (“you stupid cow”, “you dog”). Particularly the 
‘second-person/a singular proper noun + present-tense copular form’ statements (such 
as ‘you’re a rat’, ‘Lisa is a pig’) and the second-person phrases (such as ‘you dog’) 
are often used to express insults. In the EMMA affect-detection module, we use Rasp 
to locate such user’s input. We have also employed an on-line animal-name dictionary 
(http://dictionary.reference.com/writing/styleguide/animal.html), including names  
of animals, animal groups, young animals, etc, since usually calling someone a baby 
animal name (e.g. “puppy”) may imply affection while calling someone an adult 
animal name could convey an insult. Then we use this animal-name dictionary to find 
out if there is any potential insulting/affectionate animal name present in the ‘second-
person/a singular proper noun + present-tense copular form’ statements or in the 
second-person phrases. If there is, then we will use WordNet to analyze the animal 
name. If WordNet provides the semantic information of the animal name containing 
the description of the characteristics of a person/woman/men, such as ‘an adjective + 
person/woman/man’, then we will classify such user’s input as metaphorical 
language. Additionally, we also use another semantic profile developed by Esuli and 
Sebastiani [26] to obtain the evaluation value of the adjective preceding the word 
‘person/woman/man’. If it’s negative (e.g. ‘a disagreeable person’, ‘a disgraceful 
person’), then we classify the user’s input as metaphorical insulting language. If it’s 
positive (e.g. ‘a lovely person’, ‘a famous man’), then the user’s input will be 
considered as metaphorical affectionate language. Otherwise, the user’s input will be 
regarded as metaphorical objective language.  

Not only do animal names present in the above statements may convey affective 
states, but also use of special person-types (e.g. ‘freak’) or mythical being (e.g. 
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‘devil’, ‘angel’) in such statements could also imply insults or approbations. Thus if 
there is a noun, but not an animal name, present in the ‘second-person/a singular 
proper noun + present-tense copular form’ statements or in the second-person phrases, 
then we collect all of its synonyms using WordNet. If any of the special person-types 
or mythical being collected in previous e-drama transcripts is shown among the 
synonyms, then we conclude that it contains insulting/affectionate flavour.  

Sometimes, adjectives instead of nouns are used to directly convey affective states, 
such as ‘Lisa is a stupid girl’, ‘you’re a good mum’ and ‘you stupid boy’. If there is 
no noun present in the above statements or we couldn’t obtain any semantic 
information by only analysing nouns in the above sentence structures, adjectives will 
be very helpful. We could find out the evaluation values of these adjectives, again 
using the semantic profile developed by Esuli and Sebastiani [26]. In this way, we 
may obtain at least the positive or negative flavour in the user’s input. 

One particular phenomenon of theoretical and practical interest is that physical size 
is often metaphorically used to emphasize evaluations, as in “you are a big bully”, 
“you’re a big idiot”, and “you’re just a little bully.” The bigness is sometimes literal 
as well. “Big bully” expresses strong disapproval [27] and “little bully” can express 
contempt, although “little” can also convey sympathy or be used as an endearment. 
Such examples are not only important in practice but also theoretically challenging. 
We have also encountered surprisingly creative uses of metaphor in e-drama. For 
example, in the school-bullying scenario, Mayid is portrayed as having already 
insulted Lisa by calling her a ‘pizza’ (short for ‘pizza-face’). This figurative insult 
was given a theoretically intriguing, creatively metaphorical elaboration in one 
improvisation, where Mayid said “I’ll knock your topping off, Lisa.” 

Our work on metaphor outside the e-drama research is focused on an approach and 
system called ATT-Meta [24]. This approach is heavily dependent on detailed 
utterance-meaning analysis and on rich knowledge bases and reasoning processes, and 
is currently unsuitable for direct use in the edrama system. However, examples 
arising in edrama transcripts such as the more creative ones above provide useful data 
guiding the further development of ATT-Meta and can pose useful challenges to 
current metaphor theory generally. Moreover, theoretical study of the affective 
metaphorical language in e-drama transcripts is presented in section 3. 

Finally, the detected affective states in the user’s text input and EMMA’s 
responses to other human characters have been encoded in an xml stream, which is 
sent to the server by EMMA. Then the server broadcasts the xml stream to all the 
clients so that the detected affective states information can be picked up by the 
animation engine to contribute to the production of 3D gestures and postures for the 
avatars. Now we will discuss the generation of emotional believable animation in 
detail in the following section. 

2.4  The Users Avatars and Emotional Animation 

The topics discussed in the edrama scenarios are often highly emotionally charged and 
this is reflected in the animation of the characters. Each participant in edrama has their 
own animated graphical character (avatar). In order for the characters to enhance the 
interaction the characters all have emotionally expressive animations. Garau et al. [28] 
point out that avatars that do not exhibit appropriate emotional expression during 
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emotionally charged conversation can be detrimental to an interaction. The problem 
with animated avatars is that they can be very complex to use if users have to directly 
control the avatars animation. Vilhjálmsson and Cassell [29]) have shown that users find 
controlling animated avatars difficult and their experience and interaction is improved if 
they use an avatar whose behaviour is controlled autonomously. We therefore have an 
autonomous model of affective animation for our avatars based on the affective states 
detected in users’ text input. These detected affective states control the animation of the 
user avatars using Demeanour expressive animation framework [30].  

 

Fig. 3. Four actors in the green room 

Demeanour makes it possible for our characters to express the affective states detected 
by EMMA. When EMMA detects an affective state in a user’s text input, this is passed to 
the demeanour system attached to this user’s character and a suitable emotional 
animation is produced. The animation system is based around a set of short animation 
clips, each of which is labelled with one or more affective states. Each clip only affects 
an individual part of the body (torso, legs, arms) and thus several clips can be easily 
combined at the same time. When a new affective state is received a new set of clips is 
chosen at random from the clips labelled with that state and these new clips are combined 
together to produce a new animation. Every few seconds the set of clips used is varied at 
random to produce a new animation, but one which has the same affective state as before. 
This allows us to produce varied behaviour over long time periods. The animation system 
also implements affective decay. Any affective state will eventually revert to a neutral 
state if it is not replaced by a new one.  

Another feature of the animation system is that characters can produce affective 
responses to the states of other characters. If a character produces a strong affective state 
then other characters will also produce a milder response. Each character has a profile 
which specifies how it responds to the behaviour of each other character. This makes it 
possible to implement different responses for different characters. For example, two 
characters with a positive relationship may empathise with each other, when one is 
unhappy so is the other. On the other hand if two characters have a negative relationship 
then one might gloat at the other’s unhappiness, and therefore display happiness. 
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Fig. 4. Emotional believable agents on stage  

Demeanour generates a number of output affective states, which are used to select the 
animation clips. Each output state is a weighted sum of a number of input factors. The 
primary input factor is the affective state as detected from the input text, this always has 
weight 1. The inputs also include the states of other characters, with lower weights. So 
for example, the output state “happiness” depends on the input “happiness”, but also on 
the “happiness” and “sadness” values of other characters. The weights of the other 
characters states are contained in the character’s profile. The profile consists of a separate 
set of weights for each other character in the scenario. This makes it possible to respond 
differently to each character. For example, if two characters, A and B have a poor 
relationship and A is angry with B, B might respond by being angry back. On the other 
hand if B’s parents were angry then B might be sad or submissive. At any time each 
character has a single focus of social attention (which is itself another character), 
determined by the character’s direction of gaze (which is itself determined by an 
animated gaze model). In order to generate animation the first step is to update the input 
states based on any text typed in. Next the states of the current focus of attention are 
fetched. These are multiplied by the weights of given by the profile specific to the focus 
of attention and added to the input emotion to produce the output state. 

3   Affect Via Metaphor – Theoretical Analysis in E-Drama 
Transcripts 

The preliminary analysis of transcripts from the user-testing that we have performed 
(see below) has shown or suggested a number of things concerning metaphor, as 
follows. 

It has provided additional evidence for the importance of one of the principles we 
have put forward in our theoretical work on metaphor concerning the meaning of 



352 L. Zhang et al. 

metaphorical utterances. This concerns various types of information that we propose 
are transferred by default in metaphor generally, irrespective of the particular 
metaphorical view or views taken by the utterance (e.g., whether it views a mind as a 
physical container or a company as an animal). We have proposed in other work  
[24, 25] that – amongst various other types of information – emotional attitudes, value 
judgments and propositions concerning reduced functionality are transferred from 
source to target. We call the particular transfer principles involved view-neutral 
mapping adjuncts (VNMAs). Much if not most of the discourse contribution of a 
metaphorical utterance can be conveyed by the action of VNMAs, and this is borne 
out by many of the examples of metaphor in the e-drama transcripts. 

Indeed, the conveying of emotional attitudes and the description of emotional 
states seems to be done more commonly in our genre via VNMAs than by specific 
metaphorical views of emotion such as those discussed by Kövecses [18] (an example 
of such a view is ANGER AS HEATED LIQUID). 

These points are highly significant in terms of metaphor theory, because 

(a) the central role of transfer of emotion and value judgments in metaphor has 
often been recognized but has not previously been properly systematized in theories, 

(b) VNMAs factor out metaphorical-view-neutral transfers that other researchers 
have cast as being aspects of specific metaphorical views – we are therefore able to 
propose much simpler accounts of specific metaphorical views. 

The types of metaphor that have arisen in e-drama transcripts sometimes resist 
pigeonholing neatly into the array of metaphorical views that have been suggested in 
the literature, so that new views are suggested. For example, we suggest a general 
view whereby INTERPERSONAL EFFECTS are viewed as PHYSICAL EFFECTS. 
Particular special cases of this have been suggested in the literature, and some cases 
of the new view fit the much more general CAUSES AS FORCES view [18], but our 
new intermediate view leads to a more focussed and appropriate analysis. 

Many authors have struggled with the task of relating metaphor to, and 
distinguishing it from, other types of figurative language, such as metonymy and 
hyperbole. A number of e-drama examples lend weight to our suspicion that the 
distinction between metaphor and other figures is yet more troublesome than has been 
assumed so far. For example, many insults rely on casting someone as insane: this can 
potentially be analysed either as just hyperbole or as hyperbolic metaphor. Our work 
is leading to new light being thrown on such analytical difficulties, which have 
consequences for automated processing approaches as well as for theory. 

Finally, the e-drama examples throw into relief the importance of further clarifying 
how size attributions, for instance via the adjectives “big” and “little”, contribute to 
metaphorical descriptions, as mentioned above. We are studying the extent to which 
the effects could be produced by VNMAs, or whether on the other hand they rest on 
specific metaphorical views. 

4   User Testing 

We conducted a two-day pilot user test with 39 secondary school students in May 
2005, in order to try out and a refine a testing methodology. The aim of the testing 
was primarily to measure the extent to which having EMMA as opposed to a person 
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play a character affects users’ level of enjoyment, sense of engagement, etc. We 
concealed the fact that EMMA was involved in some sessions in order to have a fair 
test of the difference that is made. We obtained surprisingly good results. Having a 
minor bit-part character called “Dave” played by EMMA as opposed to a person 
made no statistically significant difference to measures of user engagement and 
enjoyment, or indeed to user perceptions of the worth of the contributions made by 
the character “Dave”. Users did comment in debriefing sessions on some utterances of 
Dave’s, so it was not that there was a lack of effect simply because users did not 
notice Dave at all. Also, the frequencies of human “Dave” and EMMA “Dave” being 
responded to during the improvisation (sentences of Dave’s causing a response 
divided by all sentences said by “Dave”) are both roughly around 30%, again 
suggesting that users notice Dave. Additionally, the frequencies of other side-
characters being responded to are roughly the same as the “Dave” character – 
“Matthew”: around 30% and “Elise”: around 35%.  

Furthermore, it surprised us that few users appeared to realize that sometimes Dave 
was computer-controlled. We stress, however, that it is not an aim of our work to 
ensure that human actors do not realize this.  

More extensive user testing at several Birmingham secondary schools has been 
conducted recently (up to September 2006). We have conducted an initial evaluation 
of the quality of EMMA’s determinations about emotion during these school testing 
sessions, by comparing EMMA’s determinations during one of the School Bullying 
improvisations with emotion labels later assigned offline by two members of our team 
(not centrally involved in the development of EMMA’s algorithms). The humans 
were constrained to use the set of emotion labels that EMMA uses. It is still unclear 
how to conduct such an evaluation, because the conscious thoughts of a human 
annotator (labeller) about emotions revealed by an utterance in an offline labelling 
task may be different from the emotions the annotator would have unconsciously 
understood during an online e-drama session, and EMMA only surmises an emotion 
when there is strong evidence whereas a human labeller may proceed on a different 
level of evidence. Also, it transpires that there was mediocre agreement between the 
two human labellers, and the task is artificial for them because they might normally 
have assigned an emotion outside the prescribed set of 25. To compare the labelling 
of the two human labellers to each other and to the labelling by EMMA, we used the 
often-used kappa statistic of Carletta [31]. It is a measure of the pairwise agreement 
among a set of coders making category judgements, correcting for expected chance 
agreement. The statistic, K, is calculated as K= (P(A)-P(E))/ (1-P(E)) where P(A) is 
the proportion of times two coders agree and P(E) is the proportion of times we would 
expect them to agree if they categorized randomly. A value of at least 0.6 – 0.8 is 
generally required by researchers looking for good inter-annotator agreement. We 
calculated K for each pair among the three labellers (EMMA and two humans). The 
inter-human K was only 0.32, and so it is not surprising that the EMMA/human 
values were only 0.32 again and 0.23. However, we also performed a modified 
comparison in which the emotion labels were conflated to three (positive, negative, 
neutral) by grossly lumping together, for example, the labels deemed positive by our 
team. We then got a human/human K of 0.65, and EMMA/human values of 0.55 and 
0.42. The latter are not good values, but they at least give grounds for hope that with 
further refinement of our affect detection we can come near the rather low 
human/human level of agreement.   
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Fig. 5. E-drama user testing with school children 

Inspection of the transcripts collected indicates that EMMA usefully pushed the 
improvisation forward on various occasions. Fig. 6. shows an example about how 
EMMA contributed to the drama improvisation in Crohn’s disease scenario. Briefly, 
in Crohn’s disease scenario, Peter has had a terrible bowel disease – Crohn’s disease – 
since he was 15. Crohn’s disease attacks the wall of the intestines and makes it very 
difficult to digest food properly. Peter has the option to undergo surgery (ileostomy) 
which will have a major impact on his life, but he will carry a bag outside his stomach 
for the rest of his life. So he needs his family (Dad: Arnold, Mum: Janet, brother: 
Matthew) and his close friend (Dave) to help him make a decision about having 
another operation or not. He decides to take them out to a restaurant to talk about it. 
His dad (Arnold) loves him but always feels uncomfortable and embarrassed when 
Peter talks about his disease in public. Peter’s mum cares about him very much, 
sometimes worries too much about Peter. Matthew is totally against the operation idea 
and believes Peter will get bullied because of the side-effect of the operation. Dave, 
Peter’s best mate, loves Peter and his family and tries to mediate the discussion. In the 
example transcript shown in Fig. 6, Dave was played by EMMA, which successfully 
led the improvisation on the desirable track. In another scenario (school bully 
scenario) that we have used for the user testing, example transcripts are also shown 
that the EMMA character has helped to push the improvisation forward. 

The experimental methodology used in the testing is as follows, in outline. 
Subjects are 14-16 year old students at local Birmingham schools. Forty students are 
chosen by each school for the testing. Four two-hour sessions take place at the school, 
each session involving a different set of ten students. In a session, the main phases are 
as follows: an introduction to the software; a First Improvisation Phase, where five 
students are involved in a School Bullying improvisation and the remaining five in a 
Crohn’s Disease improvisation; a Second Improvisation Phase in which this 
assignment is reversed; filling out of a questionnaire by the students; and finally a 
group discussion acting as a debrief phase. For each improvisation, characters are pre-
assigned to specific students. Each Improvisation Phase involves some preliminaries 
followed by ten minutes of improvisation proper.  
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Fig. 6. Part of an example transcript produced in the user testing in Swanshurst School, 
Birmingham. 28th June 2006. 

In half of the SB improvisations and half of the CD improvisations, the minor 
character Dave is played by one of the students, and by EMMA in the remaining. 
When EMMA plays Dave, the student who would otherwise have played him is 
instructed to sit at another student’s terminal and thereby to be an audience member. 
Students are told that we are interested in the experiences of audience members as 
well as of actors. Almost without exception students have appeared not to have 
suspected that having an audience member results from not having Dave played by 
another student. At the end of one exceptional session some students asked whether 
one of the directors was playing Dave.  

Of the two improvisations a given student is involved in, exactly one involves 
EMMA playing Dave. This will be the first session or the second. This EMMA-
involvement order and the order in which the student encounters SB and CD are 
independently counterbalanced across students.  

The questionnaire is largely composed of questions that are explicitly about 
students’ feelings about the experience (notably enjoyment, nervousness, and 
opinions about the worth of the dramatic contributions of the various characters), with 
essentially the same set of questions being asked separately about the SB and the CD 
improvisations. The other data collected are: for each debrief phase, written minutes 
and an audio and video record; notes taken by two observers present during each 
Improvisation Phase; and automatically stored transcripts of the sessions themselves, 
allowing analysis of linguistic forms used and types of interactivity. To date only the 
non-narrative questionnaire answers have been subjected to statistical analysis, with 
the sole independent variable being the involvement or otherwise of EMMA in 
improvisations. 
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5   Conclusion and Ongoing Work 

We have implemented a limited degree of affect-detection in an automated bit-part 
character in an e-drama application, and fielded the character successfully in pilot 
user-testing. Although there is a considerable distance to go in terms of the practical 
affect-detection that we plan eventually to implement, the already implemented 
detection is able to cause contributions by the automated character that are reasonably 
appropriate to the discourse. 

Additionally, E-drama provides a platform for participants to engage in focused 
discussion around emotionally charged issues. This new prototype provides an 
opportunity for the developers to explore how emotional issues embedded in the 
scenarios, characters and dialogue can be represented visually without detracting from 
the learning situation. 

Our project makes a contribution to the issue of what types of automation should be 
included in interactive narrative environments, and as part of that the issue of what types 
of affect should be detected (by directors, etc.) and how. Moreover, our project also 
makes a contribution to the development of automatic understanding of human language 
and emotion in human computing. The generation of emotional believable animations 
based on the detected affective states contributes to the ease and innovative user interface 
in e-drama, which leads to high-level user engagement and enjoyment.  

Our remaining work on affect detection within the project will be on the 
metaphorical aspects of it, both in the sense of developing our theoretical ideas about 
metaphor further in the light of the e-drama data and in the sense of implementing 
certain limited forms of metaphor processing that can reveal useful extra hints about 
the affect that is present.  

Future work could also include the exploration of automated bit-part characters to 
fully develop a non-human director. Additionally tools to enable participants to replay 
the role-plays have been considered. These could enable further reflection and group 
discussion, allowing for comparisons of sessions between different groups of learners. 
Replays could even be altered to adjust the emotional states of each character and 
generate different online ‘performances’, which could create emotionally rich 
experiences for audiences as well as participants. 
 
Acknowledgments. This work is supported by grant RES-328-25-0009 from the 
ESRC under the ESRC/EPSRC/DTI “PACCIT” programme. We are grateful to Hi8us 
Midlands Ltd, Maverick Television Ltd, BT, and our colleagues Z. Wen, R. Agerri, 
W.H. Edmondson and S.R. Glasbey. The work is also partially supported by EPSRC 
grant EP/C538943/1. 

References 

1. Zhang, L., Barnden, J.A., Hendley, R.J. & Wallington, A.M. 2006a. Exploitation in Affect 
Detection in Open-ended Improvisational Text. In Proceedings of Workshop on Sentiment 
and Subjectivity at COLING-ACL 2006, Sydney, July 2006. 

2. Zhang, L., Barnden, J.A., Hendley, R.J. & Wallington, A.M. 2006b. Developments in Affect 
Detection in E-drama. In Proceedings of EACL 2006, 11th Conference of the European 
Chapter of the Association for Computational Linguistics, 2006, Trento, Italy. pp. 203-206. 



 Affect Detection and an Automated Improvisational AI Actor in E-Drama 357 

3. Picard, R.W. 2000. Affective Computing. The MIT Press. Cambridge MA. 
4. Ortony, A., Clore, G.L. & Collins, A. 1988. The Cognitive Structure of Emotions. 

Cambridge U.  Press. 
5. Prendinger, H. and Ishizuka, M. Simulating Affective Communication with Animated 

Agents. In Proceedings of Eighth IFIP TC.13 Conference on Human-Computer 
Interaction, Tokyo, Japan, pp.182-189. 

6. Wiltschko, W. R. Emotion Dialogue Simulator. eDrama learning, Inc. eDrama Front Desk. 
7. Mehdi, E. J., Nico P., Julie D. and Bernard P. 2004. Modeling Character Emotion in an 

Interactive Virtual Environment. Proceedings of AISB 2004 Symposium: Motion, Emotion 
and Cognition. Leeds, UK. 

8. McCrae, R.R. and John, O.P. 1992. An Introduction to the Five Factor Model and Its 
Application. Journal of Personality, 60, 175-215. 

9. Gratch, J. and Marsella, S. A Domain-Independent Framework for Modeling Emotion. 
Journal of Cognitive Systems Research. Vol 5, Issue 4, pp.269-306. 

10. Egges, A., Kshirsagar, S. & Magnenat-Thalmann, N. 2003. A Model for Personality and 
Emotion Simulation, In Proceedings of Knowledge-Based Intelligent Information & 
Engineering Systems (KES2003), Lecture Notes in AI. Springer-Verlag: Berlin. 

11. Elliott, C., Rickel, J. & Lester, J. 1997. Integrating Affective Computing into Animated 
Tutoring Agents. In proceedings of IJCAI’97 Workshop on Intelligent Interface Agents. 

12. Aylett, R.S., Dias, J. and Paiva, A. (2006) An affectively-driven planner for synthetic 
characters. In Proceedings of ICAPS 2006.  

13. Mateas, M. 2002. Ph.D. Thesis. Interactive Drama, Art and Artificial Intelligence. School 
of Computer Science, Carnegie Mellon University. 

14. Zhe, X. & Boucouvalas, A. C. 2002. Text-to-Emotion Engine for Real Time Internet 
Communication. In Proceedings of International Symposium on Communication Systems, 
Networks and DSPs, Staffordshire University, UK, pp 164-168. 

15. Boucouvalas, A. C. 2002. Real Time Text-to-Emotion Engine for Expressive Internet 
Communications. In Being There: Concepts, Effects and Measurement of User Presence in 
Synthetic Environments. G. Riva, F. Davide and W. IJsselsteijn  (eds.) 305-318. 

16. Craggs, R. & Wood. M. 2004. A Two Dimensional Annotation Scheme for Emotion in 
Dialogue. In Proceedings of AAAI Spring Symposium: Exploring Attitude and Affect in 
Text. 

17. Fussell, S. & Moss, M. 1998. Figurative Language in Descriptions of Emotional States. In 
S. R. Fussell and R. J. Kreuz (Eds.), Social and cognitive approaches to interpersonal 
communication. Lawrence Erlbaum.  

18. Kövecses, Z. 1998. Are There Any Emotion-Specific Metaphors? In Speaking of 
Emotions: Conceptualization and Expression. Athanasiadou, A. and Tabakowska, E. 
(eds.), Berlin and New York: Mouton de Gruyter, 127-151. 

19. Watson, D. & Tellegen, A. 1985. Toward a Consensual Structure of Mood. Psychological 
Bulletin, 98, 219-235.  

20. Ekman, P. 1992. An Argument for Basic Emotions. In Cognition and Emotion, 6, 169-200. 
21. Werry, C. 1996. Linguistic and Interactional Features of Internet Relay Chat. In 

Computer-Mediated Communication: Linguistic: Social and Cross-Cultural Perspectives. 
Pragmatics and Beyond New Series 39. Amsterdam: John Benjamins, 47-64.  

22. Briscoe, E. and J. Carroll. 2002. Robust Accurate Statistical Annotation of General Text. 
In Proceedings of the 3rd International Conference on Language Resources and 
Evaluation, Las Palmas, Gran Canaria. 1499-1504.  

23. Heise, D. R. 1965. Semantic Differential Profiles for 1,000 Most Frequent English Words. 
Psychological Monographs. 70 8:(Whole 601). 



358 L. Zhang et al. 

24. Barnden, J., Glasbey, S., Lee, M. & Wallington, A. 2004. Varieties and Directions of 
Inter-Domain Influence in Metaphor. Metaphor and Symbol, 19(1), 1-30. 

25. Barnden, J.A. Forthcoming. Metaphor, Semantic Preferences and Context-
sensitivity. Invited chapter for a Festschrifft volume. Kluwer. 

26. Esuli1, A. and Sebastiani, F. 2006. Determining Term Subjectivity and Term Orientation 
for Opinion Mining. In Proceedings of EACL-06, 11th Conference of the European 
Chapter of the Association for Computational Linguistics, Trento, IT. pp. 193-200. 

27. Sharoff, S. 2005. How to Handle Lexical Semantics in SFL: a Corpus Study of Purposes 
for Using Size Adjectives. Systemic Linguistics and Corpus. London: Continuum. 

28. Garau, M., Slater,M., Bee, S. and Sasse, M.A. 2001. The impact of eye gaze on 
communication using humanoid avatars. Proceedings of the SIG-CHI conference on 
Human factors in computing systems, March 31 - April 5, 2001, Seattle, WA USA,  
309-316. 

29. Vilhjálmsson, H. & Cassell, J. 1998. BodyChat: Autonomous Communicative Behaviors 
in Avatars. Proceedings of ACM Second International Conference on Autonomous Agents, 
May 9-13, Minneapolis, Minnesota. 

30. Gillies, M., Crabtree, I.B. and Ballin, D. 2006. Individuality and Contextual Variation of 
Character Behaviour for Interactive Narrative. In Proceedings of the AISB Workshop on 
Narrative AI and Games. 

31. Carletta, J. 1996. Assessing Agreement on Classification Tasks: The Kappa statistic. 
Computational Linguistics, 22 (2), pp.249-254. 

32. Pantic, M. Pentland, A. Nijholt, A. and Huang, T. 2006. Human Computing and Machine 
Understanding of Human Behavior: A Survey. In Proc. Int’l Conf. Multimodal Interfaces, 
pp. 239-248. 

33. Cohn, J.F. 2007. Foundations of human-centered computing: Facial expression and 
emotion. In Proceedings of the International Joint Conference on Artificial Intelligence 
(IJCAI'07) Hyderabad, India.  

34. Nogueiras et al. 2001. Speech emotion recognition using hidden Markov models. In 
Proceedings of Eurospeech 2001, Denmark. 

35. Weizenbaum, J. 1966. ELIZA - A Computer Program For the Study of Natural Language 
Communication Between Man and Machine.  Communications of the ACM 9(1): 36-45. 



Author Index

Amir, Noam 91

Barnden, John A. 339
Blanz, Volker 296
Broekens, Joost 113

Cai, Yang 17
Caridakis, George 91
Cohn, Jeffrey F. 1

Dong, Wen 170

Engel, Ralf 272

Fu, Yun 72

Gillies, Marco 339

Hendley, Robert J. 339
Herzog, Gerd 272
Heylen, Dirk 215
Hu, Yuxiao 72
Huang, Thomas S. 47, 72

Karpouzis, Kostas 91
Kessous, Loic 91
Kollias, Stefanos 91

Lee, Mark G. 339

Maat, Ludo 251
Malatesta, Lori 91
Mandic, Danilo P. 155

Nijholt, Anton 47, 316
Nishida, Toyoaki 190

Oikonomopoulos, Antonios 133
op den Akker, Rieks 215

Pantic, Maja 47, 133, 251
Paragios, Nikos 133
Patras, Ioannis 133
Pentland, Alex 47, 170
Pfalzgraf, Alexander 272
Pfleger, Norbert 272
Poppe, Ronald 234

Raouzaiou, Amaryllis 91
Reidsma, Dennis 316
Reithinger, Norbert 272
Rienks, Rutger 234
Roisman, Glenn I. 72
Romanelli, Massimo 272
Rutkowski, Tomasz M. 155
Ruttkay, Zsófia 316
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