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Preface

The third international conference on Information Security Practice and Ex-
perience (ISPEC 2007) was held in Hong Kong, China, May 7 — 9, 2007. The
conference was organized and sponsored by City University of Hong Kong.

As applications of information security technologies become pervasive, is-
sues pertaining to their deployment and operation are becoming increasingly
important. ISPEC is an annual conference that brings together researchers and
practitioners to provide a confluence of new information security technologies,
their applications and their integration with IT systems in various vertical sec-
tors. In 2005 and 2006, the first and second conferences were held successfully in
Singapore and Hangzhou, China, respectively. The conference proceedings were
published by Springer in the Lecture Notes in Computer Science series.

The Program Committee received 135 submissions, and accepted 24 papers
for presentation. The final versions of the accepted papers, which the authors
finalized on the basis of comments from the reviewers, are included in the pro-
ceedings. The entire reviewing process took nine weeks, each paper was carefully
evaluated by at least three members from the Program Committee. The individ-
ual reviewing phase was followed by a Web-based discussion. Papers over which
the reviewers significantly disagreed were further reviewed by external experts.
Based on the comments and scores given by reviewers, the final decisions on
acceptance were made. We appreciate the hard work of the members of the Pro-
gram Committee and external referees, who gave many hours of their valuable
time.

In addition to the contributed papers, there were four invited talks: Bill
Caelli spoke on “Application Security—Myth or Reality?”, Robert H. Deng on
“Towards Efficient and Novel Security Solutions—A Marriage of Crypto and
Trusted Computing Platform,” Lucas Hui on “Computer Forensics Tools and
Technology: Research and Development in Hong Kong” and Victor K. Wei on
“E-voting by Zero-Knowledge.”

We would like to thank all the people involved in organizing this conference.
In particular, we would like to thank colleagues from the Department of Com-
puter Science, City University of Hong Kong, for their time and efforts, as well
as Dennis Liu, Chung Ki Li and Qiong Huang for their excellent work on main-
taining the submission/reviewing software and taking care of all the technical
aspects of the review process. Finally, we would like to thank all the authors
who submitted papers to the conference.

May 2007 Ed Dawson
Duncan Wong
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Application Security — Myth Or Reality?

William J. Caelli

Information Security Institute
Queensland University of Technology,
GPO Box 2434, Brisbane. Qld. 4001. Australia
w.caelli@qut.edu.au
Senior Consultant-Information Assurance and Director
International Information Security Consultants (IISEC) Pty Ltd
21 Castle Hill Drive South, Gaven. Qld. 4211. Australia
w.caelli@iisec.com.au

Abstract. The Security services within applications have received recent
attention. It has been suggested that this may be the only way to increase
overall information system assurance in an era where ICT governance and
compliance have taken on new force and the use of commodity level ICT
products for critical information systems continues. While it has been argued
that an application can be no more secure than its underlying computer sub-
systems, security at the application layer was always envisaged as playing a
major role, e.g. in the “Open Systems Interconnection (OSI)” security model.
At a time when “end-user” programming is being advocated, the needs and
parameters of security education and training are rapidly changing, and
increased threats from global Internet connection are rapidly rising, there is a
need to reconsider security schemes at the application level. This paper
examines current trends in application design, development, deployment and
management and evaluates these against known system vulnerabilities and
threats.

Keywords: OSI security, access control, mandatory access control, security
education, operating system security, application security, web services
security.

1 Introduction — Security “Ignorant” Versus Security ‘“Aware”
Applications

Even by 1992 the Organisation for Economic Cooperation and Development (OECD)
had set up a set of recommendations that set out guidelines for the security of
information systems [1]. These guidelines were accompanied by a call for their
implementation in the following statement:

“.... Governments are urged to establish legal, administrative and other measures,
practices and institutions for the security of information systems.”

E. Dawson and D.S. Wong (Eds.): ISPEC 2007, LNCS 4464, pp. 1-10,2007.
© Springer-Verlag Berlin Heidelberg 2007



2 W.J. Caelli

This theme was taken up in 1995 by the then Australian Governor-General who set
the scene for information security and its future in the following statement reported by
“The Australian” newspaper [2]:

“... Hayden also said it was ‘incumbent on us as individual Australians’
to seriously consider issues such as privacy, information security and
copyright, equity and access and not just leave such concerns up to
governments.”

By this time the British Standards Association had published its BS7799 standard,
labelled as a “Code of Practice for Information Security Management” which was
heralded as a document to “provide a common basis for companies to develop,
implement and measure effective security management practice” and to “provide
confidence in intercompany trading”. Its origin had been with the United Kingdom’s
Department of Trade and Industry (DTI) and a group of companies and other
organisations. It set out ten categories of security controls, all of which are vital in the
consideration of computer application security. These categories were, and still are,
based upon the parameters shown in Table 1.

Table 1. OECD Parameters

Parameter OECD-Category of Security Control Considering these
1 Security Policy admonitions in the
2 Security Organisation ligh.t of global i.nfor.-
3 Assets Classification and Control matl.on networking it
4 Personnel Security ' vital to assess the

- - - simple fact that users

5 Physical and Environmental Security “see”  applications
6 Computer and Network Management and seldom any und-
7 Systems Access Control erlying computer or
8 System Development and Maintenance data network struc-
9 Business Contingency Planning ture. These can be
10 Compliance quite specific, e.g. an
inventory control

package for an elect-
rical products distributor, or generic by nature, e.g. web browser, office productivity
suite, etc.

It is an accepted principle of computer science and engineering that a computer
application can be no more secure than the libraries and middleware it incorporates
that can themselves be no more secure than the operating system and sub-systems
that support them which in turn can be no more secure than the underlying hardware
and firmware of the computer or network system. While this is an obvious truth,
applications themselves can be further subdivided into two broad classes, i.e. security
“aware” versus security “ignorant” applications. In simple terms, a security “aware”
program incorporates appropriate security mechanisms and services relative to the
needs of the application and appropriate to the security environment of the
information system in which it operates. By contrast, a security “ignorant” application
simply depends upon other system wide security services and mechanisms to provide
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necessary protection, e.g. operating system relevant access control parameters,
network boundary/perimeter controls, and the like.

This broad dichotomy then further leads to a set of two differing “views” of such
applications and their operation in any information system. These can be broadly
categorised, as per Figure 1, as being the;

a. “system-up” view, versus the
b. “application down” view.

The system up paradigm
assumes that security
responsibility for an infor-
mation system, in general,
lies outside the scope of the
(APPLICATION DOWN VIEW) applications developer and
belongs to the overall infor-
SECURITY APl SET mation system manager who
controls those applica-tions
according to a documented
enterprise risk assessment
MIDDLEWARE and management policy.
Indeed, it can be argued that
this view if the one prevalent
in such ICT processes as
OPERATING SYSTEM “business process manage-
ment (BPM)” and allied
schemes used for the creation
ENFORGEMENT of any overall information
system. The alternative, but
often co-existent, scheme of
“application down” views of
security can be clearly identi-
Fig. 1. Differing Views fied in particular application
sectors, e.g. the banking and
finance, healthcare, govern-
ment services and allied areas. The main question for the ICT professional is one of how
to balance these differing views and to determine just “where they meet”.

For example, national and international standards exist for application security
parameters in the banking/finance and healthcare sectors and these vary markedly in
the degree of detail involved. From definition of actual security processes to data
formats and storage parameters these specific requirements must form part of any
enterprise analysis activity undertaken and must be an integral part of an overall
application system. These security parameters, being application specific, have the
property that they do not readily lend themselves to incorporation into “lower level”
services in a system, e.g. access control schemes provided by an operating system.
For the immediate future, application security specifics seem likely to remain for
certain industry sectors. However, there is growing interest in the concept of a
“regulatory layer”, similar to the Open Systems Interconnection’s (OSI) “presentation

SYSTEM UP vs APPLICATION DOWN
VIEWS OF INFORMATION
SYSTEMS SECURITY

APPLICATIONS

b

SECURITY STUB(S)

SERVICES & MECHANISMS

SUB-SYSTEMS

(SYSTEM UP VIEW)
SYSTEM &

NETWORK
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layer” (Layer 6 of the OSI model) as shown in
Table 2 at the end of this paper. In this model,
security enforcing aspects of an application,
particularly where security requirements are
defined by legal and/or regulatory bodies, are
isolated from the main application “logic” and
placed in this “regulatory layer”. Essentially
what is demanded is reliable enforcement of
international, national, state/province, local and
enterprise security laws, regulations, guidelines
and policies. Indeed, information security or
information “assurance” is now an integral part
of any enterprise information systems model in
the public or private sectors alike. The important
point is one of matching user expectations for
simplified and understood access with these
security/assurance parameters at the application
level as illustrated in a newspaper cartoon from
the early 1980s [3], given in Figure 2.

2 The Open Systems Interconnection -
(OSI) Model as a Framework Fig. 2. ATM Security - 1983

The OSI model, with its 7-layer structure, also defined an architecture for the
protection of interconnected systems; in principle, those applications and related
systems that needed to communicate. At the management level, the “OSI
Management” architecture, clearly identified five major sets of principles that
governed:

naming and configuration,
security,

error and fault handling,
performance, and
accounting.

OSI then clearly stated its security philosophy as follows:

“At various times, security controls must be established in order to protect
information exchanged between application processes. Such controls should make the
cost of obtaining or modifying data greater than the potential value of so doing, or
make the time required to obtain the data so great that the value of the data is lost.”
This led to the definition of three security management relevant parameters as
follows:

e Mandatory security policies imposed by owners and administrators of
communicating entities,
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¢ Discretionary security policies that govern the groups of entities with which a
particular entity wishes to communicate along with the protection services to
be employed in the associated communication channels, and

e Control and distribution of required security information to communicating
entities related to provision of required security services, reporting on security
services provided and reporting on any security relevant events that may

occur.

These parameters then contributed to the development of the concept of the “Security
Management Information Base (SMIB)” as part of an overall OSI compliant
“Management Information Base (MIB)” that itself may be centralised or distributed.

0S| 7-LAYER REFERENCE MODEL

Open Peer Open
System  protocols  System
'

Application b A PR SR >
Presentation 6 P N 6
Session L S P N 5
Transport e S 4
Network . N P — -+ 3
Data-link - P S 2
Physical 1 P = 1

| PHYSICAL MEDIA

Fig. 3. OSI Model

the layered structure of the OSI model.

From an application security
viewpoint, the OSI model provides
the best overview of the security
parameters involved in creating
trusted information systems and
services. The seven layer model [4]
is widely accepted as base
reference model for discussion as
shown in Figure 3. Indeed, the IS
7498-2 document, a subsidiary
document to the IS 7498 standard,
set out the overall security
architecture in two distinct ways;

a. the definition of fourteen
required security “services” and
eight associated security
“mechanisms”, and

b. placement of these services in

The lists of services and related mechanisms are as follows while their placement
is given in Table 2. The OSI security services are seen as:

Peer entity authentication
Data origin authentication
Access control services
Connection confidentiality
Connectionless confidentiality
Selective field confidentiality
Traffic flow confidentiality

Connectionless integrity

Non-repudiation — origin, and
Non-repudiation — Delivery

Connection integrity with recovery
Connection integrity without recovery
Selective field connection integrity

Selective field connectionless integrity
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The associated security mechanisms are seen as being:
e Encipherment,

e Digital signatures,
e  Access control,
e Data integrity,
e Authentication exchange,
e Traffic padding,
e Routing control, and
e Notarisation.
As can be clearly
Table 2. Security by OSI Layers observed all but one
service is seen in the
OSI SECURITY model as being possible
at the application layer,
Security Services / OSI Layers layer 7. This indeed
places emphasis on the
need to carefully consider
LAYER just how application level
SERVICE ; 123 45 67 security interacts with
Peer Entity Authentication|- - Y Y - - Y any other secur'1ty service
Data Origin Authentication| - - Y Y - - Y and  mechanism  that
Access Control Service - -Y Y - - Y occurs below that ]ayer_
Connection Confidentiality |[Y Y Y Y - Y Y. : :
Connectionless Confident. |- Y Y Y - Y Y With  the  emerging
Selective Field Confident. |- - - - - Y Y concept of some form of
~Traffic Flow Confident. Yy -y - - - “regulatory layer”, an
Connection Integrity + . adjunct to the OSI
Recovery - - -Y - - Y « . .
Connection Integrity presentation layer” or
without Recovery - - Yy - - Y even an added
Seleclive_ Field Connection_ functionality for that
Integrity N - - layer, the role of these
Connectionless Integrity - - Yy - - Y Yy D
Selective Field services needs to be
Connectionless ln.te'grity - - - - - - - clearly considered in any
Non-repudiation, Origin - - - - - -y overall information
Non-repudiation, Delivery |- - - - - - ¥

system development.

The time is right to
reconsider the extensive work done in this area during the 1980s and early 1990s and
to incorporate the results of that extensive research and standards setting base into
current Internet based connected application systems.

3 Seven Challenges

With the above background in mind, seven distinct challenges to the future of
application development can be set out.

1. Education and Training for the ICT Professional
A major problem may be that the ICT professional, in the form of the “application
architect”, “enterprise systems analyst”, “business process management (BPM)
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analyst, etc. may have received little to no education or training in the areas of
information security relevant to the profession and to the design of safe and secure
information systems. The problem emerges of not only provision of that training but
also of the necessity of “training the trainers”, i.e. the base of academics and
professionals involved in the associated educational institutions and enterprises
capable of providing that education service. There is a question, therefore, of the
potential for splits in the profession, e.g. between normal business process
management analysis and analysis against associated governance and compliance
requirements. This could mean that a stratification of professional service could be a
result of lack of education professionals in the information security area.

2. Development for Least Privilege and Cooperating Systems

In an age of “outsourcing”, ‘“co-opetition”, “integrated supply chains across
enterprises”, and so on, application systems need to be developed with the principle of
“least privilege” in mind. It is simply too easy for an application to be developed
around the concept that, in operation, that application has full access to all resources
of the computer platform on which it operates. This means that a new level of
application system development education needs to be embraced by universities,
colleges, and allied enterprises.

3. Moving to Hardened System Environments

In essence there is a major question facing the development of application systems
particularly for critical infrastructure systems, e.g. banking and finance, healthcare,
government services and the like. There appears to be a realisation, particularly at the
server level, that old and obsolete “discretionary access control (DAC)” structures are
no longer sufficient for the protection of these systems. As such a move towards
computer operating systems and allied middleware/support sub-systems that provide
“Role Based Access Control (RBAC)” and even “Mandatory Access Control (MAC)”
schemes appears to be gaining momentum. Application systems need to take
advantage of this movement. However, as in the first challenge above, this simply
means that ICT professionals need to have the requisite education and training to take
advantage of and support these ‘“hardened”systems. This, in particular, includes
understanding the concepts and processes behind the internationally accepted
“Common Criteria” for the evaluation of the security of systems, i.e. International
Standard IS 15408.

4. Trusted DBMS, Middleware and Sub-systems

In support of increasing trust parameters in the operating system, there is growth in
the development and support of such “hardened” services at the levels above the
operating system. This is particular seen in such sub-systems as data base
management systems (DBMS) and network access “stacks”. Once again the
application developer needs to be aware of and have the necessary tools to create
applications that take advantage of these systems.

5. Web Services Security

There is undoubtedly justified scepticism about the overall, end-to-end, computer
application to computer application security of information systems based around the
deployment of web services structures. Mimosa recently stated:
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“The sophisticated business-to-business interactions occurring at a service level with
service-oriented architectures pose a major challenge to security. You don't go SOA
to be more secure; you go SOA for the sake of efficiency and integration,
standardization and code reuse. The returns are tantalizing, but like any other
development scenario where a rush-to-market supersedes security, the results could
be disastrous, experts say.” [5]

The same theme was also put forward by Hulme as follows:

“After more than a decade of organizations focusing on locking down network
perimeters, endpoint devices and email, Web applications have surfaced as the new
attack flashpoint. Last year was a bad year for Web application security--whether it
was overseas hackers reportedly accessing credit card information from thousands of
transactions on the state of Rhode Island's Web site, or universities inadvertently
spilling sensitive student information, including Social Security numbers, onto the
Internet. Statistics back this up. Symantec said in its most recent Internet Security
Threat Report that Web vulnerabilities constituted 69 percent of 2,249 new
vulnerabilities the company documented for the first half of 2006, with 78 percent
of "easily exploitable" vulnerabilities residing within Web applications. Mitre
Corp.'s September tally of publicly disclosed vulnerabilities mirror those findings,
with cross-site scripting vulnerabilities surpassing buffer overflows as the most
reported vulnerability. Four of the top five vulnerabilities were within Web
applications, development platforms, or databases often directly exposed to the
Internet.” [6] (Emphasis is by this author.)

Besides the fact that in early 2007 the overall security architecture for web services is
incomplete, confused and complex, the structures set out depend totally upon
underlying trusted systems functionality and enforcement in connected computer
systems, particularly for cryptographic services and related secure key management.

This fact was clearly stated by Peterson and Lipson [7] of the USA’s Software
Engineering Institute of Carnegie Mellon University and Cigital, Inc. in the following
way:

“The WS-Security standard does not address other issues related to security
infrastructure such as key management, and it does not address policy, which must be
set up separately.”

This is a critical statement given that 2006 saw the dominance of attacks on system
move to compromise of underlying computer operating systems and middleware
through such vehicles as “root kits”, etc.

At the same time, the temptation to develop application specific “add-on” packages
for browser systems exists. In the open source arena, this approach is actually
encouraged, e.g. through support for such add-on development for the FireFox
browser system [8]. This approach is clearly evidenced by the following statement
from the “Mozilla” web site referenced:
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“Extensions are small add-ons that add new functionality to Mozilla applications
such as FireFox and Thunderbird. They can add anything from a toolbar button to a
completely new feature. They allow the application to be customized to fit the
personal needs of each user if they need additional features, while keeping the
applications small to download.”

6. Connectivity

An application today “talks” to another application over Internet protocol based data
communications networks. While security related protocols and structures exist at the
network level and are in wide use, the problem exists of determination of the status of
the cooperating computer systems used to host the applications. In application
development, there is a major need for mechanisms and methodologies for an
application to become ‘“self-defending” through provision of its own defence
mechanisms and through structures that allow it to determine the security status of the
environment in which it is executing. This is still a major research area and no clear
direction is obvious at resent.

7. Towards “Self-Defending” Objects

With the rapid rise of “mobility” in global information systems, protection of that
system by use of “perimeter” protection mechanisms is no longer feasible or even
effective. Access to large enterprise information systems can now be effected from
everything form a mobile/cell phone or PDA to a high powered personal
computer/workstation in an unprotected home environment to a sophisticated
workstation within the enterprise itself. This means that a new paradigm is needed in
thinking about the way in which applications will exist in the future. They may even
propagate themselves around enterprise networks to provide service where and when
needed. In this sense the concept of a “self-defending object”, developed using
software “components” that themselves exhibit that property, may become a vital
concept for the future.

4 Conclusion

Once again the basic truth needs to be re-iterated. No application can any more secure
than the sub-systems it depends upon. The future in research needs, in some way, to
elucidate this truth by enabling an application to actually determine the security status
of all the systems upon which it depends. Surprisingly this is no more than the basic
theme set out in the underlying concept of “mandatory access control” with all
elements of a system reliably tagged with relevant security data. The question
proposed by this paper has been one of a value judgement. Can an application, by
itself, be secure? The answer is undoubtedly “no” particularly as today’s applications
make use of numerous pre-existing components that the application developer has
little to no knowledge of or responsibility for. However, van applications become
security aware? The answer here seems to be a “yes”; particularly as such applications
become “self-defining” in the future.
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However, for the ICT professional, limited by pressures of creating applications

“on time and on budget”, the problem of dedication to application security could best
be summarised in the words of Herodotus, 484 to 424 B.C., as follows:

“Of all man’s miseries, the bitterest is this: to know so much and have control over
nothing.” [9]
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Abstract. With the increased use of Internet and information technol-
ogy all over the world, there is an increased amount of criminal activities
that involve computing and digital data. These digital crimes (e-crimes)
impose new challenges on prevention, detection, investigation, and pros-
ecution of the corresponding offences. Computer forensics (also known
as cyberforensics) is an emerging research area that applies computer in-
vestigation and analysis techniques to help detection of these crimes and
gathering of digital evidence suitable for presentation in courts. This
new area combines the knowledge of information technology, forensics
science, and law and gives rise to a number of interesting and challeng-
ing problems related to computer security and cryptography that are yet
to be solved. In this paper, we present and discuss some of these prob-
lems together with two successful cases of computer forensics technology
developed in Hong Kong that enable the law enforcement departments
to detect and investigate digital crimes more efficiently and effectively.
We believe that computer forensics research is an important area in ap-
plying security and computer knowledge to build a better society.

Keywords: Computer forensics, digital crimes, forensics technology.

1 Introduction

The use of Internet and information technology has been increasing tremendously
all over the world. In Hong Kong, according to the surveys conducted by Census
and Statistics Department of the Government, the percentage of households
with personal computers at home that are connected to Internet has increased
by more than 75% from 2000 to 2005 (see Table 1) while for the business sector,
the percentage of business receipts through electronic means has increased by
almost four folds (see Table 2). As one may expect, the amount of criminal
activities that involve computing and digital data (digital crimes or e-crimes)
has also increased. From the statistics provided by the Hong Kong Police [5],
the number of digital crimes in Hong Kong has increased more than double from
2001 to 2004.

E. Dawson and D.S. Wong (Eds.): ISPEC 2007, LNCS 4464, pp. 11-{I9] 2007.
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Table 1. Penetration of Information Technology in the Household Sector in HK [2]

Year 2000 Year 2005
Households with personal

computers at home 49.7% 70.1%
Households with personal computers
at home connected to Internet 36.4% 64.6%

Table 2. Penetration of Information Technology in the Business Sector in HK [2]

Year 2000 Year 2005
Establishments with personal

computers 51.5% 60.5%
Establishments with Internet

connection 37.3% 54.7%
Establishments with Webpage

or Website 7.3% 15.5%
Business receipts through

electronic means 0.17% 0.64%

These digital crimes (e-crimes) impose new challenges on prevention, detec-
tion, investigation, and prosecution of the corresponding offences. Computer
forensics (also known as cyberforensics) is an emerging research area that ap-
plies computer investigation and analysis techniques to help detection of these
crimes and gathering of digital evidence suitable for presentation in courts. While
forensic techniques for analyzing paper documents are very well established, very
few of these techniques can be applied to digital data and they were not designed
for collecting evidence from computers and networks. This new area combines
the knowledge of information technology, forensics science, and law and gives
rise to many interesting and challenging problems related to computer security
and cryptography that are yet to be solved.

Among other issues in collecting evidence from computers, one fundamental
difference between paper documents and digital data is that electronic data can
be easily copied and modified. A suspect may easily argue that the evidence
found in his/her computer was implanted or modified by the law enforcement
agency after the computer has been seized by the agency. It is very important to
verify the file system integrity of the suspect’s computer after it has been seized
by the law enforement agency.

Another problem is that there are many different file formats, operating sys-
tems and file system structures. Electronic documents can be generated by vari-
ous kinds of application programs such as word processors, spreadsheet software,
database software, graphic editors, electronic mail systems. The documents can
be stored as user files in user directories, or as fake system files in the system
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directories, or hidden files. Sometimes, evidence can also be found in the deleted
files. When a file is deleted, the operation system usually only removes the ref-
erences to the file in the file allocation table (FAT). The actual content of the
file is still physically stored on the disk until that area has been overwritten by
another file. It is a time consuming task to inspect every possible storage area of
the whole computer for potentially useful evidence. And it is also not possible to
check every file using all available application programs manually. In this paper,
we will briefly describe a cyber crime evidence collection tool [], called Digital
Evidence Search Kit (DESK) ich tries to handle the above problems. DESK is
the product developed by our research team and the Hong Kong Police Force and
several other law enforcement agencies of the Hong Kong Special Adiminstrative
Region.

Besides the problem of evidence collection, e-crime detection is also very
important. Intrusion detection (e.g. detection of distributed denial of service
attack [913]) is one of the well-known examples. In this paper, we focus on an-
other example - detection of copyright infringement through peer-to-peer (P2P)
file sharing. According to a survey conducted by the Hong Kong Government
in 2005 [7], the public awareness of IP (Intellectual Property) rights has sig-
nificantly improved. Out of about 1200 respondents, only 15% admitted that
they would often (0.7%) or sometimes (14.3%) buy pirated or counterfeit goods.
This is already a remarkable improvement from the 24.7% in 1999. However,
the percentage of respondents who admitted that they would illegally download
and upload files to Internet for the purpose of sharing with others has increased
from 3.5% in 2004 to 6.8% in 2005. This may indicate that the copyright infringe-
ment problem becomes more serious (at least in Hong Kong) as the peer-to-peer
file-sharing protocols become more popular and mature.

In fact, this is not only a problem in Hong Kong. According to a third-party
research, potential losses to the recording industry from P2P file-sharing was
estimated at US$2.1 billion in 2004 [6]. Among the few successful P2P protocols
in existence, BitTorrent (BT) has evolved into one of the most popular net-
works [§] and has managed to attract millions of users since inception. By the
end of 2004, BitTorrent was accounting for as much as 50% of all P2P-related
traffic [I1]. Without doubt, P2P technology offers a wonderful platform for in-
dividuals and organizations to share their digital materials worldwide extremely
easily. Unfortunately, its illegitimate use on unauthorised sharing of copyrighted
files is increasingly rampant and is reaching an alarming height.

With the existence of the overwhelming private BitTorrent networks, it is
difficult to gauge the actual numbers of BT users. What we are certain, however,
is the tremendous loss to the media industries. Over the years, law enforcement
agencies have set out operations to fight against these illegal activities. With
much of their effort, the world’s first conviction of piracy of BitTorrent user was
sentenced in the fall of 2005. However, the outcome seems not to be an effective
deterrent to average BT users. Although many individuals realize that what
they are doing is a kind of online piracy and is illegal under recently enacted
legislation, they still pursue the file sharing as before. One critical issue behind
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this is the limited manpower and resources available to law enforcement agencies.
BT users may feel that it is almost impossible to crack down every single member
of the enormous BT user base. To tackle this problem, it is desirable to have an
automated system for monitoring these increasingly rampant BT activities. In
this paper, we will briefly describe a rule-based BT monitoring system (BTM [3])
which takes the first step towards solving this problem.

The rest of the paper is organized as follows. The DESK system will be de-
scribed in Section 2. Section 3 will briefly talk about the BTM system. Section
4 concludes the paper by presenting a few other related problems in computer
forensics.

2 The Digital Evidence Search Kit

DESK (The Digital Evidence Search Kit) is a general purpose computer foren-
sics system focusing on integrity control of the digital data. There are two design
objectives of this tool. One of the objectives is to ensure the validity and reli-
ability of the digital evidence. Once it has been proved that the tool has been
used properly and in compliance with the Evidence Ordinance [I0], the digital
evidence found in the suspect’s computer can be presented and used in courts for
prosecution. Another objective is to provide an efficient and automatic search
function to search for digital contents that can be used as evidence for the
e-crime. DESK is also specially designed to be used in the bilingual environment
of Hong Kong, so is capable of searching word patterns in both English and
Chinese (traditional and simplified chinese characters).

2.1 The Framework of DESK

The DESK system consists of a DESK machine which is typically a notebook
computer with a serial port and a floppy diskette used to start up the suspect’s
machine (subject machine). The DESK machine will be connected to the subject
machine using a serial (RS-232) cable. There are two software components of
DESK: the DESK client that is installed on the DESK machine; and the DESK
server that is contained on the floppy diskette to be executed by the subject
machine. The DESK client is mainly used to provide a user interface for issuing
commands to inspect the subject machine.

The DESK server component, installed on the floppy diskette, has additional
functionalities which include the followings.

1. To start up the subject machine: Usually the file (e.g. system files) in the
subject machine will be modified if it is booted up by its own operating
system.

2. To lock the subject machine: This is to protect the subject machine from
any accidental corruption by the interrupts of the machine. This step is very
important as it can ensure that the contents found on the subject machine
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cannot be modified, thus ensures the integrity integrity of the subject ma-
chine while various forensic operations are being performed.

3. To provide a simple user interface for simple search operations: The user
interface is much less sophisticated than that of the DESK client running on
the notebook due to the storage limitations of floppy diskettes.

There are two main operations of DESK: keyword search and file system
integrity checker.

Keyword Search: A pre-defined text pattern file which contains important key-
words that can be specific to a particular case, in Chinese and/or English, to be
searched for on the subject machine, is used for three different types of search,
namely physical search, logical search and deleted file search. Physical search per-
forms a search of the patterns in each physical sector of the subject machine’s
storage system. E-crime evidence stored purposely in unused sectors can be dis-
covered. Logical seach, on the other hand, makes use of the information about
the file system, so patterns stored across different sectors can be located. Deleted
file search will try to locate the deleted file provided it is not yet overwritten by
another file and perform the pattern search on these files.

File System Integrity Checker: There are two functions in this checker. Firstly,
it is to ensure the integrity of the file system of the subject machine. We compute
a hash value of the whole file system (e.g. a hard disk) of the subject machine.
By recording this hard disk hash value properly, the law enforcement agency can
easily prove that the content of the hard disk has not been modified after the
machine has been captured by the agency. Also, in order to reduce the possibility
of causing accidental damage to the hard disk, usually exact copies of disks (also
called clone images) are made for the subsequent analysis. The hash values of
the clone images and the original hard disk can be compared to show that the
clone images are exactly the same as the original hard disk.

Secondly, the suspect may store some crime evidence in standard files of com-
mon software applications (e.g. freecell.exe). A hash value database that contains
fingerprints (hash values) of all files in a standard software distribution are used
to compare with the hash values of the corresponding files in the subject ma-
chine. More details of the DESK system can be found in [4].

2.2 Other Issues

There are other issues related to this research. For examples, it is very likely that
there may be missing/bad sectors in the hard disk which may corrupte the data
files in the system. How this can be handled to make sure that the recovered
portion of the files can still be presented in courts needs more investigation.
Also, the integrity checker relies very much on the hash functions. With the
recent cracking of some well-known hash functions such as SHA-1 and MD5,
may be a more detailed study needs to be done to make sure that the validity
of the digital evidence is not questionable.
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3 A Rule-Based BT Monitoring System

In this section, we briefly discuss the design of a rule-based BitTorrent monitoring
system (BTM). For details, please refer to [3].

3.1 Basics of BitTorrent (BT)
A BitTorrent network is basically made up of four types of entities.

— Tracker: A server that coordinates the distribution of files. It acts as an
information exchange center from which peers obtain necessary information
about other peers to which they can connect.

— Torrent file: A small file which contains metadata about the files, including
the address of the tracker, to be shared.

— Peer: Anyone that participates a download.

— Seeder: A peer who has a complete copy of the file and offers it for download.
All peers (including the seeders) sharing the same torrent, are considered as
a unit, called a swarm.

Note that the idea of BT is to redistribute the cost of upload to downloaders.
When the peers are downloading the same file at the same time, they upload
part of the files to one another. To start a download, a torrent file is generated,
registered with a tracker and made available somewhere in a website. The owner
of the initial copy of the file is referred as the initial seeder. Initially, peers will
contact the initial seeder to request the file, as more and more peers join in, some
peers will share their pieces with newly joined peers to offload the initial seeder.

3.2 The Framework of BTM

To track down the activities of a swarm, the torrent file is the key. BTM consists
of two main components, the torrent searcher and the torrent analyzer. To lo-
cate torrent files, the torrent searcher searches target websites (or public forums)
specified by user-inputted URLs. The torrent files will then be passed to the tor-
rrent analyzer for detailed analysis. There are several issues to be resolved by the
torrent searcher. For examples, the searcher needs to explore the websites level
by level following the hyperlinks to reach the torrent files. Automatic keyword
searching needs to be performed by the searcher in order to explore potential
illegal downloading activities in public forums. To conclude, this torrent searcher
can be configurated to work on updated topics (e.g. newly released movies) and
on scheduled websites/forums. It makes the monitoring possible for 24 hours.
After obtaining the torrent files from the torrent searcher, the torrent an-
alyzer can locate and connect to the tracker(s) and retrieve the lists of peers
currently participating in the torrent. It can further connect to the peers and
gather useful information about the download activity and analyze the informa-
tion to, say identify potential seeders and to determine if any necessary action
needs to be triggered. The core engine inside the torrent analyzer is a rule-based
system. Some preliminary tests have been conducted in some real scenarios. The
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results are promising, however, more detailed analysis and experiments need to
be performed to confirm its effectiveness.

3.3 Other Issues

This system represents the first step towards an automated monitoring system
for the detection of copyright infringement activities through peer-to-peer file
sharing. There are many other concerns that need an in-depth study. For ex-
amples, the anonymity level of BT is continuously being improved, how these
anonymity features of the upgraded version affect the effectiveness of BTM is
certainly one of the main concerns. On the other hand, the scalability of the tool
is also a major issue needs to be resolved since the BT protocol seems to be very
scalable and the number of peers can be huge.

4 Conclusion and Other Problems

In the previous two sections, we had described two examples in computer foren-
sics research and development. To conclude this paper, we describe a few other
related problems in computer forensics. Actually, we are working on some of
these problems and preliminary research results may appear soon.

We believe that computer forensics research is an important area in applying
security and computer knowledge to build a better society.

4.1 Live Systems Forensics

Most of existing computer forensics techniques concentrate on efficient search
of digital evidence inside an inactive computer. The emphasis is on whether a
particular piece of evidence exists in the machine or not. Recently research in
computer forensics attempts to collect digital evidence from a live running system
(e.g.[Il). This type of evidence may contain information that is transient, e.g.
network connection. On the other hand, the ultimate goal of computer forensics
is to reconstruct the crime scene in the digital world. Therefore one research
direction is to concentrates on how to make use of the digital evidence collected
from a live running system, filter out irrelevant information, and reconstruct the
crime scene. This will involve not only carry out digital evidence search based
on the syntactic elements, but also interpreting the evidence in a semantically
correct way.

4.2 Cryptographic Scheme Design to Enhance Computer Evidence
Validity

Digital data in a computer system needs confidentiality, integrity, and authenti-
cation control. With the viewpoint that those digital data may be extracted as
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evidence by a computer forensics exercise, it will be better to design advanced
cryptographic schemes which, during the time the digital data is generated, will
provide cryptographic objects (such as hash values and digital signatures) at the
same time. One example requiring this functionality is multi-media data. When
a video file is used as a piece of computer evidence, we need to prove that a
video file is really produced by a certain camera, it is really being created on a
particular date, and is not tampered afterward. In addition, if part of the video
file is corrupted, we still want the uncorrupted part to be valid evidence. This is
an important research direction since our society is generating more and more
different types of digital data, including text, documents, video, file systems, and
others.

4.3 Authentication Schemes Providing Better Evidence

While authentication and the related topic of access control are being studied
for a long time, there are still a lot of rooms for improvement regarding the
provision of evidence. For example, to provide evidence about a login process
using password, we need to assume the validity of the log file [I2]. As a lot
of criminal activities involve the step of impersonation, the computer evidence
about authentication is particularly important. This situation is also being com-
plicated by the diversified techniques of authentication, including password, dig-
ital signature, hardware cryptographic tokens, biometrics, one-time password,
time-synchronous tokens, and third-party credentials. Therefore, the study of
authentication with emphasis on the evidence provided is greatly desired.

4.4 Digital Objects with Dual Meanings

With the combination of cryptography, steganography, and the complicated data
formats for digital documents, it is possible to create a digital object which can
be interpreted in two or more different meanings. For example, a computer file
can show different contents when it is being opened by two different software
viewers. With one viewer the content can be a normal text story, while with
another viewer it can be a child pornographic picture. Following the same idea,
a more elaborate example is that a file can contain two encrypted portions.
The file can be decrypted with two different decryption keys to show two dif-
ferent contents. What is the motivation of a person if he is storing such a file
with dual meaning? Although finding the motivation of a person is not a com-
puter security technical problem, there are technical problems involved: If a
file with dual meanings is stored in a suspect’s computer, will the computer
forensics process be able to identify the two different meanings? What are the
different technologies available for providing files with two or multiple mean-
ings? Besides computer files, are there other kind of digital objects that can
also have dual meanings? All these are interesting research topics with great
impact.
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Abstract. This papelﬂ describes a linear analysis of Blowfish (a block
cipher designed by B. Schneier in 1993), and Khufu (a cipher designed by
R.C. Merkle in 1989). The nonlinear cipher components of these ciphers
are key dependent, and thus, unknown to unauthorized entities. Nonethe-
less, we estimate the fraction of user keys that generate weak nonlinear
components (namely, with large enough bias). As far as we are aware
of this paper reports the first known-plaintext (and ciphertext-only) at-
tacks on these ciphers.

Keywords: Blowfish, Khufu, linear cryptanalysis, key-dependent
S- boxes.

1 Introduction

This paper describes known-plaintext attacks on the Blowfish and Khufu block
ciphers. Previous attacks reported in the literature on both of them operate in
a chosen-plaintext setting.

For instance, Vaudenay in [25] examined a simplified variant of Blowfish [21]
with the S-boxes known and not key-dependent. For this variant, a differential
attack can recover the P-array with 2571 chosen plaintexts (CP), where 7 is the
number of rounds. For certain weak keys that generate weak S-boxes (the odds of
getting them randomly are 1 in 214), the same attack requires only 247 *! chosen
plaintexts to recover the P-array, where r is the number of rounds (assuming
the S-boxes are known). With unknown S-boxes, this attack can detect whether
a weak key is being used, but cannot determine what it is (neither the S-boxes,
nor the P-array, nor the user key itself). This attack does not work against the
full 16-round Blowfish, but the discovery of weak keys in Blowfish is significant.
A weak key is this context is one for which two entries of a generated S-box are
identical (making it non-injective).

Rijmen, in [19], describes a differential attack on 4-round Blowfish that does
not depend on weak-key assumptions.

Biham et al. in [2] described attacks on up to 24-round Khufu, based on
key-dependent impossible differential distinguishers, based on experiments on
a 24-bit block mini-version of Khufu. But, the fact that the distinguishers are

! Research funded by FAPESP (Fundacdo de Amparo a Pesquisa do Estado de Sao
Paulo) under contract 2005/02102-9.
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key-dependent imply that these attacks apply only to certain (user) keys, that
is, the attacks work under weak-key assumptions. Table Il summarizes the attack
complexities on 16-round Khufu.

Table 1. Attack complexities on Khufu

# Rounds Data Time Source Attack
16 2!8 CPACC 2'®  [26] Boomerang
16 2t cp 2% [2] Imposs. Differential
16 28 cp 2% [0 Differential

CPACC: Chosen-Plaintext Adaptively-Chosen Ciphertext.
CP: Chosen-Plaintext.

This paper is organized as follows: Sect. [2] briefly describes the Blowfish block
cipher. Sect. Bl briefly describes the Khufu block cipher. Sect. [ presents prelimi-
nary concepts of linear cryptanalysis. Sect. Bldescribes linear attacks on Blowfish.
Sects. Al and describes linear attacks on Khufu. Sect. [l concludes the paper.

2 Blowfish

Blowfish is block cipher designed by B. Schneier in 1993 as a replacement for the
DES cipher [I§]. Blowfish operates on 64-bit text blocks under a variable-length
key, having between 32 and 448 bits, in steps of 8 bits. This cipher has a Feistel
Network structure with 16 rounds [21J22]. An innovative feature of Blowfish was
the use of key-dependent (nonlinear) tables called S-boxes and P-arrays. The P-
array consists of eighteen 32-bit values: Py, ..., Pig. There are also four 8 x 32-bit
S-boxes. The nonlinear components of Blowfish are computed as follows:

(1) initialize the P-array and the four S-boxes, in order, with a fixed string.
This string consists of the hexadecimal digits of 7, less the initial 3: P, =
243f6a88x, P, = 85a308d3x, P; = 13198a2ex, P, = 03707344y,

(2) exclusive-or P; with the first 32 bits of the key, exclusive-or P, with the
second 32-bits of the key, and so on for all bits of the key (possibly up to
P14). Repeatedly cycle through the key bits until the entire P-array has been
exclusive-ored with key bits. Note that for every short key, there is at least
one equivalent longer key. For example, if A is a 64-bit key, then AA, AAA,
and so on, are equivalent keys.

(3) encrypt the all-zero string with the Blowfish algorithm, using the subkeys
described in steps (1) and (2).

(4) replace Py and P, with the output of step (3).

(5) encrypt the output of step (3) using the Blowfish algorithm with the modified
subkeys.

(6) replace P3 and Py with the output of step (5).
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(7) continue the process, replacing all entries of the P array, and then all four
S-boxes in order, with the output of the continuously changing Blowfish
algorithm.

In total, 521 iterations and 4168 bytes of memory are required to generate and
store all required subkeys. Whenever possible, applications should store the sub-
keys rather than execute this derivation process multiple times since running
the key schedule for each new key costs 521 Blowfish encryptions. This slow key
schedule means that Blowfish has a very low key agility.

The Feistel structure of Blowfish can be described as follows. Start with a
64-bit plaintext block My = (Lo, Ro), where Lo and Ry are 32-bit strings. The
output of the i-th round is denoted

M; = (Li,R;))=(Ri-1® F(Li-1 @ P,),Li_1 & Py),

where 1 < i < 16, and F is the round function. The ciphertext is Mg =
(L15 ® P16 @ P1g, R15 @ F(L15 ® Pig) @ Pi7). The round function F' : Zgz — Z‘gz
combines the four 8 x 32 S-boxes, 5;, as follows:

F(X) = F(Zo‘xl‘xz‘xg) = ((So[l’o] S5 51 [Il]) H SQ[CﬂQD S>) 53[1'3] .

3 Khufu

Khufu is a block cipher designed by R.C. Merkle in 1989 [I7] for fast encryp-
tion in software. Khufu is a Feistel Network cipher operating on 64-bit blocks,
parameterized by a user key of up to 512 bits, and iterating 8r rounds, where
1 < r < 8 is called the number of octets. Originally, 7 = 2 was suggested.
The cipher operates on 32-bit words, with the following operations: exclusive-or,
byte rotations, and table lookups (one 8 x 32-bit key-dependent S-box per octet).
Each S-box represents (2%)-32 = 212 bits of secret data, and is used for one octet
only. Let a plaintext block be denoted by P = (Lo, Rp), the S-box by S, a left
rotation of x by n bits by z <& n, and the least significant n bits of = by Isb,,x.
Then the i-th round of Khufu outputs (R;, L;), where R; = L;—; < s;, and
L; = Ri—1 @ S[lsbs(L;—1)], where s; denotes a fixed rotation amount (a multiple
of 8 bits). For each round in an octet, the values of s; are, in order, 16, 16, 24, 24,
16, 16, 8, 8, repeated cyclically. There is an input transformation in which two 32-
bit subkeys, K7 and K>, are exclusive-ored to the plaintext, and an output trans-
formation in which subkeys K3 and K, are exclusive-ored to the output of the
last round. The key schedule pre-computes the S-boxes used in each octet. Each
S-box is 8 x 32 bits. Since the key schedule is quite time consuming, Khufu is bet-
ter suited for bulk data processing, and that do not require changing keys often.

4 Linear Cryptanalysis

The linear cryptanalysis (LC) technique was discovered by Matsui and applied
successfully against the DES [14] and FEAL [16] block ciphers. This technique is
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one of the most general known attacks on block ciphers, and has become a bench-
mark technique for evaluating the security of any new modern cipher (GOST
[24], AES [9], LOKI97 [6/11], RC6 [20], IDEA []], Serpent [3]). LC is a known-
plaintext (KP) attack, but it has already been used in other contexts [T2JT3].

The fundamental tool of a linear attack is a linear distinguisher which consists
of a linear relationship between bits of plaintext, ciphertext and key, holding
with non-uniform probability (different from 1/2). This discrepancy between
the associated probability of a cipher and that of random behavior is called the
bias, and denoted p’. The number of known plaintexts needed for a high success
attack is inversely proportional to the bias N = 8- (p/)~2, according to [I4].
Thus, the larger the bias, the less plaintext is needed for a high success attack.
More formally, let an S-box S : Z5 — Z3', and two bit strings, I'X € Zj
and I'Y € Z3', known as bit masks. The linear relation involving the input
bits of S designated by I'X and the output bits designated by I'Y is denoted
X -T'X ® S[X]-I'Y =0. The probability that this relation holds is

#{X € Z}|X -TX = S[X]-TY}
#HX € Z3} '

The bias of this linear relation is |Prx ry — 1/2]. An exhaustive list containing
all input and output bit masks of S is called the Linear Approximation Table
(LAT) of S (see [14]). The LAT allows one to identify the most promising linear
relations, namely the ones with highest bias.

Linear relations for individual cipher components can be derived piecewise.
Then, the separate linear relations can be combined, forming relations up to
round level, and further on to multiple rounds. The bias of each combination
of two approximations is derived using Matsui’s Piling-Up Lemma [14]. We will
employ this lemma in our analysis, even though it is not strictly correct [5l23].

For both Blowfish and Khufu, we looked for attacks that did not require more
text than the full codebook (2% text blocks for both ciphers). Moreover, we
assume that user keys are at least 64 bits long, so that an exhaustive key search
is not better than collecting the full codebook.

Distinguishers can be used either to distinguish a cipher from a random per-
mutation or in a key-recovery attack. In the latter, there is usually a separation
between the distinguisher itself (some rounds of the cipher) and the rest of the
cipher, in which subkeys are recovered. Sometimes, this boundary is not clear as
in [4], in which subkeys within the distinguisher itself are recovered.

Prx.ry =

5 Linear Analysis of Blowfish

Unlike the differential attacks in [25], our linear analysis does not depend on
duplicate entries (collisions) in the S-boxes, namely, we do not require the S-
boxes to be non-injective mappings.

Since the S-boxes and P-arrays in Blowfish are key-dependent, an adversary
would not be able to compute the LAT, because these nonlinear components
are unknown. But, this fact does not forbid one from computing the LAT for
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a sample of S-boxes derived from a random set of keys. Moreover, since the

dimensions of Blowfish’s S-boxes are fixed (8 x 32), they are non-surjective.

Therefore, we looked for linear relations for these S-boxes with the form 0 5—bow

I, where 0 stands for the null 8-bit mask, and I' stands for a nonzero (non-
trivial) 32-bit mask. This notation means that the exclusive-or of no input bits
(to the S-boxes) can equal an exclusive-or of output bits selected by I'.

Due to the modular addition operation in the F' function of Blowfish, we
looked for bit masks I" with nonzero bits preferably in the least significant bit
positions. This choice avoids decreasing the bias due to the carry bits. The best
tradeoff for the bit mask value is I' = 1 (Fig. [[l). Thus, the linear relations we

00 00 00 00
\ \ \ \
S0 S1 S2 S3

00000001 \_>q94_‘ 00000001 00000001 |00000001
> [T >

o N
00000001 0000000 1V
00000001

Fig. 1. Bit masks (in hex) showing the propagation of a linear relation across the F
function of Blowfish

chose for the F' functions have either the forHE 00000000 LN 00000000 or

the form 00000000 £ 00000001y. The rationale is to minimize the number of
active S-boxes in building linear relations across the round function (a strategy
already used against the DES cipher [I5]). Nonetheless, due to the construction
of the F' function, all four S-boxes are active under the second linear relation to
the I function. As for the P-arrays, unlike the S-boxes, there is only one P-array
per round and they act like unknown constants exclusive-ored to the left-half
of each text block prior to the F' function. The P-arrays do not affect the bias
of linear approximations of the F' functions. For our linear bit masks, only the
least significant bit (LSB) is involved in the approximation, and its exact value
does not matter in the P-arrays (this LSB only changes the sign of the bias).
We exploited iterative linear relations, namely, linear relations that can be con-
catenated with themselves. Consequently, it leads to a fixed decrease in the bias
for every concatenation. We arrive at the 2-round iterative linear relations in
Fig. X(a) and [A(b), with one active F' function and four active S-boxes for every
two rounds. Looking closely, one can notice many dualities between our linear
distinguisher in Fig. [ and the differential distinguisher in [25]: while Fig.
uses nonzero bit masks only at the output of the S-boxes and round function,
the nonzero differences in [25] appear only at the input to the same S-boxes
and round functions. While Fig. 2] exploits the least significant bit positions, the

2 The subscript x indicates hexadecimal value.
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00000001 00000000 00000000 00000001

00000000 00000001
[FF———¢ [Ffl——"—0

00000000 00000000

00000000

00000000

00000000
[F|———¢

\v>
3

00000001
[FF———4

N>

00000001 00000000 00000000 00000001
(a) (b)

Fig. 2. Two-round iterative linear relations for Blowfish

differences in [25] exploit the most significant bit positions (taking advantage of
the discarded carry bit from the leftmost bit position).

The linear distinguishers in Fig.Plapplied to 2t-round Blowfish allow to recover
two bits of information of the P-array, based on an exclusive-or combination of
bits from the plaintext and ciphertext: (Lo @® Lat)-00000001x = (P1 @ Ps®... D
Py;11) - 00000001 (using Fig. Bla)), and (Ry & Rat) - 00000001x = (P> & Py &
... @ Pyt) - 00000001 (using Fig. 2(b)).

We have estimated how many user keys lead to S-boxes whose LATs [14]
contain the highly (and nonzero) biased entry for the input/output masks (00x,
00000001y). In particular, if any single S-box has a zero entry in the LAT for
these masks, then we call the particular user key that generated that S-box
strong against our linear distinguisher (although, not necessarily strong against
all possible linear distinguishers). Thus, this analysis raises the question on weak
linear keys in Blowfish.

In [I], Biham has predicted that a m x n S-box in which “if n > 2™, the
S-box must have an affine combination of only output bits, which does not
depend on the input bits at all. Such combinations cause ... the existence of a
2-round iterative characteristic with probability 1/2+1/2 (of the form 0 — X),
and thus enable attacks which require a few known plaintexts.”. Our results
for Blowfish are twofold. On one hand, we have m = 8, n = 32, but 32 < 28,
On the other hand, we have identified some keys for which the linear relation
00x — 00000001x holds with nonzero probability, but it is not 1/2 4+ 1/2. The
linear approximation probability in our case ranges between these two extremes.

Table [ lists the results of bias estimations on Blowfish for about 22897 ran-
domly selected keys (that is, randomly selected S-boxes), and their susceptibil-
ity to the linear distinguisher in Fig. 2l In our simulations we have used Paul
Kocher’s C-language implementation of Blowfish.

The #KP in Table@is estimated as 8x (bias) =2, according to Matsui [14]. This
number must be smaller than the codebook size, 264. The number of rounds in
Table2lstands for how many rounds can be attacked using Fig.[2l We notice that
a fraction of 18.51% of the keys tested, at least one of the resulting S-boxes have
a zero bias (trivial linear relation), therefore, avoiding Fig. [ altogether. These
user keys are strong (linear) keys. A fraction of about 78.29% of the keys tested
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have a bias higher than 2730, thus allowing a linear attack up to two rounds
requiring less than 263 KP (and equivalent encryption effort and memory). A
fraction of about 3.19% of the keys tested have a bias higher than 27272 thus
allowing a linear attack up to four rounds requiring less than 264 KP. A tiny
fraction of only 0.0000013% of the keys tested have a bias higher than 2710-83
thus allowing a linear attack up to six rounds requiring less than 26398 KP.

Table 2. Simulation results of bias of linear distinguisher in Fig.[2lon a random sample
of user keys of Blowfish

#Rounds Bias Fraction of Keys

0 0 18.51%

2 > 2730 78.29%

4 > 971575 3.19%

6 > 271083 0.0000013%
8 ~ 98325 -

We have not found any particular pattern in the user keys that allowed us
to identify precisely a weak linear key (namely, weak under a linear attack). An
alternative approach to identify the susceptibility of a Blowfish instance to our
linear attack is to simply compute the entry (00x, 00000001x) in the LAT of
each of the four generated S-boxes and verify their combined bias (using the
Piling-Up Lemma). If the resulting bias is zero, then definitely the given user
key is not vulnerable to our linear distinguisher. Otherwise, a linear attack (for
variable number of rounds) using relation in Fig. 2l may be possible depending
on the magnitude of the bias.

Additionally, we have analysed the alternative bit masks 00000002 and
00000003%. In these cases we need to take into account a decrease in the bias
due to a carry bit into the second least significant bit position in the linear ap-
proximation. Before accounting for this decrease in the bias, we have looked at a
sample of randomly selected user keys, and we have not detected a high enough
bias in the S-boxes. Thus, we find no advantage of the latter over the original
mask 00000001%. For this same reason, we did not use the bit mask 80000000
(or similarly 80800000%, 00808000%, and so on). On the one hand they could
lead to a ciphertext-only attack (on the assumption that the plaintext was ASCII
coded). But, on the other hand, the avalanche of carry bits accumulating up to
the most significant bit positions (on the byte boundaries) would excessively
decrease the bias, making the attack infeasible.

6 Linear Analysis of Khufu

Similar to Blowfish S-boxes, the ones for Khufu are also key-dependent, and have
exactly the same dimensions, 8 x 32 bits. The S-boxes change every eight rounds,
but only one S-box is used per round. Moreover, the round function of Khufu
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mmmm 00000000 00000000 mmmm
00000000 00000000 00000000 mmmm
S > >
<<< 8t <<< 8t

|
w

00000000 mmmm A 00000000 00000000 EN
S > S >
<<< 8t <<< 8t
mmmm 00000000 00000000 mmmm

(@) (b)

Fig. 3. Two-round iterative linear relations for Khufu

uses bit rotations instead of the exclusive-or with a P-array, as in Blowfish. An
important observation is that the bit rotations are always done in multiples of
eight bits, which motivates the format of our linear bit masks. Thus, our linear

masks for the S-boxes have the form 005 mmmmy, where m € Z5 — {0}. Only
the output bit mask is nonzero. The reason for the repetition of the byte value
m is that it is invariant (or rotation-symmetric) with respect to the variable bit
rotation in Khufu. Namely, mmmmy <& 8¢ = mmmmy, where ¢ is a multiple of 8. The
rationale is to construct iterative linear relations, just as we did for Blowfish.
Notice that mmmmy >> 8¢ = mmmmyx also holds. Thus, the direction of rotation is
irrelevant.

Since we aim at iterative linear relations with trivial input masks, we could
not make one-round linear distinguishers. The first linear relations we got for
Khufu are 2-round iterative (Fig. Bl(a) and Bi(b)).

Our simulations with a C-code implementation of Khufu (by R.C. Merkle)
with linear approximations using masks mmmmy, m € Zg — {0}, for a typical S-
box are summarized in Table Bl The nonzero biases are relatively high, ranging
between 273 and 276,

Thus, a fraction of 14.9% of the masks with the form mmmmy, m € Z5 — {0},
has zero bias, thus avoiding our linear distinguishers in Fig. [3 altogether.

A fraction of about 3% of the masks with the form mmmmy, m € Z5 — {0}, has
bias 273 for a 2-round relation in Fig. Bl It allows one to mount a linear attack
on 24-round Khufu, to recover one-bit of information on the (key-dependent)
S-box and of K; or K, using about 8- (211712#3)=2 = 253 KP_according to [14].

Table 3. Simulation results of bias of S-boxes of Khufu for random keys

# Masks mmmmyx, 0 < m < 256 Bias Fraction of Keys

38 0 14.9%
13 273 5%

66 g4 25.88%
98 275 38.43%

40 26 15.68%
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00000000 00000000 00000000 00000000
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<< 16 m00mo0 << 16 00m00m
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00mO0m

00000000

Fig. 4. Two 8-round iterative linear relations for Khufu

We recover only one bit of information because the bitmask is 1-bit wide and
the S-boxes are unknown.

For a fraction of 25.88% of the masks with the form mmmmyg, m € Z3 — {0}, has
bias 27 for a 2-round relation in Fig. Bl It allows one to mount a linear attack
on 16-round Khufu, to recover one-bit of information on the S-box, using about
8. (2778*4)72 — 253 KP.

We could have constructed longer iterative linear relations, by combining
bit masks which were rotation-symmetric for different rotation amounts. This

requires at least two non-trivial linear relations, such as 00000000 LR 00mO0my

and 00000000 L m00mO00x. See Fig. @ These iterative linear relations contain
four active F' functions, and, thus, four active S-boxes per octet.

Further, alternative 8-round iterative linear relations, are in Fig. Bl where
m e Z5 — {0}.

6.1 A Ciphertext-Only Attack on Khufu

A particularly interesting rotation-symmetric bit mask for Khufu uses the linear

approximation 00x LN 80808080 for its round function. Note that this mask
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Fig. 5. More 8-round iterative linear relations for Khufu

depends only on the most significant bit of plaintext and ciphertext bytes. If the
plaintext is in a natural language, made up of ASCII text only, then, an attack
using this mask would work under a ciphertext-only (CO) setting.

Our simulations on a C-code implementation of Khufu (by R.C. Merkle) using
bit mask 80808080y in Fig.[Blhave found user keys for which the bias of the first
two generated S-boxes ranged between 277 and 27%. Assuming a bias of 274,
one would be able to recover one bit of information on the key-dependent S-box,
on up to 16-round Khufu, using 8 - (27784)=2 = 253 CO.

Alternatively, with a bias of 277 one could recover one bit of information on
the S-box of 8-round Khufu, using 8 - (23-7*4)=2 = 253 CO.

Our simulations with bit masks 80008000y and 00800080x in Fig. M have
found user keys for which the bias of the first S-box (first octet) ranged between
27% and 27 for about 0.4% of the keys; between 2% and 2~7 for about 3% of the
keys, and between 277 and 278 for about 14% of the keys. Assuming a bias of 27°
would allow to recover one bit of information on the S-box, using 8- (237°*4)72 =
237 CO. Assuming a bias of 276, the attack would cost 8 - (2376*4)=2 = 215 CO.
Assuming a bias of 277, the attack would cost 8-(2377*4)=2 = 253 CO. Assuming
a bias of 278, the attack would cost 8 - (2378+4)=2 = 261 CO.
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Our simulation with masks 80000000¢, 00800000%, 00008000%, 000000804,
in Fig. Bl did not find any user key which generate S-boxes with nonzero bias
for these bit masks. Our simulation using bits masks 80808000, 80800080k,
80008080%, 00808080%, in Fig. Bl have found user keys for which the bias of
the first octet were larger or equal to 277. About 0.012% of the keys had bias
between 276 and 277; about 0.17% of the keys has bias between 277 and 278,
The remaining keys had zero bias, or too small bias to allow a linear attack. The
same attack complexities for the distinguisher in Fig.dlin the previous paragraph
also apply in this case.

7 Conclusion

This paper described linear distinguishers and attacks on Blowfish and Khufu,
depending on the linear profile of its key-dependent S-boxes. As far as we are
aware of, this is the first known-plaintext attack on reduced-round Blowfish and
Khufu.

Although the effectiveness of these attacks depend on the unknown user key
and S-boxes, our simulations demonstrate that the security of Blowfish and
Khufu depends heavily on the key. Our results, though, do not affect either
the security of the full 16-round Blowfish or that of the 32-round Khufu.

We did not find any bit pattern in the user key that allowed us to identify
whether any particular key value is weak or strong (concerning the linear distin-
guishers in Fig. Pl and Fig. B)).

Anyway, a simple test for a user worried about the susceptibility of a particular
Blowfish instance to our linear attacks is to compute the entry (00x, 00000001y)
in the LAT for each of the four generated S-boxes and verify if their combined
bias (using the Piling-Up Lemma) is zero or too small to allow an attack on

Table 4. Summary of linear attacks on Blowfish and Khufu (fraction of keys are
estimated)

Cipher # Rounds Data/Mem./Time Comments

Khufu 8 257 CO p’ = 27" per S-box, 80008000x, 00800080x
8 215 CO p’ =275 per S-box, 80008000x, 00800080x
8 2°3 CO p’ =277 per S-box, 80008000x, 00800080x
8 2°3 CO p’ =27* per S-box, mask 80808080x
8 201 Cco p’ =278 per S-box, 80008000x, 00800080x
16 2°% CO p’ =277 per S-box, mask 80808080x
16 253 KP p’ =273 per S-box, mask mmmmy
24 253 Kp p’ =27% per S-box, mask mmmmx

Blowfish 2 < 2% KP p > 2730 78.1% of keys

4 < 254 KP p' > 271575 321% of keys
6 < 204 KP p’ > 271083 0.000002% of keys

KP: Known Plaintext
CO: Ciphertext Only
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his particular instance of Blowfish. This way, a user can filter potential weak
keys prior to encryption. The same approach applies to Khufu under Fig. @ and
Fig.

Table @l summarizes the known-plaintext and ciphertext-only attacks on Blow-

fish and Khufu.
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Abstract. SHACAL-2 is a 256-bit block cipher with up to 512 bits of
key length based on the hash function SHA-2. It was recommended as
one of the NESSIE projection selections. As far as the number of the
attacked rounds is concerned, the best cryptanalytic result obtained on
SHACAL-2 so far is the analysis of a related-key rectangle attack on
the 42-round SHACAL-2 [13]. In this paper we present a related-key
rectangle attack on 43-round out of the 64-round of SHACAL-2, which
requires 224938 chosen plaintexts and has time complexity of 24804 43-
round SHACAL-2 encryptions. In this paper we also identify and fix
some flaws in previous attack on SHACAL-2.

Keywords: Block cipher, SHACAL-2, Related-Key Rectangle attack,
Differential characteristic.

1 Introduction

Differential cryptanalysis [3] is one of the most powerful known attacks on block
ciphers, which was introduced by E. Biham and A. Shamir in 1990.

The related-key attack [4] was introduced by E. Biham in 1993, in which
the attacker chooses the relationship between two unknown keys. The attack
is based on a key scheduling algorithm and shows that a block cipher with a
weak key scheduling algorithm may be vulnerable to this kind of attack. Many
cryptanalytic results of the attack were presented in [14,15,16,17].

The related-key boomerang and rectangle attacks were proposed by Kim et
al. [8,9] and independently by Biham et al. [6]. This attack is a combination of
the related-key and the rectangle attacks, and shares the features of rectangle
and related-key attacks. The attacker examines quartets of plaintexts encrypted
under four related keys. This attack exploits two types of related-key rectangle
distinguishers to retrieve the related keys. Our distinguishers can be used in
analyzing block ciphers which have a good related-key differential followed by
another good related-key differential or which have a good related-key differential
followed by a good differential.
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SHACAL-2 [2] is a 256-bit block cipher with up to 512-bit key length based
on the hash function SHA-2. It was submitted to the NESSIE project (New Eu-
ropean Schemes for Signatures, Integrity, an Encryption) and was recommended
as one of the NESSIE projection selections. It has 64 rounds. The best crypt-
analytic result obtained on SHACAL-2 so far is the analysis of a related-key
rectangle on 42-round SHACAL-2 [13]. See Table 1 for a summary of our results
and the comparison with the previous attacks.

Table 1. Comparison of our results with the previous attacks on SHACAL-2

Type of Number of Complexity
Attack Rounds Data/Time/Memory
Impossible Differential 30 T44C P/249%-1 J214-51()]
Differential-Nonlinear 32 21340 /5042 /24841
Square-Nonlinear 28 463 - 2320 P/2"9%1 /2959(11]
Related-Key Differential-Nonlinear 35 212 32RK-CP /245210 /247-32[19)
Related-Key Rectangle 37 2233 16RK.CP /218495 /9238161 9]

40 924338 RK_ (P /2448-43 /924738 [ 3]
49 9243.38RK_(Cp /2188-37 /924738 [ 3]
43 2240,38 RK_CP/2480,4/2245.38 (N@’LU)
CP: Chosen Plaintexts, RK-CP: Relate-Key Chosen Plaintexts,
Time: Encryption units, Memory: Bytes of memory

The rest of the paper is organized as follows: In Section 2, we introduce some
useful properties of the nonlinear functions in SHACAL-2 and some notations,
and give a short description of the related-key rectangle attack. In Section 3, we
describe the related-key rectangle attack on 43-round SHACAL-2. Finally, we
summarize the paper in section 4.

2 Background

2.1 Description of SHACAL-2

SHACAL-2 [2] is a 256-bit block cipher based on the compression function of
the hash function SHA-2. The algorithm is composed of 64 rounds with variable
key length of up to 512-bit, and it is advised to use keys of at least 128-bit.

For a 256-bit plaintext P = Ag|| Bol|Co || Do|| Eol| Fol|Go|| Ho the corresponding
256-bit Ciphertext C' is denoted by A64HBG4||CG4||D64||E64||F64||G64||H64~ The
r — th round of encryption is as follows.

Th, = H; + g1(E;) + Gi(E;, F;, G;) + Con; + K,

7

Hit1 =G
Giy1=F 4

~~ Y~~~
w
D D O —

Ut

Fipn=E;
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Eiy1 =D+ T}, (6)
Dy =C; (7)
Cit1=B; (8)
Bit1=A; (9)
Aiyr =T + T (10)

for i =0, ..., 63 where + denotes the addition modulo 232 of 32-bit words, K; are
the 32-bit round subkeys, and Con; denotes the 32-bit round constants which
are different in each of the 64 rounds. The function in the above encryption
process are as follows.

G\(X,Y,Z2)=1(X,Y,Z) = (X ANY)® (-X A Z)

Gy X, Y, 2)=J(X,) Y, Z)=(XANY)d (XNZ)® (Y ANZ)
90(X) = ROTRy(X) ® ROTRy3(X) @ ROT Ras(X)
g1(X) = ROTRs(X) ® ROTR11(X) @ ROT Ro5(X)

where =X denotes the complement of 32-bit word X and ROT R;(X) means the
right rotation of X by ¢ bit positions.

The key scheduling algorithm of SHACAL-2 supports a maximum 512-bit key
and shoter keys are padded by zeros to a 512-bit string. For a 512-bit key string
K = KoKy, ..., K15 the key expansion is as follows.

Ki =hi(Ki_2) + Ki_7 4 ho(K;—15) + K;i_16, (16 <i < 63)
hi(X) = ROTR7(X) & ROTR15(X) & SR3(X)
ho(X) = ROTR17(X) & ROTR19(X) & SR10(X)

where SR; denotes the right shift of 32-bit word X by ¢ bit positions.

2.2 Some Basic Conclusions and Notations

In this section we will present some properties of the two nonlinear functions in
our attack.

Proposition 1. For the nonlinear function I(X,Y,Z) = (X AY)® (=X A Z)
there are the following properties:

1. I(x,y,z) = I(—x,y,2) if and only if y = z
1(0,y,2) =0 and I(1,y,z) =1 if and only if y =1 and 2 =0
1(0,y,2) =1 and I(1,y,2) = 0 if and only if y =0 and z = 1
2. I(xz,y,z) = I(x,~y, 2) if and only if x = 0.
I(x,0,2) =0 and I(z,1,z) = 1 if and only if v = 1.
3. I(z,y,z) = I(z,y,-2) if and only if x = 1.
I(x,y,0) =0 and I(x,y,1) =1 if and only if x = 0.
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Proposition 2. For the nonlinear function J(X,Y,Z) = (X ANY)® (X NZ) D
(Y NZ) , there are the following properties:

1. J(x,y,z) = J(—x,y, 2) if and only if y = 2.
J(0,y,2) =0 and J(1,y,2) = 1 if and only if y = -z
2. J(x,y,2) = J(x,~y, 2) if and only if x = z.
J(x,0,2) =0 and J(x,1,2) = 1 if and only if x = —z.
3. J( z) = J(x,y,—z if and only if x = y.
0) =0 and J(z,y,1) =1 if and only if x = —y

z,y, 2
J(z,y,

Notations. In order to describe our attack conveniently, we quote some
notations.

1. The bit positions in a 32-bit word are labeled as 31, 30,29,...,2,1,0, where
bit 31 is the most significant bit and bit 0 is the least significant bit.

2. Aij, Bij, Cij, D j, and E; ; represent respectively the j —th bit of A;, B,
C;, D;, and F; where the least significant bit is the 1-st bit, and the most
significant bit is the 32-th bit.

3. e; represent the 32-bit word composed of 31 0’s and 1 in the j — th place,
ejr=¢€; Bepande;p; =e; De, D ey, ete.

4. A(A, B) denotes the difference between A and B.

2.3 Short Description of the Related-Key Rectangle Attack

The related-key rectangle attack was introduced in [8,9] and independently in
[6]. Here we give a short description of this attack. Assume that a block cipher
E : {0,1}" x {0,1}* — {0,1}" can be described as E = Ej - Ey, such that
there is a related-key differential « — [ with probability pg for Ey, and there
is a related-key differential v — ¢ with probability ¢, for 1, i.e.,

PriA(Ey(X,K),Eo(X™,K*)) = B|A(X, X™) = o, A(K,K*) = AK™] =
PriA(Ey(Y*, K*), Ey (Y™, K™)) = §|A(Y*,Y"™*) =4, A(K*, K"*) = AK'] = ¢,
We use the master key K and the related keys K*, K’ and K'* with difference

AK,K*) = A(K',K™) = AK* and A(K,K') = A(K*,K"*) = AK’. The
related-key rectangle distinguisher is as follows:

1. Choose my plaintext pairs (P;, P{") at random such that A(P;, Pf) = «a.
Encrypt P; and P under Ey with key K and K* respectively to get the
intermediate values X; and X;. Encrypt X; and X under F; with key K
and K* respectively to get the ciphertexts C; and Cf.

2. Choose my plaintext pairs (P}, Pj*) at random such that A(P], Pj*) = a.
Encrypt P} and P;* under Ey with key K’ and K respectively to get the
intermediate values X7 and X*. Encrypt X} and X7* under F; with key K’
and K'* respectively to get the ciphertexts C? and C*.

3. Search two pairs of plaintexts P;, P and P}, P;*, and their corresponding ci-
phertexts C;, Cf and C}, C* respectively, satisfying: A(P;, P)) = A(P}, Pj*)
= 0, AX, X7) = AXGXP) = 8, AKX, X)) = A(X;,XI) = 7, and
A(C,.C)) = AC;.Cp) = 6
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A plaintext quartet (P;, P, P/, P;*) satisfying all these conditions is called a
right quartet. More generally, a right quartet represents one which satisfies any
[ and ~ difference conditions for given a and 6 differences. As described in [7,8,9],
the expected number of right quartets is Zﬁv m1m22*”p%q3 = mime2 " "p%q?,
where p = (3_, p%)é, qa= (>, qg)é. For a random permutation the expected
number of right quartets is m;m2272". Therefore as long as pg > 272 we can
distinguish between a random permutation and F, and use this distinguisher
later to recover the key.

3 Related-Key Rectangle Attack on 43-Round
SHACAL-2

As stated earlier, as far as the number of the attacked rounds is concerned, the best
cryptanalytic result obtained on SHACAL-2 so far is the analysis of a related-key
rectangle attack on 42-round SHACAL-2 [13]. They chose two pools of plaintexts
of 2178:38 5 964 — 924238 nach . and presented 12 bits conditions of the intermedi-
ate values, which will remove the differential probability incurred by the G and
(1 functions in Rounds 1 and 2. They concluded that after Step 1, there remains
224238 5 9—12 — 9230.38 intermediate values of each pool, then the expected num-
ber of the right quartets is (2230-38)2 /2 x 27456-76 = 23 where the distinguisher
holds with probability 27456-7, From the differential characteristic for Eg in [13],
we know that the differential in Step 0 is (0, ear, €31, ?, €9.13,19, €18,29, €31, 1) —
(0,0,enr,€31,0,€9.13,19, €18.29, €31). Obviously it needs some conditions of plain-
text to ensure that the differential holds with probability 1. But [13] didn’t present
any condition of plaintexts. There is another flaw in [13] as follows. Considering

zwo & Qh 1 10 o @ Zl jr» Where Q! t0,j0° Q“ _j, are the intermediate val-
ues of §;, and on o Z‘f’jl are the intermediate values of S}, so it is sufficient to

guess the subkeys k! and k*/, and it is not necessary to guess the additive differ-
ence between the subkeys k! and k*!. Therefore, there are some flaws in the attack
procedure of the 42-round analysis in [13].

Our attack is based on the following observation.

Observation 1. Suppose the plaintext Py and P; are encrypted using the
same key, and we know the actual values of (Af, B, Cj, D, Eg, Fy, Gy, Hi) and
(A%, Bi,Ci, Dt EX, Ff, ¢ H?Y), then we know the actual values of (Af)_l, Bé_l,
ci-? Dz— Ez LR i, (Aﬁ_l,B{'_l,Ci_l,Di_l,Ei_l,Ff_l,G’fl) and
the addltlve dlﬂerence between H:™" and H{™', hence we know the actual val-
ues of (Ay° By®,Cy7°) and (A", B{7°,C17°), and the additive difference
between D}, ® and D’ ™°

3.1 Related-Key Differential Characteristics for SHACAL-2

In our attack, we use the differential characteristics based on [13], and our dif-
ferential in Step 0 is

(0, enr,es1,0,€9,13,19, €18,20, €31, Ai j) — (0,0, enr, 31,0, €9,13,19, €18,29, €31)
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where g1 (E° ©eg 13,19) — 91 (E®) + 4; ; = 0. From Prop.1 and Prop.2, the proba-
bility of Step 0 will be 1 if we fix some bits conditions presented in Table 2. Since
D? = BY H? = FY according to the encryption algorithm, the probability of
Step 2 will be increased up to 2710 by the conditions By,; = —Fp;(i = 18,29).
From [13] we know that the probability from Step 2 to Step 24 is 2737, so the
probability of our first differential characteristic is 2746. As stated in [13], the
second differential characteristic is 2753-38. So the 35-round related-key rectangle
distinguisher holds with probability 2747476,

Table 3 present the details of the first 25-round related-key differential charac-
teristic. The difference of the master keysis (es1,0,0,0,0,0,0,0, es1,0,0,0,0,0,0).

Table 4 presents the details of the second 10-round related-key differential
characteristic. This differential characteristic use the same master key.

Table 2. The fixed plaintext bits for SHACAL-2

Ao BO EO FO
Ao,31 = Bo,z1,Ao,i = Co,i Bo,i = —Fo,i(1 =19,30) Eg31 =0 Fo,i = Go,i
(i = 6,9,18,20,25,29)  Boo — ~Fo.o Eo: = 0(i = 18,29) (i = 9,13, 19)

Table 3. The First Related-Key Differential Characteristic for SHACAL-2

0 0 e e 0 eo1319 €1829 €31 A e 1
1 0 0 em en 0 e9,13,19 €18,29 0 0o 27"
2 es1 0 0 em 0 0  eoiz1o eig2o 0 2710
3 0 es1i 0 0 e6,20,25 0 0 egiz10 0 277
4 0 0 e O 0  es2025 Ga7, 0 0o 2°¢
5 0 0 0 ez 0 0 es2025 O 0o 273
6 0 0 0 0 en 0 0 es22 0 27°
7 0 0 0 0 0 es1 0 0 0o 27!
8 0 0 0 0 0 0 es1 0 0o 27!
9 0 0 0 0 0 0 0 es1 es1 1
10 0 0 0 0 0 0 0 0 0 1
23 0 0 0 0 0 0 0 0 0 1
24 0 0 0 o0 0 0 0 0 .27
25 €13,24,28 0 0 0 €13,24,28 0 0 0

91(E° @ e9,13,19) — g1(E°) + Ai; = 0, M={6,9,18,20,25,29}

3.2 The Key Recovery Attack Procedure for 43-Round SHACAL-2
with 512-Bit Keys

Assume that the master key is K and the related keys are K* with differences
AK = (es,0,0,0,0,0,0,0,0,e31,0,0,0,0,0,0). We will present a method to
exploit the 35-round related-key rectangle distinguisher to find a master key
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Table 4. The Second Related-Key Differential Characteristic for SHACAL-2

25 es1 es1 ey 0 0 e9,13,19 €18,29,31 0 2715
26 e31 €31 €31 ey 0 0 €9.13,19 €18,2031 2712
27 0 e31 e31 e31 €620,25 O 0 e913.10 277
28 0 0 es31 es €31 €6,20,25 0 0 28
29 0 0 0 e31 e31 €31 €6,20,25 0 277
30 0 0 0 0 €31 €31 €31 €6,20,25 2_4
31 0 0 0 0 0 €31 €31 €31 1
32 0 0 0 0 0 0 es1 esr  27°
33 0 0 0 0 0 0 0 €31 1
34 es1 0 0 0 exn 0 0 o 27
35 €6,9,18,20,25,29 €31 0 0 eg20,25 €31 0 0

M'={6,9,18,20,25,29,31}

of 43-round SHACAL-2. The 256-bit value P is denoted by eight 32-bit words
(A,B,C,D,E,F,G,H), and P* is denoted by (A*, B*, C*, D* JET P G HT).
We denote the mtermedlate Value just before round k: by K j» and denote Qiﬁ j
by eight 32-bit words A Z-’j, Z-’j, C’ffj, Ek Gk- and Hfj Also, we
denote (AA3° AB3 AC3®, AD3®, AE35 F35 G35 H35) by A. The attack
procedure for 43-round SHACAL-2 is performed as follows.

1. Choose 27538 gtructures S; of plaintext P;j, i = 1,2,...,217538 5 =
1,2,...,2% XOR every 224 bits words (4, B,C, D, E, F,G) in S; with the
224 bits value (0, €M, E31, 07 €9,13,19, €18,29, 631) (M:{6,9,18,20725,29}) and
add 32-bit word H with 32-bit word 4; ; to get 2175-38 structures S}, where
in every structure the 192 bits words A, B, C, E, I, G are fixed, the 16
bits conditions presented in Table 2 are satisfied in every plaintext, and
g1(E ® e913,19) — g1(E) + A;; = 0. Encrypt every plaintext in S; and S}
using the key K and K* = K & AK to get the corresponding ciphertexts
C;,; and C7 ; respectively.

2. Guess two 96-bit subkeys (k*2, k* k40) and (k*42, k*41 k*49). For the guessed
subkey pair, do the following:

(a) Decrypt all the ciphertext C; ; and Cy; through rounds 42-40 using the
subkey (k*2, k*! k40) and (k*42, k41 k*40) respectively to obtain the in-
termediate values Q - and Q*40 We put all the intermediate values Qf’g— in
a table, and put Q*40 in another table. We can get (A3%, B35, C3%), (A*35,
B*35 C*35), (D35 D3 ) and A(D;35 | D35 ) by observation 1.

10,J0° 41,71 20,707 7 11,J1

(b) Check whether C’40 , @ C10 and €40 g 340 satisfy the first half of

21,J1 20,J0 11,J1
A. Record (k*2, k:41 k40) and all the qualified quartets and then go to
Step 3.

3. Guess two 32-bit subkeys k3%, k*3°, and decrypt all the remaining quartets

40 40 %40 %40 . 38 138 138
(Q1) 50 Qi1 QiS5 @15,) to obtain the actual values of (A%, B°%, 7%,

DSS, ESS, FSS, GSS), (A*SS’ B*SS, C*SS, D*SS, E*SS, F*SS, G*SS), the additive
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difference between Hfi)g j, and Hfls j,» and the additive difference between

38 38 35 35 35
H=% and H: a hence to get the actual values of (457, , B;>, ,C:>, ),

(A35 35 Czl _71) (A*35 B*35 0*35 ) (A*35 B*35 0*35 ) the addi-

41,417 1131’ 20,707 770,707 " 0,J0 11,717 771,917 T 1,01

tive difference between Df’o5 jo and D3 jr» and the additive difference between

D;?% and Df?3 by observation 1. Since H*® = E* and AE* = eg 20,25,

we can discard all the quartets which do not satisfy H3®. — H3®. € /\1 and

11,71 0,70

H3 — H38 e A\, where \; = {a+b+cla =£25b= 4220 ¢ = £22°}

?1,J1 20,J0

Record (K32, k40 k4 k%2) and all the qualified quartets and then go to Step 4.
Guess two 32-bit subkeys k3%, k*3%, and decrypt all the remaining quartets

39 39 %39 %39 : 37 P37 37
(Q7) 50, Q7)) 4, Q5. @15,) to obtain the actual values of (A%, B°", C¥,

D37 E37 F37 GS?) (A*37 B*37 C*37 D*37,E*37,F*37,G*37), the additive

dlfference between H. 3730 and Hff i » and the additive difference between

H;;SZO and H*37 Since H3" = F3% and AF3® = e3;, we can discard all the

quartets Wthh do not satisfy H3". — H}'. € A\, and H3T — H3T € A,,

11,71 %0,J0 21,71 20,70

where A\, = {23!, —231}. Record (k3% k%, k%0, k*! k*?) and all the qualified
quartets and then go to Step 5.

Guess two 32-bit subkeys k37, k*37, and decrypt all the remaining quartets
(QF,,,QF,,,Q:% , Q5% ) to obtain the actual values of (A0, B, (%,

20,7 21,71
DSG ESG FdG G‘36), (A*SG B*36 C*SG D*SG,E*36,F*36,G*36), the additive

difference between Hff j, and Hflﬁ j,» and the additive difference between

H*36 and H*36 . Since H3% = G3° and AG?® = 0, we can discard all the

20,J0 21,J1°
quartejcs WKhICh do not satisfy Hf’fi i Hﬁ)ﬁ o and Hl*l‘g?l H;‘f’?o Record
(K37, k38, k39 k40 k4 k42) and all the qualified quartets and then go to
Step 6.
Guess two 32-bit subkeys k36, k*36, and decrypt all the remaining quartets
(@75, Q3 5, Q% Q5% ) to obtain the actual values of (A%, B%, (%,
D357E35 1_7:35 GSE;) (A*é5 B*SS C*35 D*35,E*35,F*35,G*35), the additive
dlfference between Hfi)sj , and Hffj ., and the additive difference between

H** and H?3> . Since AH?> = 0, we can discard all the quartets which

20,J0 21,J1

do not satisfy H}®, = H3%, and H;* = H;% . If there exist more than
5 quartets passing this test, Record (k3%, k37, k38, k39, k40 k41 k*?) and then
go to Step 7. Otherwise, repeat Step 6 with another guessed subkeys. If all
the possible key pairs in Step 6 are tested, then repeat Step 5 with another
guessed subkeys. If all the possible key pairs in Step 5 are tested, then repeat
Step 4 with another guessed subkeys. If all the possible key pairs in Step 4
are tested, then repeat Step 3 with another guessed subkeys. If all possible
key pairs pairs in Step 3 are tested, then repeat Step 2 with another guessed
subkeys.

For a suggested (k36 k37, k38 k39 k40 k4 k12)) exhaustively search for the
remaining 288 key bits by trial encryption. If a 512-bit key is suggested,
output it as the master key of 43-round SHACAL-2. Otherwise go to Step 2.

The data complexity of this attack is 224938 related-key chosen plaintexts. The
memory requirements are about 2245-38(= 224038 » 39) memory bytes.
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In Step 1, the time complexity is 224038 43-round SHACAL-2 encryptions. The
time complexity of Step 2 is about 224038 x 232x6 5 8~ 2430 43 round SHACAL-
2 encryptions, and 224038 x 2192 — 943238 memory access. For each guessed
subkeys, we have 2239-38x2 /2 — 2477-76 quartets tested in Step 2. Since Sep 2 has
a 256-bit filtering for the decrypted quartets, 247776 x 27256 = 222176 quartets are
suggested in Step 2. The time complexity of Step 3 is about 222176 x 232X8 x4 ~
24744 43 round SHACAL-2 encryptions. Since there are 22 possible differences
in A\,, about 2221-76 x (2729)2 = 2163.76 quartets are suggested in Step 3. The
time complexity of Step 4 is about 216376 x 232x10 5 4~ 24804 43 round
SHACAL-2 encryptions. Since there are 2 possible values in A, (hence A, has
a 31-bit filterings), and A(H38) has a 3-bit filterings, about 2163-76 x (2731)2 x
(273)2 = 29576 quartets are suggested in Step 4. The time complexity of Step 5
is about 29576 x 23212 5 4 ~ 2476-4 43 round SHACAL-2 encryptions. About
29576 5 (2732)2 x = 23176 quartets are suggested in Step 5. The time complexity
of Step 6 is about 23176 x 232x14 5 4 ~ 24764 43_round SHACAL-2 encryptions.
About 23176 x (2732)2x = 273224 quartets are suggested in Step 6.

The expected number of right quartets are about 247776 x 2747476 — 8 for
about (2175-38264)2 /2 = 247776 nartets are tested in the attack and the 35-round
related-key rectangle distinguisher holds with probability 247476, Therefore the
success rate of this attack (i.e. the probability that the number of remaining quar-
tets for the right key pair is at least 6) is about 0.8 by the Poisson distribution
X ~ Poi(A=38), Prx[X > 5]~ 0.8.

4 Conclusions

In this paper by using the related-key differential characteristics in [13], we
fix some conditions (presented in Table 2) in each of the plaintexts, so that the
differential of Step 0 will be hold with probability 1. Hence it will be not necessary
to guess the subkey &V like in [13], which will reduce the time complexity. We can
attack the 43-round SHACAL-2 using the related-key rectangle attack with data
complexity of 224938 chosen plaintexts and time complexity of 24894 43-round
SHACAL-2 encryptions.
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Abstract. Cryptographic substitution boxes (S-boxes) are an integral part of the
Advanced Encryption Standard (AES). In this paper we conducted a
simulation-based correlation power analysis (CPA) attack on AES imple-
mentations with different S-box structures. It shows that the abilities of AES and
S-boxes to secure against CPA attack are correlated, and an evaluation of the
ability of S-boxes to thwart CPA is presented in a quantitative way. By further
exploiting the properties of S-boxes, an approximate linear relation between
abilities of S-boxes to resist CPA and glitch power ratios of total power
consumed by S-boxes is proved.

Keywords: correlation power analysis (CPA), Advanced Encryption Standard
(AES), correlation coefficient, hamming distance.

1 Introduction

Advanced Encryption Standard is a new symmetric block cipher standard, which was
issued by the National Institute of Standards and Technology (NIST) in 2001 [1]. There
are two basic ways to protect the AES against the power analysis attack: The first one is
to implement the AES based on special circuit architecture. For instance, Differential
Cascade Voltage Switch Logic (DCVSL) [2], Wave Dynamic Digital Logic (WDDL)
[3], and Random Switching Logic (RSL) [4] are announced as efficient
countermeasures. Moreover, the asynchronous circuit implementation of AES was
presented using self-timed dual-rail technology, which showed high security [5]. The
alternative way is to randomize the intermediate results that occur during AES
encryptions/decryptions. This masking of the intermediate results counteracts
first-order DPA attacks and is usually used when the AES is implemented in software
on a standard smart-card processor [6].

Although much research have been conducted to develop effective countermeasures
against power analysis attacks in AES, few researchers emphasize the ability of each
primitive AES component to resist the power analysis attack, especially to CPA, which
has been proved to be more powerful than DPA in terms of efficiency, robustness and
the number of experiments [7]. In this paper, the CPA attacks on a basic AES system
with various S-boxes are conducted. And a comparison of correlation factors between
different S-boxes is presented. In comparison with most of the S-box designs which
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merely consider cost metrics, our work focuses on exploiting the security properties of
S-boxes. In the following section, the CPA method is introduced. In Section 3, a
simulation-based CPA attack is conducted, and the results of attacking AES
implementations with different S-boxes are described and compared. Section 4
addresses the correlation analysis on S-boxes. Finally, concluding remarks are made in
Section 5.

2 Correlation Power Analysis Attacks

2.1 Theoretical Background

For AES the power analysis always attacks the first and the last round during the
encryption. For an attacking time the CPA considers Hamming distance model [8]:

W=a-HD®R)+b (1)

where a is a scalar gain between the Hamming distance H and W the power consumed,
D, R are the values in the previous state and current state respectively, and b is power
dissipation induced by noise, offsets, and time dependent components.

When conducting CPA attack, we assume the reference state is a constant word, R.
Here, R is set to be O (the initial state of register is 0). Then, we only consider partial key
guess, and the corresponding partial plaintexts, PT;. If PT; contains n independent and
uniformly distributed bits out of the total m bits, it has an average y=n/2and a
variance o =m/4. There still exists correlation between W and D:

_ ECHOW) - EHOYEW) __ac*(HD) _ _aln
v G(H(D)oW) SHDYOW)  Jma 1402

According to the Equation (2), if the partial key guess is correct, the highest
correlation coefficient can be achieved.

2.2 Power Analysis Method

A simulation-based analysis method was used to analyze the AES power. The netlist
was acquired with the UMC 0.25 pm 1.8V CMOS technology. The circuit average
power is computed using Prime Power. This approach allows designers to estimate the
vulnerability to power analysis attacks in an early stage of the design flow.

We set up the CPA attack on the 8 most significant bits (MSBs) of the register in
Fig. 1, and predicted the power consumption of bit-change during the process of storing
these MSBs. We have chosen N random plaintexts and made one fixed but random key
for the experiment. The simulator has calculated the total number of bit-changes between
the previous and current values of these M MSBs of the register for the initial key
addition. This result was stored in a file as an N x 1 matrix (N=1000), M0, which contains
values between 0 and M. Here, we have chosen M as 8. Then, we conducted CPA attacks
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on the 8 MSBs of the register. We have measured the power consumption of AES during
the first clock cycle of the encryption operation. The clock frequency applied to the
system was 2.5 MHz and the sampling frequency was 1 GHz. And 400 samples were
acquired. With these power values, we have produced an N x 400 matrix, M1.

Plain Text Plain Text Plain Text
127-120 119-112 7-0
Key Key Key
127-120 gy 119112y 7-0 v
on—»>3d Om» B )
\ 4 \ \
S-bit 8—??1 . L. S—Eil Key
Register Register Register 127-0
Dy 8 D, 8 Dis 8 h
(RU) V (RI) V (RI‘) v
S-box 0 S-box 1 . S-box 15  Key
Expension

' ' ' '

‘ ShiftRows, MixColumns, AddRoundKey ‘

Cipher Text

Fig. 1. Simplified block diagram of AES

3 CPA Attack on AES with Different S-Boxes

3.1 Simulation-Based Attacks

We chose two AES implementations with different S-box structures. One was
implemented with combinatorial circuits using LUT (Look-Up Table), and the other
was implemented with the multiplicative inverse in the composite field, GF(24) [9].

: . ; . -
0.20 (5]

Correlation coefficient
Correlation coefficient

T T T T T
0 50 100 150 200 250
The value of 8 MSBs of the key The value of 8 MSBs of the key

Fig. 2. The correlation coefficient between power and hamming distance of AES
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The critical path delays of the two AES implementations are about 9 ns and 12 ns,
respectively. Only the sample points of a measurement which directly reflect the
bit-change in the attack operation are needed. We applied a pre-processing technique to
reduce the amount of measured data and calculated the mean values of them.

As shown in Fig. 2, both of the results illustrate that the highest correlation occurs at
156. This value corresponds to Ox9C which are the correct 8 MSBs of the key. The two
figures show that the peak corresponding to the correct key becomes higher.

3.2 Analysis of Experimental Results

By using the CPA method we can successfully retrieve the partial secrete key of AES
with two different S-boxes, but obvious differences between the two circumstances can
be observed. We could find that the corresponding correlation coefficients of the peak
points (denoted as C,) in the two graphs are quite different. Moreover, the interval of
correlation factors between the peak and the second highest point (denoted as AC) also
varies greatly. The C, and AC have significant meanings while discussing the security
properties of the AES.

Here we introduced the signal to noise ratio (SNR) of W to further interpret the
results, and it is defined as:

SNR=o0,, /0, = om/ 20, (3)

Combining Equation (2), we can deduce the relation between correlation coefficient

pwr and SNR as follows:
Pun =1/4/1+(1/SNR)’ )

From the above equations we can find that if the SNR of the AES system is
decreased, the C, would become smaller, and when the SNR is below a certain value,
the C, would drop down quickly. If the C, is too small, it means the hamming distances
and the power measurements are almost uncorrelated and the CPA attacks would show
wrong key guesses. Generally, smaller C, means it is more difficult for CPA attack to
retrieve the key, and smaller AAC means the correct key guess could be immerged by
false key guesses affected by noise with a higher probability. Since the AES
implementation with GF(24)-based S-box has both much smaller C, and AC, it is more
secure than the one with LUT-based S-box in this CMOS technology. And we have
conducted an experiment to approve the above discussion by adding the Gaussian white
noise of mean 0 and variance 1.0e-6 to the measured power values.

4 Correlation Analysis on S-Boxes

The simulation results of the CPA attack show that the different abilities of AES to
secure against CPA attack are determined by different S-boxes. Therefore we assume
that there exists certain relation between AES and S-boxes in CPA resistant properties.
According to the architecture of AES shown in Fig. 1 the total power consumption
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contains register power, related combinatorial circuits power, KeyExpansion power
and noise power, and it can be further divided into sixteen components related to
sixteen S-boxes. Hence, P,rg can be defined as:

15 15
P, =a-ZH(D,.®R,.)+Zbi+Pm+R. (5)
i=0 i=0

where D;, R; are the previous and current 8-bit register values directly related to
S-boxes. The power consumed by MixColumns and the followed operations are
relevant to four 8-bit register values, and the related power for each S-box is denoted as
b;. From Equation (5), it is clear that if we assume the total AES power is well adapted
to the hamming distance model, we should firstly guarantee the model is also suitable
for the power consumption of its components. Generally, the SubBytes operations
consume much of the total power consumption in AES encryption operations [10].
Hence, we decided to exploit the CPA resistant properties of S-boxes.

There exists plenty of research devoted to the efficient design of cryptographic
S-boxes, all of which can be attributed to three basic ways. The first one is to construct
circuits directly from the truth-table of the S-box. Simply, a combinatorial LUT-based
S-box (denoted as LUT) is used. The second method is to implement multiplicative
inverse and affine transform with combinatorial circuits using direct relationship
between input and output values of the S-box, such as SOP (Sum of Products) (denoted
as SOP), and DSE (Decoder-Switch-Encoder) (denoted as DSE) [11]. The third
approach is to implement the S-box with combinatorial logic using its arithmetic
properties, such as an implementation of multiplicative inverse in the composite field
GF(24) (denoted as GF) [9] and an power-efficient implementation in Galois field,
PPRM (Positive Polarity Reed-Muller) (denoted as PPRM) [12].

We have implemented all solutions mentioned above, all of which just consists of
combinatorial logic. The correlation coefficients of S-boxes are shown in Table 1.

Table 1. Comparison of correlation coefficients of various S-boxes

LUT SOP DSE PPRM GF
0.6266 0.6383 0.5894 0.4340 0.0111

Although GF S-box has the lowest correlation factor, the result is not sufficient to
conclude that the lowest correlation between power trace and hamming distance in
S-boxes would lead to the smallest C, and AC in the AES. The power ratio of S-boxes
in different AES implementations should also be considered. Therefore, a variable
combined with the effects brought by the correlation coefficient and the power ratio of
S-boxes is defined as:

fc = Pratio ’ psbox (6)
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where P,,;, denotes the power ratio of S-boxes in the AES and py,,, denotes the
correlation coefficient between power traces and hamming distance of S-boxes. The f.
is more accurate to reflect the effect of S-boxes on the correlation coefficient of AES.
The relation among C,, AC and f. is shown in Fig. 3.
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Fig. 3. The relation of C,, AC and f.

Fig. 3 illustrate that the big difference between correlation coefficients of AES
implementations with LUT-based and GF(2*)-based S-boxes is related to f.. So far a
relation between the AES system and S-boxes in terms of CPA resistant properties has
been proved, and a comparison of abilities of different S-boxes to secure against CPA
attack is shown.

Then we extended our research to find the causes of such differences among various
S-boxes. The goal of hardware countermeasures against power analysis is to bury the
attackable part of the power consumption in different kinds of noise [13]. We found
that the glitches generated in S-boxes could be considered as a kind of noise, and we
tried to find a relation between glitch power ratios of S-boxes, P,, and C, the
correlation coefficient between the total power and hamming distance of S-boxes.
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Fig. 4. The relation between C,and P,
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From Fig. 4 it is obvious that there exists an approximate linear relation between the
correlation coefficient and glitch power ratio of S-boxes, and the correlation factor between
them is -0.9306. Therefore, the glitch power which can be considered as the main source of
noise power in S-boxes greatly affects the ability of S-boxes to secure against CPA attack.
According to Equation (4) more noise power would result in a lower SNR and further
decrease the pyy. This would partly explain the reason why the GF(2*)-based S-box with
the highest glitch power ratio can lead to the smallest C, in the AES.

5 Conclusions and Future Work

In this paper we have examined the ability of various S-boxes to thwart CPA attack.
Normally, hardware countermeasures lead to a significant increase of area and power
consumption. Our research exploited the internal characteristics of S-boxes to resist
CPA attack without any added logic. To our knowledge this is the first comprehensive
study on the security aspects of standard cell implementations of AES S-boxes.
According to the results of the simulated attacks the security levels of different S-boxes
vary greatly, which can directly affect the ability of the AES to secure against CPA
attack. Further, by establishing an approximate linear relation between glitch power
ratios and correlation coefficients, we introduced some principles of how to build safer
S-boxes. Our future work will focus on analyzing the CPA resistant properties of
S-boxes from algorithmic views and designing a more secure AES system to resist
CPA attack by utilizing the different security properties of S-boxes.
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Abstract. A sanitizable signature scheme is a digital signature scheme
in which, after generating a signer’s signature on a document, specific
entities (called sanitizers) can modify the document for hiding partial
information. A verifier can confirm the integrity of disclosed parts of the
sanitized document from the signature. The sanitizable signature is quite
useful in governmental or military offices, where there is a dilemma be-
tween disclosure requirements of documents and privacy or diplomatic
secrets. In this paper, we construct an efficient and provably secure san-
itizable signature scheme with aggregation from bilinear maps, based on
a sanitizable signature proposed by Izu et al, by applying the general
aggregate signature by Boneh et al. We also propose some efficiency im-
provements on the proposed scheme by reducing the number of hash
values required as verifiers’ input.

1 Introduction

In governmental or military offices, there exists a bothersome dilemma between
disclosure requirements of public documents maintained by these offices and
privacy or diplomatic secrets recorded in these public documents. In old days,
physical masking was a widely-used method for hiding such secrets. However,
its analogy for digital documents are not established yet. In addition, in these
days, digital documents are stored with digital signatures in order to assure the
integrity of documents. Since current signature schemes can not distinguish such
appropriate alternations on the original document (sanitizations) from inappro-
priate alternations (forgeries), a direct analogy of physical masking does not
work well.

A sanitizable signature scheme is a possible solution for this problem in
which, after generating a signer’s signature on an original document, specific
entities (called sanitizers) can modify the document for hiding partial infor-
mation and generate sanitized documents. Then a verifier can confirm the in-
tegrity of disclosed parts of the sanitized document from the signature and
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the sanitized document. In addition, the secrecy of closed parts is assured,
namely, no information of closed parts will be leaked after the sanitizations.
Sanitized signatures are so attractive that many constructions have been pro-

posed [SBZ01l [TMSW02], [MIM-+05, [ACMTO05, IKTY05] IMHI06, [KLOG]. In some

schemes, sanitizers are not indetifiable for verifiers in order to keep sanitizers’
privacy [SBZ01], [MHIO6]. However, in these schemes, adversaries can
modify and generate forged sanitized documents easily (the additional sanitizing
attack [MIM+05]). Ateniese et al. constructed a designated-sanitizer scheme to
exclude adversaries’ dishonest sanitizations, however, still the same attack can be
applied [ACMTO05]. On the other hand, Izu et al. proposed a sanitizable signature
in which sanitizers are identifiable by verifiers, since all sanitizers use their secret-
keys in sanitizations [IKTY05]. However, the scheme has a large overhead since
verifiers require verification data linear to both the number of sanitizers and the
number of subdocuments in the original document so that it is far from practical.

Contribution of This Paper

In this paper, we construct an efficient and provably secure sanitizable signature
scheme with aggregation from bilinear maps, based on a recent sanitizable signa-
ture by Izu, Kanaya, Takenaka and Yoshioka (IKTY) [IKTY05], and the general
aggregate signature from bilinear maps by Boneh, Gentry, Lynn and Shacham
(BGLS) [BGLS03], a natural extension of the short signature by Boneh, Lynn,
and Shacham (BLS) [BLS01]. We also provide security proofs of the proposed
scheme in the general aggregate chosen-key security model under co-
GDH assumption in the random oracle model.

Proposed scheme has two fundamental functions as a sanitizable signature
(the integrity of disclosed subdocuments, and the secrecy of closed subdocu-
ments) and three additional functions (the identification of sanitizers, the identi-
fication of dishonest sanitizations, and the alternation of subdocuments).
Because of this multi-functional property, verifiers require a large amount of
data linear to both the number of sanitizers and the number of subdocuments.
In some cases, these input may bring about a heavy overhead in verifications.
In this paper, we also propose three efficiency improvements by reducing the
number of hash values. As a drawback, some additional functions are lost from
the improved schemes. However, the improved schemes have the fundamental
functions as a sanitizable signature. Note that our improvements can be applied
to the original sanitizable signature proposed by Izu et al.

The rest of this paper is as follows: after an introduction of notations, the
general aggregate signature scheme (BGLS scheme), and its security model in
section 2, we construct a sanitizable signature scheme with aggregation in section
3. Security discussions are in the same section. Then we propose some efficiency
improvements on the proposed scheme in section 4.

2 Preliminaries

This section introduces some notations and the general aggregate signature
scheme (BGLS scheme) together with its security model.
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2.1 Notations

In this paper, G1, G2, Gp are multiplicative cyclic groups with order p (prime)
and g1, g2 are generators of Gy, G2 (namely, G; = (g1), G2 = (g2)). We assume
that Computational Diffie-Hellman (CDH) problem in these groups are hard. Let
e be a (cryptographic) bilinear map from G; x Gy to Gz such that e(u®,v?) =
e(u,v)® for all u € Gy, ¢ € Go, a,b € Z (bilinearity) and e(g1,g2) # 1 (non-
degeneracy).

We also use two secure hash functions H; : {0,1}* — {0,1}* and H, : {0, 1}*
— Go. H; is a standard hash function and we assume that a certain value of £
is provided implicitly in the following. For a construction of Hy in the random

oracle model, see [BLS0T].

2.2 Aggregate Signature

The aggregate signature scheme is a digital signature scheme in which m sig-
natures generated by m signers on distinct m documents are compressed in an
aggregate signature whose length is (almost) same as that of each signature. A
verifiers can confirm the integrity of m signatures from the aggregate signature,
m documents and m public-keys. If the aggregate signature is invalid, the verifier
cannot identify which signatures were invalid.

A concept of the aggregate signature is introduced by Boneh, Gentry, Lynn,
and Shacham [BGLS03]. They also constructed a scheme from bilinear maps in
the same paper. Since a generation of signers’ signatures and an aggregation
of signatures are proceeded in separate algorithms, their scheme is called the
general aggregate signature. On the other hand, Lysyanskaya, Micali, Reyzin, and
Shacham constructed another scheme from trap-door permutations [LMRS04].
Since a generation of a signer’s signature and an aggregation is proceeded in the
same algorithm, their scheme is called the sequential aggregate signature. One
of the distinguishing property between the general and the sequential scheme
is that, when an aggregate signature is valid, sequential verifiers can obtain
aggregate signatures output by signers while general verifiers can not.

Note that general aggregate signatures can be used as sequential aggregate
signatures. In fact, in our proposed scheme, a general aggregate signature is used
as a sequential aggregate signature.

2.3 General Aggregate Signature from Bilinear Maps

We briefly review the general aggregate signature scheme from bilinear maps
by Boneh, Gentry, Lynn, and Shacham (BGLS scheme) [BGLS03|, a natural
extension of the short signature by Boneh Lynn, and Shacham [BLS01]. BGLS
scheme consists of four algorithms KeyGen, Sign, Agg, and AggVerify. Fig.Qlshows
a description of the BGLS scheme (the aggregate signature scheme), where m
signers are assumed. Note that documents M, ..., M, should be distinct in
order to exclude the potential attack [BGLS03].

In the aggregation algorithm Agg, an input aggregate signature ¢ must be
independent from o, ,...,0;, . In our proposed scheme, an aggregate signature
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KeyGen (of the i-th signer)

1. Generate sk; ¥id Z/pZ randomly and set pk,; «— g;ki'.
Output: A secret and public key pair (ski, pk;) € Z/pZ x G2

Sign (by the é-th signer)

Input: A document M; € {0,1}" and a secret key sk; € Z/pZ
1. Set o « H(M;)™i.

Output: A signature o; € Gy

Agg
Input: Signatures o, ,...,0;, € Gi1, an aggregate signature o € G
1.Set 0/ — o X 0j, X -+ X 0y,

Output: An aggregate signature o’ € Gy

AggVerify

Input: Documents M, ..., M, € {0,1}*, an aggregate signature o € G; and
signer’s public-keys pky, ..., pk, € G2

1. Check whether e(o, g2) = []7_, e(H (M), pk;) holds. If not, output invalid and
terminate, otherwise output valid and terminate.

Fig. 1. A description of BGLS signature scheme

o) is aggregated from a signature o; generated by the j-th sanitizer and an
aggregate signature cU~1 output by the (j — 1)-th sanitizer. Here ¢ always
equals to a product of oy,...,0j.

Security of BGLS Scheme

Before discussing the security of the BGLS scheme, we define some related
notions. A co-CDH problem is a problem to compute h® € Gy from given
g1, 97 € Gy and h € Ggo, while a co-DDH problem is a decision problem to
determine whether a = b or not from given g;, ¢¢ € Gy and h, h® € Gy [.
A group pair (G1,G3) is called a co-GDH pair if co-CDH problem is hard, but
co-DDH problem is easy. A co-GDH assumption is an assumption that (G1, G2)
is a co-GDH pair. In fact, in the BGLS scheme, since a bilinear map e is defined
over Gy X Go, co-DDH problem is easily solved.

Next, let us consider the following game where an adversary A attempts to
forge an aggregate signature in the BGLS scheme: in the setup, A receives a
randomly-generated public key pk; € G;. Then, A requests signatures with pk,
on adaptively-chosen messages. Finally, A outputs m — 1 additional public-keys
pksy, ..., pk,,, messages M, ..., M,,, and an aggregate signature o. If o is valid
over My, ..., My, pky,...,pk,,, and M; is not trivial (namely, A did not request
a signature on M; with pk; ), we consider that the adversary wins the game (the
general aggregate chosen-key model [BGLS03]).

! These problems are generalizations of standard CDH, DDH problems.
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It is proved that the BGLS scheme is secure in the general aggregate chosen-
key model under co-GDH assumption, namely A’s advantage over coin tosses is
negligible. For further security discussions, see [BGLS03].

3 Sanitizable Signature Scheme with Aggregation

In this section, we construct an efficient sanitizable signature scheme with aggre-
gation and provide security proofs in the general aggregate chosen-key model.
As in the previous sanitizable signatures, three types of entities signers, sani-
tizers and verifiers are considered. A signer generates a signature on an original
document. From the original or sanitized document, sanitizers modify the doc-
ument and generate a new sanitized document. A verifier confirms the integrity
of the sanitized subdocuments from the signature and the sanitized document.

3.1 Proposed Sanitizable Signature Scheme with Aggregation

We assume that a document M is identified with an ordered sequence of subdoc-
uments of length n, i.e. M = (My,..., M,) where M, € {0,1}*. For example,
an XML document has such structure. Proposed sanitizable signature scheme
consists of four algorithms KeyGen, Sign, Sanitize and Verify. Each algorithm
proceeds as in Fig. Bl where m sanitizers are considered. We identify a signer as
the 0-th sanitizer. An example with m = 2 and n = 5 is shown in Fig B, where
verifiers require boxed information as input.

In the proposed scheme, a signer firstly pads random strings to subdocuments
M, as subdocument ID to assure the indistinguishability (and thus secrecy) be-
tween subdocuments. Then she computes hash information h(?), a concatenation

of a random string héo) and hash values of padded subdocuments hgo), cee h%o).

Here h(()o) is padded to assure the distinctness of all hash information. Without
this padding, the general aggregate signature may fail when a sanitizer does not
sanitize at all (because of the potential attack [BGLS03]).

On input a padded message M(?), hash information h(°) and a signature o(®)
the first sanitizer determines which subdocuments to be sanitized (M3 and Ms, for
example). Then, he generates a new sanitized document M) = (Ml(l), e MT(LU)
by setting MM — M for i # 3,5 and MY — Hy (M), MY — Hy (M),
Finally, he generate a signature on value information h(") generated from a ran-
dom string h(()l) and hash values of subdocuments hgl), ey hg) and aggregate it
with the signature ¢(9). The following sanitizers repeat similar procedures. Note
that sanitizers can identify which subdocuments were sanitized by comparing the
original and the last hash information.

After a verifier verifies the integrity of the sanitized document M (™) by com-
paring Hl(Mi(m)) and hgm), he verifies the aggregate signature o(™). If the ver-
ification is well and the proposed scheme is used just as a sanitizable signature,

2 Signers are called owners in [SBZ0I].
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KeyGen (of the j-th sanitizer)

1. Generate sk; ¥id Z/pZ randomly and set pk; « .
Output: A secret and public key pair (skj, pk;) € Z/pZ x Go

Sign

Input: A document (Mj, ..., M,) and a signer’s secret-key sko € Z/pZ

1. Generate a random value r; and set M;O) — ri||M; for each subdocument
2. Compute a hash value hgo) — H (]\7[i(0)) for each padded subdocument M; (i =
1,...,n).

3. Generate a signature o® — Hy(h(®)*0 where h(® = héo)” . ||h$LO) with a
random value héo)‘

O(u)tput: A document (M? ... M), hash values h(®) € {0,1}* and a signature
c® e Gy

Sanitize (by the j-th sanitizer)
Input: A document (ijfl), ce Méjfl)), hash values A(? ... U~ € {0,1},
a signature U~V € G, and a secret key sk; € Z/pZ
1. Compute an index set (of sanitized subdocuments) S « {i|h§0) # h5j71>}.
2. Determine a new index set S’ D S.
3. Generate a new subdocument Mim for each subdocument ijfl) (it=1,...,n)
by setting

_ {Hl(m“)) if i € 5'\S

M;™ =9 —G-1) .

M, otherwise.

4. Compute a hash value hij) — Hl(Mi(j)) for each subdocument Mi(j) (i =
1,...,n).

5. Generate a signature 0@ «— o0~ . Hy(h))*i  where h) = h{|| ... ||nY’
with a random value héj ),

Output: A document (Mlm, R My(tﬂ), hash values h(?, ... R € {0,1}* and a
signature o) € G,

Verify

Input: A document (]\7[1(m>,...,MT<Lm)), hash values h® ... p(™ € {0,1}*, a
signatures ¢(™ € G; and public-keys pky, ..., pk,, € G2

1. Check whether h(™ = H,(h{™)||...||H1(h{™). If not, output invalid and
terminate.

2. Check whether e(c(™, go) # [T e(Ha(hY)), pk;). If not, output invalid and
terminate.

3. Compute an index set (of sanitized subdocuments) S« {i|h§0) #* hz(m)}.

(m) (: € S), identify the corresponding sani-

4. For a sanitized subdocument M,
tizer. Here, if there exists a unique j such that h§°) == hgjfl) # hg” ==
hgm), we treat the j-th sanitizer as the sanitizer. If such j exists for all sanitized

subdocuments, output valid and terminate. If not, output invalid and terminate.

Fig. 2. A description of the proposed sanitizable signature scheme with aggregation
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Signer M, M, M; M, M,

' po st
Bt 4 Mz My My My

§U1<j:h’0 hy h, W, h,

E i 2nd

| Sanitizer ‘ v My my m, ms ‘
™0 1 110
{0, Cj‘ h"  h h, h; b, hs ‘

Fig. 3. Proposed scheme

he can terminate here. If further information are required, he can continue and
identify who sanitized which subdocuments in sanitizations.

3.2 Security of the Proposed Scheme

Let us discuss the security of the proposed scheme in the general aggregate
chosen-key model [BGLS03]. In order to prove the security of a sanitizable sig-
nature scheme, the integrity of disclosed subdocuments, and the secrecy of closed
subdocuments should be established. In fact, the following theorem holds for the
proposed scheme.

Theorem 1 (Security of the Proposed Scheme)

1. The proposed scheme has the integrity of disclosed subdocuments under co-
GDH assumption, namely no one can forge a walid aggregate signature and
corresponding messages.

2. The proposed scheme has the secrecy, namely no information of original
subdocuments are leaked from sanitized subdocuments.

Proof (Sketch) 1. Because of the unforgeability of the BGLS general aggregate
signature, adversaries (except sanitizers) can not forge at all. Thus dishonest
sanitizers should be considered. Observe that if an adversary A looses the game
in the general aggregate chosen-key model, it implies that A can not extract
a signature corresponding to pk; even if an aggregate signature (aggregated
from a signature corresponding to pk; and other signatures) is given after the
setup. Unless, he can generate a new aggregate signature by using the extracted
signature and win the game. Consequently, dishonest sanitizers can not forge.
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2. Since sanitized documents are replaced by their hash values, no information
of original subdocuments will be leaked, if used hash function is one-way.

Remark 1. However, the first sanitizer can forge an aggregate signature since he
receives a signer’s signature rather than an aggregate signature. For excluding
such attacks, it may be better for the signer to double as the first sanitizer.

3.3 Comparison with the IKTY Scheme

This section briefly describes the security difference between the proposed scheme
and IKTY scheme. The major algorithmic difference is that, in IKTY scheme,
the j-th sanitizer outputs his own signature o; = Hy(M )% rather than an
aggregate signature o) aggregated from oy, ..., 0. (Moreover, the j-th sani-
tizer can use arbitrary signature schemes.) Thus the (j + 1)-th sanitizer receives
a sanitized document, j + 1 hash information (9, ... h¥) and j + 1 signatures
00, - ..,0;. Here sanitized information can be changed by following two attacks.

Deletion-of-Intermediate-Sanitizer Attack is a kind of the man-in-the-
middle attack. IKTY scheme is vulnerable to this attack: After obtaining the
j-th sanitizer’s output, an adversary arbitrary delete a hash information and a
signature pair (h(*),0,) (0 < a < 5) and passes the forged data to the (j + 1)-th
sanitizer. Then a verifier can not detect such a deletion, since no format error is
occurred. Worse yet, this verifier confirms that closed subdocuments, originally
sanitized by the a-th sanitizer, are sanitized by the (a + 1)-th sanitizer, since
a-th sanitized information is missing. On the other hand, this attack cannot be
applied to the proposed scheme: no one can extract the a-th sanitizer’s signature
from the aggregate signature.

Deletion-of-Last-Sanitizer Attack is done by dishonest sanitizers. IKTY
scheme is vulnerable to this attack: suppose the (j + 1)-th sanitizer is an adver-
sary. Suppose he deletes a hash information and a signature pair (h\/), oj) and
generate a new pair (h(j+1),aj+1) on the sanitized document M) and output
them. Then a verifier can not detect such a deletion, since no format error is
occurred. Worse yet, this verifier confirms that closed subdocuments, originally
sanitized by the j-th sanitizer, are sanitized by the (j + 1)-th sanitizer, since
j-th sanitized information is missing. This attack cannot be applied to the pro-
posed scheme; no one can extract the j-th sanitizer’s signature from an aggregate
signature.

Remark 2. When IKTY scheme is combined to the sequential aggregate sig-
nature, it resists to the deletion-of-intermediate-sanitizer attack. However, it is
vulnerable to the deletion-of-last-sanitizer attack since the (j + 1)-th sanitizer
can obtain the aggregate signature generated by (j — 1)-th sanitizer.

3.4 Functions of the Proposed Scheme

Proposed scheme has two fundamental functions and three additional functions
as in the followings.
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The next two functions called fundamental functions since they are required
as a sanitizable signature.

— Integrity of disclosed subdocuments: Because of the unforgeability
shown in section 3.2, the proposed scheme assures the integrity of disclosed
subdocuments.

— Secrecy of closed subdocuments: Because of the secrecy shown in section
3.2, the proposed scheme assures the secrecy of closed subdocuments.

The next three functions called additional functions since they are not required
as a sanitizable signature.

— Identification of sanitizers: Since each sanitizer generates a signature by
using own-secret key, a verifier can identify who sanitized which subdoc-
uments. However, identification of dishonest sanitizer is not possible. For
example, if the 2nd sanitizer replaces a hash hl(-l) to other value, the ag-
gregate signature is no more valid. Because of a property of the aggregate
signature verification, a verifier can not identify who is a dishonest sanitizer.
Note that identification of a dishonest sanitizers is possible in the sanitizable
signature by Izu et al. [IKTYO05).

— Identification of dishonest sanitization: By comparing hash informa-
tion, a verifier can identify which subdocuments were dishonestly sanitized.
In the above example, a verifier can identify the dishonest sanitization on
the i-th subdocument, since there does not exist j such that hl(-o) =... =
hgj U#hgj)::hl(m) )

— Alternation of subdocuments: When a subdocument M; is sanitized in
the proposed scheme, it is replaced by its hash value H;(M). Because all
sanitizers publishes their signatures, the sanitization can be identified by a
verifier. This masking can be considered as a special case of modification: a
sanitizer can modify a subdocument M; into any data which a verifier can
identify. Thus our scheme can alternate the contents of subdocument.

4 Efficiency Improvements

In this section, we discuss how to improve the proposed sanitizable signature
scheme. In the proposed scheme with m sanitizers and n subdocuments, a verifier
requires a large amount of input: n subdocuments M (") = (Ml(m), e M,(Lm)) as
a sanitized document, (m—+1)(n+1) hash values h(()o), R h%o), h(()l), . hg), .
h(()m), ce R{™ as hash information, (m + 1) public-keys pky, . .., pk,, and an ag-
gregate signature (™). In some cases, these input may bring about a heavy
overhead in the verification. In the followings, we propose some efficiency im-
provements by reducing the number of hash values. As a drawback, some addi-
tional functions are lost from the scheme. However, the improved schemes have
the fundamental functions as sanitizable signatures. Note that the sanitizable
signature scheme by Izu et al. [[KTY05] can be improved in the same way.
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Fig. 4. Improvement 1

4.1 Improvement 1: SCCS-Type Management

In the verification of the proposed scheme, verifiers require (m + 1)(n + 1) hash
values héo), LB, hél), U 1S hém), ..., h{™ . One can observe that most

pO = .. = pm

of these values are same: in fact, we have foreachi=1,...,n

if corresponding subdocument is disclosed, and hz(»o) = ... = hgj_l) # hz(»J) =
.o = h{™ if closed (on the other hand, h\,... h{™ are all distinct since
they are ID numbers). If the signer outputs hash values h(()o), .. .,h%o), follow-
ing sanitizers are required only to output hash values h(()l), ey hém) since other
hash values are recovered from h(®) and h("™) computed from the sanitized doc-
ument M (™). In order to record a sanitization, we use a notation (i,5) which
describes that the i-th subdocument is sanitized by the j-th sanitizer. Then out-
put of the j-th sanitizer are a hash value h((f ), a set of sanitization information
S; = {(i1,4),-..,(is,7)}, an aggregate signature o) generated from a previ-
ous aggregate signature o~1) and a signature on h((f) and S, and a sanitized
document M), Fig. @ shows an example with m = 2 and n = 5. Here verifiers
require boxed information as input. Since all hash values can be recovered, no
additional functions are lost. With this improvement, required hash values are
reduced to m + n + 1 from (m + 1)(n + 1). Note that this improvement uses
the original hash values as a base point. This idea is based on the source code
management system Source Code Control System (SCCS) widely used in UNIX
world.
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Fig. 5. Improvement 2

4.2 Improvement 2: RCS-Type Management

If a subdocument M; is disclosed (unchanged) in the improvement 1, corre-

sponding hash value is obtained from both hgo) and H; (Mi(m)) which implies
a redundancy. Since the sanitized document is an indispensable information for
verifiers, it is desirable to use corresponding hash values as a base point. Similar
idea is used in the source code management system RCS (Revision Control Sys-
tem). In this improvement, we use a notation (7, j, h;) which describes that the
i-th subdocument is sanitized by the j-th sanitizer from a subdocument whose
corresponding hash value was h;. Then, output of the j-th sanitizer are a hash
value h(()J), a set of sanitization information S; = {(i1,7, ki), - - -, (ik, 7, hiy, )}, an
aggregate signature o generated from a previous aggregate signature ol—1
and a signature on h(()j) and S;, and a sanitized document M ). Fig. [ shows an
example. With this improvement, required hash values are reduced to m+ng—+1,
where ng is the number of sanitized documents which is at most n. However, dis-
honest sanitizations can not be identified with this improvement, since original
hash values are not stored anywhere.

4.3 Improvement 3: RCS-Type Management with Embedding

In the improvement 2, verifiers require nc hash values other than the sani-
tized document as input. Remember in the proposed scheme, a subdocument
M; is sanitized by replacing it to an arbitrary value M. This improvement
embeds the hash value into the subdocument: M, «— Hl(Mi). Then, output

of the j-th sanitizer are a hash value h(()j), a set of sanitization information
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Fig. 6. Improvement 3

S; ={(i1,4),--., (ix,7)}, an aggregate signature o) generated from a previous

aggregate signature ¢U—1) and a signature on héj) and S;, and a sanitized doc-
ument M), Fig. B shows an example. With this improvement, required hash
values can be reduced to m + 1. However, in addition to that dishonest sanitiza-
tions can not be identified similar to the improvement 2, subdocuments are not
altered freely, since a previous hash value is stored as a sanitized subdocument.
Strongly note that in this improvement, the secrecy of closed subdocument is
established because of the preimage-resistance of a secure hash function Ho.

4.4 Comparison

The efficiency and the functions of proposed and improved schemes are summa-
rized in Table[Il Here m, n, nc denote the number of sanitizers, the number of
subdocuments, and the number of sanitized subdocument which is at most n.

From a viewpoint of efficiency, the improvements 1, 2, 3 reduces the number
of hash values. Especially, the improvement 3 reduces the number of hash values
from (m+1)(n+1) required in the proposed scheme to only m+ 1. On the other
hand, while all schemes have fundamental functions as a sanitizable signature
(integrity and secrecy), some additional functions are lost in the improvements
2, 3 as drawbacks.

For another comparison, Table [2] summaries the efficiency and the functions
of the sanitizable signature by Izu et al. (IKTY) and improved schemes. Since
IKTY does not use an aggregate signature, verifiers require n signature as input.
However, dishonest sanitizers can be identified by verifying each signature. Other
efficiency and functions are similar to Table[Il Note that as in section 3.2, these
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Table 1. Comparison of proposed and improved schemes

Proposed Improvement 1 Improvement 2 Improvement 3

# of subdocuments n n n n
# of public keys m+1 m4+1 m4+1 m4+1
# of hash values (m+1)(n+1) m4n-+1 m+nc +1 m+1
<m+n+1
# of signatures 1 1 1 1
Integrity of disclosed subdocuments OK OK OK OK
Secrecy of closed subdocuments OK OK OK OK
Sanitizer identification OK OK OK OK
Subdocument alternation OK OK OK -
Dishonest sanitation identification OK OK - -

Dishonest sanitizer identification - - - -

Table 2. Comparison of IKTY and improved schemes

IKTY Improvement 1 Improvement 2 Improvement 3
# of subdocuments n n n n
# of public keys m+ 1 m+ 1 m+ 1 m+ 1
# of hash values (m+1)(n+1) m4+n+1 m+nc + 1 m+1
<m+n+1
# of signatures n n n n
Integrity of disclosed subdocuments OK OK OK OK
Secrecy of closed subdocuments OK OK OK OK
Sanitizer identification OK OK OK OK
Subdocument alternation OK OK OK -
Dishonest sanitation identification OK OK - -
Dishonest sanitizer identification OK OK OK OK

schemes are insecure in the sense that they are vulnerable to the deletion-of-
intermediate-sanitizer attack and the deletion-of-last-sanitizer attack.

5 Concluding Remarks

This paper constructs an efficient and provably secure sanitizable signature
scheme with aggregation, based on IKTY sanitizable signature and BGLS gen-
eral aggregate signature from bilinear maps. We also provide security proofs of
the proposed scheme. In addition, some improvements are proposed for efficiency.
The deletion-of-last-sanitizer attack is a very powerful attack since an ad-
versary generates a signature as a sanitizer. A main reason why the proposed
scheme resists this attack is that the adversary cannot extract a target sani-
tizer’s signature from an aggregate signature. If we assume the power to extract
such target sanitizer’s signature, the proposed scheme is also vulnerable. This
assumption is not so unreasonable: the adversary only needs to obtain an aggre-
gate signature input to the target sanitizer and an aggregate signature output
from him. It seems hard to resist such attack. However, further discussions of
countermeasures together with the propriety of the assumption.
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Abstract. Verifiably encrypted signature is a extended signature type
and plays an important role in the constructing optimistic fair exchange.
In the work, we propose a novel verifiably encrypted signature scheme
without random oracles, and show that the security of the scheme is
based on the difficulty of solving the Chosen-Target-Inverse-CDH with
square problem. By comparing our scheme with Boneh et al scheme and
S.Lu et al scheme, we show that our proposed scheme has the following
advantages: (1) short signature size, only 320 bits; (2)low computation,
only 2 pairing operations are needed in the phase of producing and verify-
ing verifiably encrypted signature, respectively. (3)simplification-ability,
the creation of verifiably encrypted signature is able to be completed in
a logic step.

1 Introduction

As a extended signature, a verifiably encrypted signature (VES), which was pro-
posed by N.Asokan [1], provides a way to encrypt a signature under a designated
public key and subsequently proves that the resulting ciphertext indeed contains
such a signature. It is often used as a building block of constructing optimistic fair
exchange [2][3] over the Internet. It mainly relies on a trusted third party call Ad-
judicator, to realize fair exchange in optimistic way, that the adjudication is only
needed in cases where a participant attempts to cheat the other or simply crashes.
Another key feature of VES is that a participant can always force a fair and timely
termination, without the cooperation of the other participants. Neither party can
be left hanging or cheated so long as the adjudicator is available.

A valid VES can convince the verifier that a given cipher-text is the encryption
of a signature on a given message. Alice creates a VES on a message by using her
private key and an Adjudicator’s public key. Bob is convinced that the encrypted
signature is indeed of Alice, which he verifies using the public key of Alice and
the Adjudicator. Even though Bob does not have the capability of decrypting
the VES, the verification is performed without revealing any information about

E. Dawson and D.S. Wong (Eds.): ISPEC 2007, LNCS 4464, pp. 65-[78] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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Alice’s signature. If a dispute, the adjudicator can extract Alice’s signature from
VES on the message.

Since the concept of VES was included, J.Camenish[4] and G.Ateniese [5]
proposed a verifiable encryption signature based on the discrete logarithm prob-
lem, respectively. In 2003, Boneh et.al [11] gave a security model of a verifiably
encrypted signature and constructed a scheme satisfying the definitions based
on the BLS short signature [9] and Zhang et.al[16] proposed a verifiably en-
cryption signature with security proofs in random oracle based on bilinear Pair-
ings. In 2005, by combining ID-based public key cryptography with verifiably
encrypted signature, Gu et.al[13] proposed a ID-based verifiably encrypted sig-
nature scheme based on Hess’ signature scheme, and claimed that their scheme
was secure in random oracle model. Unfortunately, the scheme was showed to
be existentially forgeable attack in [18]. Namely, any one can forge a verifiably
encrypted signature on arbitrary a message. Because the security of most of the
existing verifiably encrypted signature(VES) schemes are only proven to be se-
cure in random oracle model, but security in the random oracle models does not
imply security in the real world.

To address the above problem, in ICDCIT 2005, M.Choudary Gorantla et.al
[14] proposed the first verifiably encrypted signature without random oracle
based on BBS short signature [10], but detail security proof of the scheme has
not been presented. Recently, Steve Lu et al proposed an efficient verifiably en-
crypted scheme without random oracles in [19] (for short S.Lu et al scheme). In
the works, we present a novel and efficient verifiably encrypted signature scheme
without random oracles, and show that the security of our proposed scheme de-
pends on the difficulty of solving the Chosen-Target-Inverse -CDH with square
problem. Comparing our proposed scheme with S.Lu et alscheme [12]and Boneh
et al scheme [11], we find that our proposed scheme is more efficient in term
of signature size and computation. Creation of verifiably encrypted signature is
completed in a logic step, however, creation of verifiably encrypted signature
in the literature[11][12] is completed in two steps, the one step is to produce
the ordinary signature, the other step is to produce a verifiably encrypted sig-
nature based on ElGamal encryption. Furthermore, we also construct verifiably
encrypted multisignature [12](ring signature, blind signature), which based on
Waters’ signature, by applying the following our proposed way.

The rest of the paper is organized as follows: Section 2 briefly describes the
necessary background concepts; Section 3 presents security model of verifiably
encrypted signature; Our verifiably encrypted signature scheme is proposed in
section 4; Security proof and performance analysis of the scheme are given in
section 5 and section 6. Finally, we conclude our work.

2 Preliminaries

In this section, we first present some background on groups with efficiently com-
putable bilinear pair. Then, we give the corresponding mathematic difficulty
problem which our proposed scheme is based on.
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2.1 Bilinear Pairing

Definition 1. Let G1 and Gy be groups of prime order q and P € G1. A sym-
metric admissible bilinear map e : G1 X Gy — Go has the following properties:

1. Bilinearity: e(aP,bQ) = e(P, Q)% for any (P,Q) € G1 x G; and a,b € Z,

2. Non-degenerate: It means that e(P, P) # 1

3. Computability: There exists an efficient algorithm to compute e(P, Q) for all
P, Q € Gyq.

Such an e can be constructed by Weil or Tate parings on the elliptic curves. As
mentioned in [9][10], the Tate paring on MNT curves [20] gives us the efficient
implementation.

Definition 2. A BDH-parameter-generator is probabilistic algorithm that takes
a security parameter \ as input and outputs a 5—tuple (q, P,G1, G2, e) where q
is a A-bit prime number, (G1,4) and (Ga,-) are two groups with order q, P € G4
is a generator, and e : G; x Gy — Gg is an admissible bilinear map.

2.2 Complexity Assumptions

The Chosen-Target-CDH problem is defined as follows: the solver S receives
as input a pair (P,aP), where P is a generator of G with prime order ¢, and
a € Zg is a random value. The solver S has adaptively access to the following
two oracles:

— Target Oracle: this oracle outputs a random element Z; € G.
— Helper Oracle: this oracle takes as input an element W; € G and outputs
the element aW;

We say that the solver S can (gt, g, d)— solve the Chosen-Target-CDH problem,
for ¢4 > d > qp, if it makes ¢; and g queries, respectively, to the target oracle
and helper oracles, and after that it outputs d pairs ((Vi,41), -+, (Va, ja)) such
that:

1. all the elements V; are different;
2. for all i € {1,2,---,d}, the relation V; = aZj, is satisfied, where Z,, the
element output by the target oracle in the j; — th query.

The Chosen-Target-Inverse-CDH problem is defined as follows: the solver
S’ receives as input a pair (P’,aP’), where P’ is a generator of G with prime
order ¢, and o’ € Z; is a random value. The solver &’ can adaptively access to
the following two oracles:

— Target Oracle: this oracle outputs a random element Z; € G
— Helper Oracle: this oracle takes as input an element W; € G and outputs
the element al, W;.
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We say that the solver S can (g:, qn, d)— solve the Chosen-Target-Inverse-CDH
problem, for ¢; > d > g, if it makes ¢; and g, queries, respectively, to the target
oracle and helper oracles, and after that it outputs d pairs ((V1,j1), -+, (Va, ja))
such that:

1. all the elements V; are different;
2. for all i € {1,2,---,d}, the relation V; = |, Z;, is satisfied, where Zj, is the
element output by the target oracle in the j; — th query.

In [15], Herranz et al show that the Chosen-Target-CDH problem is equivalent
to the Chosen-Target-Inverse-CDH problem.

To fit our purpose, we modify the Chosen-Target-Inverse-CDH problem, and
give a variant. We call the Chosen-Target-Inverse-CDH with square problem, is
defined as follows: the solver & receives as input triple-tuple (P, aP, a®> P), where
P is a generator of G with order ¢, and a € Z, is a random number. The solver
S’ can adaptively access to the following two oracles:

— Target Oracle: this oracle outputs a random element Z; € G
— Helper Oracle: this oracle takes as input an element W; € G and outputs
the element in

We say that the solver S can (g, gn, d)— solve the Chosen-Target-Inverse-CDH
square problem, for ¢; > d > gy, if it makes ¢; and g, queries, respectively, to the
target oracle and helper oracles, and after that it outputs d pairs ((V1,J1), -,
(Vi4, ja)) such that:

1. all the elements V; are different;
2. for all i € {1,2,---,d}, the relation V; = iquz is satisfied, where Zj, is the

element output by the target oracle in the j; — th query.

For the Chosen-Target-Inverse-CDH with square problem, we can regard the
problem as a variant, but in fact, the problem is the Chosen-Target-Inverse-CDH
problem. Given (P,aP,a?P), let P’ = aP, then we can represent (P, aP,a?P)
into (P’,aP’). Because P is a generator of G with prime order ¢ and ged(q, a) =
1, we know that P’ = aP is also a generator of G with order ¢ by the group the-
ory. Thus, the difficulty of solving the Chosen-Target-Inverse-CDH with square
problem is equivalent to the difficulty of solving the Chosen-Target-Inverse-CDH
problem.

3 Security Model of Verifiably Encrypted Signature

A verifiably encrypted signature scheme consists of six parts: VES.Setup, VES.> |
VES.AdjKeyGen, VES.ESign, VES.EVerify and VES.Adj. Where VES.Setup pro-
duces system parameters, VES.Y is a ordinary signature scheme. VES.AdjKey
Gen, VES.ESign, VES.EVerify and VES.Adj are used to provide the verifiably
encrypted signature capability. The detail description is as follows:

VES.Setup: This is a polynomially probabilistic time (PPT) algorithm which,
on input a security parameter A, outputs the public parameters of system.
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VES.> : This is a ordinary signature scheme which consists of three algorithms:
> .KeyGen, Y .Sign and > .Ver, where the signer’s private/public pair is
(a, P,) < > .KeyGen(\).

VES.AdjKeyGen: This is a polynomially probabilistic time algorithm which,
on input a security parameter A, outputs the Adjudicator’s private/public
pair (sa, Q).

VES.ESign: Thisis a PPT algorithm which, on input a message M, the signer’s
private key a and the adjudicator’s public key Q 4, outputs a verifiably en-
crypted signature o.

VES.EVerify: This is a polynomial-time deterministic algorithm which, on in-
put a VES o, the message M and the public key of adjudicator, Q 4, outputs
1 or 0.

VES.Adj: This is a PPT algorithm which, on input a VES ¢ and the private
key s, of the adjudicator, outputs a valid signature &.

Definition 3. (Correctness.)For anymessage M,V ES.> =(VES.>  .KeyGen,
VES.Y  .Sign and VES.Y" .Ver) is a ordinary signature scheme ; (Sq,Qa) —
VES.AdjKeyGen()), (a, P,) «— VES.Y" .KeyGen(\). If the following three equa-
tions hold.

o — VES.ESign(M,a,Q4) and VES.EVerify(o,Qa, Py, M) =1
VES.>  .Ver(M,VES.Adj(0,54), Pa) = 1

As an extended signature scheme, a secure verifiably encrypted signature scheme
should satisfy opacity besides the usual existential unforgeability under chosen
message attack|[6].

The existential unforgeability of verifiably encrypted signature without ran-
dom oracle is defined via the following game between the simulator S and an
adversary F, S acts as the function of the signer and the Adjudicator.

1. the simulator & runs VES.Setup, and produces the system parameters ¢,
and returns ¢ to F.

2. VESignature queries: F can query a verifiably encrypted signature to the
signer under the public key of adjudicator @4, on input the message M,
S runs VES.ESign algorithm to produce a verifiably encrypted signature o,
and returns to F.

3. Adjudication queries: F can query the adjudicator to extract a signature
of the message M, which is produced by the signer, on input a verifiably
encrypted signature o and the message M, S runs VES.Adj algorithm to
extract a valid signature of message M, and returns it to F.

We say F win the game if F outputs a forged verifiably encrypted signature
(M*a 0*)3 if

— VES.EVerify(M*,0*, P,,Qa)=1, where P, is public key of the signer, Q 4 is
public key of the adjudicator.
— M* has never submitted as one of the VESignature queries.
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The success probability of an adaptively chosen message, which the attacker F

win the above game, is defined as SuccFEHAL.

Definition 4. We say Succfg[%f‘ can (t,qs,qa,c)—break the VES scheme if
Succfg{}/[FA runs in time at most t, makes at most qs VESignature queries, qa

Adjudication queries and SuccFGHA is at least €.

The opacity of verifiably encrypted signature without random oracle is defined
via the following game between the simulator S and an adversary F.

1. the simulator S runs VES.Setup, and produces the system parameters ¢,
and returns ¢ to F

2. F can make VESignature queries and Adjudication queries as ones of the
above unforgeability game.

We say F win the game if F outputs a valid signature (M*,v*), if

— VES.> . Ver(M*,o*, P,)=1, where P, is public key of the signer.
— the verifiably encrypted signature of message M™* has never submitted as
one of the Adjudication queries.

The success probability of an adaptively chosen message, which the attacker F

win the above game, is defined as Succfg%A.

Definition 5. We say Succfg%“‘ can (t,qs,qa,e)-break the VES scheme if

Succfg%“‘ runs in time at most t, and makes at most qs VESignature queries,
CMA

qa Adjudication queries and SuccF,

Opa’ 15 at least €.

According to the state above, we know that the property opacity of verifiably
encrypted signature denotes that it is difficult, given a verifiably encrypted sig-
nature, to extract an ordinary signature on the same message.

4 Owur Proposed Scheme

In the section, we present the design of our new verifiably encrypted signature
scheme. The idea of our scheme can been regarded as completing public key
encryption of signature and the signature on the message M in a logic step. Our
proposed scheme is based on Waters’ signature scheme [8]. In our scheme, the
messages will be signatures on bitstrings of the form {0, 1}™ for some fixed n. In
practice we can apply a collision-resistant hash function H,, : {0,1}* — {0, 1}"
to sign messages of arbitrary length. For convenience, hashed message m are
represented as (mqy,ma, -+ ,my) with m; € {0,1} for all i € {1,--- ,n}.

— VES.Setup: public parameters includes the output (¢, P, G1, G2, ¢) of a BDH-
parameter generator as well as as integer n, a collision-resistant hash function
H, :{0,1}* — {0,1}", random elements P’, U’ € G; and a random n—tuple
(Uy,---,Up) € G}. We set a map F : {0,1}" — G; with mapping string m
on F(m)=U'+ > " m;U,. Finally, the public parameters is as follows:

(naanlaGQaeaPaP/aU/aUla’" aUnaFaHn)
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(Note that, in the following, > is Waters’ signature scheme which consists
of three algorithms: > .KeyGen, > .Sign and ) .Ver).

— VES.) " .KeyGen: a signer, Alice, randomly chooses a € Z; as the his private
key, and computes the corresponding public key P, = aP.

— VES.Y .Sign: Let m= H,,(M), for a message M € {0,1}*, m = (mq,ma, - -,
my,) with m; € {0,1}. A signature of the message M is produced by pick-
ing r €p Z, and setting signature o = (01, 02) with o1 = aP’ + (U’ +
>oiymU;) and o5 = rP.

— VES.> . Verfy: a purported signature o on the message M is accepted if on
only if

e(o1, P) = e(P,, Pe(oa, U’ +Zml ) (1)

— VES.AdjKeyGen: an adjudicator randomly choose s, € Z, as private key,
and computes the corresponding public key Q4 = s, P’.

— VES.ESign: given a signer,Alice’s private key a and the adjudicator’s public
key @4, to sign the message M, Alice computes m = H,,(M) and randomly
picks r4 € Z; to compute the signature

v =(1,72) = (aQa +7aF(m),rsP)

— VES.EVerify: given a verifiably encrypted signature v parsed as (y1,72) €
G2. Accept if the following equation (2) holds:

6("}/1,P) = e(PaaQA)e(72>U,+ZmiUi) (2)

i=1
— VES.Adj: given a verifiably encrypted signature 7 on the message M, the
adjudicator first verifies whether the verifiably encrypted signature = is valid,
and parses it as (71,72) € G2 Compute
¥, =537 and ¥4 = 3"y
and output the signature (v{,73).

For the scheme above, it is easy to verify that the scheme is valid. If all parties
are honest, then the signature (v,~5) satisfies the equation above (1). Since

e(71, P) = 6(82171,13)

(s (aQa +raF(m)), P)
(aP' + sy 'raF(m), P)
= ¢(
e(

D

aP, P')e(F(m), s;'r4P)
Pa, P')e(F(m), 7))

It shows that the extracted signature by the adjudicator is indeed a valid one.
Thus, we can straightforwardly obtain that our proposed scheme satisfies cor-
rectness of verifiably encrypted signature scheme.
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5 Security Analysis

In this section, we will give security analysis and show that our proposed scheme
is unforgeable and opaque under adaptively chosen message attack.

Theorem 1. Our proposed verifiably encrypted signature scheme is (t, qs, qa, €)—
unforgeable if the Waters’ signature scheme[8] is (t', ¢'¢')—unforgeable, where

t'=t4+0(qs +qa) and ¢’ = qs and € = ¢

Proof. Assume there exists a (t,¢s,qa,€)— adversary A. We are going to con-
struct another PPT B that makes use of A as subroutine to forge a Waters’
signature with probability at least €.

Algorithm B is given a Waters signature public key P, and other public
parameters (Gq,Go, P,P',U", Uy, -+ ,U,, H,(:),e). Then it randomly chooses
o4 € Zg as the adjudicator’s private key and sets the corresponding public key
QA = as P, and provides the adversary A with P, and Q4.

B simulates the signing oracles and adjudicating oracles as follows:

Signing Oracles: when the adversary A queries a verifiably encrypted signature
on a certain message M, the challenger B queries a signature ,(o1,02) on the
message M from its own signing oracle, and obtains a signature on the message
M. Then the challenger B computes

vi = aaor and v5 = a a0
and returns (v1,74) to A as verifiably encrypted signature on M.

Adjudication Queries: When the adversary A requests adjudication for (v, v5),
a verifiably encrypted signature on a message M under key P, and adjudicator
key Qa. B responds with (s3'7],5,75) by VES.Adj algorithm of the above
scheme. Note that, since B knows the adjudicator’s private key s4, it can com-
pute (s3'71, 51 72)-
Output: Finally, A outputs a valid and nontrivial verifiably encrypted signa-
ture (77,75) on a message M* at which A must never have made a verifiably
encrypted signature.
Obviously, the challenge B can compute as

* _ —1 _x o oo—1 %
o1 =54 71 and 03 =5, 73

It denotes that (o},0%) is a valid Waters signature on the message M*. In
other words, it means that algorithm B can forge a Waters signature in the
non-negligible probability.

According to the above process, we know that algorithm B succeeds whenever
A does. Its running time is O(1) for each of A’s queries and for computing the
final output. O

Theorem 2. If there exists (t,qs,qa,€)—forger A against opaque of our pro-
posed verifiably encrypted signature scheme, then there exists a (qt, qn, d)— solver
B of the Chosen-Target-Inverse-CDH with square problem, which also succeeds
with probability € ~ e — ‘;’3, G =qs>qa+1,qgp=qa,d=qa+1.
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Proof. Assume there exists a (t,¢s,qa,€)— adversary A. We are going to con-
struct a solver B of the Chosen-Target-Inverse-CDH with square problem, which
makes use of A to solve the Chosen-Target-Inverse-CDH with square problem
with probability at least €.

First of all, B initializes A, which sets up the system parameters. The solver 3
chooses a group G with prime order ¢ which admits a bilinear pairing G; xG; —
Go. P is a generator of Gj.

The solver B asks for an instance of the Chosen-Target-Inverse-CDH with
square problem in the group Gy. It receives 3-tuple (P, aP, a® P) for some random
and secret value a € Z; it is also provided with access to the target oracles and
the helper oracles.

And it randomly chooses k' € Z,, to compute P’ = k'P. It sets Qa = aP’ =
k'aP and P, = aP as the public key of adjudicator and the signer, respectively.

Let A = 2q4, algorithm B picks k € {0, -+, k}. We assume that \(k+1) < ¢
which implies 0 < kA < ¢. Algorithm B randomly chooses (', 1, z2, -+ ,2k) Er
Z’;H, where Z) = {0,1,--- ;A — 1}, and (v, y1,¥y2,"* ,Yk) €ERr Zé““ and sets
the following relations:

u = (' — kNP +y'P and u; = (z;)P' +y; P for i=1,--- |k

For convenient explanation, we will include two functions:

J(m) =2’ + zjmlxZ — kX and K(m) =1y + Zmiyi
i=1 =1

where H,(M) = (my, -+ ,my), m; € {0,1} and H,(-) is a collision-resistant
hash function.
According to the above relations, we can obtain

F(m) =+ z": miu; = J(m)P' + K(m)P

i=1

Finally, all public parameters (Gi,Gao, P,P',Qa, Py, v/, u1,- -+ ,ug,q, Hy(+),€)
are passed to A.

Queries: once A is started with public parameters and public keys P,, Q4 as
input, two kinds of queries may occur.

Verifiably Encrypted Signing Queries: when A requests a verifiably en-
crypted signature on M under the challenge key P, and the adjudicator key @ 4,
let m = H,(M) = (my, - ,my) € {0,1}*. If J(m) # 0 mod ¢, the solver B
proceeds as follows.

— the solver B makes a query to its target oracle, and receives a random element
R €r G as answer from its target oracle. Note that, in essence, for the
random element R, there exists a certain r €r Z, which satisfies R = rP,
only r is unknown to the solver B.



74 J. Zhang and J. Mao

— compute

k k
=r(u + Zm,-u,-) =ru +r Z MU
i=1 i=1
k
=r(x’ — kNP +ry' P+ Z rm;(z;) P + y; P
i=1
k
= (' = kMK R+y'R+ Y _ mi(z;k'R+y;R) (3)
i=1
Although r is unknown to the solver B, we can compute A through the most

right side of the above equation (3).
— compute

Y = (=K(m)/J(m))P, + A

k
= (—K(m)/J(m)) Py +r(u + Y miu;)
i=1
k
= (—K(m)/J(m))aP + ((«' — kNK'R+y' R+ > mi(x:k'R+ y:R))

i=1

=kaP + (—a/J(m))(k'J(m)P + K(m)P) + (k'J(m)R + J(m)R)
=kaP+ (—a/J(m))(k'J(m)P + K(m)P) + r(k'J(m)P + J(m)P)
=FkaP+ (r —a/J(m))(k'J(m)P + K(m)P)

— compute

M=% —KP,+kKa*P and ~, = (- )P, + R

1
J(m)
Remark 1. Here, in fact v = k'a*P + (r — a/J(m))(K'J(m)P + K(m)P) =
aQa+ (r—a/J(m))(k’F(m)P + J(m)P).

If J(m) = 0, the challenge B computes as follows:

— the solver B makes a query to its target oracle, and receives a random element
R €r Gy as answer from its target oracle;
— randomly choose T € Z, to compute y; = k'a’P + 7K(m)R and 72 = 7R

Obliviously, (v1,72) is a valid verifiably encrypted signature. Finally, the solver
B returns verifiably encrypted signature of M ,(y1,72), to A.

Adjudication Queries: Suppose that 4 requests adjudication on (y1,72) on
the message M;. The solver B first verifies whether the verifiably encrypted
signature (y1,72) is valid. If it is valid, then the solver B sends 72 to the helper
oracle. And obtain the corresponding answers o;, = é"}/g from the help oracle
and compute oy, = k'aP + F(m)o,,, where m = H,,(M;). The solver B returns
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(04,,0i,) to A as the extracted signature of the message M;. In fact, (0y,,04,)
satisfy o5, = 191 and 0y, = L4, Since they satisfy the following relations:
1 a 2 a

Oiy = (1171 =aP + (r- aéJ(m)) (k' J(m)P + K (m)P)

_ap 4 U aéj(m))F(m)P (4)
11 1
Tip = 2= a((_ J(m))Pa + R)

= Jm ﬂP+iR
(T‘ - a’/‘]( ))P (5>

a
Obviously, (04,,0i,) is a Waters signature.

Output: Finally, algorithm A outputs a signature (o7, 03) on a message M*
from verifiably encrypted signature (v7,75) of the message M*; it must not
have queried its adjudication oracle at M*, and (v§,~3) is ever a queried sig-
nature accessing to Verifiably Encrypted Signing Oracle . Obviously, the
signature (¢}, 0%) on the message M* is a Waters signature and satisfies the
above equation (1).

Thus,the environment of A is perfectly simulated by B. And the solver B
outputs ¢s(> ga + 1) Waters signatures (o;,0;,) with probability . It means,
when the solver B queries its Target oracle, we have R; (i = 1,--- ,qs) which is
returned by Target oracle. While the solver B only make g4 queries for its help
oracle. Finally, the extracted signatures (o;,0:,) on ga + 1 different message M;
are obtained and they satisfy

e(oi,, P) = e(P,, Pe(o;,, U’ + z:mZ i (6)

Thus, for i = 1,--- ,ga + 1, the solver B outputs the pair (V;, j;), where

Vi=o0, + P, where m® = H, (M;)

J(m®))

Note that, here V; = (llR,-. Since all the signature (o, 0y, ) are different, we have
that all the values V; for i = 1,--- ,qa are also different.

Because the probability, which the adversary produces a extracted signature
of a message from given a verifiably encrypted signature, is q12. According to
the state above, solver B makes ¢s(> ga + 1) queries to its target oracle, makes
qa queries to its helper oracle, while it output g4 + 1 different and valid pair
(Vi, 7i) with the probability ¢ ~ € — ‘j}g‘. It means that solver B can solve the
Chosen-Target-Inverse-CDH with square problem. (Il
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6 Performance Analysis and Further Discussion

6.1 Performance Analysis

In this section, we will analyze efficiency of our proposed scheme by comparing
with Boneh et.al scheme[11] and S.Lu et al scheme [12]. For convenient compari-
son, we instantiate pairing-based schemes using Barreto-Naehrig curves[10] with
160-bit point representation. We present the detail comparisons in Table 1. The
size column gives signature length at the 1024-bit security level. The verification
and Generation columns give the computational costs of those operations. ”R.0O”
column denotes if the security proof uses random oracles. Let P, be scalar multi-
plication on the curve, P, be pairings computation. and n is the output length of
a collision-resistant hash function. For a given signer and adjudicator, the public
key P, of the signer and the public key Q4 of adjudicator are fixed. Thus, If
we pre-computes e(Py, Q4), then only 2 pairs computation are executed in the
VES.EVerify phase.

Signature Length. A signature size in our proposed scheme only consists of
two elements (71,72), where 71 and 72 are in G;. When using a supersingular
elliptic curve over finite field Fj,» with embedding degree £ = 6 and the modified
Weil pairing or Tate pairing [9,20], the length of an element in Gy can be approx-
imately logaq bits, thus the total signature length is approximately 2logoq bits.

Table 1. Comparison of our proposed scheme with Boneh et.al scheme[11] and S.Lu
et al scheme [12]

Scheme R.O Size Verification Generations Adjudication
Boneh et.al scheme Yes 320 bits 3P, 3P 2P,
S.Lu et al scheme No 480 bits 3P. +n/2P,, (n/2+5)Py, 3P,
Our scheme No 320 bits 2P. +n/2P, (n/243) P, 2P,

From Table 1, we know that our scheme is one of the most efficient schemes,
the length of the signature is very short, about 320 bits; and the security of the
scheme is proven secure in the standard model.

6.2 Further Discussion

From the above our proposed scheme, we know that, given a verifiably encrypted
signature (7y1,72) of message M, any one can produce a new signature on the
message M by randomly choosing = €r Z, and computing 41 = 71 + zF(m)
and 42 = 72 + P where m = H,,(M). The reason to appear this problem is
that Waters’ signature [8] itself doesn’t satisfy strong unforgeability, while our
proposed VES scheme is based on Waters’ scheme, thus, our proposed scheme
does’t satisfy strong unforgeability. In other words, an adversary can generate a
new signature on a previously signed message.
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According to the above paragraph, we know if v, of a verifiably encrypted
signature (vy1,72)is fixed, then we can realize strong unforgeability. Thus, to
realize strong unforgeability of the scheme, we can consider the following ways.

1. we can change m = H,, (M) into m = H] (M,~2), such revision is able to
complete strong unforgeability. However, it seems the security proofs of such
schemes are different from the description in section 5.

2. another way is that we can introduce a secure signature scheme Y without
random oracle, such as BBS[10], and use ) to produce a signature on the
o to resist that v is amended. Then security proof of the revised scheme is
similar to the description in section 5.

7 Conclusion

As a building block, verifiably encrypted signature scheme plays an important
role in fair exchange. However, most of the existing schemes have been proven
secure in random oracle models in [7]. But security in the random oracle models
does not imply security in the real world. In the work, we propose a novel ver-
ifiably encrypted signature scheme without random oracles, and show that the
security of the scheme is based on the Chosen-Target-Inverse-CDH with square
problem . By comparing our scheme with Boneh et.al scheme[11] and S.Lu et al
scheme [12], we show that our scheme has the advantage over Boneh et.al scheme
and S.Lu et al scheme with respective to the signature length and computation.
Furthermore, we also construct verifiably encrypted multisignature [12](ring sig-
nature, blind signature), which based on Waters’ signature, by applying our
proposed way in this paper.
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Abstract. In this paper, we propose a new notion called Certificate
Based Ring Signature (CBRS) that follows the idea of Certificate Based
Encryption (CBE) presented by Gentry in EuroCrypt 2003. It preserves
the advantages of CBE such as implicit certificate and no private key
escrow. At the same time it inherits the properties of normal ring signa-
ture such as anonymity and spontaneity. We provide its security model
and a concrete implementation. In addition, we also propose a variant
of CBRS, called Certificate Based Linkable Ring Signature (CBLRS). It
is similar to CBRS, except with linkability. That is, it allows the public
to verify whether two given signatures are generated by the same signer,
yet preserves the anonymity of this user. It can be seen as the Certificate
Based version of normal linkable ring signature.

Keywords: Certificate Based, Ring Signature, Linkability.

1 Introduction

Public Key Infrastructure (PKI). In traditional public key cryptography
(PKC), a user Alice signs a message using her private key. A verifier Bob verifies
the signature using Alice’s public key. However, the public key is just a random
string and it does not provide authentication of the signer by itself. This problem
can be solved by using a certificate generated by a trusted party called the Cer-
tificate Authority (CA) that provides an unforgeable signature and trusted link
between the public key and the identity of the signer. The hierarchical framework
is called public key infrastructure (PKI) to issue and manage certificate (chain).
In this case, before the verification of a signature, Bob needs to obtain Alice’s
certificate in advance and verify the validity of her certificate. If it is valid, Bob
extracts the corresponding public key which is then used to verify the signature.
In the point of view of a verifier, it takes two verification steps for independent
signatures. It seems not efficient and not practical enough, especially when the
number of users is very large.

E. Dawson and D.S. Wong (Eds.): ISPEC 2007, LNCS 4464, pp. 79 2007.
© Springer-Verlag Berlin Heidelberg 2007
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Identity-Based Cryptography (IBC). Identity-based cryptography (IBC),
invented by Shamair [25] in 1984, solves this problem by using Alice’s identity
(or email address) which is an arbitrary string as her public key while the cor-
responding private key is a result of some mathematical operation that takes
as input the user’s identity and the master secret key of a trusted authority,
referred as “Private Key Generator (PKG)”. In this way, the certificate is im-
plicitly provided and it is no longer necessary to explicitly authenticate public
keys. The main disadvantage of identity-based cryptography is an unconditional
trust to the PKG. This is even worse than traditional PKC since the secret key
of every user is generated by the PKG, it can impersonate any user, or decrypt
any ciphertext.

Certificate Based Cryptography (CBC). To integrate the merits of IBC into
PKI, Gentry [14] introduced the concept of certificate based encryption (CBE). A
CBE scheme combines a public key encryption scheme and an identity based en-
cryption scheme between a certifier and a user. Each user generates his own private
and public key and request a certificate from the CA while the CA uses the key
generation algorithm of an identity based encryption (IBE) [9] scheme to generate
certificate. In this way, the certificate is implicitly used as the private key of the
user as the signing key (and decryption key). In addition to CBE, the notion of
certificate based signature (CBS) was first suggested by Kang et al [15].

In parallel to CBC, certificateless cryptography [2] and self-generated-certificate
public key cryptography [16] are another solutions to the key escrow problem in-
herited by IBC.

Ring Signature. A ring signature scheme [2320/6/T1] allows members of a
group to sign messages on behalf of the group without revealing their identities,
that is, preserving signer anonymity. In addition, it is not possible to decide
whether two signatures have been issued by the same group member. Different
from a group signature scheme [I0], the group formation is spontaneous and
there is no group manager to revoke the identity of the signer. In other words,
under the assumption that each user is already associated with a public key of
some standard signature scheme, a user can form a group by simply collecting
the public keys of all the group members including his own. These diversion
group members can be totally unaware of being conscripted into the group.

Linkable Ring Signature. Linkable ring signatures was first proposed by Liu
et al [I8] in 2004. In this notion, the identity of the signer in a ring signature
remains anonymous, but two ring signatures can be linked if they are signed by
the same signer. Linkable ring signatures are suitable in many different practical
applications, such as e-voting and e-cash [26]. Original ring signatures cannot
be used for e-voting because any double votes cannot be detected as they are
unlinkable. No one is able to find out whether any two signatures (with two
votes) are generated by the same voter or not. Linkable ring signatures solve
this problem by allowing the public to detect for any signer producing two or
more signatures (votes).

Note that linkability is compulsorily embedded into the signature instead
of voluntarily added in linkable ring signatures. If the signer refuses to add
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the correct linking information, the whole signature is invalid. In other words,
linkability is enforced by the verifier. The signer cannot decline to do so. This
is different from voluntarily added linkability. In this case, whether allowing the
signature to be linked or not can be decided by the signer. This issue is also
explained in [I8].

1.1 Problems of Ring Signature in PKI and IBC

As mentioned before, in traditional PKI it takes two verification steps for inde-
pendent signatures. It is even worse in the case of ring signature. In the verifi-
cation of a ring signature, one requires the public key of n users. That means
one needs to verify the validity of these n public keys using the corresponding
certificates in advance. Furthermore, in the signing stage, the actual signer also
needs to obtain the public key of other n — 1 non-signers in order to generate
a ring signature. In order to authenticate the ownership of these n — 1 pub-
lic keys, the actual signer needs to verify their corresponding certificates before
generating the ring signature. Note that this process is only applied to ring sig-
nature scheme since normal digital signature does not require the knowledge of
public key of other users in the signing stage. This made the problem worse in
(linkable) ring signature, especially when n is large. For example, if PKI based
linkable ring signature scheme is used in an e-voting system where the number
of voters is about one million. Every voter needs to verify one million certificates
before the execution of the signing stage. It is extremely inefficient and makes
it not practical to be applied to large scale voting event.

On the other hand, in the case of ID-based setting [5], we also have to take
extra care for the design of schemes. While some of the existing schemes provide
anonymity unconditionally, others are computational only. The Private Key Gen-
erator (PKQG) itself may have extra advantage in breaking the anonymity since
it is in possession of all the private keys. This problem does not sound serious
in normal ID-based ring signature scheme because almost all existing schemes
is unconditionally anonymous. However, in the case of linkable ring signatures
[IRI27T9I26/3/17] where the verifier is able to determine whether two signatures
are signed by the same signer, it is still an open problem to construct one with
unconditional anonymity. Within the constraint of computational anonymity, it
is a great challenge of providing privacy in an ID-based setting (to the PKG who
knows the private key of every user). This issue is also addressed in [4].

Although ring signature schemes and linkable ring signature schemes have
been proposed for a few years already, these problems have not been mentioned
and investigated before in the literature.

1.2 Contribution

In this paper, we propose a new notion called Certificate Based Ring Signature
(CBRS). It preserves all properties of a normal ring signature while using cer-
tificate based cryptosystem setting. This combination gains the advantages of
certificate based systems, by removing explicit certificate chain verification and
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key escrow problem. They are especially important in ring signature as men-
tioned above.

In addition, we also propose its variant, called Certificate Based Linkable
Ring Signature (CBLRS). It is the linkable version of CBRS such that it allows
a verifier to find out whether two given signatures are generated by the same
signer or not. It can be regarded as the certificate based version of normal linkable
ring signature.

We give security model and concrete implementation of both notions.

Organization. In the rest of the paper, it is organized as follow. We give some
mathematical prelminiaries in Section 2l The security model of both notions are
presented in Section 3l It is followed by our concrete implementation in Section [l
The paper is concluded in Section Bl

2 Preliminaries

2.1 Notations
Let e be a bilinear map such that ¢ : G; x Gy — Gr.

— G; and Gg are cyclic multiplicative groups of prime order p.

— each element of Gy, G2 and G7 has unique binary representation.

— go, ho are generators of G; and G2 respectively.

— 1 : Go — Gy is a computable isomorphism from Gz to Gy, with ¥ (hg) = go.
— (Bilinear) Vo € Gy, y € G2 and a, b € Z,, e(z%,y°) = e(z,y).

— (Non-degenerate)e(go, ho) # 1.

G1 and G2 can be same or different groups. We say that two groups (G1, G2)
are a bilinear group pair if the group action in G;, Go, the isomorphism ¢ and
the bilinear mapping e are all efficiently computable.

2.2 Mathematical Assumptions

Definition 1 (Decisional Diffie-Hellman (DDH) Assumption). The De-
cisional Diffie-Hellman (DDH) problem in Gy is defined as follows: On input a
quadruple (g, 9%, g°,g%) € G1*, output 1 if ¢ = ab and 0 otherwise. We say that
the (t,e€)-DDH assumption holds in Gy if no t-time algorithm has advantage at
least € over random guessing in solving the DDH problem in G1.

Definition 2 (¢-Strong Diffie-Hellman (g-SDH) Assumption). The
q-Strong Diffie-Hellman (q-SDH) problem [7] in (G1, G2) is defined as follow: On
input a (q + 2)-tuple (go, ho, h{, 52, B2 € Gy x Gg“, output a pair (A, c)
such that A+ = gq wherec € Zy,. We say that the (g, t, €)-SDH assumption holds

in (G1,Gz) if no t-time algorithm has advantage at least € in solving the q-SDH
problem in (G1,Ga2).

Definition 3 (External Diffie-Hellman(XDH) Assumption). [T3[2727[§]
For a bilinear pairing e : Gy X Gy — Grp, the XDH assumption holds if DDH
problem is hard in Gy.
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3 Security Model

3.1 Certificate Based Ring Signatures

The definition of certificate based ring signature schemes parallels the definition
of a CBE scheme of Gentry. As stated in [14], it does not necessarily have to
be “certificate updating”. Two main entities involved are a certifier and a group
of users. This model does not require a secure channel between the entities. A
certificate based ring signature scheme is defined by six probabilistic, polynomial-
time (PPT) algorithms:

— GENjgs: takes as input a security parameter 11 and (optionally) the total
number of time periods ¢. It returns a certifier’s private key S K¢ and public
parameters params that includes his public key PK ¢, and the description
of a string space S.

— GENpks: takes as input a security parameter 1%2 and (optionally) the total
number of time periods t. It returns a user’s secret key SKy and his public
key PKy.

— Upd1: takes as input a certifier’s private key SK¢, the public parameters
params, a string s € S, a user’s public key PKy at the start of time period
i. It returns Cert;, which is sent to the user.

— Upd2: takes as input the public parameters params, Cert} and (optionally)
an old certificate Cert;_, at the start of time period 7. It returns a new
certificate Cert;.

— RingSign: takes as input the public parameters params, a user’s private key
S Ky with his certificate Cert;, a set of n users’ public keys P in time period
i (with PKy € P) and a message m € M. It outputs a signature o € S.

— Verify: takes as input the public parameters params, a set of n users’ public
keys P in time period 7, a message m € M and a signature o € S. It returns
either 1 (valid) or 0 (invalid).

CBRS is designed as a combination of public key signature (PKS), identity
based signature (IBS) and ring signatures, where the signer needs both his per-
sonal secret key and a certificate from the CA to sign. The string s includes a
message that the certifier signs and may be changed depending on the scheme.

Correctness. A certificate based ring signature scheme should satisfy the ob-
vious correctness conditions (that a honestly signed ring signature should be
verified as 1).

Unforgeability. As in CBE and CBS, we would like to model two different
types of attacks by an uncertified user and by the certifier. Accordingly, we
define two different games and the adversary chooses one game to play.

In Game 1, the adversary acts as an uncertified user. After proving knowledge
of the secret key corresponding to its claimed public key, it can make RingSign
and Cert queries.



84 M.H. Au et al.

In Game 2, the adversary acts as the certifier. After proving knowledge of the
master secret corresponding to its claimed params, it can make RingSign and
SKExtract queries. Let Prp = (i, PK¢, PKy, Uinyo) be a match for a user U’s
1D in IBC and call it by pseudo ID.

Game 1: The challenger runs Genjgs(1%1,¢), and gives params to the adversary.
The adversary then issues Cert and RingSign queries. These queries are answered
as follows:

— On certification query Cert(Prp, SKy), the challenger checks that SKy is
the secret key corresponding to PKy in Prp. If so, it runs Updl and returns
Cert; else returns L.

— On sign query RingSign(Prp, SKy, m,P), the challenger checks that SKy
is the secret key corresponding to PKy in Prp. If so, it generates Cert;
and outputs a valid signature RingSign(m, params, Cert;, SKy,P); else it
returns L.

The adversary outputs time ¢*, a set of user’s public key P*, a message m”*
and a signature o*, such that:

— No user in P* is the input to Cert oracle.
— (Prp, m*) are not equal to the inputs of any query to RingSign oracles, where
Prp € P*.

The adversary wins the game if o* is a valid ring signature of m* for i* and P*.

Game 2: The challenger runs Genpgs (12, ¢), and gives a set of users’ public keys
P and the master secret key SKc to the adversary. The adversary then issues
RingSign and SKExtract query.

— On sign query RingSign(P’, SK¢, params, m) with P’ contains a user’s pub-
lic key PKy € P, the challenger checks that SK¢ is the secret key corre-
sponding to PK¢ in params. If so, it generates Cert; and outputs a valid
signature RingSign(m, params, Cert;, SKy, P'); else returns L.

— On user secret key extract query SKExtract(PKy ), where PKy € P, the
challenger returns the corresponding secret key to the adversary.

The adversary outputs time i*, a set of user’s public key P* C P, a message
m* and a signature ¢*, such that

— (P*,m*) is not equal to the inputs of any query to RingSign oracle.
— No user in P* is the input to SKExtract oracle.

The adversary wins the game if o* is a valid signature of m* for * and P*.

Definition 4. A certificate based ring signature scheme is secure against ex-
istential forgery under adaptively chosen message and pseudo ID attacks if no
PPT adversary has non-negligible advantage in either Game 1 or Game 2.
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Anonymity. An adversary should not be able to tell the identity of the signer
with a probability larger than 1/n, where n is the cardinality of the ring. We
also allow the adversary to have the certifier’s secret key. We have the following
anonymity game:

1. The challenger runs Genps(1%2,¢), and gives a set of users’ public keys P
to the adversary.

2. The adversary can make a polynomial number of sign query as in Game 2
of unforgeability.

3. In the challenge phase, the adversary picks two public keys PK§, PK} € P,
a message m*, a set of n public keys P* that include PK{, PK{ and a cer-
tifier’s secret key SK¢ with params and gives them to the challenger. Then
the adversary receives a challenge signature o* = RingSign(params, SK;,
Cert;p, P*,i), where b € {0,1}.

4. The adversary can make a polynomial number of sign query.

5. Finally A outputs a guess b’ € {0,1}.

A wins the above game if b = ’. The advantage of A is defined as the proba-
bility that A wins minus 1/2.

Definition 5 (Anonymity). A certificate based ring signature scheme is
anonymous if no PPT adversary has non-negligible advantage in winning the
above game.

3.2 Certificate Based Linkable Ring Signatures

The definition of certificate based linkable ring signatures is similar to that of
CBRS in the previous section. We briefly mention the difference here.

A certificate based linkable ring signature scheme is defined by seven proba-
bilistic, polynomial-time algorithms:

— The first six algorithms are the same as CBRS.
— Link: On input two signatures o1, 03, it outputs either link or unlink.

Correctness. Besides the verification correctness for CBRS, a certificate based
linkable ring signature scheme should also satisfy the linking correctness. That
means, if two signatures are linked, they must be generated from the same signer.

Unforgeability. It is the same as CBRS.

L-Anonymity. A crucial difference between Anonymity for ring signatures and
L-Anonymity for linkable ring signatures is that in the latter, the adversary
cannot query signatures of users PK{ and PKj; who appears in the challenge
phase. The rationale is that if the adversary obtains signature of user 4, it can tell
if the challenge signature is generated by this user due to the linking property.
The other definitions of the game are the same.

Linkability. An adversary should not be able to form two signatures with the
same secret key without being linked by the Link protocol.
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We have the following linkability game:

1. The challenger runs Genpgs (12, ), and gives the master secret key SK¢c and
a set of users’ public keys P to the adversary.

2. The adversary can make a polynomial number of sign query and secret key
extract query as in Game 2 of unforgeability.

3. The adversary outputs signatures o; for messages m;, certifiers’ public key
PK¢, with param; and users’ public keys set P C P for i € {0,1}.

Let P’ be the set of public key input to the secret key extract query. A wins the
game if of and o7 are valid signatures, Link(o§, o7) =unlink and [(PFUP;)NP’| <
1. The advantage of A is defined as the probability that A wins.

Definition 6 (Linkability). A certificate based linkable ring signature is link-
able if no PPT adversary has mon-negligible advantage in winning the above
game.

4 The Proposed Scheme

4.1 Construction

Common Parameter. Let A be the security parameter. Let (G1,G2) be a bilinear
group pair with computable isomorphism v such that |G| = |G| = p for some
prime p of A bits. Let H : {0,1}* — Z,, be a cryptographic hash function. Also
assume G; be a group where DDH is intractable. Let go, g1, g2, up be generators
of G1, ho, h1, ha be generators of group Go such that ¥(h;) = g; for : = 0,1,2
and the relative discrete logarithm of the generators are unknown. This can be
done by setting the generators to be output of a hash function of some publicly
known seed.

GEN;ps. The CA chooses a generator h of Go. Randomly select ¢ €r Z; and
compute ¢; = R for i = 1--- tmaz, Where t,,4, is the maximum number of
accumulation. It also randomly selects v €r Z;; and computes w = ho”. The
master secret is v while the public parameters are (H, v, G1, Ga, p, go, g1, g2, ho,
hl, hg, Uug, h, q1y ... ,qtmw,w).

GENpks. The user randomly generates the private key x,, €r Z, and computes
the public key PKy = g5.

Updl. The user with public information Iy which includes the time period
randomly selects 7' €r Z; and sends C" = gZu g7, along with the proof [Ty =
SPK{(r',z,): C" = g% g}'} to CA. CA verifies that IIy is valid. If it is valid, it
randomly selects 7" € Z5 and computes

C=Clgf"  e=H(y) A= (gC)

and sends (A, e,r”") to the user. User computes r = ' + 7" and checks if
e(A, wh§) = e(gogs“ g7, ho). It then stores the certificate Cert; := (A, e,r).
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RingSign. Let R = {(IU1 ,PK1), -, (Iu,, PKn)} be the set of ring signers. Let

the index of the actual signer be u. For signing a message M, the actual signer
uses his private key x,, and certificate (4, e, r) to compute

v = R arH (T, _ IS (et H (To,)

SPK{(A,e,xu,r, V)

i=|R|
Ae-‘r'y :goggug; N ’U,(eu-’_q:’l) N \/ PK —92 }(M)

The signature contains (v) and the transcript of the SPK.

RingSign (Link Version). Let R = {(IUl,PKl), e ,(IUH,PK,L)} be the set of

ring signers. Let the index of the actual signer be u. For signing a message M,
the actual signer uses his private key x,, and certificate (A, e,r) to compute

v = RIS M i) pIRSSL E)) g gy v

SPK{(A,e,xu,r,vw) :
i=|R|

AT = gogirgl A0St =v A S =ug™ A \/ PK; = g5*) }(M)

This can be efficiently constructed as a discrete-log relation SPK, by randomly
generating some variables r1,ry € Z;, and computing

T T
Ay =i, Ay =Ag", Az =g, As=vwgy, a=rie, =1z

SPK{(rl,rg,a,ﬂ,e,xu,r):A1 =gi' N Af =g N As=g* A Ag:gé’

A ’ T r T «@ —e z
(A42:0) _ (g ho)e(gr, ho)elgs, w) (g2, ho)e( Az, ho) ™ A S = uE
6(907h0)
e(Ad, q1) . 2
ooy =) e(ga, h)’e(As, ) \/ PK; = g5*) t(M)

where (\/Z F pK; = g5") can be implemented easily by using standard 1-out-
of-n proof of knowledge [1211].

Note that S is the linkability tag and vy (@+H(L)) — o This can be turned
into event-oriented version by replacing ug with G/(event) where G is some suit-
able hash function. The signature contains (v, .S) and the transcript of the SPK
(including (A1, As, As, Ay)).

Verify. Verify the SPK.
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4.2 Security Analysis

The Link Version can be regarded as a generalization of the non-Link Version.
Thus we only show the security analysis of the Link Version and the security
analysis of the non-Link Version is straightforward followed directly from the
Link Version. In rest of this section, we refer “our scheme” as the proposed
Certificate Based Linkable Ring Signature scheme.

Theorem 1. Our scheme is unforgeable under the g-SDH assumption in the
random oracle model.

Lemma 1. Suppose there exists a PPT A that could win in Game 1 Unforge-
ability, then there exists a simulator S to solve the q-SDH problem.

Proof. (sketch.) S receives a ¢-SDH tuple (g}, g5, ¢5".-..,g5" ). S randomly

picks e1,...eq-1 € Z; and lets f(z) = Hf;ll(x +e;). If x = —e; for some 4,
S solves the ¢-SDH problem directly. Otherwise set ¢; = (h)q” for some ran-
domly generated ¢’ €g Zy and h €g G2, and compute hg = géf(x), w = géxf(x),

go = ¥(ho). S picks e*,a*,k* €g Z; and computes h; = [(wh§ )& hg M e
and sets g1 = t(h1). Randomly pick p €r Z; and compute hy = hf and set
g2 = P(ha). S gives all parameters to A.
Now each cert query is answered as follows. S computes:
o= gl = g/

for 1 < ¢ < ¢. For the i-th query, PK = g7’ and C' = gfi’g;g, uses standard
rewind technique to obtain w;,7}. Set H(I,) = e;. randomly pick ;" € Z; and
computes:

1"

i = (goCgi /7

(rh4ri[(e* +o)k* —1]

1+z;p+ a* 1/x+e;
= (% ) !
(hrtly (i (e* 4a)
s g a* (ei+a)
=4 0
(ri+ry) (rh4riE* ej—e*
= A(_l'i'xiﬂ— a* ) gO a* (1- F’lz+1‘ )
K2
~(1+m_ﬂf(r§+r§’>7(r§+r§’>k*(ei—e*>) (rj+ri k™
— Ai a a (90 a

S returns (A4;, e;, 1) to A.

One of the query, denoted as query *, is treated differently as follows. (4, =
gt e, = a* — 1) is returned by setting H(I,) = e*.

RingSign query can be handled using standard technique due to the HVZK
property of the SPK.

Finally, A wins the game by returning a signature o* for message m* and
ring L*. Due to the security of the accumulator from [22] (which is also reduced
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to the ¢-SDH assumption) and the soundness of the SPK S can rewmd and
extracts (A, é,&,7) such that A®T* = gog7gd and S = uf and PK = g& for some
PK € L*. We have three possibilities.

— Case 1: é ¢ {e1, -+ ,eq—1,€"}. Then S computes:

1aput " Pl(e* +L)k —1] N
A= (gog;gg)l/e+x — (g Th a* )1/e+x

e 1-)
= (o0 o))

— (Ag(; Zk: ) a*+apa* —('rf‘if‘k*(é—a*)
g(l)/e+a:
— Case 2: é € {e1, -+ ,eq—1,¢"}. With probability 1/¢, é = €*, S computes as
in case 1:

a*+ispa® —7

o ka**
A= (g0 " )90)
B =

K* *

(dAgy et
_ gé/eJr:r

— Case 3: ¢ = ¢; and A = A; for some i. We must have flé*Ig_’;gA =
ASiTegrTigy implies that 7 + pd = r; + px;. If S simulates the game with
© = x and all other keys and parameters randomly chosen by S, then S solves
the discrete logarithm problem. Hence S can solve the ¢-SDH problem.

For Case 1 and Case 2, S can solve the ¢-SDH problem from B as follow. We
have:

B = g(l)/é+l“ — (w(gé)f(r))l/é+r _ gif(x)/(x""é) Zl o CiT ‘e 1/(z+é)

where c_1,cq,...,cq—1 can be computed by & with c_; # 0. Then S get:

,1/(:L’+e) BHw l/c 1

which is the solution to the ¢-SDH problem together with é.

Lemma 2. Suppose there exists a PPT A that could win in Game 2 Unforge-
ability, then we there exists a simulator S to solve the DL problem.

Proof. (sketch.) By the zero-knowledge property of the SPK, all the oracles can
be simulated using standard techniques. Finally, A outputs a forged signature
which involves proof-of-knowledge of the discrete logarithm of one of the public
key generated by the simulator. The simulator can thus use standard rewind
technique to solve the DL problem.
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Theorem 2. Our scheme is anonymous if the XDH assumption for bilinear
pairing e holds (that is, the DDH assumption in Gy holds) in the random oracle
model.

Proof. (sketch.) By the zero-knowledge property of the SPK in Sign, the para-
meters computed inside the SPK protocol reveal no information about the signer
identity. Therefore only the parameters (A;, Ag, As, A4, S) may reveal such in-
formation.

For the case of (A1, A2, A3, Ay) leaking information, suppose we are given a
DDH tuple (g, g%, g¥, R) € G{ to determine if R = g*¥. S picks the master secret
key and sets g1 = g, g2 = ¢¥. He simulates all oracles correctly with the master
secret key. Then at the challenge phase, A submits two users Iy, and [, to S.
S picks b €r {0,1} and z €g Z;. He sets:

Al =¢°, A5 = ApR, A = g*7, A} = vy, R?

and simulates the rest of the signature using user I,’s private key xy, and
k=|{R}|
certificate (Ayp, ep, rp), where Vo = plk=tizv, (@ HHTv)) g g finally outputs

b’ = b, then S outputs 1 for the DDH problem. Otherwise, S outputs 0.

For the case of S leaking information, we can prove similarly by setting g1 =
9, PKy = g*,up = ¢¥ for a randomly chosen @ € {1,...,n}. A submits two
users Iy, and I, to S. If Uy # @ and Uy # @, S aborts. Otherwise let Uy = 4
for b € {0,1}. S simulates the signature by controlling the random oracle and
sets S = R in the output signature. If A finally outputs o’ = b, then S outputs
1 for the DDH problem. Otherwise, S outputs 0.

Theorem 3. Our scheme possesses linkability under the DL assumption in the
random oracle model.

Proof. (sketch.) Oracle simulations are straight forward due to the zero-knowledge
property of the SPK. § assigns the DL problem instance (g, y) to one of the public
keys and sends it to A, say PK*. If A wins, it produces two signatures (o1, 02) that
are unlink. A is allowed to query at most one private key among the users in the
rings of those two signatures. If A queries corresponding private key of the PK*,
S aborts.

By the soundness of SPK, a valid signature implies that the discrete log of
the linking tag S is equal to the discrete log of one of the public keys in the
ring. Since o1 and o9 are unlink, the linking tag S7 from o7 is not equal to the
linking tag Ss from o9. Thus with non-negligible probability, the discrete log of
the linking tag of either signature is equal to the corresponding private key of
PK*.

Using standard rewinding technique, S can extract this value, which is the
solution of the given DL problem instance.

5 Conclusion

In this paper, we propose a new notion called Certificate Based Ring Signature,
which is the ring signature in certificate based cryptography setting. It solves
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the problem of the complicated certificate chain verification which exists in tra-
ditional PKI. We also introduce the linkable version of the basic scheme, that
allows the verifier to tell whether two given signatures are generated by the same
signer. We presented security model and concrete construction for the two no-
tions. We also proved their security in the random oracle model. We believe that
these schemes are of practical interest in daily life application, such as e-voting.

Acknowledgements. We would like to thank all anonymous reviewers of IS-
PEC ’07 for their valuable comments and suggestions.
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Abstract. As many electronic items are exchanged over the Internet
recently, the fair exchange problem becomes of a greater importance.
When constructing fair exchange systems, verifiably encrypted signatures
are usually used as a building block. Hence, we propose an efficient ID-
based verifiably encrypted signature scheme based on Hess’s signature
scheme because it is known as a concise and secure signature scheme in
ID-PKC. Our scheme does not need registrations between users and a
trusted third party called an adjudicator, does not need zero-knowledge
proof, and uses an optimized adjudicator who participates in the protocol
only when problem occurs. Together with a formal model, we analyze
security and efficiency of our scheme and show that it is more suitable
for communication requirements than previous schemes of same kind.

1 Introduction

Nowadays, according as computer systems are growing explosively and their in-
terconnections via networks are very well equipped, various business is conducted
over the Internet under the distributed community. As many electronic items are
exchanged over the Internet, for example, electronic checks, electronic airplane
ticket, e-mail, electronic contract signing, and so on, fair exchange problem be-
comes of a greater importance which requires that during the exchange of items,
either each party involved in the protocol gets the other’s item, or neither of the
parties does, even if the protocol is halted by any reason. In digital world, many
researchers have been solving these problems in the frame of fair exchange pro-
tocol with a participation of a third party who prevents or resolves disputes that
may occur between the communication parties [T2J6I7IROIT3ITATE2TI24TT].

Asokan et al. [I] introduced formally a fair exchange protocol relying on a
trusted third party (TTP) in an optimistic way, that is, the TTP does not
participate in the actual exchange protocol in normal cases, but is needed in
only abnormal case where one player crashes or attempts to cheat. In such case,
the TTP is called an off-line TTP. However, their protocol use highly interactive
zero-knowledge proof.

Boneh et al. [6] first proposed a non-interactive verifiably encrypted signa-
ture, which is usually used as a building block when constructing optimistic fair
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exchange, via aggregation of short signatures called BLS scheme [5] based on
the bilinear pairing on a gap Diffie-Hellman group (GDH group). Their scheme
is very elegant and provably secure in the random oracle model, without reg-
istration between users and the TTP, and without zero-knowledge proof which
needs many interactions. Their scheme requires special elliptic curve groups with
bilinear pairing [T1] to enable to solve Decision Diffie-Hellman problem (DDHP)
where Computational Diffie-Hellman problem (CDHP) is hard.

In PKC 2004, Zhang et al. [22] presented a new short signature scheme from
the bilinear pairing, which unlike BLS short signature scheme [5] uses general
cryptographic hash function such as SHA-1 or MD5 and seems to be more effi-
cient than BLS scheme. They also constructed a verifiably encrypted signature
scheme [2]] based on their above explained signature scheme [22], with the same
computational time as the based signature scheme. Recently, Lu et al. [I2] also
gave an efficient verifiably encrypted signature scheme based on Waters’s sig-
nature scheme [20], which is secure especially in the standard model without
random oracles.

However, all works introduced above are in traditional certificate-based PKI
settings where entity’s public key is authenticated with its certification gener-
ated by the certification authority (CA). We know that the certificate-based
PKI system needs many infrastructure in order to manage certifications and
related problems. Additionally, though the scheme [I2] are driven from the ID-
based encryption scheme [20], the signature scheme converted from the ID-based
encryption scheme [20] needs a certification for entity’s public key.

In 1984, Shamir introduced the concept of ID-based cryptography in [19]
in order to simplify certificate management in traditional public key scheme,
and Boneh and Franklin presented the first fully practical and secure ID-based
encryption scheme (IBE) in 2001 [4]. In the ID-based public key cryptography
(ID-PKC), an entity’s public key is directly derived from its public information
such as name, e-mail address and IP address, and the corresponding private key
is generated by a trusted party called a private key generator (PKG).

Saeednia et al. [I7] proposed an ID-based optimistic fair exchange protocol
based on the Guillou-Quisquater signature scheme that uses off-line TTP. Their
scheme is set on RSA type frame. In 2005, Z. Zhang et al. [24], and Gu and
Zhu [9] proposed ID-based verifiably encrypted signature schemes (ID-VESS),
respectively. Z. Zhang et al. [24] gave an provably secure optimistic fair exchange
protocol based on Bellare et al.’s [3] modified Sakai-Ogishi-Kasahara signature
scheme [I8] called SOK-IBS. Gu and Zhu [9] gave an ID-VESS based on Hess’s
signature scheme [10]. In both schemes, a semi-trusted off-line TTP is involved,
no registration between users and the TTP is needed, and no zero-knowledge
proofs are included, where semi-trusted TTP means it may misbehave on its
own but will not conspire with either of the two parties involved [§]. Z. Zhang et
al.’s scheme has a formal security model, and Gu and Zhu also gave a security
proof in the security model specified by Boneh et al’s in [6].

However, in [9] there exist some weakness and attacks which they did not
consider in its security proof. In 2006, J. Zhang and Zou [23] presented a forgery
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on Gu and Zhu’s ID-VESS [9]. In addition, they also proposed a verifiably en-
crypted signature (VES) scheme the size of which is shorter than that of Gu and
Zhu.

In this paper, we propose an efficient and concise ID-based verifiably en-
crypted signature scheme based on Hess’s signature scheme which has the smaller
size if compared with other ID-based verifiably encrypted signature schemes in
ID-PKC, especially the VES scheme of J. Zhang and Zou [23], together with a
small size of the based signature scheme i.e. Hess’s signature scheme. Further-
more, our scheme does not need registrations between users and a trusted third
party called an adjudicator, does not need zero-knowledge proof, and uses an
optimized adjudicator. Together with a formal model, we analyze security and
efficiency of our scheme and show that it is more suitable for communication
requirements than previous schemes of same kind.

The rest of this paper is organized as follows. In section 2, we briefly explain
the bilinear pairing, some hard problems and introduce definitions of verifiably
encrypted signatures (VES). In section 3, we present our ID-based verifiably
encrypted signature based on Hess’s signature scheme. In section 4, we investi-
gate efficiency of our scheme, and describe security of VESs in a security model
and prove security of our VES scheme in the random oracle model. Finally, we
conclude the paper with some remarks.

2 Preliminaries

In this section, we briefly review the basic concepts on bilinear pairings and a
definition of Gap Diffie-Hellman group along with some related mathematical
problems.

2.1 Bilinear Pairings

Let G1 be an additive cyclic group of prime order ¢ and G5 be a multiplicative
cyclic group of the same order. A bilinear pairing is a map e : G; X G; — G4
with the following properties:

1. Bilinear : e(P+Q, R) = e(P,R)-e(Q,R) and e(P,Q+ R) = e(P,Q) -e(P, R)
for all P,Q, R € G.

2. Non-degenerate : 3P, Q, € G; such that e(P, Q) # 1.

3. Computability : There is an efficient algorithm to compute e(R,S) for all
R,S € Gy.

Typically, the map e will be derived from either the Weil or Tate pairing on an
elliptic curve.

2.2 Gap Diffie-Hellman (GDH) Groups and Some Problems

Let G be a cyclic group generated by P, whose order is a prime ¢. In general
implementation [4], G will be the additive group of points on elliptic curve. Now,
we describe some mathematical problems.
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1. Discrete Logarithm Problem (DLP) : Given P,Q in a cyclic group G, find
an integer n such that Q = nP.

2. Computational Diffie-Hellman Problem (CDHP) : Given (P, aP, bP) for some
a,b € Z;, compute abP.

3. Inverse Computational Diffie-Hellman Problem (Inv-CDHP) : Given (P, aP)
for some a € Z, compute a lP.

4. Decisional Diffie-Hellman Problem (DDHP) : Given (P, aP, bP, c¢P) for some
a,b,c € Z;, decide whether ¢ = ab in Z,. (If so, (P,aP,bP,cP) is called a
valid Diffie-Hellman tuple.)

5. Bilinear Diffie-Hellman Problem (BDHP) : Given (P,aP,bP,cP) for some
a,b,c € Z;, compute e(P, P)ebe € Gy.

We call G a GDH group if DDHP can be solved in polynomial time but no
probabilistic algorithm can solve CDHP with non-negligible within polynomial
time [515]. We consider additive groups in this paper as the GDH group, which
can be found on super-singular elliptic curves or hyper-elliptic curves over finite
field. For the details of GDH groups, refer to [4/ITI15].

2.3 Definition of Verifiably Encrypted Signatures

We consider verifiably encrypted signature schemes in ID-based conditions. In
ID-based public key cryptosystems (ID-PKC), a trust third authority called the
Private Key Generator (PKG) issues private keys for users’ public keys derived
from publicly known information with its secret master key. A verifiably en-
crypted signature involves a signer, a verifier and a semi-trusted adjudicator
TTP, where “semi-trusted” means an adjudicator TTP is honest when resolv-
ing dispute but can’t make signatures without signers’ consent because it does
not know user’s private key. The TTP chooses randomly its secret key SK and
generates the corresponding public key PK. Then during Setup procedure, the
TTP publishes its public key PK. However, since TTP’s key pair (PK,SK) is
not in ID-base setting, some modification by a cheating signer may happen with
the intention of making resolution procedure unavailable. Thus a certain au-
thentication for TTP’s public key PK or alternatively some agreements between
related parties must be set ahead of exchanging messages. We define a verifiably
encrypted signature similarly to formal definitions proposed in [722]27].

Definition 1. A wverifiably encrypted signature scheme consists of seven
polynomial-time algorithms namely Setup, Extract, Sign, Verify, VE Sign,
VE Verify and Adjudication. Algorithms are described as follows:

— Setup: System parameters param, the PKG’s master key s and public key
P, are established. Also adjudicator’s secrete and public key pair (SK,PK)
is set by the adjudicator. Then FP,,; and PK are published.

— Extract, Sign, Verify: These algorithms are the same to those of ordinary
ID-based signature schemes.

— VE Sign: Given a private key D of a signer ), a message m, and an adju-
dicator’s public key PK, a signer computes a verifiably encrypted signature
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o’ on m. More precisely, an algorithm VESign(m,D,PK) which is run by a
signer () outputs a verifiably encrypted signature o’ .

— VE Verify: Given a public key @, a message m, an adjudicator’s public
key PK and a verifiably encrypted signature o', a verifier checks validity of
o’ under the signer ). More precisely, an algorithm VEVerify(m,o’,Q,PK)
outputs 1 if accepted or 0 if rejected.

— Adjudication: This is a resolution algorithm run by the adjudicator in
case a signer @ refuses to open her signature ¢ to a verifier, who in turn
possesses a valid verifiably encrypted signature ¢’ on m. In this case, given
an adjudicator’s key pair (PK,SK), a public key @ and a verifiably encrypted
signature o’ on m, the adjudicator extract a legal signature o of m. Algorithm
expression is Adj(m,o’,Q,SK)=c for a valid o’.

Validity of verifiably encrypted signatures requires that verifiably encrypted sig-
natures verify and verifiably encrypted signatures to be resolved by the adjudi-
cator also verify as ordinary signatures. That is, following equations should be
satisfied.

Veri(m,Sig(m, D), Q) =1,
VEVerify(m,VESign(m, D, PK),Q,PK) =1,
Veri(m, Adj(m,VESign(m, D, PK),Q,SK),Q) =1,

where Sig, Veri are procedures performing Sign, Verify algorithms on ordinary
signatures, respectively.

3 Our ID-Based Verifiably Encrypted Signature Based
on Hess’s Scheme

3.1 Description

In this section, we will propose an efficient ID-based verifiably encrypted signa-
ture based on Hess’s signature scheme. Our scheme consists of seven polynomial-
time algorithms namely Setup, Extract, Sign, Verify, VE Sign, VE Verify
and Adjudication. We briefly describe the scheme:

e Setup: Choose two groups (G1,+) and (Ga,-) of prime order ¢, a bilinear
map e : Gy X G — G2 between them, and an arbitrary point P € G; to
be set a generator of G7. Also pick three hash functions; H; : {0,1}* — G3
(extract a point on G from an identity string), Hs : {0,1}* x Go — Z; and
Hj :{0,1}* x G1 x G1 — G7. The trusted third party called Private Key Gen-
erator (PKG) picks its master key s € Z; at random and computes its public
key Ppup = sP. The adjudicator TTP randomly chooses its private key x and
computes the corresponding public key PK = xP. The system parameters are
= (Gl,GQ,q,€,P,Ppub,PK,H1,H2,H3).



98 S. Kwon and S.-H. Lee

e Extract: Given an identity ID € {0,1}*, the PKG computes Q;p = H(ID)
€ GY, and Drp = sQrp. The PKG uses this algorithm to extract the user’s
private key D;p, and gives Dyp to the user by a secure channel.

e Sign: Given a private key D;p and a message m, choose an arbitrary point
Py € GY, pick k € Z; at random and output a signature o = (r, V), where

r=e(Py, P)*, h = Hy(m,7r), and V = hDrp + kP;.

e Verify: Given a signature ¢ = (r,V) of an identity ID for a message m,
compute h = Hy(m,r), and accept the signature if and only if » = e(V, P) -
e(H1(ID), Ppup)~".

e VE Sign: The ordinary signature to be encrypted by VE Sign is one based
on Hess’s ID-based signature scheme-1 [I0] described above. However, arbitrary
point P; to be used when signing is set as an hash value on some points in G
together with user identity. Given a private key Dyp, a message m € {0,1}* and
adjudicator’s public key PK, VE Sign performs as follows:

— choose k € Z; at random,

— compute U = kP, P = H3(ID,U, PK) and h = Hy(m,e(Py,U)),
— compute V' = hD;p + kP, + kPK,

— output the verifiably encrypted signature o’ = (V’,U).

e VE Verify: Given a verifiably encrypted signature o/ = (V/,U) of message
m, compute Py = H3(ID,U, PK) and h = Ha(m,e(P1,U)), and accept the
signature if and only if

e(P,V') = e(Qrp, Pyup)" - e(U, P, + PK).

e Adjudication: Given the adjudicator’s secret key z, and a valid verifiably
encrypted signature o’ = (V’/,U) of ID for message m, compute V =V’ — zU,
r =e(Py,U) along with P, = H3(ID,U, PK), and output o = (r, V).

In fact, since 2U = kP = kPK and r = e(P,,U) = e(P;, P)k, 0 = (r,V) is
an ordinary signature by Hess’s scheme-1.

Here, the set of algorithms (Setup, Extract, Sign, Verify) constitutes
Hess’s scheme-1 in [10].

4 Analysis

In this section, we investigate the efficiency of our VES scheme, describe security
demanded in ID-based verifiably encrypted signature (VES) schemes, and finally
analyze the security of our ID-based VES scheme.

4.1 Efficiency

We compare the efficiency of our VES scheme to that of recent proposed other
VES schemes based on Hess’s signature scheme in [23[9]. Since all these VES
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schemes are based on Hess’s signature scheme, we does not compare the efficiency
about signing and verifying procedures. In the following table, we denote by M a
scalar multiplication in (G, +), and by é a computation of the pairing. Since the
pairing operation takes the most running time, and secondly scalar multiplication
does, we do not take any other operations into account without loss of generality.
Some steps can be optimized if the same identities occurs frequently. We indicate
optimized cases at the right side of general cases.

Size VE Sign VE Verify Adjudication
C.Gu [9] Zqx 3G, 26+5M /5M 3¢+ 1M le+ 1M
J.Zhang [23] Z, x 2G, le +4M 4é +2M le+ 1M
Proposed 2G1 1é +4M 4e | 3é le+ 1M
Zq X 2G1 le+3M 3e / 2e 1M

In terms of communication requirements, our VES scheme is at least as effi-
cient as the other two schemes. Our scheme has some trade-off. If we include the
value r = e(Py,U) = e(P;, P)* in the VES, the running time of computation
is reduced while the size of communication messages extends as in the above
table. We conclude that our VES scheme can offer advantages in running time
and communication requirements over the other schemes [23/9].

4.2 Security Model of VES

Boneh et al.[4] required three security properties of verifiably encrypted sig-
natures in a certified public key system: validity, unforgeability, and opacity,
where validity requires that verifiably encrypted signatures verify and verifiably
encrypted signatures resolved by the adjudicator also verify as ordinary signa-
tures, unforgeability requires that it is difficult to forger a valid VES, and opacity
requires that extracting an ordinary signature from given verifiably encrypted
signatures is hard.

Formal definitions of security on an VES were proposed in [7], which explic-
itly describe security against all parties involved in the protocols through the
attack model and security goals. Also, Z. Zhang et al. [24] considered a similar
security model on an VES in ID-based settings. We analyze the security of our
VES scheme by security model in [724] and in addition one more attack model
appended. Followings are aspects of security to be considered against each type
of attackers:

Security against a signer with private key: A dishonest signer should not
be able to produce a verifiably encrypted signature which are verified but can
not be decrypted into an ordinary signature by the adjudicator. In this model, a
malicious signer has the strongest power of extracting a private-key for a target-
identity ID.
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Security against signing without private key: An adversary without a
private key for the target ID should not be able to produce a valid verifiably
encrypted signature on any message. Of course, in this case, if assuming the
original signature scheme encrypted as VES is existential unforgeable in polyno-
mial time, the adjudicator can not extract an ordinary signature from the VES
because it means to forge the original signature scheme.

Security against a verifier: A intentional verifier should not be able to trans-
fer any verifiably encrypted signature he got from the signer into an ordinary
signature, without explicitly asking the adjudicator to do it.

Security against the adjudicator: The adjudicator should not be able to
produce a valid signature on a message m of a signer without explicitly asking
the signer to generate a verifiably encrypted signature on m. In fact, a signer
does not want the adjudicator to produce valid signatures which he did not
intend on producing.

Notes. In fact, since a certain VES can be forged even though a signer does not
have a private key as in [23], we consider such an attack model in the above.

4.3 Security Proof of Our Scheme

Theorem 1. Under the formal model described above, our verifiably encrypted
signature scheme based on Hess’ signature scheme-1 is provably secure in the
random oracle model, if assuming that the CDH problem is hard

Proof. We shall show that the proposed VES scheme is secure against signer
regardless of whether having a private key or not, verifier and adjudicator. Here,
we denote by Og,; an oracle simulating the procedure Extract, by Oy iy an
oracle simulating the procedure VE Sign, and by O 44; the oracle simulating the
adjudication procedure.

Security against a signer with private key: In this model, we can assume
naturally the adversarial signer is given the access to the oracles Oggt, Oag;.
Then the dishonest signer’s goal is to produce a valid VES ¢’ = (V/,U) but
from which the adjudicator can not extract an ordinary signature o = (r, V).
However, if o/ = (V' U) satisfies e(P,V') = e(Q1p, Pyus)" - e(U, P + PK) for
P, = H5(ID,U, PK), h = Ha(m,e(P1,U)), the adjudicator always can extract
an Hess-type signature o = (7, ‘7) by V = V' — zU as the follows:

e(P,V) =e(P,V"e(P,—zU) = e(P,V')e(PK,~U) = e(Qrp, Pyus)" - (U, P1).

When 7 is set as e(U, P,), we get from above equation the relation 7 = e(V, P)-
e(Qrp, Pyup) ™" where h = Hy(m,7). Hence the signer can not deny o = (7, V).
Security against signing without private key: Suppose that an adversary
without a private key for 1D but having access to the oracle Oy g;4 constructs
a valid VES ¢’ = (V/,U) on message m under I D which has not been queried
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to the oracle Oy gig. Then we have e(P, ‘7’) . e((}7 —PK) = e(Qrp, Pyup)" -7 for
r= e(ﬁ, Py) and h = Hay(m, r). If the adjudicator’s public key is set as PK = zP
for some z € Z,* by simulator, we have e(P, V' —2U) = ¢(Qp, Pyus)" -7 . Then
= (rV —2U ) is an Hess-type signature. Since an Hess-type signature is
proven secure in random oracle model, it is infeasible to construct a valid VES
on m without a private key.

Security against a verifier: An advesarial verifier A can have access to oracles
Ogazt, Ovsig and O aqj. Then, if A forges a valid signature o = (r, V') for an entity
with identity D on message m, for which the corresponding VES ¢’ = (V' U)
has not been queried to Oaq;j, and ID has not been queried to Ogy, then we
can construct a forger algorithm F to solve the CDH problem through making
use of A.

Let X = aP,Y = bP € (1 be a random instance of the CDH problem
taken as input by F.F takes z € Z, at random and sets PK = zY, and then
initializes A with P, = X and PK as system’s public keys. The algorithm F
then starts queries such as those required by the above security model. Without
loss of generality, we assume that, for any key extraction query or signature
query involving an identity, an H; oracle query was previously issued for the
same identity. Then these queries are answered by F as follows.

— Queries on oracle H;: When an identity ID is submitted to the H; oracle,
F flips a coin T' € {0, 1} that yields 0 or 1. For random chosen w € Z;, if
T = 0 then the hash value H;(ID) is defined as being wP € Gy, or if T =1
then H;(ID) is defined as being wY € Gy. Both cases, F inserts a tuple
(ID,w,T) in a list Ly to keep track of the way it answered the query.

— Key extraction queries on oracle Og,;: When A requests the private
key of ID to oracle Ogyt, F recovers the corresponding (ID,w,T) from
L. If T = 1, F outputs “failure” and halts. If T = 0, F returns wX
because Hi(ID) is defined as wP in previous queries on oracle H; and
wX = waP = awP = aH,(ID) = Dip.

— Queries on oracle Hy: When a tuple (m,r) is submitted to Hy oracle, F
scans a list Lo to check whether Hy, was already defined for that input. If
it is, the previous defined value is returned. Otherwise, F picks a random

h € Z;, stores the tuple (m,r,h) in Ly and returns h as a hash value of
Hy(m,r) to A.

— Queries on oracle Hs: When a tuple (ID,U, PK) is submitted to Hj
oracle, F scans a list Lg to check whether Hs was already defined for that
input. If it is, the previous defined value is returned. Otherwise, F picks a
random v € Z, stores the tuple (/D,U, PK,v) in L3 and returns P, = vP
as a hash value of H3(ID,U, PK) to A.

— VES queries on oracle Oy gi;: When A request the VES on a message
m,; for an identity I D to oracle Oy g;q, F recovers the previously defined
value Qrp = Hi(ID) from Ly. (1) If Qrp = wP, F randomly chooses a
ki € Z; and set U; = k; P. Also F queries (ID,U;, PK) to Hs oracle and
recovers the previously defined value Hs(ID,U;, PK) = v;P = Py; from Ls
if (ID,U;, PK) already exists in L3, otherwise, F picks a v; € Z; randomly
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and set the hash value Hs(ID,U;, PK) = Py; as v; P. Then, after computing
e(k;P,v;P) = r;, F requests (m;, r;) to Hy oracle and gets h; for Ha(m;,r;),
and set V/ = h;wX + k;v;P + k;PK. Then (U;,V/) is returned to A. A
accepts it as a valid VES because

e(P,V/) = e(P, hijwX)e(k;P,v;P + PK) = e(Qrp, hi Pyup)e(U;, P1; + PK).

F keeps the tuple (ID,m;,r;,U;, V/ k;) in a list Ly.

(2) If Q;p = wY, then F randomly chooses t;, k;, h; € Zy, and then sets
V! = t;Ppu, U; = k; Ppyp and defines the hash value H3(ID,U;, PK) = Py,
as ki_l(tinhiQID)fPK € G;. Next,again F computes e(U;, Py;) = r; and
defines the hash value Hay(m;,r;) as h;. If H3(ID,U;, PK) or Ho(m;,r;) is
already defined, F outputs “failure” and halts. As in the case (1), A accepts
it as a valid VES because

e(Qrp, hiPpup)e(Ui, P1; + PK)
=e(Qrp, hiPpup)e(Ui, k; Yt;P — h;Qrp) — PK + PK)
= e(Q1p: hiPpuv)e(ki Ppus, k' (t: P — hiQ1p))
= e(Qrp, hiPpus)e(Ppub, ti P — hiQrpD)
= e(Ppup, tiP) = e(P,t; Ppyp)
=e(P,V}).

F keeps the tuple (ID,m;,r;,U;, V/, k;) in Ly.

— Adjudication queries on oracle O s4;: When A queries O 44; on a VES
o' = (m,U,V’) for an identity ID, F first checks its validity and recovers
the previously defined value Q;p = Hi(ID) from Ly. If T = 1, it halts
and outputs “failure”. Otherwise, F looks up the list L4, find out k; and
answers to A with V =V’ — k, PK if (m,U, V') is in the list Ly, otherwise
halts. However if (U, V") is a valid VES, the probability that m has not been
queried to Oy g;q is negligible.

Suppose A outputs a fake signature o = (7, 7, V) for an identity ID eventu-
ally. F recovers the tuple (IND7 w, T) from L. If T = 0, then F outputs “failure”
and stops. Otherwise, it goes on and find out whether (I,\D,ﬁl,?, -y, +) appear
in the list L4 or not. If it does not appear in L4, then F outputs “failure” and
stops. In fact, in this attack we assume such condition as A queries oracle Oy g;g,
in order to prove that it is hard to extract an ordinary signature from a valid
VES. In addition, the probability that it does not appear in Ly is negligible, be-
cause it likely forge a Hess-type signature which is proven secure. Also the tuple
should not have been queried to the oracle Oy g;4. If it appear, F goes through
L4 to find out k for which U = I;Ppub Since 7 = e(v,P) . e(Qﬁj,Ppub)*h and

e(P,V') =e(Qrp: Pous)" - 7 e(U, PK), we have

e(P,V' = V) =e(U, PK) = e(kPyu, 2Y) = e(kX, 2Y).



An Efficient ID-Based Verifiably Encrypted Signature Scheme 103

As a result, we get the following solution for the CDH instance (X = aP,
Y =bP)
abP = (kz2)"* (V' = V).

Security against the adjudicator: We consider an adversarial adjudicator’s
attack. Adjudicator A4 has access to the oracle Oy g4, oracle Hg, and has its
private key to enable to extract an ordinary signature (r,V) from any VES
(U, V') . If A forges a valid signature o = (7, 17) on message m, while m has not
been queried to the oracle Oy g;4, then we can construct a forger algorithm F
to forge an Hess-type signature through making use of A.

Here is how F invokes the adjudicator A. For an Oy g;4-query on message m,
F chooses t;, k;, h; € Z;‘ at random, and then sets V; = t; Pyyp, Ui = ki Ppup and
defines the hash value H3(ID,U;, PK) = Py; as k:;l(t,-P —h,Qrp)— PK € Gj.
Next,again F computes e(U;, P1;) = r; and defines the hash value Hy(m;,r;) as
h;. If H3(ID,U;, PK) or Hy(m;,r;) is already defined, F outputs “failure” and
halts. Then adjudicator A accepts it as a valid VES. When A outputs a forgery
(m,o = (7,V)), where m has not queried to Ovgiq, then F just outputs the
same (m,o) returned from A. Hence, we see that F succeeds in generating a
valid forgery if A succeeds. But since an Hess-type signature scheme is provably
secure in the random oracle model under the CDHP assumption, the provability
that A succeeds in above attack is negligible.

By above arguments, we can get that our scheme is provably secure under the
hardness assumption of CDHP in the random oracle model. a

5 Conclusion

In this paper, we presented an efficient ID-based verifiably encrypted signature
scheme based on Hess’s signature scheme. We showed our scheme is more prof-
itable for communication requirements due to smaller size than previous schemes
of same kind. Furthermore, we analyzed our scheme’s security in a random or-
acle model along with a formal model and compared its efficiency with other
schemes.
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Abstract. A structured multisignature scheme is an order-sensitive multisignature
scheme that allows participating signers to sign the same messages in compliance
with a specified signing order. In this paper, we find that three optimal structured
multisignature schemes cannot keep sequentiality since they cannot prevent partial
signers producing a valid partial multisignature in a signing order different from the
specified one. Hence, verifies cannot identify the real signing order only by
checking verification equations. We guess that it is impossible to design any
optimal structured multisignature scheme.

Keywords: Cryptanalysis, structured multisignature, sequentiality, order forge
attack.

1 Introduction

A multisignature scheme allows a group of users to jointly sign a document such that
any verifier is convinced that each member of the group participated in signing [1]. In
some applications, however, co-signers in a signing group may associate with different
role/position and therefore have different management liability and authorization
capability. Hence multisignatures generated by the same group of co-signers with
different signing order often imply different meaning. That is, not only the group of the
signers but also its real signing order are important for verifiers. A structured
multisignature scheme is an order-sensitive multisignature scheme that only allows
participating signers to sign the same messages in compliance with a specified signing
order.

A naive, or trivial, solution to this problem is as follows. The first signer generates
the first signature on the message m using his private key to obtain (m, ¢7). The second
signer generates the second signature on the message (m, 0;) using his private key to
obtain ((m, 0y), 03). The signature (...((m, 0y1), 0»), ..., 0,) generated by the last signer
is the structured multisignature for the message m. It is obvious that this simple scheme
will meet the security requirements for structured multisignature schemes if the
underlying signature scheme is secure. Its main drawback, however, is that both the
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signature length and the computational cost for verification grow linearly with the
number of signers in the group. Harn [2] suggested two additional properties that need
to be achieved in the design of an optimal multisignature scheme:

1. The size of a multisignature should be identical to the size of an individual
signature.

2. The verification process of a multisignature should be almost identical to the
verification process of an individual signature.

There are many structured multisignature schemes proposed in the literature [3 - 8].
Besides them, three schemes enjoy the optimal properties for multisignature schemes.
The signature length and verification process are the same as those of the individual
signature of the underlying signature scheme. Burmester et al. [9] proposed a structured
ElGamal-type signature scheme in the PKC 2000 conference. Their scheme is efficient
but requires two rounds of structured signing to generate a valid mulsignature. Later,
however, Wu et al. [10] showed that the Burmester et al.’s structured multisignature
scheme cannot prevent all participating signers producing a valid multisignature
without following the specified signing order. Nevertheless, this is not serious problem
from the view of the group-oriented cryptography introduced by Desmedt [11].

Lin et al. [12] proposed a structured multisignature scheme from the Gap
Diffie-Hellman Group by extending the short signatures of Boneh et al. [13]. The
proposed scheme can resolve signing structures of serial, parallel, and the mix of
them.

Harn et al. [14] proposed two structured multisignature algorithms, one based on the
RSA signature scheme [15] and the other on an ElGamal-type signature scheme [16].
The latter is more efficient than the Burmester et al.’s scheme since only one-round
processing is required to follow the specified signing order.

In this paper, we find that these three optimal structured multisignature schemes
cannot prevent partial signers producing a valid partial multisignature in a signing order
different from the specified one. Hence, these optimal structured multisignature
schemes are only order-free even if they are existential unforgeability under adaptively
chosen-message attacks (EUF-CMA) [17].

2 Sequentiality of the Burmester et al.’s Structured Multisignature
Scheme

In this section, we first briefly review the Burmester et al.’s structured multisignature
scheme, and then propose an order forge attack.

2.1 Brief Review of the Burmester et al.’s Structured Multisignature

We assume that n signers Iy, I, ..., I, generate a structured signature on a message M
according to order fixed beforehand.
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Initialization: A trusted center generates two primes p, ¢ with gl(p — 1). The public
parameter g is an element of Zp* with the order ¢q. h( ) is a public cryptographic hash
function. Each signer I; generates a random number q; in Zq* as its secret key. The
public key of the first signeris y; = g¢“ (mod p). Forie {2, ...,n}, the I's public key is
computed sequentially as follows: y; = (y,_ - £)“ (mod p). Finally, the public key of
the order group (1, L, ..., I,) issettoy = y,.

Signature generation:
(1) Generation of r: Signers I}, I, ..., I, generate r together as follows:

1. Signer I, selects k; in Zq* randomly and computes r| = gk‘ (mod p). If ged
(r1, q@) # 1, then selects a new k; again.

2. Forie {2, ...,n},signer I, sends r; to I;. Then [; selects k; in Zq* randomly

and computes r; = }’Ha‘ . gk" (mod p). If ged(7;, g) # 1, then selects a new k;

again.
3. r=r,
(2) Generation of s : Signers I}, I, ..., I, generate s together as follows:

1. Signer I, computes s, = a; + k;rh(r, M) (mod g).

2. For i € {2, ..., n}, signer I, sends s;; to [ Then I; verifies that

rh(r,M)

?
g =y r, (mod p), then computes s; = (5., + Da; + kirh(r, M)

(mod g).
3. s=3,
(3) The structured multisignature on the message M in the order (/y, b, ..., I,,) is given
by (7, ).

Signature verification:

A structured multisignature (r, s) on the message M is verified by checking
g.v — yrrh(r,m) (mod p)

Note that if the adversary attacks the key generation, the above scheme is not secure
[18]. It is possible to modify the Burmester et al.’s scheme by requiring that each signer
I; provides a zero-knowledge proof of knowledge (ZKPoK) of the discrete log of y/y;
in the base g.

2.2 Order Forge Attack

Besides the order forge attack of Wu et al.’s attack launched by all participating signers,
we propose an order forge attack launched by two signers. Suppose that the first two
signers /; and I, want to generate partial signatures in the reversed order.
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The first two signers I; and I, have secret keys a;, a, and public keys y, =

@)% (mod p) respectively. The partial signature (1, 5,) generated

g" (modp),y,= g
in the specified order by them must satisfy the verification equation
55 l rh(r,M)
8§ =0

Now we show that they can generate (7, 5,) in the reversed order. The second signer

(mod p).

I, first selects k; in Zq* randomly, computes r| = gk‘ (mod p) and sends r; to the first

. . . . * 1
signer I;. The first signer I; selects k, in Z, randomly, computes r, = }’l(a'+ ) ng (mod

p) and sends r, to the third signer /3. According to the specified order, other signers

generate r = r,,.

After receiving r, the second signer I, computes his individual signature s, = a, +
kirh(r, M) (mod g) and sends it to the first signer /,.

The first signer I, can verify individual signature (ry, s,) of the second signer I, by
checking

5, (a 1) rh(r,m)
2

g'=y i (mod p)

Then the first signer I, computes s, = s1(a; + 1) + kyrh(r, M) (mod g).
(al+1)7] rh(r,m) 51 (ay+1) (ay+1)rh(r,m)

i (mod p) implies g =W,h (mod
(mod p). Hence,

Because g" =y,

e ; +)rh(r,
p), (r, sy) satisfies g32 =y2i’1(“‘ ” (rm)gkzrh(r’m)

gh = Vohy A (mod p) would be accepted by the succeeding signers I, ..., I,. Then

they generate s by following the signature generation algorithm.
Hence, the first two signers can generate partial signature (r,, s,) in the reversed
order.

The attack can be generalized to any adjoining signers.
Therefore, verifies cannot identify in what order the structured mulitisignature (7, s)
is generated only by checking the verification equation.

3 Sequentiality of the Harn et al.’s Structured Multisignature
Scheme

In this section, we first briefly review the Harn et al.’s structured multisignature
scheme, and then propose an order forge attack.

3.1 Brief Review of the Harn et al.’s Structured Multisignature Scheme Based on
Elgamal-Type Signatures

Harn et al. [14] proposed two structured multisignature schemes. One scheme is based
on the RSA signature scheme, which is not optimal. The other is based on an
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ElGamal-type signature scheme, which is optimal. We propose an order forge attack
against the optimal one.

3.1.1 Public Parameters

A large prime p, where p = 2q + 1 and q is also a prime, and a primitive element ¢ of
GF(p) are known to all signers.

3.1.2 Generating Individual and Group Private/Public Key Pairs

Initially all signers in the group {U,, U,, ..., U,} need to work together to generate
their public keys y; for i = 1, 2, ..., ¢ and their group public key y. Each signer
randomly selects an odd private key x; from [1, ¢ — 1]. The last signer U, first
computes y, = o™ (mod p) and sends it to U, ;; U, computes y, | == ytx"' (mod p)
and sends it to U,,; and so on. The group public key y is the public key of the first
signer U, such that y = y; = & (mod p). The group private key is xx.;...x,
(mod p - 1), which involves all signers’ private keys. It is important to know that each
signer U; needs to prove to all other signers knowledge of the private key x; before all
other signers accepting the revealed value y; as U; ’s public key. In case a digital
certificate is associated with each public key, each signer needs to prove the
knowledge of the private key to the certificate authority (CA) before obtaining a
digital certificate from the CA.

3.1.3 Generating Individual Signatures

To sign an ElGamal-type signature, there is a pair of short-term private key and public
key computed by each signer. This computation is independent of messages and can be
precomputed. Hence this process does not need to follow the specified signing order.
Each signer U; randomly selects a short-term private key k; from [1, g — 1] and
computes r; = Y, Hki (mod p), where y,,; = a. After receiving all r;fori=1,2, ..., ¢,

each signer can compute R = ryr;...r, (mod p).

For a given message m where m is the one-way hash of the message M, following the
specified signing order <U,, U,, ..., U>, each signer U; computes an individual
signature s; from the equation x;s,.; = KR + 5; (mod p - 1), where sy = m; s; is sent to the
next signer.

3.1.4 Verifying Individual Signature

On receiving the individual signature s; from the preceding signer U,, the current signer
U,1 needs to verify that all preceding signers <U,, U,, ..., U> have signed the message
m properly. Since all preceding signer’s individual signatures satisfy the following

equations respectively:
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m _ R__ s
Vi =0 Y2 (mod p)

K R K
Y, =1, ;3 (modp)

y,= riRyi+1si (mod p)
By multiplying all these equations together we obtain the following verification
equation as
¥ = (nryer)" v, (mod p)
We claim that the signer Uj,; can use this verification equation to verify that all

preceding signers <U,, U,, ..., U> have signed the message properly.

3.1.5 Generating Group Signature
We claim that (R, s,) is the multisignature of the message m.

3.1.6 Verifying Multisignature
Similarly, by multiplying all ¢t equations together we obtain

v'=y" = R*a" (mod p)

We claim that any verifier can access the group public key y to verify the
multisignature (R, s,) of the message m according to the verification equation above.

3.2 Order Forge Attack

Because the group public key is y = y; = @ (mod p), with the knowledge of the
group private key xx,,...x;(mod p - 1), all participating signers can produce a valid
multisignature without following the specified signing order. However, we would like
to propose an order forge attack launched by two signers. Suppose that the first two
signers U; and U, want to generate a partial multisignature in the reversed order.

The first two signers U; and U, have secret keys x;, x, and public keys y; =
o’ (mod p), v, = &% (mod p) respectively. The partial signature (r,, s)
generated in the specified order by them needs to satisfy y," = (r1 T, )R y;z (mod p).

Now we show that they can generate (r|, r, s») in the reversed order. The second
signer U, first randomly selects a short-term private key &, from [1, g — 1] and computes
r = ylklxz_l (mod p) = y3k'x' (mod p). The first signer U; randomly selects a short-term

private key k, from [1, g — 1] and computes r, = )13k2 (mod p). They send (ry, r,) to the
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other signers. After receiving all r; for i = 1, 2, ..., ¢, each signer can compute R =

rir,...r, (mod p).

For a given message m, where m is the one-way hash of the message M, the second
signer U, computes s; such that x,m = kiR + s; (mod p — 1) and sends s; to the first
signer U,.

The first signer U, can verify the signature (ry, s;) of the second signer U, by
-1
checking the equation yzm = le' Ry;' (mod p).
Then U, computes s, such that x;s; = koR + s, (mod p — 1) and sends s, to the third

signer Us. We claim that (r;, r,, s;) satisfies the verification equation y," =
R N
(nry)" y; (mod p).
From x,m = kR + s, (mod p — 1), we have x;x,m = kjx|R + x151 (mod p — 1). Adding

it to x15] = kR + 5, (mod p — 1), we have x;x,m = (kix; + k2)R + s, (mod p — 1). Thus

X1 Xm kyx

V3 = (3 y3k2)Ry3S2 (mod p)

implies the verification equation y," = (17, )R ¥, (mod p).

Therefore, the succeeding signers cannot find that the partial signature (ry, r,, 5,) are
generated by first two signers U; and U, in the reversed order. Thus, they would
generate the group signature (R, s,) according to the signature generation algorithm.

4 Sequentiality of the Lin et al.’s Structured Multisignature
Scheme

In this section, we first briefly review the Lin et al.’s structured multisignature scheme,
and then propose an order forge attack.

4.1 Brief Review of the Lin et al.’s Structured Multisignature

The Lin et al.’s structured multisignature scheme is based on a Gap Diffie-Hellman
Group G [13], where the Decisional Diffie-Hellman problem can be easily solved while
the Computational Diffie-Hellman problem is computationally infeasible. We define
the four-tuple of parameters (g, g%, g°, g*°) that satisfies the Decisional Diffie-Hellman
problem as a valid Diffie-Hellman tuple.

Assume that Q = {uy, u,, ..., u,} is a group of co-signers to generate structured
multisignatures. We define the signing structure A for Q as a directed graph with all u;
€ Q as real nodes and u, and u.. as two dummy nodes (the starting node and the
terminal node respectively). Moreover, we denote prev(u;) as the set of nodes directly
precede to u; in A. H is a full-domain one-way hash function, where H: {0, 1}* -
G\{1}.
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The system parameters, g, g, G, H, etc. are as defined in the Gap Diffie-Hellman
signature scheme proposed by Boneh et al. [13], where G is a multiplicative cyclic
group with prime order ¢ and g is a generator of G. The Lin et al.’s structured
multisignature scheme consists of four algorithms: initialization, verification key
generation, multisignature generation and multisignature verification stated as
follows:

Initialization: For each signer ; in the system, his secret key x; is selected at random in
Xi

Zq*, and his public key (certified by the Certificate authority) is computed by y;= g™,
thus y; € G.

Verification key generation: Assume that each u; € Q agrees upon a structured signing
structure A, the signature verification key for each of them is generated as follows. Let
vo = 1 be the multiplicative identity in G. Each u; € Q generates his/her individual

signature verification key v; in accordance with A as:

X
Vi= (gHquprev(ui) vj)

Finally, the verification key for Q is vy = H V. . Anyone can verify the

u;eprev(u.) J

authenticity of v; by checking if (g, y; (gH ), v) is a valid

u/eprev(u[) vj
Diffie-Hellman tuple.

Multisignature generation: For a message m to be signed, each u; € Q performs the
following steps in accordance with A:

Step 1. Compute M = H(m).
Step 2. Verify ¢; from preceding signer u;, for all u; € prev(u;), by checking if (g, v;,
M, ;) is a valid Diffie-Hellman tuple.

Step 3. Compute ¢; = (MH 0.)", where gy = 1.

u;eprev(u;) — J

Finally, op= H O ; serves as the structured multisignature generated by
u;eprev(u,) J

all u; € Q.

Multisignature verification: For a message m and the structured multisignature oy
generated by all u; € Q in accordance with A, the verifier checks if (g, vo, H(m), 0p) is

a valid Diffie-Hellman tuple.
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4.2 Order Forge Attack

We propose two order forge attacks to multisignatures with different structured signing
structures.

4.2.1 The First Attack
Suppose that the first three signers u;, u, and u; generate a multisignature in a serial
order, that is, prev(u;) = {uy}, prev(uy) = {u,} and prev(us) = {u,}.

According to the verification key generation, the signing verification key for u, is

(x+)x, ((x+D)x,+1) x5

V)= gx‘ ,thatforu,isv, = g and that for uzisv;= g respectively.
Now we show that they can generate partial multisignatures for any message m in the

reversed order.

First the third signer us computes 03 = (H (m))™ and sends it to the second signer u,
and the first signer u;. They can verify it by checking if (g, y;, H(m), o3) is a valid
Diffie-Hellman tuple. Then the second signer computes 0, = O " and sends it to the first
signer u;. The first signer u; can verify it by checking if (g, y,, 03, 03) is a valid

Diffie-Hellman tuple. Finally the first signer «; computes o} = O, z(x' b

(H (m))x3x2(x1+l)+x3 _ (H(m))x3x2xl+X3xz+x3 and vy = g ((y+Dxy+Dxs _ gx1x2x3+x2x3+x3 , (g,

O . Because 0 =

vs, H(m), 0y) is a valid Diffie-Hellman tuple. The succeeding signers cannot find that this
partial multisignature is generated in the reversed order. Thus, they would generate the

structured multisignature oy according to the multisignature generation algorithm.

4.2.2 The Second Attack
Suppose that the first four signers u;, u,, u; and u, have the following signing structure
A: prev(uy) = prev(uy) = {ug}, prev(us) = {uy, uy} and prev(uy) = {us}.

According to the verification key generation, the signing verification key for u, is

. . 41
vi= g™, that for uyis v, = g, that for us is v3 = g(x‘ﬂfr )%

8

and that for uy is v4 =
(#0605 pegpectively.

Now we show that they can generate oy for any message m according to a diff-
erent signing structure A’: prev(us) = {uo}, prev(u;) = prev(u,) = {us}, and prev(u,) =
{ur, up, uz}.

First the third signer u; computes o3 = (H (m))™ and sends it to the first signer u,
the second signer u, and the fourth signer u4. They can verify it by checking if (g, ys,

H(m), 03) is a valid Diffie-Hellman tuple. Then the first signer u; computes ¢} = O 3X'
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sends it to the fourth signer u,. The second signer computes 0; = O SXZ and sends it to
the fourth signer u,. The fourth signer u, can verify them by checking if (g, vs, H(m),
010,03) is a valid Diffie-Hellman tuple. Finally the fourth signer u, computes o; =
(0,0,0,H(m))™ . Because oy = (H(m))"™ . o1 = (H(m))"™ , o= (H(m))*™* ,
010505 =(H (m))™" "% and vy = g% (o v Hm), 610503 is a valid
Diffie-Hellman tuple and so is (g, v4, H(m), 0y). The succeeding signers cannot find that
this partial multisignature is generated according to different signing structure. Thus,
they would generate the structured multisignature oy according to the multisignature

generation algorithm.
Readers can easily give methods to forge multisignures in accordance with different
signing structures.

5 Conclusions

We have showed that the three optimal structured multisignature schemes cannot keep
sequentiality since these multisignature schemes cannot prevent partial signers
producing a valid partial multisignature without following the specified signing order.

Harn et al. [14] also proposed a structured signature scheme based on the RSA
signature scheme. This scheme is not optimal. Verifiers need to verify structured
signatures by using a verification step, one by one, in an order reversed to the specified
signing order, by which they can confirm the real signing order.

In the three optimal structured multisignature schemes above, however, the
verification process is almost identical to the verification process of an individual
signature. Verifiers check structured signatures only by using a single verification step,
once for all, which is independent of the real signing order.

Therefore, we think that this kind of verification process only can validate whether
all the signers have signed messages, not can validate the real signing order. This is
reason why we guess that it is impossible to design so called optimal structured
multisignature schemes.

The authors of these three optimal structured multisignature schemes only discussed
the security properties of their schemes heuristically. Hence this kind of ends for these
three optimal structured multisignature schemes is natural. This fact shows that the
formal models and the security proofs are especially important for any cryptographic
scheme.
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Abstract. In many sensor network applications, it is critical for the base station
to know the delivery (or execution) status of its broadcast messages (or com-
mands). One straightforward way to do so is to let every sensor node send an
authenticated acknowledgement (ACK) to the BS directly. However this naive
solution is highly communication inefficient and may result in severe ACK im-
plosion near the BS. In this paper, we propose a communication efficient scheme
to provide secure feedback service in sensor networks. In our basic scheme, we
use ACK aggregation to reduce the ACK traffic. Meanwhile we store audit in-
formation for each aggregation operation so that the BS can use the audit infor-
mation to locate errors in the network. We further improve the basic scheme by
constructing a balanced aggregation tree to reduce localization delay and using
Bloom filters to reduce storage requirement in each sensor for storing audit infor-
mation. We analyze the performance of the proposed scheme and show it achieves
good bandwidth gain over the naive approach.

Keywords: Feedback Service, Sensor network, ACK aggregation, ACK implo-
sion, MAC, Bloom Filter, Authentication.

1 Introduction

Wireless sensor networks (WSNs) enable data gathering from a vast geographical re-
gion and thus present unprecedented opportunities in a wide range of tracking and mon-
itoring applications from both civilian and military domains. In a WSN, there exist
hundreds or thousands of low-cost sensors which sense and collect data from the en-
vironment for some given tasks. The sensed data is then forwarded to the base station
(BS) or sink in a hop-by-hop manner for further processing. A BS is a powerful con-
trol unit for WSNs which processes the data gathered by the sensors and operate the
WSN by issuing commands/queries to the sensors. In many WSN applications, reli-
able data delivery is critical [18]]. In these applications, the BS needs to know whether
the sensors (the intended receivers) have received its broadcast/multicast messages or
performed certain actions as it commanded.

For example, in a security application where image sensors are used to detect and
identify the presence of critical targets [18]], the BS may send one of the following
three classes of messages, all of which have to delivered reliably to the sensors and
thus message delivery status is wanted:: (i) Control-data. The BS may want to send a
particular (say upgraded) image detection/processing software to the sensors which are
configurable; (ii) Query-data. The BS may have to send a database of target images

E. Dawson and D.S. Wong (Eds.): ISPEC 2007, LNCS 4464, pp. 116128l 2007.
(© Springer-Verlag Berlin Heidelberg 2007
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to the sensors, to help them in the image recognition triggered by subsequent queries;
(iii) Query. The BS may send out one or more queries requesting information about the
detection of a particular target. The sensors can then match targets detected with the
pre-stored images, and respond accordingly.

Another example of explicit feedback is the request for expected action acknowl-
edgement. In some wireless sensor and actuator networks, the BS may send (broad-
cast/multicast) commands to the sensors periodically and expect the sensors to perform
certain actions. For security purpose, the BS expects ACKs from sensors. In this way,
the BS knows the current network status which helps the BS to monitor the whole net-
work.

A third example of explicit feedback is to detect the Denial-of-Message (DoM) at-
tack [14]. Message broadcast is a fundamental communication primitive in most sensor
networks. Sensors in an adversarial environment might be deprived of broadcast mes-
sages under the DoM attack. To detect the existence of DoM attack, every broadcast
recipient, the sensor, is required to send an authenticated ACK to the BS. If the BS
did not receive an ACK from a sensor node in a certain period, it will assume that this
sensor node is under DoM attack.

The above examples clearly clarify both the necessity and importance of a secure
feedback service in some WSN applications. A naive solution is for each sensor node
to send its authenticated ACK to the BS directly. However, this may results in ACK
implosion near the BS as one broadcast message may result in thousands of ACKs.
When thousands of ACKs are forwarded to the BS at the same time, ACK implosion
will occur near the BS. At the same time, transmission of thousands of ACKs is very
expensive. According to [2]], wireless transmission of a bit can require over 1000 times
more energy than a single 32-bit computation. Communication inefficiency associated
with the naive solution also shortens the lifetime of the whole WSN. In the naive ap-
proach there is a widely differing data communication load amongst sensors at different
levels. Sensors closer to the BS have to send significantly larger amounts of data than
their descendants and hence they use up their batteries and die sooner. When a level of
nodes closer to the BS stop functioning, then the whole WSN stops functioning as well.
Therefore, nodes would have to either be swapped around manually or replaced upon
failure, both tasks being quite impractical when considering the number of nodes at the
various levels.

To prevent ACK implosion, we propose to use ACK aggregation to reduce the ACK
traffic. In an ACK aggregation scheme, multiple ACKs are compressed into a single ag-
gregated tag and verifying this aggregated tag equals to verify all the component ACKs.
Related cryptographic primitives such as multisignature [13[17,4./6] and aggregate sig-
nature [BJ12)[1T]] can be used to aggregate signatures. However these signature schemes
are not suitable in the WSN setting because of their expensive public-key operations. In
the symmetric key setting, Exclusive-Or (XOR) has been used in as the aggre-
gation function to aggregate ACKs from sensors. However, the security of XOR-based
aggregation is not clear (we discuss this in detail in Section[3.2)). We propose to use col-
lision resistent hash function to do the aggregation and the security of our hash-based
aggregation scheme is based on the collision-resistance property of the underlying hash
function.
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Although ACK aggregation reduces ACK traffic, it loses detailed network informa-
tion. When errors happen, the final aggregate arriving at the BS only tells the BS the
fact that there is something wrong. It cannot tell the BS how many nodes are in prob-
lem if the BS wants to know the severity of the problem. Furthermore WSNs are usu-
ally location-aware in nature. Specifically, if data is obtained without the corresponding
location information, the data may be useless. Sensors positioned in different geograph-
ical areas may have different application importance. In this case the BS may want to
know the distribution of nodes in problem, whether it is network wide or just a small
area of network failing in function. The aggregate simply cannot answer these questions
for the BS.

In this paper, we propose a communication efficient scheme to provide secure feed-
back service in WSNs. In our scheme, sensors in adjacent area are implicitly grouped
together through construction of an aggregation tree among all the group members.
ACKs from group members are aggregated together and the final aggregate from the
root of the aggregation tree is sent to the BS. To provide detailed status information to
the BS when the final aggregate value fails in the verification process, audit information
for aggregation operation are stored in intermediate nodes in the aggregation tree. The
audit information allow the BS to isolate faults in the network. Therefore our scheme
consists of two main functioning parts: ACK aggregation and audit, fault localization.
These two functioning parts work complementarily to provide detailed feedback service
to the BS.

Our aggregation scheme is different from data aggregation [10,[8,20,[7,21]. In our
scheme, authentication objects of messages, MACs, are aggregated while individual
messages are kept intact. In a data aggregation scheme, individual data information is
lost and the aggregate gives statistical information like MAX, MIN, AVG or Median to
the verifier. Data aggregation schemes cannot be used in applications, for example, tem-
perature developing pattern sensing in a nuclear reactor, which require the presentence
of individual data record.

The remaining part of this paper is organized as follows: Section [2 formulates the
system assumptions and security model. Section [3] presents our basic scheme and
Section [ gives improvements. Section [3 analyzes the proposed scheme. We conclude
the paper in Section[6l

2 System Assumptions and Security Model

We assume a general WSN with n sensors and a single BS. We assume that all n nodes
are alive. As sensors are unusually put in an unattended and adversary environment
because of application nature, we require end-to-end security a must: a node’s ACK
should be able to uniquely identified by the BS and no one can cheat the node’s status.
In our scheme, we assume each sensor node has a unique identifier S and it generates
its ACK in the form of a MAC with a unique secret symmetric key Kg shared with
the BS. Thus we assume a secure key-management protocol is present to establish and
manage the secure pair-wise key between each node and the BS.

We further assume the existence of a broadcast authentication primitive such that
every node will receive the broadcast message from the BS in an authenticated fashion.
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This broadcast authentication could, for example, be performed using £ TESLA [19]
or the one-time-signature based broadcast authentication scheme proposed in [9]. To
prevent re-play attack, there is a nonce or a unique message ID associated with each
broadcast message requesting acknowledgement. A sensor node replies the BS with its
MAC after it receives the broadcast message. All ACKs are supposed to arrive at the
BS within a fixed period.

Nothing can be made to tell whether an authenticated ACK is generated by a node
or an attacker who obtains the secret key of the node. Instead we assume only a small
portion of the total number of sensors can be compromised and their secret keys are ex-
posed to the attacker. The attacker has a network-wide presence and can record, modify,
inject or delete at will. The goal of an attacker is to report falsified information in order
to hide the real network status information from the BS. The attacker may forge a bogus
ACK of a sensor node which cannot respond because of being denied from receiving
broadcast messages; the attacker may modify the ACK aggregate and pass the altered
aggregate in the delivery network; the attacker may also want to drop some ACKs. A
secure feedback service should be able to detect and locate such attacks.

3 The Basic Scheme

Our secure feedback scheme has four main phases: aggregation tree construction, ACK
aggregation and audit, aggregate verification and fault localization.

Aggregation tree construction. In our scheme, ACK aggregation is performed over
an aggregation tree rooted at the BS. An intermediate node in the aggregation tree acts
as an aggregator which aggregate ACKs from its child nodes. The aggregation tree
construction process is a process of topology discovery. It determines which nodes are
aggregators and which are not. The construction is performed once in the system ini-
tialization stage and it can be performed again whenever needed to reflect any network
changes caused by mobility of certain nodes, or to the addition or deletion of sensor
nodes.

ACK aggregation and audit. After the authentication tree is constructed, a node knows
whether it is an aggregator or not. If a node is an aggregator, it has the information about
its child nodes. Once the ACKs from its child nodes arrive, an aggregator aggregates
them with the ACK of its own using an aggregation function (Agg(-)) and then passes
the aggregate value to its parent node in the tree. At the same time, the aggregator
stores audit information for this operation. The audit information will be used in the
fault localization stage to prove that the aggregator does perform its aggregation task
honestly and to help the BS to locate errors in lower levels.

Aggregate verification. Upon receiving an aggregate, the BS, knowing the topology of
the aggregation tree, reconstructs the aggregation tree. It then compares the computed
aggregate with the one it received. If the two values are equal, the verification is suc-
cessful and a successful verification shows that all the nodes acknowledged and all the
ACKSs arrived at the BS. Otherwise, the verification fails and the BS conducts a fault
localization process to isolate nodes who fails in acknowledgement.

Fault localization. When an aggregate fails in the verification process, the BS asks
the aggregator who generats the value for its audit information. The audit information
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allows the BS to check whether this aggregator does its aggregation task honestly. The
audit information also helps the BS to find which components of the aggregate are not
correct. Then the BS asks the nodes responsible for these incorrect components in the
lower level of the authentication tree for audit information. This process repeats until
the leaf level of the authentication tree is reached. In each round, the BS narrows down
its localization search one level down toward the leaf nodes in the aggregation tree.

3.1 Aggregation Tree Construction

We use the method described in TaG [[13] to construct an aggregation tree. In TaG, the
BS broadcasts a message asking sensors to organize into a routing tree. It specifies its
own ID and its level (or distance from the root, in this case, zero) in that message. Any
sensor node without an assigned level that hears this message assigns its own level to
be the level in the message plus one. It also chooses the sender of the message as its
parent, through which it will route messages to the root. Each of these sensor nods then
rebroadcasts the construction message, inserting their own IDs and levels. The con-
struction message floods down the tree in this fashion, with each node rebroadcasting
the message until all nodes have been assigned a level and a parent. The BS can ini-
tiate the construction process periodically so that to keep the latest network topology.
To maintain stability in the network, parents are retained unless a child does not hear
from them for some long period of time, at which point it selects a new parent using this
same process. In Tag, sensors in adjacent area are implicitly grouped together through
the construction process of the aggregation tree.

An example aggregation tree constructed using the method described above is shown
in Figure[[l The tree is rooted at the BS. Intermediate nodes in the tree, such as nodes
A, B, C, or I, act as aggregators. The tree construction process divides sensor nodes
into groups and each group forms a sub-tree of the authentication tree. A group consists
of sensor nodes which are geographically neighbored to each other. The root of the sub-
tree performs the final aggregation operation and reports the result to the BS directly.
For example, node A, M and N are the roots of such sub-trees and they report to the
BS directly.

3.2 ACK Aggregation and Audit

Once the structure of the aggregation tree is known, ACKs can be aggregated when they
are routed along the aggregation tree towards the root. Now we need to choose a proper
aggregation function which an aggregator can use to combine ACKs coming from its
child nodes.

Exclusive-Or (XOR) has been used in [1411] as the aggregation function to aggregate
ACKs from sensors. An aggregator, upon receiving the ACKs from its child nodes,
computes the XOR of all these ACKs with its own ACK. If all nodes acknowledged,
the final aggregate value arrived at the BS is in the form of

ACK, @ ACKy & ---® ACK,,

The XOR aggregation scheme is straightforward and independent on the structure of
the aggregation tree. However, the security of the scheme is unclear as we do not know



Secure Feedback Service in Wireless Sensor Networks 121

=

p——— ion

A,=H(A,/IB,lIG,lIH,)
B,=H(B,lIC,IIK,)
C,=H(C,/ID,IE,)

E,=H(E,|IF,)

Aggregation function

% performed by sensor node X.

@ ACK of sensor node X.

(a) Example sensor network graph where
arrows indicate aggregation direction.

(b) A partial aggregation tree rooted at node A.

Fig. 1. Construction of an ACK aggregation tree

how strong the weak collision resistance of Exclusive-Or is. Weak collision resistance
of Exclusive-Or in this setting can be defined as:

Given n messages {mq,--- ,m,}, the probability of finding n’ messages
{mf,---,m., }suchthatm,®---&m,, =mi&---&ml,, {mi,--- ,m,} #
{mf,---,m., }andn' <n.

We do not know how to calculate this probability. It is hard to evaluate the security
strength of the XOR-based scheme. Instead we use a collision resistent hash function
to aggregate ACKs. As in the XOR scheme, each sensor node generates its ACK in
the form of a MAC: ACKs = M AC(Kg, N, S) where K is the secret key shared
between the node .S and the BS, NV is the nonce or message ID unique to each broadcast
message requesting acknowledgement and M AC(-) is any secure MAC scheme. The
message a leaf node S sends to its parent is a tuple: (S, N, ACKg). An aggregator,
upon receiving the ACKs from its child nodes, concatenates all the ACKs with its own
in order of IDs and then calculates the hash value over the concatenation. The hash
value of the concatenation is the aggregate value which the aggregator further forwards
to its parent in the tree. The message an aggregator A sends to its parent is a tuple
(A, N, AGG 4) where AGG 4 denotes the aggregate value. Figure[Il (b) shows the ag-
gregation function performed by aggregators A, B, C' and E and the corresponding
aggregate values calculated by them. Meanwhile, every aggregator stores all the ACKs
used in the aggregation as audit information. That is, A stores By, G, Hy and its own
ACK Ay; B stores By, C' and Ky; C stores Cy, Dy and E1; E stores Eq and Fj.

We can view the process of ACK aggregation as constructing a hash tree distribu-
tively among all sensor nodes. To verify an aggregate, the BS reconstructs the sub-tree
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by using the topology information and the secret keys shared with each sensor node in
the group and compares its own calculated root value of the sub-tree with the aggregate
value it received.

3.3 Fault Localization

When the verification of an aggregate failed, some nodes in the group do not acknowl-
edge normally. BS initiates an iterative localization process among group members to
locate nodes in problem. The localization begins with the root of a sub-tree who gen-
erates the final aggregate. The BS asks the root of the sub-tree for audit information
which contains all the components in the final aggregate. The BS first checks whether
the aggregator behaved honestly. It hashes the components extracted from the audit in-
formation and compares the hash result with the final aggregate it received. If the root
is honest in aggregation, the two values will match. Next the BS checks whether a com-
ponent matches the value it locally computed. An unmatched value tells the BS the
fact that some nodes, who do not acknowledge normally, are in the sub-tree where this
component value is the root value. Hence the BS will ask the node who generates the
component for its audit information. By checking the audit information of an aggrega-
tor, the BS will narrow its search one level below this aggregator. That is, a test on the
audit information of a level [ node will let the BS locate some level [ + 1 subgroups.
The BS repeats this localization process one level further down to the leaf level until it
reaches the leaf level.

We use an example to illustrate the concept of this iterative localization process.
Suppose node F'is under DoM attack. Its parent F either did not receive anything from
it or received a forgery from the attacker. This error propagates in the aggregate values
of Ey, By and A;. When the BS finds that A; does not match A{ which is locally
computed by the BS (we use superscript ¢ to denote that a value is a locally computed
value by the BS), it asks A for audit information on Ag, By, G and Hy. It computes
the hash over these components: A} = H (Ao||B1]|Gol|Ho). If A} = A1, A performed
aggregation honestly. Next the BS checks whether any component of A; matches the
value it locally computed: Ay L A§, By L B, Gy L G§ ,and Hy L HE. The value
By will not match B in this case. Then the BS asks B to send its audit information
on By, C; and K. It computes B} = H(By||C1||Ko) and compares B} with B it
received from A to check whether A indeed aggregated ACKs from its child nodes. By
inquiring on B’s audit information, the BS finds that C'; does not match C{ and asks
C for audit information. Finally the BS finds that no ACK is from node F' or Fy # F§
(Fp is a forgery). That is, after four rounds of investigation the BS locates the error at
sensor node F'.

Security. An attacker is unable to make an individual ACK forgery without knowing the
secret key because the underlying MAC scheme is unforgeable. An attacker is unable
to make an aggregate forgery if at least one node is not compromised by the attacker.
Otherwise we can either break the collision-resistance of the underlying hash function
or the unforgeability of the MAC scheme.
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In our scheme, an aggregator’s role is just computing an aggregation operation. An
aggregator is not necessarily to be trusted more by the BS than any other leaf nodes. An
aggregator can not inject a forged ACK, modify an ACK or drop an ACK from its child
nodes since any of these operations can be detected by the BS in the fault localization
process. An aggregator can not provide irresponsible audit information to the BS as the
BS will check its honesty in the localization process.

4 Improvements

4.1 Reducing Localization Delay

To locate an error originated from a leaf node in level /, the BS needs to perform [-
rounds investigation process to locate the error. The height of the aggregation tree h
determines the maximal delay in the localization process. For an aggregation tree con-
structed with TaG, the height of the aggregation tree depends on the node density and
the total number of nodes n in the network. In a two-dimensional deployment area with
a constant node density, the best bound on the diameter of the network is O(/n) if the
network is regularly shaped. In irregular topologies the diameter of the network may be
2(n). As the aggregation tree constructed by TaG may be arbitrarily unbalanced, the
performance of the investigation process (in number of rounds) to locate errors in dif-
ferent levels varies dramatically. For example, to locate an error originated from F, the
BS needs to perform four-rounds investigation process; on the other hand, to locate an
error originated from H, the BS only needs to perform one round investigation process.

This motivates us to construct a more balanced aggregation tree to have localization
delay bounded to O(logn). We use the delayed aggregation idea described in [I]] to
construct a balanced aggregation tree. In the delayed aggregation approach, an aggre-
gator only computes the aggregate of some (not all as in our basic scheme) of its child
ACKSs and passes the other ones to its parent for aggregation. Child nodes whose ACKs
are not aggregated and passed to its parent’s parent are moved one level up towards the
root. Hence, delayed aggregation helps reducing the height of the aggregation tree. It
trades off increased communication during aggregation phase in return for a more bal-
anced aggregation tree with a height of O(loggn) where d is the degree of a node in the
tree, and hence a better performance in the number of rounds in the fault localization
phase.

Now we describe the algorithm for producing balanced aggregation trees with node
degree of d. Our algorithm extends the algorithm which is used to construct a balanced
binary tree [1]. We use the same strategy to construct a balanced d-ary aggregation
tree: an aggregation operation is performed if and only if it results in a complete, d-
ary aggregation tree. We assume each internal node keeps a small, fixed size list of
neighborhood to maintain network topology.

We define a d-ary forest as a set of d-ary complete trees such that no d trees have
the same height: {treey, trees, - - }. A tree in the forest is represented by its root node
and the number of leaf nodes in the tree: tree = (ID,count). A leaf node V in the
aggregation tree generates a forest with a single node tree in the form {(V,1)} and
sends it to its parent. An internal node S generates its own forest in the similar way. In
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addition, S also receives forests from its children. S combines all the forests to form
a new forest as follows. Suppose S wishes to combine ¢ forests Fy, Fa, - -- , Fy. Let
F=FUFU---UF,. If there are less than d trees in F, S simply passes F to its
parent and no aggregation operation is performed by S. The height of a tree in F can be
determined by inspecting the count field of the tree. Let h be the smallest height such
that more than d trees in F has height h. S picks up d trees 11, T, - - - , Ty of height h,
and merge them into a tree of height & + 1. The rule for S to pick up d trees of the same
height to form a new tree is it always picks up trees with root nodes closer to itself. .S
obtains the adjacent nodes information from its neighborhood list. This process repeats
until no two trees are the same height in 7. Then S forwards the new forest to its parent.
Aggregation happens when the combination of trees happens.

Figure 2 shows an example of the process to construct a balanced 3-ary aggregation
tree rooted at node A. When F receives a forest Fp = {(Fp, 1)} from its child F, as
only two trees are in the combined forest Fg = {(Fo, 1), (Fo, 1)}, F simply forwards
F to its parent C. C picks three trees, (Co, 1), (Do, 1) and (Eo, 1), of height 0 and
whose roots are closer to it to form a tree of height 1: (C4,3). C then forwards the
forest Fo = {(C1,3), (Fo, 1)} toits parent B. B forms a new tree (Bj, 3) of height 1
with trees (By, 1), (Fy, 1) and (Ko, 1) and sends the forest F5 = {(B1,3), (C1,3)} to
A. A combines trees (Ag, 1), (Go, 1) and (Ho, 1) to forms a tree (Aq, 3) of height 1. A
further combines trees (A1, 3), (B, 3) and (C1, 3) to form a tree (A2, 9) of height 2.

A,=H(A,IIB,lIC,)
A=H(A,lIG,lIH,)

B

B
By F) (&

(a) aggregation function (b) aggregation function  (C) aggregation function
performed by sensor performed by sensor performed by sensor
node C node B node A

B,=H(B,IF,IIK,)

C,=H(C,/ID,IE)

Fig. 2. Improved construction of balanced aggregation tree

In the new balanced aggregation tree rooted at A of height 2, F is no longer an
aggregator. The three aggregators now are A, B and C. A performs two aggregation
operations. It first aggregates ACKs from GG, H with its own ACK to get aggregate
value A;. It then further aggregates A; with B and C';. Aggregate values generated by
each aggregator are listed in Figure 2l Note in the new balanced aggregation tree, F is
now in level 2 and its parent is B. Using the same example shown in Section[3.3] the
BS now only needs to perform two rounds of the investigation process to locate an error
originated from F'.
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4.2 Reducing Space for Storing Audit Information

An aggregator needs to store at least d ACKs as audit information (in Figure 2] A needs
to store 2d ACKs as it performs aggregation twice). Instead of storing these ACKs
separately, we can use a space-efficient data structure, Bloom filter, to store those ACKs.
The Bloom filter is conceived by Burton H. Bloom in 1970 [3].. It is a probabilistic
data structure for testing membership of a set [16]. A Bloom filter for representing a set
S = {s1,82, -, S$n} of n elements is described as an array of m bits, initially all set
to 0. A Bloom filter uses k independent hash functions hq, hs, - - - , hi which map each
a key value to one of the m positions uniformly. For each element s € S, the bits h;(s)
are set to 1 for all 1 < ¢ < k. A location can be set to 1 multiple times, but only the
first change has an effect. To check if an item z is in S, we check whether all h;(z) are
set to 1. If not, then clearly x is not a member of S. If all h;(x) are set to 1, we assume
that x is in S. A Bloom filter may yield a false positive (but no false negative error),
where it suggests that an element z is in S even though it is not. The probability of a
false positive for an element not in the set, or the false positive rate p, is calculated as:

1
=(1—=(1~= kEnyk 1— —kn/m\k
p=1-1= ")fad-etm)

For a given m and n, the value of k that minimizes the probability is
k=""n2~07"
n n
which gives a probability of
p= (2—ln2)m/n, s 0‘62"”/"

Bloom filters have a strong space advantage over other data structures for represent-
ing sets. A Bloom filter with 1% error and an optimal value of &, on the other hand,
requires only about 9.6 bits per element - regardless of the size of the elements. This
advantage comes partly from its compactness and partly from its probabilistic nature.
If a 1% false positive rate seems too high, each time we add about 4.8 bits per element
we decrease it by ten times.

We modify our fault localization process to accommodate the use of Bloom filters
to store audit information. For each aggregation operation, an aggregator computes a
Bloom filter with all its input ACKs as members. When the Bloom filter of node S' at
level [ arrives at the BS, the BS tests the Bloom filter with its locally computed ACKs
from S’s child nodes at level [ + 1 (inputs to S’s aggregation function). If the test shows
that some ACKs are not in the Bloom filter, it tells the BS that some errors are in the
lower groups with these level [ 4+ 1 nodes as roots. In other words, a test on an level [
Bloom filter let the BS narrow its search to some level [ + 1 subgroups. The BS repeats
the investigation process one level further down to the leaf level until it reaches the leaf
level. A Bloom filter has false positives. A false positive happens when the BS cannot
find any missed ACK value and thus it cannot locate a subgroup in a lower level to
proceed the localization process. In this case, the BS simply asks all the child nodes of
that aggregator to send their individual ACKs directly to the BS. We will analyze how
the false positive affect the performance of the localization process in Section[3l
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5 Analysis

We compare the communication overhead of our secure feedback service scheme SFSS
with the naive scheme No-Agg where individual ACKs are sent to the BS directly with-
out aggregation. To simplify the measurements, we envision a WSN, with numerous
sensor nodes and only one base station, organized into a balanced d-ary aggregation
tree of height h. The number of bits sent by individual nodes and the overall bandwidth
in the WSN are measured over this tree.

5.1 Per Node Communication Cost

For the No-Agg scheme, a leaf node only needs to transmit its own acknowledge mes-
sage and the message length is |[M| = |ID| 4+ |Nonce| + |ACK]| in bits. All internal
nodes need to forward the packets sent to them by their children, and the number of
packets received grows exponentially as we move higher in the tree or closer to the root.

The number of bits a node at level [ needs to transfer is calculated as dh;; tll_l * | M|.
For our SFSS scheme, in the ACK aggregation phase, each node forwards the same
number of bits to its parent; in the fault localization phase, an aggregator involved in
the investigation process needs to send its Bloom filter containing its audit information
to the BS. Thus for leaf nodes and aggregators not involved in the investigation process,
the number of bits they need to send is |M|; an aggregator involved in the investigation
process needs to send |M| + |BF| bits where |BF'| denotes the length of a Bloom
filter in bits. Considering the situation when a false positive happens to an aggregator’s
Bloom filter, ACKSs from its child nodes are required to be sent to the BS directly and
this imposes (d — 1) % | M| communication load for level [ nodes. Suppose there are

TLmvt nodes in level [ involved in the investigation rocess, the average communication
l
invt
*pxd

cost per node at level [ is calculated as (1 + " ,/7") « | M| + ";:lm x |BF|. If we
ignore the false positive of the Bloom filter such that p = 0, the per node cost is | M| +

invt
L

0 . |ACK|. If we further assume that all nodes acknowledged correctly such that
ni™* = 0, we get the per node cost in this ideal situation as | M]|.

From the analysis above, we know for the No-Agg approach there is a widely dif-
fering data communication load amongst sensors at different levels. The nodes closer
to the sink die sooner as they have to send significantly larger amounts (d times) of
data than their descendants. Instead ACK aggregation in SF'SS mitigates the burden of
higher level nodes on forwarding packets so that all the nodes roughly have the same
transmission load. A level 1 nodes in SF'SS only have a transmission load approximately
d" times less than that of a level 1 node in No-Agg.

5.2 Overall Communication Cost and Bandwidth Gain

The overall communication cost in the WSN is computed as the sum of the communi-

cation cost at each level in the tree. For the No-Agg scheme, the overall communication
. h—l+1__
cost is calculated as: Civo— gy = >0y d'* "' % [PKT|. For the SFSS scheme,

the overall communication cost is calculated as: Cspss = 2721(1 + "”;’,’*d) x| M| +

" s | BF). The bandwidth gain of SFSS over No-Agg is defined as X~ %9

dl CsFss
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Now we use concrete examples to show the bandwidth gain of SFSS over No-Agg.
We consider a balanced aggregation tree of degree of 10 and height of 3, that is d = 10
and h = 3. Based on the same tree topology, we calculate the bandwidth gain with
three different Bloom filter false positive rates: p = 1%, 0.1%,0.01%. When p = 1%,
the length of a bloom filter | BF'| containing 10 elements is 96-bits; when p = 0.1%,
| BF'| = 144-bits; when p = 0.01%, | BF'| = 192-bits.

We consider three scenarios: when (1) all the nodes reply; (2) 90% of the nodes re-
ply and (3) 70% of the nodes reply. The bandwidth cost in Agg+Invt is dependent on
the distribution of nodes who fail in reply. Therefore we consider two extreme cases:
(1) the worst case when errors occur in the maximum number groups; (2) the best
case when errors occur in the minimum number of groups. This translates that in the
90% case, MAX(ni"**)=10, MAX(n&"")=100 and MIN(n{"**)=1, MIN(n**)=1; in
the 70% case, MAX(n{"*")=10, MAX(n5"*")=100 and MIN(n{"**)=1, MIN(n&*>)=3.
We use 90%-MAX, 90%-MIN, 70%-MAX, and 70%-MIN to denote these different
cases. Bandwidth gain with error distributions different from these two extreme distrib-
utions is in between the bandwidth gains of these two extremes. The calculation results
are listed in Table [Tl

Table 1. Bandwidth Gain (Agg+Invt vs. No-Agg.)

d fp m 100% 90%-MIN 90%-MAX 70%-MIN 70%-MAX

10 1% 96 2.7 2.43 2.14 1.88 1.66
10 0.1% 144 27 2.42 2.04 1.88 1.58
10 0.01% 192 2.7 2.42 1.93 1.87 1.5

From Table[l] we see SFSS has a good bandwidth gain over the naive scheme No-Agg.
In the MAX distribution case, although decreasing false positive rate of the bloom filter
decreases the probability for nodes to re-send their ACKs directly to the BS when their
parent’s Bloom filter has a false positive, it increases the length of all the bloom filters and
hence leads to a decrease of the total bandwidth gain. In the MIN distribution case, false
positive rate does not affect the bandwidth gain too much as in this case investigation
traffic only contributes a very small percentage of the total bandwidth cost.

The results shown in this section are very encouraging since they confirm that aggre-
gation is a useful technique for reducing the total bandwidth usage and therefore extend
the overall lifetime of the network.

6 Conclusion

In this paper, we proposed a secure feedback scheme to provide secure feedback ser-
vice in some sensor applications. In our basic scheme, ACKs are aggregated when they
travel along the aggregation tree rooted at the BS. Each aggregator stores audit infor-
mation which allows the BS to locate errors in the network. Improvements are made to
reduce fault localization delay and storage overhead for audit information. Performance
analysis showed that our scheme achieves good bandwidth gain over the naive scheme
and enable a longer life of the WSN.
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Abstract. Denial of Service (DoS) attacks are a virulent type of attack
on the availability of networks’ intended services and resources. Defense
against DoS attacks has been built into the cryptography protocols in-
tended for authentication and establishment of communications. How-
ever the cryptography protocols have their own vulnerability to DoS.
Consequently it is desirable to provide a methodology to evaluate the
cryptography protocols’ resistance to DoS attacks. In this paper, we
propose an economical model for the risk evaluation of Denial of Ser-
vice vulnerabilities in cryptographical protocols. By characterizing the
intruder capability with a probability model, our risk evaluation model
specifies the Value at Risk (VaR) for the cryptography protocols. The
Value at Risk does the very job answering the question that how much
computing resources are expected to lose with a given level of confidence.
The proposed model can help the common users to have a better knowl-
edge of the protocols they are using, and in the meantime help designers
to examine their designs and get clues to improve them. We validate the
applicability and effectiveness of our risk evaluation model by applying
it to analyze two related protocols.

1 Introduction

Recent years have witnessed the proliferation of network Denial of Service (DoS)
attacks, which are any malicious actions that degrade networks’ intended service
to legitimate users. One of the most common and devastating types of DoS
attack is the resource exhaustion attack, in which an attacker, by initiating a
large number of instances of a protocol, causes the victim to deplete resource.
These DoS attacks are usually carried out by intruders taking advantage of
the vulnerabilities of the very protocol that intends to establish or authenticate
communications following up. As a result, defenses against Denial of Service
attacks should be built into the protocols themselves as much as possible.
Using cryptography protocols for authentication before communication estab-
lishment is a widely accepted mechanism defending against DoS attacks. How-
ever the cryptography protocols may introduce DoS vulnerability themselves,
for some verifications involve resource consuming computations which may cause
victims to be exhaustive of resources. Consequently, protocol designers should be
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on the alert for this problem and make their cryptography protocols invulnerable
to DoS attacks as much as possible.

As the defense against DoS has been built into the protocols which have their
own vulnerabilities, it is desirable to evaluate the resilience of cryptography pro-
tocols to DoS attacks. As a saying goes: if you can not evaluate it, you can not
improve it. Not until we can express in numbers what we are speaking about is
our knowledge of something becoming satisfactory and valuable. The cryptogra-
phy protocol is no exception. Although formal methods [I] have achieved great
success during the last two decades in evaluating whether or not cryptography
protocols satisfy their security goals, little effort has been made for the risk
evaluation of DoS vulnerabilities in cryptography protocols, the circumstance of
which makes the very problem of DoS risk evaluation an important and urgent
one.

Risk is the probability that a hazard will turn into a disaster. With proto-
col analysis, we can only find out potential vulnerabilities of certain protocol,
namely that what kind of attackers under what kind of circumstance can intrude
the system. But the notion of risk management urges the need for a framework
analyzing the impact of those threats on system resources as well as a proba-
bility model analyzing the likelihood of those threat being realized. Fortunately,
a cost-based framework for analyzing vulnerabilities to network DoS attacks in
protocols was proposed by Meadows [2] [3]. This cost-based framework provided
an excellent starting point for understanding and quantifying Denial of Service
resilience in protocols. But without a probability model characterizing the likeli-
hood of those threats turning into a realistic loss, we can never step towards the
paradigm of risk evaluation and then risk management. In this paper, we present
an economical model for the risk evaluation of Denial of Service vulnerabilities
in cryptography protocols by introducing a probability model into Meadows’
cost-based framework and adopting the model of Value at Risk (VaR) [4] which
is widely used in financial literature.

The contributions of this paper can be summarized as follows:

— An economical model is specified for the risk evaluation of Denial of Service
vulnerabilities in cryptography protocols. To our best knowledge, this is the
first model for the risk evaluation of cryptography protocols;

— Value at Risk (VaR) for cryptography protocols is defined and utilized as risk
evaluation method, which aggregates all the risks under DoS attacks into a
single number. An algorithm for the computation of VaR in cryptography
protocols is present as well;

— The applicability of our model is validated by applying it to the analysis
of CCITT X.509 authentication protocol as well as its revised version. The
evaluation result indicates the effectiveness as well as the validity of the
proposed model.

The rest of this paper is organized as follows: in Section 2 we elaborate on
the motivation of this paper. Then the system model of DoS risk evaluation
is specified in Section 3, followed by a case study of our model to validate its
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applicability in Section 4. In Section 5 we summarize related works on DoS
analysis and evaluation, and finally we conclude this paper in Section 6.

2 Motivation

We will elaborate on the motivation of our work in this section before going on to
introduce the proposed economical model. Although formal analysis of protocols
have achieved great success during the last two decades, it has been carried out
from experts’ perspective, but fail to contribute much to the understanding
of common protocol customers who have little knowledge of cryptography and
information security. For instance, after a formal analysis tool is applied to the
protocol, the experts can tell to some extend whether or not the protocol is
vulnerable to certain kind of attacks, but for customers who has no idea of
protocol analysis, it is really hard for them to understand whether it is proper
to use this protocol. That is to say, common customers of the protocols do not
benefit from the protocol analysis directly. That is not to say that protocol
analysis is not helpful and necessary, but an implication that we should bridge
the gap between the analysis result and common customers’ comprehension.

Risk evaluation is the very methodology to bridge this gap. The concept of
risk evaluation has undergone a long history. Bernstein [5] asserted that the rev-
olutionary idea that defined the boundary between modern times and the past is
the mastery of risk. Risk evaluation helps us to put into practice what is known
as sustainable development, which means we can make a good living when what
we have prepared for potential hazards is sufficient for the expected losses. For
DoS attacks, risk evaluation of cryptography protocols can tell us how much
is exposed to DoS attacks with a given level of confidence, and this evaluation
result will help common customers a lot. As for cryptography protocols, let us
settle down to reflect what is required from common customers’ perspective.
Common customers always want everything set up as simple as possible with
the help of protocol analysis. For instance, they do not want to know what kind
of attacks can be potentially dangerous, but they care about how much compu-
tation resource are exposed to these attacks; they do not want to understand
why this protocol is better than others, but they are curious about how much
one protocol will behave more secure and robust than the others. Risk evalua-
tion of cryptography protocols meets this requirement quite well, for common
customers can get to know the probability of harmful consequences or expected
losses resulting from using the protocol, and they can easily compare different
protocols with the risk evaluation results.

The same story goes for the companies. The boss who has been reading about
derivatives which potentially suffer from losses, wants to know just how much
market risk the company is taking in the company’s foreign exchange. Many
years passed before we can start the best answer that ”the Value at Risk is...”.
In a nutshell, subject to the simplifying assumptions used in its calculation,
Value at Risk (VaR) aggregates all of the risks in the portfolio into a single
number suitable for use in the boardroom, report to regulators, or disclosure
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in an annual report. VaR answers the very question that ”What is the most
the entity can, with a 95% or 99% level of confidence, expect to lose in dollars
over the next month”. Value at Risk has been called the "new science for risk
management”, and it has achieved great success in financial risk evaluation and
has been mandated by the Basel Committee on Banking Supervision [6].

The success of Value at Risk in financial community has inspired many re-
searches in applying it to the risk management of computer and networking
systems [7] [8]. This paper is dedicated to propose an economical model based
on Value at Risk to evaluate the risk of Denial of Service in cryptography proto-
cols. The evaluation result will benefit both common users and designers. With
the proposed model, common users can be aware of the risk of their protocols:
what is expected to lose in their computing resources or anything else with a
certain level of confidence. Taking advantage of this evaluation model, protocol
designers and analysts can evaluate the resilience of their protocols to Denial of
Service attacks, and get clues as to how to make their designs better.

3 System Model

In this section, we will present our economical model for the risk evaluation of
cryptography protocols. The specification used in our analysis is specified first,
after which the risk evaluation model based on Value at Risk is present.

3.1 Protocol Specification

The specifications used in our model is the same as what is specified in [3].
The popular Alice-and-Bob specification of cryptography protocol will be used
across the whole paper.

Definition 1. An Alice-and-Bob specification is a sequence of statements of the
form A — B : M where A and B are processes and M is a message.

Annotated Alice-and-Bob specification style, which is the basis of high level
protocol description languages such as CAPSL [9] and Casper [10], includes
message processing steps at both the protocol initiator and responder, as defined
below.

Definition 2. An annotated Alice-and-Bob specification is a sequence of state-
ments of the forom A — B :Ty,...,Tx || M || O1,...,0,

The sequence T, ...,T) represents the sequence of operations performed by
A in producing M, while the sequence Oq,..., O, represents the sequence of
operations performed by B in processing and verifying M. More closely study of
each line leads to the definition of event.

Definition 3. Let L =A — B :Ty,..., Ty || M || Oy,...,0y, be a line in an
annotated Alice-and-Bob specification. We say that X is an event occurring in
L if
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1. X is one of the T; or O;, or;
2. X is A sends M to B’ or 'B receives M from A’.

There are two kinds of events: normal events and verification events. Normal
events can occur at either sender or receiver, and have only one outcome: suc-
cess, while verification events occur only at the receiver, and can come out with
success or failure. To describe B’s intention to proceed with the protocol after
successfully verifying a message, an accept event is attached to the end of each
line. Section 4 gives an example of this specification.

3.2 Intruder Capability and Its Probability Distribution

Definition 4. We define an intruder action to be an event engaged in by an
intruder that affects messages received by legitimate participants in a protocol.
We define an intruder capability to be a set of actions available to an intruder,
partially ordered by set inclusion.

Examples of intruder capability would include such cases as an intruder who
could send messages but not read messages that were not addressed to it, an
intruder who can impersonalize as the other entities, an intruder who can gener-
ate valid time stamp for establishing communications, and an intruder who can
generate valid signatures of legitimate participants, and so forth.

Intruder capability characterizes the intruders’ ability to persuade one partic-
ipant of the protocol to consume resources participating in the protocol. Because
different kinds of intruders distribute with different probabilities, we are going to
introduce the definition of Intruder Capability Probability Distribution Function
which characterize the probability of intruders with different capabilities.

Definition 5. Let 6 be an Intrude Capability Probability Distribution
Function from the set of intruder capability to an probability value within [0, 1].

This function describes the probability distribution of intruders’ capability. We
take it for granted that the more powerful the capability is, the less possible
that intruders will own the capability. For example, if we can divide the intruder
capabilities into n different sets, and the probability of intruders who have ca-
pability IC; is p;, i.e., 0(IC;) = p;, P(intruder € ICS;) = p;, for i =1,...,n.
Assume that the n events of owning capability IC1, ..., IC, are all independent,
then the probability of intruders who have only capabilities of ICy, ..., IC} is
p1p2 - pr(l — prg1) ... (1 — pn). (where IC'S; denotes the set including all the
intruders that own capability 1C;)

Setting up the probability model of intruder capability is a crucial process
for our risk evaluation model. As attackers with different capabilities can cause
the victim to stop at different steps of the protocol and thus consuming different
levels of computation resource under DoS attacks, we will arrive at the definition
of the probability distribution of DoS loss after the cost set and the protocol
engagement cost is defined.
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3.3 Cost Set and Protocol Engagement Cost

In this subsection, we will study into the cost of participating in the cryptog-
raphy protocol which includes the cost of event execution, the cost of message
acceptance and the cost of protocol engagement.

Definition 6. A cost set C is a partially ordered set with partial order <
together with a function + from C x C to C' such that + is associative and
commutative, and x +y > maz(x,y), along with an zero element 0 such that
r=0+z=2+0, forall x in C.

An examples of cost set would be the set including all the positive integers with
0 as the zero element, and the common addition function as the 4+ function, and
partially ordered by ”less than” (<).

Definition 7. A function 6 from the set of events defined by an annotated Alice-
and-Bob specification to a cost set C which is 0 on the accept events is called an
event cost function.

Note that the cost of a verification event is expected to express the expense of
performing the verification, and the cost of sending a message is expected to
express the expense of preparing that message.

Definition 8. Let P be an annotated Alice-and-Bob protocol, let C be a cost set,
and let 6 be an event cost function defined on P and C. We define the message
acceptance cost function associated with 6 to be the function &' on events
following the receipt of a message as follows:

If the line A — B : O1,...,0f || M || V4,...,V,, appears in P, then for each
event V;:

8(Vi)=6(Va)+...+6(V;).

The message acceptance cost function specifies the cost of processing messages
up to reaching a failed verification event.

Meadows [2] [3] went on to introduce protocol engagement cost based on
event cost function and message acceptance cost function. But Meadows’ pro-
tocol engagement cost function is only defined on accept events. We extend the
definition of protocol engagement cost to include all the valid events occurring
at the defender of the protocol.

Definition 9. We define the protocol engagement cost function associated
with & to be the function A defined on all the events as follows:
For each event Vi, in line A— B :Oq,...,0, || M || Vi,...,V, :

1. If Vi, is not an accept event, then A(Vy,) is the sum of the costs of all
operations occurring at B desirably-preceding V,, plus the cost of Vp, (i.e.
2. If Vi, is an accept event and there are no lines B— X : O1,...,0}, | M" ||
Vi,..., V., then A(Vy,) is the sum of all the costs of all operations occurring

at B desirably-preceding Vi, ;
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3. If Vi, is an accept event and there is a line B — X : Of,...,0}, || M' ||
Vi,..., V., then A(V,y,) is the sum of the costs of all operations occurring at
B desirably-preceding V,,, plus the sum of the costs of the O (6(O7) + ...+
6(05,)).

Note as well the notion of desirably-precedes is the same as what is defined in [2].
This protocol engagement cost reflects one of the most common ways in which
Denial of Service attacks can proceed: to persuade a principal to waste resources
participating in a bogus instance of the protocol. The more capable the intruder
is, the more steps the victim will be persuaded to take engaged in the protocol.
As aresult, the protocol engagement cost represent the victim’s loss under Denial
of Service attacks.

3.4 DoS Loss Probability Distribution

Before defining the DoS Loss Probability Distribution, we give the definition of
fail point, which characterizes the fail model of the cryptography protocols. The
participant stops proceeding to participate in the protocol until it reaches a fail
point, where the verification event come out unsuccessfully.

Definition 10. A fail point P is a pair (L, E) denoting the place where the
protocol will fail in verification at event E in line L.

If the responder of the protocol fails in the verification of the first event in the
first message, we say it fails at point P(L1, E1); If the responder proceeds to
participate in the protocol until the last event in the last message, we say it fails
at the last accept event because the cost of accept event is zero (6(acceptevent) =
0). We will use P.E to denote the event in fail point P.

Definition 11. A function n defined from the set of intruder capabilities to the
set of fail points is called Intruder Fail Point Function.

Definition 12. The loss under Denial of Service attacks Lp,s is defined as the
sum of the costs of all operations occurring at the principal participating in the
protocol until it fails at point P(L, E).

If an intruder with capability IC; persuades the responder to participate in
the protocol until the responder fails at point P;(L, E), the intruder fail point
function n maps IC; to fail point P, i.e., n(IC;) = P;, and the DoS Loss of the
defender is A(n(IC;).E), i.e., Lpos = A(n(IC;).E).

Since we have all the definitions above, we arrive at the very point to figure
out the DoS Loss Probability Distribution as follows.

Definition 13. The DoS Loss Probability Distribution Function is de-
fined from the set of DoS Loss (Lpos) to a probability value within [0, 1].

Assume there are n different intruder capabilities IC;, ICy, ..., IC, with the
probability of 8(IC1),0(ICs),...,0(1C,,), respectively. Intruders with those n
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capabilities can persuade the legitimate entity to participate in the protocol
until failing at points n(ICy),n(IC3),...,n(IC},), respectively.
The DoS Loss Probability Distribution is computed as follows.

Pr(Lpes = loss) = Z {0(IC)|A(n(IC;).E) = loss} (1)

i=1,...,n

Since we have arrived at the probability distribution of DoS losses, we can
take Value at Risk as the method to evaluate the risk of Denial of Service in
cryptography protocols.

3.5 Risk Evaluation with VaR

Before giving the Value at Risk (VaR) definition of DoS risk in cryptography
protocols, we should recall the definition of VaR in financial language.

Definition 14. Using a probability of « percent and holding period of t days, an
entity’s Value at Risk is the loss that is expected to be exceeded with a probability
of only o percent during the next t-day holding period.

Mathematically, VaR is the a-quantile of the Probality& Loss(P&L) distrib-
ution, i.e., it satisfies the relation:

Pr(v(w) > VaR) = « (2)

where we assume that the P& L distribution is a continuous and strictly monotone
function, and both v(w) (the financial loss function) and VaR are the absolute value
of loss.

There are two key factors in the definition of VaR: the loss probability a: and the
time interval t. Typically values for the probability a are 1, 2.5, or 5 percent,
while common holding period are 1, 2, and 10 business days, or 1 month. The
choice of probability « is determined primarily by how the designer and/or
user of the risk management system wants to interpret the Value at Risk: is
an ”abnormal” loss one that occurs with a probability of «. That means the
probability of loss greater than VaR will be less than «. Because the risk of
financial markets highly correlates with the holding time, the time interval ¢
cannot be neglected. But when we are evaluating the risk of DoS attacks in
cryptography protocols, the holding time is not inevitable, for the vulnerabilities
in the cryptography protocols do not vary with respect to time.

Now that we have recalled the definition of VaR in financial language, we are
ready for the definition of Value at Risk for DoS vulnerabilities in the language
of cryptography protocols.

Because the loss under Denial of Service attacks in our model is discretely dis-
tributed, the definition of VaR should be modified to accommodate the discretely
distributed variables.

Definition 15. Using a probability of o, an entity’s Value at Risk is the mazx-
imum of the DoS loss value that is expected to be exceeded with a probability of
equal to or greater than o.
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Mathematically, VaR is the value satisfying the relation:
VaR = max L; s.t. Pr(Lpes > L;) > « (3)

where Ly, Lo, ..., L, are the n discretely distributed loss value with probability
W(Ll)a 7(L2)> s 7’)/(Ln)

Based on this definition of VaR in cryptography protocols, we give an algorithm
for the computation of VaR value as Alg.[Il In Alg.[Il we are to find a value ¢ that
the probability of DoS loss greater than L; is less than the predefined confidence
a. At the beginning, we sort L,..., L, so that L; < L; for every ¢ < j, and 7 is
assigned n (Line 1-2). Then P,, the sum of the probability of DoS loss greater
than L; is computed in Line 3-5. If P, is greater than «, the algorithm returns
L;. (Line 6-8), and otherwise i is decreased by 1 and the algorithm goes to Line
2.

Alg 1. VaR Computation
: SOI‘t(Li, LQ, e ,Ln)
1<E<=n
P. <0
for j=iton do
P <= Pr +~(L;)
if P, > « then
VaR = Ll
return
1<=1—1
: goto Line 2

[

Definition 16. For the same probability c, the less the VaR value computed in
our evaluation model is, the stronger the protocol is resistant to Denial of Service
attacks.

Because the VaR is the absolute value for the risk of the protocol under Denial of
Service attacks, the less the risk, the stronger the protocol is resistant to Denial
of Service attacks. As a result, Definition. [Ifl is self-evident.

We summarize the procedure of risk evaluation for cryptography protocol with
the proposed model as follows.

1. Use the annotated Alice-and-Bob specifications to describe the cryptography
protocol we want to analyze;

2. Chose a Cost Set C' and specify an event cost function § for each event in
the annotated Alice-and-Bob specifications;

3. Following the second step, go on to figure out the message acceptance func-
tion ¢’ and protocol engagement cost function A for each event occurring at
the defender.
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4. Analyze the intruders. Specify all the intruder capabilities that threat the
protocol and give the intruder capability probability distribution function 6,

5. For each intruder capability, determine the fail point where the intruders
with this capability will fail at participating the protocol, then we get the
intruder fail point function »;

6. Figure out the DoS Loss Probability Distribution Function from Equation[I}

Chose a probability value a, and take Alg. [l to figure out the Value at Risk;

8. Use the VaR to evaluate the protocol: compare with other protocols or tell
whether the system can survive under such risk.

=

Since we have defined the economical model for the risk evaluation of cryp-
tography protocols based on Value at Risk, we are ready to apply the model to
existing protocols to validate its applicability.

4 Applicability

In this section, we will show how we can apply the proposed economical model to
the CCITT X.509 [II] authentication protocol (three messages version) and its
enhanced version with client puzzle scheme to evaluate the risk of DoS attacks.

The CCITT X.509 authentication protocol can be annotated by the Alice-
and-Bob specifications as follows.

1. Ly : A — B : generatenoncey, encrypty, signy ||

Aa {Taa Naa B7 Xa, {Ya}Kb}Ka—l ”

checknamey, checksigy, checknoncey, checktimey, decrypty , accepty
2. Ly : B — A : generatenonces, encrypts, signs ||

B7 {Tb’ Nbv A> Naa Xba {YL}KQ}Kb—l ”

checknames, checksigs, checknonces, checktimes, decrypts, accepts
3. Ly: A— B :signs ||

AN} e |l

checknames, checksigs, checknonces, accepts

A revised version of CCITT X.509 authentication protocol proposed by Wei
et al. [I2] use the client puzzles to enhance its defense against DoS attacks. Note
that the puzzle is to find a solution so that the left k bits of hash(Sy || Sir ||
solution) are all zeros. The evaluation result indicates the effectiveness of this
enhancement against Denial of Service. This protocol is also described using the
annotated Alice-and-Bob specification as follows:

1. Ly : A — B : generateSy; ||
Sii |
storeS;,, accepty;

2. Ly : B — A: generateS;,, generatepuzzle ||
SiT> k ”

storeS;., accepts;
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3. Ly : A — B : solvepuzzle, encrypty, signy ||
Siz‘7 Sim solutz’on, A, {Sii7 Sim Ta, Z\fa7 B7 Xa, {Ya‘}Kb}K(:I ||
checksolution, checknamey, checksigy, checknoncey, checktimey, decrypty,
accepts
4. Ly : B — A :retrieve(Si;, Sir), encrypta, signs ||
Siiy Sirs By {Sii, Sirs T, No, A, No, X, {Yb}[(a}Kb—l I
checknames, checksigs, checknonces, checktimes, decrypts, accepty
5. Ls: A— B :signs ||
Siia Sira A> {Siia Sira Nb}[(a—l ||

checknames, checksigs, checknonces, accepts

The cost set C' is defined on all the positive integers including zero, where
operation + is the addition function, and < is the ’less than’ relationship.

We give an instance of event cost function §. The cost is evaluated by the
computation resource of doing the verifying computation. We have done some
evaluation of the benchmarks for some well known cryptography algorithms with
OpenSSL 0.9.8a [13] on Pentium M 1.6GHz, 512MB RAM, Linux 2.6.15-27-386,
which is listed in the Appendix. The evaluation results show that in software im-
plementation, and symmetric key algorithms are approximately 10 times slower
than the hash algorithms. It is the observation of [I4] that the asymmetric
key cryptography is approximately 100 times slower than the symmetric key
cryptography. So here we assume carrying out the simple verification event cost
such as checkname; checknonce; and generatepuzzle costs 1 unit of computa-
tion resource, and the algorithms containing hash computation cost 10 units of
computation resource such as checksolution, and the symmetric key algorithms
such as decrypt; and encrypt; cost 100 units of computation resource, and signa-
ture algorithm such as sign; and checksig; verifications which involve public key
computation cost 10000 units of computation resource. The event cost function
6 is summarized in Table. [l as below.

Table 1. Event Cost Function (6)

Event|checknonce:|checksig: |checkname: |decrypti encrypt, stgni
Cost 1 10000 1 100 100 10000
Event|checknonces|checksiga|checknamesz|decrypts encrypta Stgna
Cost 1 10000 1 100 100 10000
Event |checknonces|checksigs|checknames| signs |generatepuzzle|checksolution
Cost 1 10000 1 10000 1 10

From the event cost function, we can figure out the message acceptance cost
function ¢ and the protocol engagement cost function A. The details are ne-
glected here.

Following the risk evaluation procedure defined in the Section B3 we now
come to the tough job of analyzing the capability of intruders.
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As far as these two protocols are concerned, we can classify different intruders
into the following seven different intruder capabilities.

1. IC4: denoting the capability with which intruders are able to impersonalize
as a legitimate initiator of the protocol, e.g, getting a valid identity that
the responder is willing to communicate with. This is a trivial ability for
intruders, so we assign (IC}) = p; = 0.5;

2. IC5: denoting the capability with which intruders are able to forge a valid
signature of the corresponding entities; this is a much more powerful capa-
bility, so we assign a relatively small probability to it. (ICs) = pa = 0.1;

3. ICj5: denoting the capability with which intruders are able to forge a valid
nonce accepted by the protocol responder. §(IC3) = ps = 0.6;

4. ICy: denoting the capability with which intruders are able to synchronize a
valid time with the responder, and 8(ICy) = py = 0.2;

5. IC5: denoting the capability with which intruders are able to solve the puzzle
challenged by the responder. Because this capability is difficult to get, we
assign a small probability to it, i.e, 8(IC5) = ps = 0.05;

6. ICs: denoting the capability with which intruders are able to tamper with
the encrypted data in the first message ({Ya} g, ), and 6(1Cs) = ps = 0.1;

7. IC7: denoting the capability with which intruders are able to generate the
valid cookie for communication in the revised version of CCITT X.509 au-
thentication protocol, and 0(1C7) = p7 = 0.3;

For the original version of CCITT X.509 authentication protocol, the intrud-
ers with capability ICy but without capability IC5 will persuade the respon-
der to participate in the protocol until it fails at point (Lq,checksigr). The
intruders with capabilities 1C7, ICy but without IC3 will fail in verification
at point (Li,checknoncey). The intruders with capabilities ICy, IC5, IC3 but
without ICy will fail at point (L1, checktime;). The intruders with capabilities
I1C1,IC, ICs, IC, but without ICg will fail at point (L1, accepty). The intruders
with capabilities ICy, ICy, ICs, ICy, ICs will persuade the responder to finish all
the operations, and the corresponding DoS loss is A(accepts). With this, we can
arrive at the DoS Loss Probability Distribution Function.

Lemma 1. For the original version of CCITT X.509 authentication protocol,
for probability o = 0.03, the Value at Risk (VaR) under DoS attacks equals to
A(checktimey), which is 10003 units of computation resource.

Proof. Since we have got the DoS Loss Probability Distribution Pr(Lp,s), we
can arrive at VaR = A(checktime;) after carrying out Alg. [II

For the CCITT X.509 authentication protocol modified with client puzzles, our
analysis on the intruders is a bit different. The intruders with capability IC7 but
without capability ICs will fail at point (L1, accepty); The intruders with capa-
bilities IC7, IC5 but without capability 7C; will fail at point (Ls, checknamey);
The intruders with capabilities 1C7, IC5, IC7 but without capability ICy will
fail at point (Ls, checksigr); The intruders with capabilities 1C7, IC5, ICy, ICy
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but without IC5 will fail at point (Ls, checknonce;); The intruders with capabil-
ities IC7, IC5, ICy, I1Cy, IC5 but without ICy will fail at point (Ls, checktime);
The intruders with capabilities 1C7, IC5, I1C,IC5, IC3 and IC, but without
ICs will fail at point (Ls,decrypt:); The intruders with all the capabilities
1C7,1Cs,1C,1C5,1Cs, 1Cy, ICs will persuade the responder to finish all the
operations, and the corresponding DoS loss is A(accepts). This relationship in-
dicates the DoS Loss Probability Distribution Function of this protocol.

Lemma 2. For the CCITT X.509 authentication protocol modified with client
puzzles, for probability o = 0.03, the Value at Risk (VaR) under DoS attacks
equals to A(checknamey), which is 14 units of computation resource.

Proof. Since we have got the DoS Loss Probability Distribution Pr(Lp,s), we
can arrive at VaR = A(checknamey) after carrying out Alg. [Il

From Lemma. [[l and Lemma. 2, and Definition. [[f since the VaR of the revised
version of CCITT X.509 protocol is smaller than the original protocol, we can
arrive at Proposition. [Tl

Proposition 1. From Lemma.[d and Lemma.[3, the enhanced version of X.509
authentication protocol is more resistant to Denial of Service attacks than the
original one.

The evaluation result shows that more computation resource is exposed to DoS
attacks in the CCITT X.509 protocol than its modified version. The risk eval-
uation result is self-evident and easy to understand. For common users without
prerequisites of protocol analysis, they can get a comprehensive knowledge of
the security performance of the protocol they are using: compare the security
performance of different protocols that they are choosing from, and tell whether
their systems will survive DoS attacks under such risk. In this example for in-
stance, common customers get to know that the revised version of CCITT X.509
protocol is more robust than original one, and if more resource is prepared than
what the VaR indicates, the system is survivable and sustainable. For the pro-
tocol analysts and designers, they can know whether their designs have met the
security requirements as well as get clues to improve their jobs or test whether
their ideas of security promotion really make sense with respect to DoS resilience.
In this example for instance, protocol analysts and designers get to know that
the client puzzle scheme has effectively enhanced the protocol’s resilience to DoS
attacks.

5 Related Work

Hamdi and Boudriga [I5] gave a survey on the theory, challenges and counter-
measures of computer and network security management. They reviewed the
well-known risk management approaches and some shortcomings of the exist-
ing methodologies. They also set out common requirements that must be re-
spected by any risk management frameworks, among which cost estimation
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and attack modeling requirements are covered. As for DoS risk management,
a lot of researches fall into the category of measuring and quantifying DoS im-
pact [16] [I7] [18], which are dedicated to measuring the impact of DoS attacks.
On the DoS evaluation of cryptography protocols, a cost-based framework for
analyzing vulnerabilities to network DoS attacks in protocols was proposed by
Meadows first in [2] and then refined in [3]. Taking advantage of this evalua-
tion framework, the protocol designer specifies a tolerance relationship and tells
whether the protocol’s resilience to DoS is within its tolerance. The tolerance re-
lation matrix describes how much effort he or she believes it should be necessary
to expend against an attacker of given strength. Smith [I9] extended Meadows’
framework to analyze JFK, an Internet key agreement protocol. Those researches
have shed light on the evaluation of DoS vulnerabilities in protocols, however,
without a probability model, they have not stepped towards the notion of risk
evaluation. By characterizing the attackers with a probability model, this paper
specifies how to evaluate the risk of DoS vulnerabilities in protocols, which is
indicated by the Value at Risk (VaR), a widely accepted approach in financial
risk management. Although proposed in financial community, VaR is not a new
comer for computer scientists and engineers. Kleban and Clearwater did the first
job employing the idea of VaR to evaluate the risk of computer systems [7] [S],
however, little effort has been made for applying VaR to the risk evaluation
of cryptography protocols since then. Value at Risk has a solid mathematical
foundation and has achieved great success in financial risk evaluation. As a re-
sult, we adopt the idea of Value at Risk to evaluate the risk of DoS attacks in
cryptography protocols in this paper.

6 Conclusion

In this paper, we propose an economical model for the risk evaluation of DoS
vulnerabilities in cryptography protocols. Value at Risk (VaR) is defined and
utilized to do the job of risk evaluation. To our best knowledge, this is the first
work on the risk evaluation of DoS vulnerabilities in security protocols. The
applicability and effectiveness of the proposed model is validated by applying it
to analyze the CCITT X.509 authentication protocol and its modified version
with client puzzles. Evaluation result shows that the modified version of the
CCITT X.509 has enhanced the protocol’s resistance to DoS. With the help of
the model, common customer can get a comprehensive knowledge of the security
performance of the protocol without any prerequisites of protocol analysis, and
protocol analysts and designers can know whether their designs are effective and
get clues to improve their work as well.
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Appendix: Benchmarks for Cryptography Algorithms

We present our benchmarks for both hash function and symmetric key cryp-
tography algorithms in this appendix. This evaluation result shows in software
implementation, the symmetric algorithms are approximately 10 times slower
than the hash algorithms. The experiment is done on a PC with Pentium M
1.6GHz, 512MB RAM, Linux 2.6.15-27-386, and OpenSSL 0.9.8a, and the x-
axis represents the buffer size used by the algorithm, and the y-axis represents
the size of data processed by the algorithm in 1 second.
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Fig. 1. Benchmarks for Symmetric Key Cryptography Algorithms
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Abstract. Systems running commodity software are easily compromised with
malware, which may be used by attackers to extract personal information of the
users of the systems. This paper presents Vault — a system that uses a trusted
software component to prevent the exposure and abuse of sensitive user data in the
presence of malware. Users input and store their sensitive data only in the trusted
component, which is separated from the commodity system by a virtual machine
monitor. We define a protocol framework for the interactions required between
different system components in order to protect user secrets, even if the user is
running a commodity operating system with arbitrary (and possibly malicious)
software load, while introducing minimal changes to the user experience. Our
design takes advantage of the isolation guarantees and safe I/O multiplexing of
virtual machine technology to attain a high degree of security under a severe
threat model.

We demonstrate that our approach is practical by implementing prototypes
for two applications: (1) submission of long-term secrets, such as password and
credit card data, to a web server, and (2) SSH user authentication using
ssh-agent. In both cases we made minimal changes to existing software com-
ponents.

1 Introduction

The widespread use of personal computers running vulnerable commodity operating
systems (OSes) has put the personal data of millions of users at risk — data that is easily
exploited for identity theft or other fraudulent activities [17]. Attacks that harvest sen-
sitive data' from users’ computers take advantage of two crucial weaknesses in modern
commodity OSes: First, it is notoriously easy to introduce malicious software into a
commodity OS through viruses, worms, Trojan horses, and spyware. Second, once run-
ning locally, malicious software can easily obtain sensitive information through the use
of powerful APIs exposed by the OS, such as keystroke interception and disk I/O. Many

* Much of this work was done while the author was an intern at Palo Alto Research Center.
! In this paper, we use the phrases “sensitive data”, “secrets”, “sensitive information” and “per-
sonal data” interchangeably to refer to a broad class of data users would like to keep private

(such as passwords, credit card numbers, and cryptographic keys).
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