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Abstract. This chapter discusses a usability engineering approach for the design
and the evaluation of adaptive web-based systems, focusing on practical issues.
A list of methods will be presented, considering a user-centered approach. Af-
ter having introduced the peculiarities that characterize the evaluation of adaptive
web-based systems, the chapter describes the evaluation methodologies following
the temporal phases of evaluation, according to a user-centered approach. Three
phases are distinguished: requirement phase, preliminary evaluation phase, and
final evaluation phase. Moreover, every technique is classified according to a set
of parameters that highlight the practical exploitation of that technique. For every
phase, the appropriate techniques are described by giving practical examples of
their application in the adaptive web. A number of issues that arise when evalu-
ating an adaptive system are described, and potential solutions and workarounds
are sketched.

24.1 Introduction

Involving users in the design and evaluation of adaptive web-based systems has the
potential to considerably improve the systems’ effectiveness, efficiency and usability.
Many authors have emphasized the importance of empirical studies [32, 64, 65, 96,
154], as well as the lack of suitable examples reported in the literature. Like most sys-
tems, adaptive web-based systems [100] can benefit considerably from user involve-
ment in design and evaluation.

24.1.1 The User’s Perspective for System Design

Designing adaptive web-based systems is challenging from a usability perspective
[65, 73], because some of the inherent principles of these systems (e.g., automatically
tailoring the interface) might violate standard usability principles such as user control
and consistency (see Section 24.4.5).

Usability engineering is the systematic process of developing user interfaces that
are easy to use [109, 159]. A variety of methods have been proposed to ensure that
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the interface of the final product is efficient to use, easy to learn, and satisfying to
use. This includes heuristics and guidelines, expert reviews, and user-centered design
methods. The rational of user-centered design (UCD) is to place the user as opposed
to the software artifact, at the center of the design process [77]. Users are involved
in the development process in very early phases of the software development and in
fact throughout the complete development life-cycle. Involving users from the very
beginning can help to discover their ideas and expectations about the system (the so-
called mental model). Moreover, it can help to identify and analyze tasks, workflows
and goals, and in general to validate the developers’ assumptions about the users.

As usability engineering and user centered design methods focus on cognitive and
ergonomic factors (such as perception, memory, learning, problem-solving, etc.) they
seem particularly suitable for the design of user-adaptive systems. The anticipation and
the prevention of usability side effects should form an essential part of the iterative
design of user-adaptive systems [74]. Many of these methods are described through-
out this chapter. Before applying them though, we strongly encourage readers to still
consult a “practical” textbook on user needs analysis and evaluation, such as [36].

24.1.2 The User’s Perspective for System Evaluation

Evaluation is the systematic determination of merit, worth, and significance of some-
thing. In software development, evaluations are used to determine the quality and fea-
sibility of preliminary products such as mock-ups and prototypes as well as of the final
system. It also has the advantage of providing useful feedback for subsequent redesigns.

Adaptive systems adapt their behavior to the user and/or the user’s context. The
construction of a user model usually requires making many assumptions about users’
skills, knowledge, needs or preferences, as well as about their behavior and interaction
with the system. Empirical evaluation offers a way of testing these assumptions in the
real world or under more controlled conditions [154]. Evaluation results can offer valu-
able insights about the real behavior and preferences of users. They can demonstrate
that a certain adaptation technique actually works, i.e., that it is accurate, effective, and
efficient. Evaluation studies are an important means to convince users, customers or
investors of the usefulness and feasibility of a system. Finally, evaluations are impor-
tant for scientific advancement as they offer a way to compare different approaches and
techniques.

24.1.3 Formative Versus Summative Evaluation

Often evaluation is seen as the final mandatory stage of a project. While the focus of
many project proposals is on new theoretical considerations or some innovative features
of an adaptive system, a summative evaluation study is often planned in the end as
empirical validation of the results. However, when constructing a new adaptive system,
the whole development cycle should be covered by various evaluation studies, from
the gathering of requirements to the testing of the system under development (see Sec.
24.3.2).
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Formative evaluations are aimed at checking the first design choices before actual
implementation and getting the clues for revising the design in an iterative design-re-
design process.

From this perspective, evaluation can be considered as a generative method [43],
since it offers contributions during the design phase by providing the means of com-
bining design specification and evaluation into the same framework. Evaluation results
can offer insights about the real behavior and the preferences of users, and therefore
be adopted in the construction of the user models and system adaptation mechanisms.
Expert and real users are a strong source of information for the knowledge base of the
system and their real behavior offers insight for the intelligent behavior of the system.
Therefore, as will be demonstrated, in adaptive web systems, evaluation is important
not only to test usability and functionality, but also because testing methodologies can
be a knowledge source for the development of the adaptivity components (e.g., user
data acquisition, interface adaptations, inference mechanisms, etc).

The focus of this chapter is on practical issues for carrying out adaptive web-based
system evaluation under a usability engineering point of view, suggesting methods and
criteria to help researchers and students that are faced with evaluation problems. Since
evaluation is still a challenge, we have to promote appropriate testing methodologies
and publish empirical results that can be generalized, in order to check the effectiveness
of adaptive web systems and put them into practice.

The chapter presents a comprehensive overview of empirical and non-empirical
methods focusing on the peculiarities of the web. A detailed list of techniques will
be presented, derived from Human Computer Interaction (HCI). In the evaluation of
adaptive systems, especially in the final evaluation phase, metrics from information re-
trieval and information filtering systems are used (e.g., accuracy of recommendations,
accuracy of system predictions and/or system preferences, similarity of expert rating
and system prediction, inferred domain knowledge in the user model, etc) in order to
evaluate the effectiveness of content adaptations. As far as these methodologies are con-
cerned, relevant surveys are already available [19, 28, 55, 132], and Chapter 12 of this
book shows examples of recommender systems evaluation [29].

therefore the main focus of the chapter will be on those HCI methods which are used
in the iterative design-evaluation process. These are often disregarded in the adaptive
web, even if they can contribute to an improvement in the evaluation of adaptive web
systems.

When designing empirical studies on adaptive web-based systems a number of typ-
ical issues may arise. Section 24.4 provides an overview of these issues and suggests
possible solutions or workarounds.

24.2 The Proposed Approach to the Analysis of Evaluation
Techniques

In order to produce effective results, evaluation should occur throughout the entire de-
sign life cycle and provide feedback for design modifications [109, 159]. Early focus on
users and tasks, continual testing of different solution-prototypes, empirical measure-
ment, and integrated and iterative design can help to avoid expensive design mistakes.
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All the mentioned principles are also the key-factors of the user-centered design ap-
proach [114]: to involve users from the first design decisions of an interactive system
and to understand the user’s needs and address them in very specific ways. Gould and
Lewis [56] originally phrased this principle as follows:

— early focus on users and tasks;
— empirical measurements of product usage;
— iterative design in the production process.

A more direct engagement with final users can help to discover the context in which in-
teraction takes place. This is particularly important both when considering ethnographic
approaches (see Sec. 24.3.3) and when investigating the adaptation to the context in
adaptive web sites for portable devices.

Since we believe that the usability engineering methodologies and the user-centered
approach can become key factors for successful design and evaluation of adaptive web
systems, in this chapter the evaluation techniques will be listed according to the life-
cycle stage in which they can occur: requirement phase, preliminary evaluation phase,
and final evaluation phase.

24.2.1 Classification of Techniques

In order to give some practical suggestions, at the end of every technique we have
specified the following dimension: importance for the adaptive web. This is intended
to help the researcher in the choice of the right technique for a specific situation by
summarizing the way in which the method could be especially helpful for adaptive
web-based systems.

At the end of every section we have also added a table providing criteria which
should be helpful in choosing the most appropriate method to be applied in respect to
that particular temporal phase presented in the corresponding section. For these pur-
poses the table classifies the methods according to the following dimensions:

— Kind of factors, which highlights the factors the methods are most suited to generate
and evaluate.

— Applicability conditions, which underline if there are constraints or particular condi-
tions necessary to utilize methodologies.

— Pros and cons, which summarize advantages and disadvantages deriving from the
application of each method.

24.2.2 Data Collection Methods

Before presenting methods and techniques for evaluation, it is worth describing data
collection methods and how they interact together. Evaluation experts can choose be-
tween different methods and data collection tools depending on a number of circum-
stances (e.g., the type of evaluation techniques, the temporal phase, eventual constraints,
etc). It is possible, in connection with a particular evaluation technique, to use more than
one data collection method (e.g., users can be observed in a controlled experiment and
queried at the end by means of a questionnaire). The data collection methods will be
examined below.
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The Collection of User’s Opinion. The collection of user’s opinion, also known as
query technique, is a method that can be used to elicit details about the user’s point of
view of a system and it can be particularly useful for adaptive web systems in order to
collect ideas and details to produce adaptation.

Questionnaires. Questionnaires have pre-defined questions and a set of closed or open
answers. The styles of questions can be general, open-ended, scalar, multi-choice,
ranked. Questionnaires are less flexible than interviews, but can be administered more
easily (for details see [43]). Questionnaires can be used to collect information useful
to define the knowledge base of the system for user modeling or system adaptations
(especially in the requirement phase, see Section 24.3.1). For instance, questionnaires
and scenarios' have been used for creating a user modeling component [1].

Since a large number of responses to a questionnaire is required in order to gener-
alize results (which, otherwise, could be biased), existing surveys about the target pop-
ulation (e.g., psycho-graphic and lifestyle surveys, web-users researches, etc) can be
exploited for the knowledge base definition, to build stereotype-based user-modeling
systems (see for example [49] and [61]), or to inspire the adaptation strategies (see for
instance Chapter 16 of this book [57]). Questionnaires (and log files) can also be used
to evaluate the accuracy of system recommendations.

In adaptive web systems and their evaluation, questionnaires can further be ex-
ploited as:

— on-line questionnaires, to collect general users’ data and preferences in order to gen-
erate recommendations. For instance, they can be used to acquire a user interest pro-
file in collaborative [136] and feature-based recommender systems (see [126] and
Chapter 18 of this book [118]). At the beginning, the system can use the user’s rating
to generate recommendations. Then, the data collected through the questionnaires
(and web log files) can also be used to evaluate the accuracy of system recommenda-
tions by comparing the system assumptions with the real user choices [35, 102, 5].

— pre-test questionnaires, to establish the user’s background and place her within the
population of interest, and/or to use this information to find a possible correlation
after the test session (e.g., computer skilled users could perform better, etc). Pre-test
questionnaires can also be useful to gather data in order to classify the user before
the experimental session (for instance in a stereotype [5]).

— post-test questionnaires, to collect structured information after the experimental ses-
sion, or after having tried a system for a while. For instance, Matsuo [98] asked
the users questions about the system functionality using a 5-point Likert scale?, Al-
fonseca and Rodrguezi [2] asked questions concerning usability of their system, Bul
[26] used a post-test questionnaire about the potential utility of their system. Besides,
post-test questionnaires can be exploited to compare the assumption in the user model
to an external test [158].

1 A scenario is aimed at illustrating usage situations by showing step-by-step the possible user’s
actions and options. It can be represented by textual descriptions, images, videos and it can be
employed in different design phases

2 A Likert scale is a type of survey question where users are asked to evaluate the level at which
they agree or disagree with a given sentence
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— pre and post-test questionnaires, exploited together to collect changes due to real
or experimental user-system interaction. For instance, in adaptive web-learning sys-
tems, pre and post-test questionnaires can be exploited to register improvements in
the student’s knowledge after one or more interactions. Pre-test questionnaires can
also be used to group students on the basis of their ability [103], their knowledge
[138], their motivational factors and their learning strategies [70] and then to test
separately the results of the different groups (with post-test questionnaires), or to
propose to the different groups solutions adapted to their cognitive profile [60].

Interviews. Interviews are used to collect self-reported opinions and experiences, pref-
erences and behavioral motivations [43, 109]. Interviews are more flexible than ques-
tionnaires and they are well suited for exploratory studies (see for instance contextual
design, Section 24.3.1). Interviews can be structured, semi-structured, and unstructured.
Structured interviews have been exploited in combination with scenarios to identify
adaptivity requirements [157]. However, in this experiment, results were not satisfac-
tory to their purpose and they suggested alternative approaches to elicit requirements,
such as mock-up prototypes. Unstructured interviews are often used after a test session
to gather user’s opinion, such as the user’s satisfaction with the system [53].

User Observation Methods. This family of methods is based on direct or indirect
user’s observation. They can be carried out with or without predetermined tasks.

Think Aloud Protocols. Think aloud protocols are methods that make use of the user’s
thought throughout the experimental session, or simply while the user is performing a
task. In think aloud protocols the user is explicitly asked to think out loud when she is
performing a task in order to record her spontaneous reactions. The main disadvantage
of this method is that it disturbs performance measurements. See for example [121] who
have encouraged their users to think aloud while performing experimental tasks for the
evaluation of a user modeling system based on the theory of information scent. Another
possible protocol is constructive interaction, where more users work collaboratively
to solve problems at the interface.

User Observation. Observation is a data collection method wherein the user’s behavior
is observed during an experimental session or in her real environment when she inter-
acts with the system. In the former case, the user’s actions are usually quantitatively
analyzed and measurements are taken, while in the latter case the user’s performance is
typically studied from a qualitative * point of view. Moreover, as described in Chapter
17 of this book [84] about the evaluation of the GUIDE system, a user study can be
based at the same time on direct observation, audio recording and logging data.

3 “The choice between quantitative and qualitative methodologies depends on the point of view
of the evaluation: while quantitative research tries to explain the variance of the dependent
variable(s) generated through the manipulation of independent variable(s) (variable-based), in
qualitative research the object of the study becomes the individual subject (case-based). Qual-
itative researchers sustain that a subject cannot be reduced to a sum of variables and therefore
a deeper knowledge of a fewer group of subjects is more useful than an empirical experi-
ment with a representative sample. Even if the final goals of both approaches are similar (they
bothwant to come up with predictive theories to generalize over individual behaviours), they
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are carried out in a different way: while quantitative researchers try to explain the cause-effect
relationships between variables and make generalizations on the obtained results (extensive

approach), qualitative researchers want to comprehend the subjects under the study by inter-
preting their points of view and by analyzing the facts in depth (intensive approach) in order

to propose new general understanding of the reality.” [51]
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Log data have been used to run algorithm with real users data [10, 133], and for
simulations such as reproducing Web surfing [85], simulating e-mail usage [101], and
calculating the accuracy of the system’s predictions. Log file analysis can also sug-
gest the way to design system adaptation on the basis of the behavior of the users (see
also “Automatic usability testing and web usage mining” in Sec. 24.3.3). For instance,
Herder et al. [63] conducted a long-term client study to investigate the design implica-
tion for more personalized browser history support.

Logging Use. The logging use can be considered a kind of indirect observation and
consists in the analysis of log files that register all the actions of the users. The log
files analysis shows the real behavior of users and is one of the most reliable ways to
demonstrate the real effectiveness of user modeling and adaptive solutions [9, 25, 41,
87, 137].

24.3 Phases of Evaluation

The techniques described in this section can be categorized according to the phases of
the development cycle they are usually used in, i.e., the requirement phase, the prelim-
inary evaluation phase, and the final evaluation phase.

24.3.1 The Requirement Phase

The requirement phase is usually the first phase in the system design process. It can
be defined as a “process of finding out what a client (or a customer) requires from a
software system” [125]. During this phase it can be useful to gather data about typical
users (features, behavior, actions, needs, environment, etc), the application domain, the
system features and goals, etc.

In the case of adaptive web-based systems, the choice of relevant features to model
the user (such as goals and plans of the user, the social and physical environment, etc)
and consequently adapt the system, may be aided by prior knowledge of the real users
of the system, the context of use, and domain experts’ opinion. A deeper knowledge
of these factors can offer a broader view of the application goals and prevent serious
mistakes, especially in the case of innovative systems. As Benyon [17] has underlined,
adaptive systems should benefit more than other systems from the requirement analysis
before starting any kind of evaluation, because a higher number of features has to be
taken into account in the development of these systems. The recognition that an adaptive
capability may be desirable leads to a improved system analysis and design.

According to Benyon, five related and interdependent activities need to be consid-
ered in the requirement phase of an adaptive system:

— functional analysis, aimed at establishing the main functions of the system;

— data analysis, concerned with understanding and representing the meaning and struc-
ture of data in the application;

— task knowledge analysis, focused on the cognitive characteristics required by users
of the system such as the user’s mental model, cognitive loading, the search strategy
required, etc.;
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— user analysis, that determines the scope of the user population that the system is to
respond to. This is concerned with obtaining attributes of users that are relevant for
the application such as required intellectual capability, cognitive processing ability,
and similar. The target population will be analyzed and classified according to the
aspects of the application derived from the point mentioned above;

— environment analysis, that covers the environment within which the system is to op-
erate.

The above activities presented by Benyon directly correspond to the following stages
of the requirement analysis [125]. In the following we present techniques for gathering
requirements highlighting the specific contribution for adaptive web systems, according
to Benyon’s proposal.

Task Analysis. Task analysis methods are based on breaking down the tasks of po-
tential users into users’ actions and users’ cognitive processes [43]. In most cases, the
tasks to be analyzed are broken down into in sub-tasks (see for instance Hierarchical
Task Analysis (HTA), [40]). So far, there has been little experience in the application
of this method to adaptive web-based system, even if task analysis could be used to
deeply investigate users’ actions and plans in order to decide in advance in which phase
of the interaction the system could propose adaptations. For instance, if the task anal-
ysis shows that a goal can be reached faster by proposing some shortcut in the inter-
face, adaptation can be proposed at that point in order to anticipate the user’s plans.
Task analysis results can also be useful to avoid the well-known cold-start problem*
of knowledge-based systems by proposing default adaptations at the beginning of the
user-system interaction. For instance, if it is possible to identify different kinds of target
users of the website (e.g., students, teachers, administration staff, etc), task analysis can
investigate the main goals of these typical users (e.g., students want to check course
timetables and examination results, teachers want to insert course slides, etc), analyze
in depth the tasks to be performed, and proposed possible adaptations.

Importance for the adaptive web: useful for functional, data, and task knowledged anal-
ysis of Benyon’s classification.

Cognitive and Socio-technical Models. The understanding of the internal cognitive
process as a person performs a task, and the representation of knowledge that she needs
to do that, is the purpose of the cognitive task models [43, 125]. An example of goal-
oriented cognitive model is the GOMS model (Goals, Operators, Methods and Selec-
tion) that consists of descriptions of the methods (series of steps consisting of actions
performed by the users) needed to accomplish specific goals. For instance, cognitive
models have been applied in the development of a mixed-initiative framework [27], by
investigating the performance implications of customization decisions by means of a
simplified form of GOMS analysis.

Additional methods for requirements analysis also include socio-technical models,
which consider social and technical issues and recognize that technology is a part of a

4 Adaptive web-based systems can suffer from cold-start problem, when no initial information
about the user is available early on upon which to base adaptations.
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wider organizational environment [43]. For instance, the USTM/ CUSTOM [81] model
focuses on establishing stakeholder requirements’. Even if seldom applied in the adap-
tive web, both goal-oriented cognitive models and socio-technical models could offer
fruitful contributions during the design phase since they are strong generative models
[43]. They can help to make predictions respectively about the internal cognitive pro-
cesses and the social behaviors of users, and therefore be adopted in the construction of
the user model knowledge base and the corresponding system adaptations.

Importance for the adaptive web: useful for task knowledge and user analysis of
Benyon’s classification.

Contextual Design. Contextual design is usually organized as a semi-structured in-
terview (see Sec. 24.2.2) covering the interesting aspects of a system while users are
working in their natural work environment on their own work [18, 125]. Often the in-
terview is recorded in order to be elaborated on by both the interviewer and by the
interviewee °. Contextual design is a qualitative observational methodology that can
be applied in the adaptive web in order to gather social and environmental informa-
tion (such as structure and language used at work; individual and group actions and
intentions; the culture affecting the work; explicit and implicit aspects of the work, etc)
useful to inspire the design of system adaptations.

Contextual design has been used in Intelligent Tutoring Systems, for instance,
through the observations of the strategies employed by teachers [3]. Masthoff [97] has
also exploited contextual design together with a variant of Wizard of Oz studies.

Importance for the adaptive web: useful for user and environment analysis of Benyon’s
classification.

Focus Group. Focus group [58], [109] is an informal technique that can be used to
collect user opinions. It is structured as a discussion about specific topics moderated by
a trained group leader [58]. A typical focus group session includes from 8 to 12 target
users and lasts around for two hours.

Depending on the type of users involved (e.g., final users, domain experts, techni-
cians) focus groups can be exploited to gather functional requirements, data require-
ments, usability requirements, and environmental requirements to be considered in the
design of system adaptations. For instance, during the development of an adaptive web-
based system for the local public adminstration, mock-ups have been developed which
had been discussed and redesigned after several focus group sessions with experts and
final users involved in the project [52]. Focus groups can also be successfully used in
combination with other methods that simulate the interaction phases when the system is
not yet implemented. For instance, van Barneveld and van Setten [149] use focus groups
and creative brainstorming sessions to inspire a recommender systems user interface.

5 A stakeholder is here defined as anyone who is affected by the success or the failure of the
system (e.g., who uses the systems, who receive output from it or provide input, etc) [43].

5 The additional “testing” after-the-fact is also known as retrospective testing, and it is usually
conducted after a recorded user testing session. Retrospective testing consist in reviewing the
tape with the user to ask additional questions and get further clarification.
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Importance for the adaptive web: useful for functional, data, user and environment anal-
ysis of Benyon’s classification.

Systematic Observation. Systematic observation can be defined as a “particular ap-
proach to quantifying behavior. This approach is typically concerned with naturally
occurring behavior observed in a real context” [6]. The observation is conducted in two
phases: First, various forms of behavior, so-called behavioral codes are defined. Sec-
ondly, observers are asked to record whenever behavior corresponding to predefined
codes occurs. The data can be analysed in two ways: either in the form of non-sequential
analysis ( subjects are observed for the given time slots during different time intervals)
or as sequential analysis (subjects are observed for a given period of time).

In the adaptive web, systematic observation can be used during the requirement
phase to systematically analyze significant interactions in order to discover interac-
tion patterns, recurrent and typical behavior, the user’s plans (e.g., sequences of user
actions-interactions, distribution of user’s activities along the time, etc) that can be
modelled by the adaptation. For instance, in order to model teaching strategies in an
Intelligent Tutoring System, Rizzo et al. [128] recorded the interactions taking place
between the tutor and the student in a natural setting or computer-mediated interface.
Then the records were systematically analyzed to find teaching patterns useful to inspire
adaptation mechanisms.

Importance for the adaptive web: useful for task knowledge, user and environment anal-
ysis of Benyon’s classification.

24.3.2 Preliminary Evaluation Phase

The preliminary evaluation phase occurs during the system development. It is very im-
portant to carry out one or more evaluations during this phase to avoid expensive and
complex re-design of the system once it is finished. It can be based on predictive or
formative methods.

Predictive evaluations are aimed at making predictions, based on experts’ judge-
ment, about the performance of the interactive systems and preventing errors without
performing empirical evaluations with users. Formative evaluations are aimed at check-
ing the first design choices before actual implementation and getting the clues for re-
vising the design in an iterative design-re-design process.

Heuristic Evaluation. A heuristic is a general principle or a rule of thumb that can
guide a design decision or be used to critique existing decisions. Heuristic evaluation
[113] describes a method in which a small set of evaluators examine a user interface and
look for problems that violate some of the general principles of good interface design.
Unfortunately, in the adaptive web field a set of recognized and accepted guidelines
to follow is still missing. On the one side, this lack can be filled only by publishing
statistically significant results that can demonstrate, for instance, that one adaptation
strategy is better than another one in a given situation, or that some adaptation technique
should be carefully applied. For instance, Sears & Shneiderman [134] performed an
evaluation on menu choices sorted on the basis of their usage frequency. Their results
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reported that the users were disoriented by the menu choices sorted on usage frequency
because of the lack of order in the adapted menu. A preferable solution could be the
positioning of the most often used choices at the top of the list before all the other
ordered items (the so-called split menu). Therefore, researchers should be careful in
applying this technique. The key point is to carry out evaluations leading to significant
results that can be re-used in other research, and promote the development of standard
measures that would be able to reasonably evaluate the systems’ reliability. To this
purpose, Weibelzahl & Weber [156] promoted the development of an online database
for studies of empirical evaluations to assist researchers in the evaluation of adaptive
systems and to promote the construction of a corpus of guidelines.

On the other side, also general principles have to be considered. For instance,
Magoulas et al. [93] proposed an integration of heuristic evaluation in the evaluation
of adaptive learning environments. They modified the Nielsen’s heuristics [109] to re-
flect pedagogical consideration and then they collocated their heuristics into the level
of adaptation [93]. E.g., the Nielsen’s heuristic “Recognition rather than recall” is spec-
ified in “instructions and cues that the system provides for users to identify results of
adaptations easily”. As sketched in Section 24.3.3, Jameson [73] proposed five usabil-
ity challenges for adaptive interfaces to deal with usability problems that can arise with
these systems.

Importance for the adaptive web: making prediction about the usability and the ap-
plicability of interface adaptations.

Domain Expert Review. In the first implementation phases of an adaptive web site,
the presence of domain experts and human designers can be beneficial. For instance, a
domain expert can help defining the dimensions of the user model and domain-relevant
features. They can also contribute towards the evaluation of correctness of the inference
mechanism [5] and interface adaptations [54]. For instance, an adaptive web site that
suggests TV programs can benefit from audience TV experts working in TV advertising
that may illustrate habits, behaviors and preferences of homogeneous groups of TV
viewers. In this specific case a domain expert review can be beneficial in the requirement
phase.

For example, Chapter 1 outlines how experts can contribute to the development
of an uncertainty-based user model [23]. Experts can also be asked to pick up a set
of relevant documents for a certain query and their judgments are used to check the
correctness of system recommendations. For examples of evaluation of a recommender
system with the estimation of precision and recall returned to a human advisor proposal
see [92]. More metrics for evaluating recommender systems without users are listed in
Chapter 3 [105].

Expert review, as well as cognitive walkthrough, scenario-based design and pro-
totypes, can be used to evaluate parallel designs [109], which consist of exploring
different design alternatives before setting on a single proposal to be developed fur-
ther. Parallel design can very suitable for systems that have a user model since in this
way designers can propose different solutions (what to model) and different interac-
tion strategies (what the user can control) depending on the identified users. Parallel
design is a very useful approach since it lets one to explore adaptive solutions and
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simulate strategies with users before the system is implemented. Design rationale’ and
design space analysis® can also be helpful in context of exploring and reasoning among
different design alternatives. For details about design rationale see [90], while for de-
sign space analysis see [15]. Experts can be involved in coaching methods, which are
usability testing techniques wherein users are encouraged to ask questions to the ex-
pert/coach, who responds with appropriate instruction. Typical user questions help at
identifying usability problems.

Importance for the adaptive web: predicting the correctness of inference mechanisms
and usability of interface adaptations; simulations of design alternatives.

Cognitive Walkthrough. Cognitive walkthrough is an evaluation method wherein ex-
perts play the role of users in order to identify usability problems [124]. Similar to
heuristic evaluation, this predictive technique should benefit from a set of guidelines
for the adaptive web that should help evaluators to assess not only general HCI mis-
takes but also recognized errors in the design of adaptations.

Importance for the adaptive web: making prediction about the usability and the reli-
ability of interface adaptations that help the user to accomplish tasks.

Wizard of Oz Prototyping. Wizard of Oz prototyping [109, 125] is a form of pro-
totyping in which the user appears to be interacting with the software when, in fact,
the input is transmitted to the wizard (the experimenter) who is responding to user’s
actions. The user interacts with the emulated system without being aware of the trick.

Wizard of Oz prototyping can be applied in the evaluation of adaptive web systems,
for instance, when a real time user-system interaction has to be simulated in the early
implementation phases (e.g., speech recognition, interaction with animated agents, etc).
For example, a Wizard of Oz interface that enables the tutor to communicate with the
student in a computer-mediated environment has been used to model tutorial strategies
[128]. Maulsby, Greenberg & Mander [99] used Wizard of Oz to prototype an intel-
ligent agent, and Masthoff [97] applied a variant of Wizard of Oz under a contextual
design point of view, making users to take the role of the wizard: humans tend to be
good at adaptation, thus, observing them in the role of the wizard may help to design
the adaptation.

Importance for the adaptive web: simulation of a real time user-adapted interaction.

Prototyping. Prototypes are artifacts that simulate or animate some but not all features
of the intended system [43]. They can be divided in two main categories: static, paper-
based prototypes and interactive, software-based prototypes. Testing prototypes is very
common, however they should not be considered to be finished products. Prototypes

" Design rationale “is the information that explains why a computer systems is the way it is,
including its structural or architectural description and its functional or behavioral description”
[43].

8 Design space analysis is an “approach to design that encourages the designer to explore alter-
native design solution” [125]
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can also be: horizontal, when they contain a shallow layer of the whole surface of the
user interface; vertical, when they include a small number of deep paths through the
interface, but do not include any part of the remaining paths; scenario-based when
they fully implement some important tasks that cut through the functionality of the
prototype. For instance, Gena & Ardissono [52] evaluated an adaptive web prototype
in a controlled experiment with real users. The main aims of the test were to discover
whether the interface adaptations were visible and effective and whether the content
adaptations were consistent and helpful to the task completion. In Chapter 17 of this
book [84] is reported a prototype evaluation of the TellMaris system.

As described above for parallel design, scenario based prototypes can be helpful at
simulating adaptation strategies and design alternatives with real users and expert be-
fore the initial implementations.

Importance for the adaptive web: early evaluation of adaptation strategies; simulations
of adaptations strategies and design alternatives.

Card Sorting. Card sorting is a generative method for exploring how people group
items and it is particularly useful for defining web site structures [129]. It can be used
to discover the latent structure of an unsorted list of categories or ideas. The investiga-
tor writes each category on a small index card (e.g., the menu items of a web site), and
requests users to groups these cards into clusters (e.g., the main item of the navigational
structure). The clusters can be predefined (closed card sorting) or defined by the user
herself (open card sorting).

So far, there has been little experience of card sorting in adaptive web systems. Card
sorting could be carried out with different groups of representative users for the def-
inition of the information architecture of an adaptive web site. It can inspire different
information structures for different groups of users (e.g., how novice and experts see
the structure of the web site information space).

Importance for the adaptive web: definition of different information architectures for
different group of representative users.

Cooperative Evaluation. An additional methodology that can be carried out during
the preliminary evaluation phase is the cooperative evaluation [107], which includes
methods wherein the user is encouraged to act as a collaborator in the evaluation to
identify usability problems and their solutions. Even if seldom applied, cooperative
evaluation is a qualitative technique that could be applied in the evaluation of adaptive
web based systems to detect general problems (e.g., usability, reliability of adaptations,
etc) in early development phases and to explore the user’s point of view to collect de-
sign inspiration for the adaptive solutions.

Importance for the adaptive web: detection of general problems concerning adapta-
tions; design inspirations for adaptive solutions.
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Participative Evaluation. Another qualitative technique useful in the former evalua-
tion phases is the participative evaluation [109, 125] wherein final users are involved
with the design team and participate in design decisions. Participative evaluation is
strictly tied to participatory design techniques where users are involved in all the de-
sign phases [58, 59]. So far, this methodology is rather disregarded in the adaptive web,
however it could be applied to have users directly participating at the design of adapta-
tion strategies.

Importance for the adaptive web: gathering of heterogenous requirement data from real
users and domain experts; users and expert participating at the design of adaptation
strategies.

24.3.3 Final Evaluation Phase

The final evaluation phase occurs at the end of the system development and it is aimed
at evaluating the overall quality of a system with users performing real tasks.

Usability Testing. According to the ISO definition ISO 9241-11:1998 usability is “the
extent to which a product can be used by specified users, to achieve specified goals, with
effectiveness, efficiency and satisfaction, in a specified context of use” [68] . Based
on this definition, the usability of a web site could be measured by how easily and
effectively a specific user can browse the web site, to carry out a fixed set of tasks, in a
defined set of environments [31].

The core of usability testing [109], [130], [44] is to make the users use the web site
and record what happens. In this way it is possible to evaluate the response of a real
user rather than to propose interfaces as designed by the designers. In particular, the
usability test has four necessary features:

participants represent real users;

participants do real tasks;

— users’ performances are observed and sometimes recorded (see Sec. 24.2.2);

users’ opinions are collected by means of interviews or questionnaires (see Sec.
24.2.2).

According to [110] a usability test with 4-5 representative users will discover 80%
of major usability problems of a web site, while 10 users will discover up to 90% of
problems.

One or more usability tests on an adaptive web site should always be performed.
The usability of adaptive interfaces has been widely discussed, this will be reported in
Section 24.4. Due to inherent problems tied to adaptive interfaces and to the importance
of usability in the web, the usability of an adaptive web site should always be tested by
taking into account both interface adaptations and general interface solutions. Some ex-
amples of usability testing in the adaptive web can be found in [2, 16, 131, 133], while
for details on testing procedures see [44, 109, 130].

Jameson [74] pointed out that the anticipation and the prevention of usability side ef-
fects should form an essential part of the iterative design of user-adaptive systems.
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Jameson [73] proposed five usability challenges for adaptive interfaces: (1) predictabil-
ity and transparency, (2) controllability, (3) unobtrusiveness, (4) privacy, and (5) breadth
of experience. He tried to match usability goals and typical adaptive systems proper-
ties to deal with usability problems which these systems can suffer. Transparency and
controllability, nevertheless, could imply involving the user in the personalization pro-
cess and/or adding some adaptability into the system. But sometimes users have dif-
ficulty understanding and controlling personalization. For an evaluation of problems
with transparency and control of adaptive web systems see [72], [38]. However, there
are also examples of learning systems that show systems that expose the user model to
the student enhance learning [78],[104]. It is important to notice that usability tests of
adaptive web sites can only be applied to evaluate general usability problems at the in-
terface. If one would test the usability of one adaptation technique compared to another
one, a controlled experiment should be carried out.

Importance for the adaptive web: usability of the overall web site and of interface adap-
tations.

Automatic Usability Testing and Web Usage Mining. In recent years, interest in auto-
matic tools able to support the evaluation process has been increasing. The methods
for usability evaluation of Web sites has been classified into two types of approaches
[117]: methods based on empirical evaluation, where user’s logs data generated by a
web server are analyzed, and methods based on analytical evaluation, where various
combinations of criteria, guidelines and models are automatically applied.

In the former ones, the analysis of real usage data is considered to be a solution to
discover real user-system interaction. For instance, Web usage analysis [106, 139, 120]
is a long process of learning to see a website from the perspective of its users. By
analyzing Web server log data usage patterns could be discovered (e.g., pages occur-
ring frequently together and in the same order). This may be a signal that many users
navigate differently than originally anticipated when the site was designed. The usage
mining process can involve the discovery of association rules, sequential patterns, page
view clusters, user clusters, or any other pattern discovery methods. After having col-
lected web log data and reached some evidence (confirmed by statistical analysis), the
re-design of the interface may be accomplished in two ways [119]:

— by transformation, improving the site structure based on interactions with all visitors.
— by customization, adapting the site presentation to the needs of each individual visitor
based on information about those individuals.

Between these two alternatives, a third solution could be adopted: personalizing a site
according to a different cluster of users’ behavior (for instance occasional, regular,
novice, expert user, etc) emerged from the data mining process. Finally, to help the
analysis of this large amount of data, logs of user interactions can be analyzed through
graphical tools that visualize the paths followed by the users during the site visit [37].
Analytical methods comprehend automatic tools such as Bobby®, that verifies the

application of accessibility guidelines; WebSat!'?, that evaluates usability by analyzing

9 http://www.cast.org/bobby
10 http://www.research.att.com/conf/hfweb/ proceedings/scholtz/index.html
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the HTML code through the application of usability guidelines; or Design Advisor!!,
which is based on eye-tracking techniques.

Between analytical and empirical methods are mixed approaches that combine the
analysis of browsers logs with usability guidelines and models of user’s actions. See for
example [117].

Importance for the adaptive web: usability of the overall web site and of interface adap-
tations; inspiration for the adaptive behavior of the web site.

Accessibility. According to the ISO definition ISO/TS 16071:2003 accessibility is “the
usability of a product, service, environment or facility by people with the widest range
of capabilities” [69]. This definition strictly correlates accessibility to usability, with
the difference that an accessible web site must be usable for every one, also for people
with disabilities. There are a variety of tools and approaches for evaluating Web site
accessibility. For more details see [150].

Adaptive web sites, which by definition pay more attention to users’ needs, should
respect accessibility guidelines. Moreover, they could adapt to the specific users with
disabilities taking into account their specific problems, since impaired users need their
specific requirement. For example, in the AVANTI project, the system adapted the con-
tent and the presentation of web pages to each individual user, also taking into ac-
count elderly and disabled users [47]. Stephanidis [141] highlighted the potential adap-
tive techniques have to facilitate both accessibility and high quality interaction, for the
broadest possible end-user population.

Importance for the adaptive web: proposing adaptive solutions for different groups of
disabled users to increase the accessibility of the web site.

Controlled Experiments. Controlled experiments [79, 80] are one of the most relevant
evaluation techniques for the development of the adaptive web, and their impact in user-
adapted systems has been largely discussed [32, 51]. Indeed, they are often performed in
the evaluation of adaptive systems (mostly for the evaluation of interface adaptations),
but sometimes experiments are not properly designed and thus they do not produce sig-
nificant results to be taken into account. As will be discussed in Section 24.4 significant
results are necessary for the growth of the adaptive web, because they can be extended
to provide generalizations and guidelines for future works, therefore it is important to
correctly carry out every design step and evaluate results with the required statistics.

The general idea underlying a controlled experiment is that by changing one element
(the independent variable) in a controlled environment its effects on user’s behavior can
be measured (on the dependent variable). The aim of a controlled experiment is to em-
pirically support a hypothesis and to verify cause-effect relationships by controlling the
experimental variables. Therefore, as described in [73], controlled experiments can be
used to evaluate the accuracy of modeling (content layer: e.g. are the system recom-
mendations correct?) and the usability of the adaptive system (interface layer: e.g. do
the interface adaptations enhance the quality of the interaction?). The most important
criteria to follow in every experiment are:

Y http://www.tri.sbc.com/hfweb/faraday/faraday.htm
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— participants have to be credible: they have to be real users of the application under
evaluation;

experimental tasks have to be credible: users have to perform tasks usually performed
when they are using the application;

participants have to be observed during the experiment (see Sec. 24.2.2) and their
performance recorded;

finally, users’ opinions are collected by means of interviews or questionnaires (see
Sec. 24.2.2).

Empirical evaluation takes place in a laboratory environment. Well equipped laboratory
may contain sophisticated audio/video recording facilities, two-way mirrors, and instru-
mented computers. On the one hand, the lack of context, and the unnatural condition
creates an artificial situation, far from the place where the real action takes place. On
the other hand, there are some situations where the laboratory observation is the only
option, for instance if the location is dangerous and sometimes the experimenters may
want to deliberately manipulate the context in order to create unexplored situations [Dix
et al. 1998]. The schematic process of a controlled experiment can be summarized in
the following steps [80], while a more detailed discussion on problems that can arise
will be presented in Sec. 24.4.

Develop research hypothesis. In statistics, usually two hypotheses are considered: the
null hypothesis and the alternative hypothesis. The null hypothesis foresees no depen-
dencies between independent and dependent variables and therefore no relationships in
the population of interest (e.g., the adaptivity does not cause any effect on user per-
formance). On the contrary, the alternative hypothesis states a dependency between
independent and dependent variables: the manipulation of the independent variable(s)
causes effects on the dependent variable(s) (e.g., the adaptivity causes some effects on
user performance).

Identify the experimental variables. The hypothesis can be verified by manipulating
and measuring variables in a controlled situation. In a controlled experiment two kinds
of variables can be identified: independent variable(s) (e.g., the presence of adaptive
behavior in a web site) and dependent variable(s) (e.g., the task completion time, the
number of errors, proportion/qualities of tasks achieved, interaction patterns, learning
time/rate, user satisfaction, number of clicks, back button usage, home page visit, cog-
nitive load measured through blood pressure, pupil dilatation, eye-tracking, number of
fixations and fixation times, etc). See [75] for an example of how these variables are
measured and analyzed during an evaluation of an adaptive web-based system; [13],
[34] for eye-tracking in user modeling systems, and [67] for an experimental method-
ology to evaluate cognitive load in adaptive information filtering.

It is important to notice that it could also be interesting to analyze the correlation
between variables that are characteristics naturally occurring in the subject. Statistical
correlation (for more details see [79]) tells whether there is a relationship between two
variables. In this kind of experiments, namely correlational studies, both variables are
measured because there are no true independent variables. For example [66] an empiri-
cal study of adaptive help system for web-based applications correlated the ACT-value
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of procedural knowledge with subjective and objective measures of performance. For
other examples of correlational studies see [95].

Select the Subjects. The goal of sampling is to collect data from a representative sample
drawn from a larger population to make inferences about that population. A common
problem of most evaluations in adaptive systems is that often the sample is too narrow to
produce significant results. Rules of thumb for the sampling strategies are: i) the num-
ber of subjects has to be representative of the target population, ii) they should fit the
statistics applied in data analysis, iii) they should fit subjects and resources availability.

Select the Experimental Methods and Conduct the Experiment. The selection of an
experimental method consists primarily of collecting the data using a particular exper-
imental design. The simplest design for an experiment is the single factor design in
which one independent variable is manipulated (e.g., is the adaptive version more suc-
cessful or the one without adaptations?). When two or more independent variables are
manipulated the design is called factorial design (e.g., testing the adaptivity and the
scrutability of an adaptive web site). Then, subjects are assigned to different treatment
conditions. In the simplest procedure, the between-subjects design, an experimental
group of subjects is assigned to the treatment (e.g., adaptivity), while another group of
subjects, the control group, is assigned to the condition consisting of absence of a spe-
cific experimental treatment. For example in [91], six users conducted dialogs with the
adaptive version of system, and six other users conducted dialogs with the non-adaptive
one; while Farzan & Brusilovsky [46] have evaluated a course recommendation system
by preparing two different version of the system: one with social navigation support
(experimental group) and the other one without (control group).

There may be more than two groups, depending on the number of independent vari-
ables and the number of levels each variable can assume.

At the other extreme is the within-subjects design in which each subject is assigned
to all treatment conditions (e.g., subjects completing tasks using both the application
with adaptations and the one without). For instance, in the evaluation of a learning
system that adapts the interface to the user’s cognitive style, the same subjects used the
system under three different treatment conditions [147]. Kumar [86] proposed a within-
subject approach categorizing student-concepts as control and test groups instead of the
student themselves. In between are designs in which the subjects are serving in some but
not all the treatment conditions (partial, or mixed, within-subjects factorial design).
For example, in [50] the subjects were split into two groups and every group completed
the tasks with and without system adaptations (the tasks completed without adaptations
by one group were completed with adaptations by the other one, and vice versa).

In an ideal experiment only the independent variable should vary from condition to
condition. In reality, other factors are found to vary along with the treatment differences.
These unwanted factors are called confounding variables (or nuisance variables) and
they usually pose serious problems if they influence the behavior under study since it
becomes hard to distinguish between the effects of the manipulated variable and the
effects due to confounding variables. As indicated by [32], one way to control the po-
tential source of confounding variables is holding them constant, so that they have the
same influence on each of the treatment conditions (for instance, the testing environ-
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ment, the location of the experiment, the instructions given to the participants may be
controlled by holding them physically constant). Unfortunately, not all the potential
variables can be handled in this way (for instance, reading speed, intelligence, etc).
For these nuisance variables, their effect can be neutralized by randomly assigning
subjects to the different treatment conditions.

Data Analysis and Conclusion. In controlled experiments, data are usually analyzed
by means of descriptive and inferential statistics. Descriptive statistics, such as mean,
variance, standard deviation, are designed to describe or summarize a set of data. In
order to report significant results and make inference about the population of inter-
est, the descriptive statistics are not sufficient, but some inferential statistic measure is
required. Indeed, inferential statistics are used to evaluate the statistical hypotheses.
These statistics are designed to make inferences about larger populations. The choice
of the right statistics to be used depends on the kind of collected data and the questions
to be answered.

Parametric statistics are exploited when data are normally distributed. Example of para-
metric tests are: ANOVA (ANalysis Of VAriance) calculated by means of F-test or t-
test, and linear (or non-linear) regression factor analysis. For instances of the use of F
test in adaptive systems see [20, 108], while for examples of t-test see [46, 94, 131].
The non-parametric statistics make no assumptions about the distribution of the scores
making up a treatment condition. Examples of non-parametric tests are Wilcoxon rank-
sum test, rank-sum version of ANOVA, Spearman’s rank correlation, Mann-Whitney
Test. For examples about the use of non-parametric measures in adaptive systems see
[25,42,72].

While the above statistics can be applied when the dependent variables to measure are
continuous (they can take values as, for instance, time or number of errors, etc), the Chi
square test (x?) instead is the common measure used to evaluate the significant values
assumed by categorical data. For example of use of Chi square tests in adaptive systems
see [25, 87, 121].

Sensitivity measures should also be calculated. In this context, sensitivity refers to the
ability to detect any effects that may exist in the treatments population. The sensitivity
of an experiment is given by the effect size and the power. The effect size or treatment
magnitude (w?) measures the strength, or the magnitude, of the treatment effects in the
experiment. The power of an experiment is the ability to recognize treatment effects.
The power can be used for estimating the sample size. Designing the experiments to
have a high power rating not only ensures greater repeatability of results, but it makes
it more likely to find the desired effects. For an example of sensitivity measures applied
to analyze the evaluation results of an adaptive web site see [52], while for details on
the importance of sensitivity measures in adaptive and user modeling systems see [32].

Ethnography. Sustainers of qualitative approaches affirm that laboratory conditions
are not real world conditions and that only observing users in natural settings can detect
the real behavior of the users. From this perspective, a subject cannot be reduced to a
sum of variables and therefore a deeper knowledge of a fewer group of subjects is more
useful than an empirical experiment with a representative sample. Qualitative methods
of research often make use of ethnographic investigations, also known as participant-
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observation'?,

Preece et al. [125] classify the ethnographic investigations under the umbrella term “in-
terpretative evaluation”. The interpretative evaluation can be best summed up as “spend-
ing time with users” and it is based on the assumption that small factors that go behind
the visible behavior greatly influence outcomes. According to [125], the interpretative
evaluation comes in these flavors:

contextual inquiry (see Sec. 24.3.1);
cooperative evaluation (see Sec. 24.3.2);
— participative evaluation (see Sec. 24.3.2);
ethnography.

While the first three techniques have been already described, since they should be used
in former evaluation phases, ethnography can be better performed in the final evaluation
phase.

Ethnography is a qualitative observational technique that is well established in the
field of sociology and anthropology. It involves immersing the researcher in the ev-
eryday activities of an organization or in the society for a prolonged period of time.
Ethnography provides the kind of information that is impossible to gather from the lab-
oratory, since it is concerned with collecting data about real work circumstances. The
ethnographic approach in HCI acknowledges the importance of learning more about the
way technology is used in real situations [107].

Qualitative methods are seldom applied in the evaluation of adaptive web-based
systems. However, statistical analyses are sometimes false, misleading, and too narrow,
while insights and qualitative studies do not suffer from these problems as they strictly
rely on the users’ observed behavior and reactions [111]. Qualitative methods, such as
ethnography, could bring fruitful results, especially in order to discover new phenomena
(e.g., by observing the users interacting with a web site in their context, new solutions
on how to adapt the site can emerge). In fact, qualitative researchers want to compre-
hend the subjects under study by interpreting their points of view and by analyzing the
facts in depth (intensive approach) in order to propose new general understanding of
the reality.

Importance for the adaptive web: collection of data in real situations; exploratory stud-
ies; discovering new phenomena.

The Grounded Theory. The Grounded Theory is “a theory derived from data, system-
atically gathered and analyzed through the research process. In this method, data col-
lection, analysis and eventual theory stand in close relationship to one another. The
researcher does not begin a project with a preconceived theory in mind (...). Rather, the
researcher begins with an area of study and allows the theory to emerge from the data”
[142]. The collected data may be qualitative, quantitative, or a combination of both
types, since an interplay between qualitative and quantitative methods is advocated.

2 In social sciences, and in particular in field-study research, participant-observation is a quali-
tative method of research that requires direct involvement of the researcher with the object of
the study. For more details see [140].



C. Gena and S. Weibelzahl

746

Furunsuod

awn oAnd3[qns 9q Aew SINSAI - wasAs/adA10101d SOLIOAY) MU ISA0ISIP O} ‘UOIBN[BAD
oanelodxa pue darsuoyardwoo +  dandepe-1osn uruunt y sanemuenb pue aanejjenb sulquod o, K100} PapUNOID)
JAIsuadxs pue Furunsuod dw -
uonenIs [eal e Wo)SAS
UI WOJSAS AU} )M JOBIOUI S19sn +  dandepe-19sn Juiuunl y uonBMIS JI0M [B31 Ul BJBP JO UONII[0D) Aydei3ouyyg
uonenms qef [eroynte Aqissod -
$3[NSAT JUBDIUSIS waysAs/adKy0jo01d uonen[eAd
SoAIS paugisop A1odoxd uoym +  aandepe-1osn Juruuni suoneydepe (Ju2IUOD pue) AIBJIAU] reruswdxy
Pa1s9} waysAs/adKy0301d uoneneAd
9q 01 sAemJe sey A)J1qIssaode +  2andepe-1osn Juruunt v K)111q1S$909€ U0 UOHBULIOJU] K11q1S$900Y
Fuyjowos

op Aot Aym/Iururyy aIe sosn
o} JeYM INOQE UONBULIOJUL OU —
OAISILI)QOUN WIDISAS
93 Jo o3esn [Ba1 JO SULIOAOISIP +

eyep 0] Jo sisAJeue
oy} 10J 9IBM)JOS WI)SAS
sandepe-19sn Suluuns y

suzoyed [BIOIABYSQ PUE SUON)OE Iosn
Jo saouanbas jo unoaoosip ‘uoneidepe
90eJI0)UI JO AJI[IqESN JO UONI)P OBWOINY

Surur oFesn
gom pue 3unsa)
Aj[iqesn onewony

JUQIOIINS J0U
Inq ‘A1essooau sI 359} AJjiqesn
:J0AE[ JUUOD OY) JO UONBN[BAD

osye anmnbai swdisAs oandepe -
JoBqPI9J Josn 2A1nd3[qns pue

soInseaw douewIoj1od 0A109[qo +

waysAs/adKy0301d
aAndepe-1osn Suruuni y

uoneydepe 00eJI9UI JO AJIJIqES)

1591 AJI[Iqesn)

aseyd
UoneN[eAd [euLj

Su0d pue soxq suonIpuod Apqednddy

$10)9€,] Jo pury

oseyd uonen[eAs [eur] ‘f dqe],



24 Usability Engineering for the Adaptive Web 747

See Cena, Gena & Modeo [30] for an application of the Grounded Theory methodology
with heterogeneous sources of data (both qualitative and quantitative) in an empirical
evaluation aimed at choosing a better way to communicate recommendations to the
users in the interface for mobile devices. For the development of a cooperative student
model in a multimedia application, Grounded Theory has been applied to understand
the many and complex interactions between learners, tutors and learning environment
by integrating the range of qualitative and quantitative results collected during the sev-
eral experimental sessions [8].

Importance for the adaptive web: combined analysis of qualitative and quantitative data;
exploratory studies; discovering of new phenomena that can inspire adaptation.

24.4 Key Issues in the Evaluation of Adaptive Systems

Choosing appropriate methods for the evaluation of adaptive web-based systems is cru-
cial. However, when conducting an evaluation study on an adaptive system, a number
of issues might arise that are specific for this kind of system. The purpose of this section
is to review these issues in order to raise the awareness for the potential problems and to
sketch possible counter measures where available. A more in depth discussion of these
issues can be found in [154].

24.4.1 Allocation of Resources

Resources required for evaluation studies are frequently underestimated. Set-up, data
collection and analysis require a high amount of personnel, organizational and some-
times even financial resources [96]. In some cases, small-scale experiments (i.e., assess-
ing every participant for a short time) are not feasible, when adaptation does not happen
on the spot, but takes time. The system needs to gather some information about the user
before it actually adapts.

However, there are several ways to either reduce the required resources or to assure
the allocation of resources in advance. First of all, as described throughout this chapter,
it might be useful to spread the evaluation across the whole development cycle. The
summative evaluation would then be only a final validation of previous findings under
real world conditions. Experience with empirical research has shown that it is a good
idea to plan several small experiments or studies rather than a single large one, because
this strategy provides more flexibility and limits the risk of flawed experimental designs.
Nevertheless, a project proposal should not underestimate the required resources.

Second, several aspects of the evaluation may also be covered by expert assessment
rather than user studies. Several of the methods described in this chapter, for instance,
cognitive walkthrough (Section 24.3.1) and heuristic evaluation (Section 24.3.2) have
been shown to be an effective and efficient way to detect many frequent usability prob-
lems with limited resources. There also exist heuristics for the evaluation of adaptivity
[93]. However, it should be pointed out that expert evaluations run the risk of being
biased if they are conducted by researchers who evaluate their own system.
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Third, simulated users might be considered for testing the inference mechanism
[71]. If the system is able to distinguish between groups among these simulated users it
can at least be assumed to work in the expected way. However, to improve the ecological
validity of this kind of study the users should be based on real empirical data.

In the area of information retrieval testing the adaptive system in terms of accuracy,
precision and recall with open data sets is a common research method (e.g., [135]).
Obviously, simulated users require less resources than real user studies, because the
data can be reused in further improvement cycles and even in the evaluation of other
systems. Moreover, the simulation strategy can guarantee that all possible combinations
of user characteristics are covered. Therefore, simulated users can be seen as a variant
of test cases. However, there are also limitations: simulated users can be used to test
the inferences of an adaptive system, but both the user assessment and the effect of the
adaptation on the user are excluded. However, if the sample is not based on empirical
data, it might deviate from real users in essential aspects. For instance it might contain
characteristics or combinations of characteristics that are impossible or that do not exist
in the user group.

Finally, cognitive models have been proposed for the evaluation of adaptive sys-
tems [96]. A cognitive model is basically a computer program that implements process-
oriented specifications of some of the main modules and mechanisms underlying human
cognition and social activity [127]. Such a model may interact with an adaptive system
and demonstrate important characteristics, e.g., cognitive effort or completion time. The
main advantage of this approach is that it facilitates prediction of cognitive processes
with variants of the target system without unwanted side effects such as learning, fatigue
or reaction. However, adapting a cognitive model to a specific task and environment of-
ten requires a lot of effort and expertise even if it is based on an existing cognitive
architecture (i.e., a framework for implementing cognitive models).

The last two types of studies (using simulated users and cognitive models) can be
categorized as in silico experiments [146], a term that has been coined in biology in or-
der to describe experimental settings that are executed in a virtual environment based on
computer models (e.g., [161]). Though there are several threats to the validity of in sil-
ico experiments, they are a powerful and cost-effective strategy if used in combination
with in vivo (real life) and in vitro (laboratory) experiments.

24.4.2 Specification of Control Conditions

Another problem, that is inherent in the evaluation of adaptive systems, occurs when
the control conditions of experimental settings are defined. In many studies the adap-
tive system is compared to a non-adaptive version of the system with the adaptation
mechanism switched off [24]. However, adaptation is often an essential feature of these
systems and switching the adaptivity off might result in an absurd or useless system
[64, 65]. In some systems, in particular if they are based on machine learning algo-
rithms [82, 122, 123], it might even be impossible to switch off the adaptivity.

A preferred strategy might be to compare a set of different adaptation decisions (as
far as applicable). Based on the same inferred user characteristics the system can be
adapted in different ways. For instance, an adaptive learning system that adapts to the
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current knowledge of the learner might use a variety of adaptation strategies, includ-
ing link annotation, link hiding, or curriculum sequencing. Comparing these variants in
terms of relevant criteria sketches a much more complete picture of the adaptation im-
pact than just comparing the standard system with a non-adaptive version. The variants
might also include combinations of existing adaptation decisions. However, the variants
should be as similar as possible in terms of functionality and layout (often referred to
as ceteris paribus, all things being equal) in order to be able to trace back the effects
to the adaptivity itself. Also matching the context of an experimental setting with real
environments seems to be crucial in order to achieve sufficient external validity. Using
the example of a recommender system evaluation, Missier & Ricci [39] suggested that
it will be necessary to reproduce the real decision environment, i.e., the real system
should be tested, with no changes in databases, interface, algorithms, and parameters.
Even if this might be a difficult task for some types of adaptation decisions that have an
impact on the interaction structure, the interpretability of the results relies a great deal
upon these aspects.

24.4.3 Sampling

A proper experimental design requires not only to specify control conditions but also to
select adequate samples. On the one hand the sample should be very heterogeneous in
order to maximize the effects of the system’s adaptivity: the more differences between
users, the higher the chances that the system is able to detect these differences and react
accordingly. On the other hand, from a statistical point of view, the sample should be
very homogeneous in order to minimize the secondary variance and to emphasize the
variance of the treatment. It has been reported frequently that too a high variance is a
cause of the lack of significance in evaluation studies [21, 96, 104]. For instance, learn-
ers in online courses usually differ widely in reading times which might corrupt further
comparisons in terms of time savings due to adaptive features. A common strategy to
reduce this secondary (undesired) variance is to homogenize or parallelize the sample as
much as possible. However, this strategy might be in conflict with the first requirement
of sample heterogeneity. The ideal sample would differ widely in terms of the assessed
user characteristics but would be homogeneous in terms of all other factors.

A second common strategy to reduce undesired variance is using repeated measure-
ment. The main advantages of this kind of experimental design include: less participants
are required, and statistical analysis is based on differences between treatments rather
than between groups that are assigned to different treatments. However, this strategy is
often not adequate for the evaluation of adaptive systems, because of order effects. If
people get used to the first version of the system they might have problems to interact
with the second version, because they have built up expectations (a mental model) about
the system that are inadequate for the second version. Balancing the order of treatments
might alleviate this problem, but the danger of biased results due to unexpected and
undesired interactions between the treatments will remain. A third strategy is to control
for variables that might have an impact on the results and to include these variables in
the analysis. This strategy, sometimes referred to as dicing, might help to explain re-
sults that are diluted by the mean values. E.g., the adaptation decision might be correct
for one subgroup, but it has a negative effect for the other subgroup. While the mean
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value would indicate that there is no effect at all, the detailed analysis demonstrates the
strengths and weaknesses of the system. Moreover, there are obviously other criteria
that have to be considered when selecting the sample in general. In order to generalize
the results the sample should either be representative for the target group or at least
not differ from the target group in terms of factors that are known to affect the results
(e.g., expertise or motivation). Therefore, samples for evaluation studies with adaptive
systems need to be selected carefully.

24.4.4 Definition of Criteria

Current evaluation studies use a broad range of different criteria [153]. The diversity of
these criteria inhibits a comparison of different modeling approaches.

The criteria usually taken in consideration for evaluation (e.g., task completion time,
number of errors, number of viewed pages) sometimes do not fit the aims of the sys-
tem. For instance, during an evaluation of a recommender system the relevance of the
information provided is more important than the time spent to find it. Another good ex-
ample is reported by a preliminary study on evaluation of an in-vehicle adaptive system
[89]. The results showed that adaptivity is beneficial for routine tasks, while perfor-
mance of infrequent tasks is impaired. Furthermore, lots of applications are designed
for long-time interaction and therefore it is hard to correctly evaluate them in a short
and controlled test.

A precise specification of the modeling goals is required in the first place, as this is
a prerequisite for the definition of the criteria. The criteria might be derived from the
abstract system goals for instance by using the Goal-Question-Metric method (GQM)
[148], which systematically defines metrics for a set of quality dimensions in products,
processes, and resources. Tobar [144] presented a framework that supports the selection
of criteria by separating design perspectives.

Many adaptive web-based systems are concerned with some kind of navigation sup-
port. Adaptivity might reduce the complexity of the navigation behavior [75, 155]. Ac-
cordingly, accepted graph complexity measures might be used for analyzing the users’
behavior. However, as argued by Herder [62], the browsing activity is expected to pro-
duce more complex navigation than goal-directed interaction. Therefore, the metrics for
the evaluation of user navigation should take into account both the site structure and the
kind of user’s tasks since, depending on these factors, a reduction in the complexity of
the interaction is not necessarily caused by the adaptive behavior of the system. How-
ever, as claimed by Krug [83], “It doesn’t matter how many times I have to click, as long
as each click is a mindless, unambigous choice”. Therefore, if the web site proposes
some kind of adaptation, the adaptive solutions could help the user to disambiguate her
choices, reducing the feeling of “being lost in the hyperspace”.

Future research should aim at establishing a set of commonly accepted criteria and
assessment methods that can be used independently of the actual user model and in-
ference mechanism in order to explore the strength and weaknesses of the different
modeling approaches across populations, domains, and context factors. While current
evaluation studies usually yield a single data point in the problem space, common cri-
teria would allow integration of the results of different studies for a broader picture.
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So-called utility-based evaluation [62] shows how such a comparison across systems
could be achieved.

24.4.5 Violation of Accepted Usability Principles

While we argue that the evaluation of adaptive systems must not be seen as being a
mere usability testing problem, usability is certainly an important issue. However, sev-
eral discussions have arisen about the usability of adaptive interfaces [65]. As already
sketched in Section 24.3.3 Jameson [73] proposes five usability challenges for adaptive
interfaces. These challenges complicate matters for the evaluation of adaptive systems
even more, because usability goals and adaptivity goals need to be considered concur-
rently. For instance, lack of transparency and control can become a threat to the usability
of an adaptive system [72, 38]. However, under certain conditions it is possible to match
usability and adaptivity goals [74].

24.4.6 Asking for Adaptivity Effects

In many studies the users estimate the effect of adaptivity (e.g., [12]) or rate their satis-
faction with the system (e.g., [7, 45, 48] after a certain amount of interaction. However,
from a psychological point of view these assessment methods might be inadequate in
some situations. Users might have no anchor of what good or bad interaction means for
the given task if they do not have any experience with the ‘usual’ non-adaptive way.
They might not even have noticed the adaptivity at all, because adaptive action often
flows (or should flow) in the subjective expected way rather than in the static prede-
fined way (i.e., rather than prescribing a certain order of tasks or steps, an adaptive
system should do what the user wants to do). Therefore, users might notice and report
only those events when the system failed to meet their expectations.

On the other hand, qualitative user feedback can be of high value, in particular in
early stages of the development. Therefore, surveys and interviews should definitely be
considered when planning the assessment, but in order to avoid interpretation problems
they should be accompanied by objective measures such as performance, and number of
navigation steps. It is highly recommended to at least informally debrief and converse
with participants if possible after the trial both from a ethical point of view in order to
detect problems such as design.

24.4.7 Separation of Concerns: Layered Evaluation

Comparing an adaptive version with the non-adaptive version in terms of their effective-
ness and efficiency might not be a fair test (see Section 24.4.2). Moreover, this design
does not provide insights into why the system is better or not.

When designing evaluation studies, it is fundamental to distinguish the different
adaptation constituents, and sometimes it might be necessary to evaluate them sepa-
rately from the beginning. So-called layered approaches [22, 76] have been proposed
in the literature to separately evaluate the identified adaptation components (layers) of
adaptive systems. The cited approaches identify, at least, two layers: the content layer,



752 C. Gena and S. Weibelzahl

and the interface layer. This idea comes from Totterdell and Boyle [145], who first
phrased the principle of layered evaluation, “Two types of assessment were made of the
user model: an assessment of the accuracy of the model’s inferences about user diffi-
culties; and an assessment of the effectiveness of the changes made at the interface”.
More recent approaches [116, 152, 153] identified several adaptation components and
therefore more corresponding evaluation layers, and [115] also proposed specific eval-
uation techniques to be adopted in every layer. We can see that layered evaluation is
one of the peculiarities that characterize the evaluation of adaptive systems, as well as
the presence of several typical users of the system, to which the system adapts itself.
Therefore, groups of significant users should be separately observed across the layers,
and the evaluation could underline that adaptive solutions are useful for some users and
for others they are not.

24.4.8 Reporting the Results

Even a perfect experimental design will be worthless if the results are not reported in a
proper way. In particular statistical data require special care, as the findings might not
be interpretable for other researchers if relevant information is skipped. This problem
obviously occurs in other disciplines and research areas dealing with empirical findings.
Therefore, there are many guidelines and standard procedures for reporting empirical
data as suggested or even required by some journals (e.g., [3, 14, 88, 160]. In the special
case of adaptive systems, several other things should be reported. First, the inference
mechanism should be described in detail, or the reader should at least be referred to
a detailed description. Second, the user model should be described in terms of the di-
mensions or characteristics that are modeled. If applicable the report should contain the
theoretically possible values or states of the model as well as the empirically identi-
fied states. This is important to characterize both the sample (cf. Section 24.4.3) and
the potential impact of the treatment. For instance, if the adaptivity is responsive to
user characteristics that occur only once in a while, the impact on the total interaction
will be limited. Third, besides statistical standard identifiers (i.e., sample size, means,
significance level, confidence interval) the effect size [33] of the treatment is of inter-
est, because it estimates the adaptivity effect in comparison to the total variance and
is therefore an indicator of the utility. It enables practitioners to estimate the expected
impact of a new technique or approach and facilitates meta-analyses.

24.5 Conclusions

This chapter has presented a review of methods and techniques for design and evalu-
ation of adaptive web-based systems under a usability engineering perspective. Even
though improvement has been registered in a number of evaluation studies in the recent
years [51], the evaluation of adaptive web systems needs to reach a more rigorous level
in terms of subject sampling, statistical analysis, correctness in procedures, experiment
settings, etc. Evaluation studies should benefit from the application of qualitative meth-
ods of research and from a rigorous and complete application of user-centered design
approach in every development phase of these systems.
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To conclude, we advocate the importance of evaluation in every design phase of an
adaptive web-based system and at different layers of analysis. Significant testing results
can lead to more appropriate and successful systems and the user’s point of view can be
a very inspiring source of information for adaptation strategies. From our point of view,
both quantitative and qualitative methodologies of research can offer fruitful contribu-
tions and their correct application has to be carried out by the researchers working in
this area in every design phase. Finally, since evaluation in adaptive systems is still in a
exploratory phase, new approaches are strongly called for and these can include com-
bining together different techniques, exploring new metrics to assess adaptivity, and
adapting the evaluation technique to the adaptive systems features.
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