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Preface

In the first few years after its inception, the Web was the same for everyone. Web
sites presented the same information and the same links to all visitors, regardless
of their goals and prior knowledge. A query to a Web search engine or catalog
produced the same result for all users, irrespective of their underlying interests
and information needs.

With the growth of the available information on the Web, the diversity of its
users and the complexity of Web applications, researchers started to question
this “one-size-fits-all” approach. Does it make sense for a Web course to present
the same learning material to students with widely differing subject knowledge?
Do news sites serve clients well when they suggest the very same hot news items
to people with different interests? Is it appropriate for health information sites
to present identical information to readers with different health problems and
different educational backgrounds?

To address these deficits, researchers started developing adaptive Web sys-
tems that tailored their appearance and behavior to each individual user or
user group. Adaptive systems were designed for different usage contexts and
explored different kinds of personalization. For instance, adaptive search sys-
tems promoted items in result lists that they deemed more relevant to the user’s
interests and needs than others. Adaptive hypermedia systems tailored page con-
tent to the respective user and pushed recommended links to the fore. Adaptive
filtering and recommendation systems, finally, complemented search and brows-
ing based information access by actively recommending items that seem most
relevant to users’ interests and might otherwise be missed due to information
overload. To support these kinds of personalization, adaptive systems collected
data about their users by implicitly observing their interaction and explicitly
requesting direct input from them, and they built user models (aka “profiles”)
that enabled them to cater to users’ different characteristics.

Year after year, the growing demands on personalization as well as the success
of early adaptive Web systems resulted in progressively more advanced systems.
Web personalization has grown into a large research field that attracts scientists
from different communities such as hypertext, user modeling, machine learning,
natural language generation, information retrieval, intelligent tutoring systems,
cognitive science, and Web-based education.

Meanwhile, the field of the adaptive Web has reached a certain level of ma-
turity. Adaptive Web systems demonstrated their value in several application
areas. A wide range of techniques for user modeling and personalization were
developed and evaluated in numerous research projects. The volume of knowl-
edge and experience collected in the field gradually turns the adaptive Web from
an area of pure research into an engineering discipline where new adaptive sys-
tems can be quickly developed by combining known techniques and ideas. The
maturity of the field is demonstrated by a number of review papers focusing on
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various Web personalization topics, many conference tutorials, and first college
courses targeting the new generation of Web practitioners. Yet, there was no
book to date that would provide a systematic overview of the ideas and tech-
niques of the adaptive Web and serve as a central source of information for
researchers, practitioners, and students. The present volume intends to fill that
gap through a comprehensive and carefully planned collection of chapters that
map out the most important areas of the adaptive Web, each solicited from the
experts and leaders in the field.

To serve the diversity of potential readers, the editors solicited three kinds
of chapters. The largest part of the book focuses on personalization techniques
and is split into two sections. The first section from Chaps. 1 to 5 discusses
the modeling side of personalization, while the second section (Chaps. 6 – 14)
focuses on adaptation. Each chapter in these two sections provides a compre-
hensive review of a specific set of techniques or a specific class of adaptive Web
systems. Together, these techniques and system types form the “tool chest” of
the adaptive Web that every researcher or practitioner in the field should know.
The technique-focused part is complemented by four domain-oriented chapters
in the third section of the book (Chaps. 15 – 18). These chapters present a holis-
tic view of personalization from the prospect of four different application areas.
Finally, the last section is devoted to recently emerging topics. The ideas and
techniques presented in these last six chapters are not yet widespread and are
not considered to be part of the “tool chest.” Yet the editors believe that the
issues covered therein are moving rapidly into the focus of the adaptive Web
community and have to be included as a glimpse into a not-so-distant future.

The editors would like to thank all authors for the work they put into writ-
ing and rewriting their chapters in several revision cycles. We are grateful to
Bettina Berendt, Andreas Dieberger, Jörg Diederich, Daqing He, Judith Mast-
hoff, Filippo Menczer, Martin Svensson and Kalina Yacef who served as external
reviewers. We appreciate the input from graduate students who “test rode” chap-
ters of the book in classes by Alfred Kobsa at the Università di Roma Tre and
by Peter Brusilovsky at the University of Pittsburgh. Finally we would also like
to thank Philipp Kärger who helped assemble the individual chapters into a
coherent book.

March 2007 Peter Brusilovsky
Alfred Kobsa

Wolfgang Nejdl
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User Models for Adaptive Hypermedia 
and Adaptive Educational Systems 

Peter Brusilovsky1 and Eva Millán2 

1School of Information Sciences  
University of Pittsburgh, Pittsburgh PA 15260, USA 

2 ETSI Informática 
University of Malaga 

peterb@pitt.edu, eva@lcc.uma.es 

Abstract.  One distinctive feature of any adaptive system is the user model that 
represents essential information about each user. This chapter complements 
other chapters of this book in reviewing user models and user modeling 
approaches applied in adaptive Web systems. The presentation is structured 
along three dimensions: what is being modeled, how it is modeled, and how the 
models are maintained. After a broad overview of the nature of the information 
presented in these various user models, the chapter focuses on two groups of 
approaches to user model representation and maintenance: the overlay approach 
to user model representation and the uncertainty-based approach to user 
modeling. 

1.1  Introduction 

Adaptive hypermedia and other adaptive Web systems (AWS) belong to the class of 
user-adaptive software systems [174]. One distinctive feature of an adaptive system is 
a user model. The user model is a representation of information about an individual 
user that is essential for an adaptive system to provide the adaptation effect, i.e., to 
behave differently for different users. For example, when the user searches for 
relevant information, the system can adaptively select and prioritize the most 
relevant items (see Chapter 6 of this book [125]). When the user navigates from one 
item to another, the system can manipulate the links (e.g., hide, sort, annotate) to 
provide adaptive navigation support (see Chapter 8 of this book [21]). When the 
user reaches a particular page, the system can present the content adaptively (see 
Chapter 13 of this book [28]). To create and maintain an up-to-date user model, an 
adaptive system collects data for the user model from various sources that may 
include implicitly observing user interaction and explicitly requesting direct input 
from the user. This process is known as user modeling. User modeling and 
adaptation are two sides of the same coin. The amount and the nature of the 
information represented in the user model depend to a large extent on the kind of 
adaptation effect that the system has to deliver. 
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As mentioned in the introduction, Chapters 1 to 5 of this book are focused mostly 
on the modeling side of personalization, while the remaining chapters focus mostly on 
the adaptation side. Chapters 1 and 2 are specifically devoted to user models and user 
modeling. Beyond this, user modeling issues are discussed at different levels of detail 
in several other chapters. This chapter attempts to complement the remaining chapters 
in two ways. First, it provides an overview (a “big picture”) of the user modeling side 
referring readers when necessary to additional information in chapters within this 
book. Second, it attempts to complement other chapters by presenting aspects that are 
either not covered in other chapters or covered insufficiently. 

To envision the big picture, this chapter follows Sleeman [175] who suggested 
classifying user models by the nature and form of information contained in the model 
as well as the methods of working with it. Following his suggestions, we analyze user 
models along three layers: what is being modeled (nature), how this information is 
represented (structure) and how different kinds of models are maintained (user 
modeling approaches). In this book, the overview of user modeling along the first 
layer, the nature of the represented information, is provided in section 1.2 of this 
chapter. This section serves as a basis for understanding the user modeling problem as 
a whole (Fig. 1.1).  

 

Knowledge
Goals  Traits  Background

Nature of 
Information Interests  

Context

Structure and 
Representation 

Construction and 
Maintenance 

Ch. 1

Ch. 1

Ch. 1Ch. 2 

Ch. 2 Ch. 3
Ch. 
17 

Ch. 
10,
11 

 
Fig. 1.1. Three layers for the analysis of user modeling approaches and their coverage in different 
chapters of this book. Horizontal dimension represents user features reflected in the models.  

The review of the structure and the representation of information in user models (the 
second layer) is split between this chapter and Chapter 2 [72]. Together these chapters 
provide a detailed overview of the two most important and most elaborate types of 
user models, which were originally developed in the fields of information retrieval 
[107] and intelligent tutoring systems [158]. Information retrieval and filtering 
systems attempt to find documents that are most relevant to user interests and then to 
order them by perceived relevance. The user model that typically powers this kind of 
systems is known historically as a user profile and represents the user’s interests in 
terms of keywords or concepts. Intelligent tutoring systems (ITS), strive to select 
educational activities and deliver individual feedback that is most relevant to the 
user’s level of knowledge. The user model in ITS is known as a student model and 
represents mostly the user’s knowledge of the subject in relation to expert-level 
domain knowledge. In this book, section 2.3 in Chapter 2 reviews three main types of 
user profiles for representing user interests, while section 1.3 (in this chapter) reviews 
the dominant overlay approach for modeling user knowledge.  
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Finally, the process of construction and maintenance of user models (the third 
layer) is discussed in several chapters. The lion’s share of this presentation is 
provided in Chapters 1 and 2 - the main user modeling chapters. These chapters 
follow their foci on knowledge and interest modeling respectively: section 1.4 of 
Chapter 1 focuses on Bayesian Networks, the most important approach to knowledge 
modeling, while section 2.4 of Chapter 2 reviews major interest-modeling approaches. 
This presentation is complemented by several other chapters, which focus on specific 
user modeling approaches. Chapter 3 [135] reviews Data Mining approach to user 
profile constructions. Chapters 9 and 10 [152; 172] review content-based and 
collaborative user profiling as used for recommendation. Chapter 17 [109] elaborates 
on context modeling for mobile applications. 

The design of this chapter is the result of a compromise between two goals: to 
provide core content that is determined by the chapter’s share in presenting the “big 
picture” of user modeling while making it useful and meaningful on its own. To achieve 
the second goal, the chapter was focused on user modeling for Adaptive Hypermedia 
(AH) and Adaptive Educational Systems (AES). AH and AES are two groups of Web-
based systems that extensively employ the user knowledge models covered by the core 
of this chapter. To better justify this title, the knowledge modeling core of sections 1.3 
and 1.4 of this chapter were extended to cover overlay modeling and Bayesian user 
modeling, which goes “beyond knowledge”. The nature of this chapter caused a 
different balance between the breadth and depth of coverage for the different sections. 
Section 1.2 attempts to provide a broad coverage while providing relatively few details 
about specific user models or modeling approaches. It is intended as a good overview of 
the topic that will be useful for anyone interested in adaptive Web systems. In contrast, 
sections 1.3 and 1.4 provide more details at the price of a broader coverage. While 
focusing mainly on the modeling of user knowledge, they also introduce approaches to 
the modeling of other kinds of information about the user. 

1.2  What Is Being Modeled 

According to the nature of the information that is being modeled in adaptive Web 
systems, we can distinguish models that represent features of the user as an individual 
from models that represent the current context of the user’s work. The former are 
important to all adaptive Web systems while the latter are mostly the concern of 
mobile and ubiquitous adaptive systems, where context is essential. This section 
focuses on the five most popular and useful features found when viewing the user as 
an individual: the user’s knowledge, interests, goals, background, and individual 
traits. We also discuss modeling the context of a user’s work. At the end of this 
section we discuss stereotype-based user modeling that is an alternative to the more 
popular feature-based modeling. 

1.2.1  Knowledge 

The user's knowledge of the subject being taught or the domain represented in 
hyperspace appears to be the most important user feature, for existing AES and AHS. 
In AES, the knowledge is frequently the only user feature being modeled. In AHS, it 
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is used by the majority of systems for both adaptive navigation support and adaptive 
presentation. The user's knowledge is a changeable feature. The user’s knowledge can 
both increase (learning) or decrease (forgetting) from session to session and even 
within the same session. This means that an adaptive system relying on user 
knowledge has to recognize the changes in the user's knowledge state and update the 
user model accordingly. 

The simplest form of a user knowledge model is the scalar model, which estimates 
the level of user domain knowledge by a single value on some scale – quantitative 
(for example, a number ranging from 0 to 5) or qualitative (for example, good, 
average, poor, none). Scalar models, especially qualitative, are quite similar to 
stereotype models. The difference is that scalar knowledge models focus exclusively 
on user knowledge and are typically produced by user self-evaluation or objective 
testing, not by a stereotype-based modeling mechanism. Despite their simplicity, 
scalar models can be used effectively to support simple adaptation techniques in AHS. 
A number of AHS’s use scalar knowledge models to support adaptive presentation. 
These systems divide their users into two or three classes according to their  
knowledge level of the subject (i.e., expert, intermediate, and novice) and serve 
different versions of the whole page content [63] or page fragments [8; 14; 16] to 
users with different levels of knowledge.  

A good example of adaptive presentation based on a scalar model is the MetaDoc 
system [14], MetaDoc represents user knowledge of UNIX (which was the domain of 
the system) as a qualitative scalar value (novice - beginner - intermediate – expert. 
The scalar model was used to generate an original adaptation based on stretchtext. 
Stretchtext is a special kind of hypertext where clicking on an anchor (hotword) 
simply “expands” it by inserting a fragment of content after or instead of the anchor. 
Another click collapses the expanded content back to the original hotword (a similar 
approach is used by the well-known Windows Explorer). Each page in MetaDoc is a 
stretchtext, which may contain many expandable hotwords. The idea of adaptive 
stretchtext presentation in MetaDoc is to present a requested page with all stretchtext 
fragments not relevant to the user being collapsed and all fragments relevant to the 
user being expanded. To achieve this result, an author must first classify expandable 
text fragments as either an additional explanation or a low-level detail. The user of 
MetaDoc with an expert level of knowledge of a concept will be presented with 
additional explanations hidden (collapsed) and low-level details expanded. On the 
other hand, the user with a beginner’s level of knowledge will receive expanded 
additional explanations in all cases. After its presentation, a stretchtext page can be 
further adapted by the user who is free to expand and collapse text fragments. The 
study of MetaDoc demonstrated that this simple technology based on a scalar model 
can increase the speed and quality of user comprehension of the content [14]. More 
information about stretchtext and other adaptive presentation techniques can be found 
in Chapter 13 of this book [28]. 

The shortcoming of the scalar model is its low precision. User knowledge of any 
reasonably-sized domain can be quite different for different parts of the domain. For 
example, in word processing, a user may be an expert in using text annotation, but a 
novice in formula editing [66]. A scalar model effectively averages the user 
knowledge of the domain. For any advanced adaptation technique that has to take into 
account some aspect of user knowledge, the scalar model is not sufficient. For the 
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above reason, AES’s that focus on advancing user knowledge and many AHS’s use 
various kinds of structural models. The structural models assume that the body of 
domain knowledge can be divided into certain independent fragments. These models 
attempt to represent user knowledge of different fragments independently. By the 
nature of represented knowledge, structural models can be independently classified 
along two different sub-dimensions, according to:  

• the type of represented knowledge (declarative vs. procedural), and 
• a comparison of the user’s knowledge—represented in the model—to an expert’s 

level of knowledge of the subject, referred to as domain model, expert model, or 
“ideal student” model. 

The most popular form of a structural knowledge model is an overlay model. The 
purpose of the overlay model is to represent an individual user's knowledge as a 
subset of the domain model, which reflects the expert-level knowledge of the subject. 
For each fragment of domain knowledge, an overlay model stores some estimation of 
the user’s knowledge level of this fragment. The pure overlay model, developed in the 
field of ITS over 30 years ago [194], assigns a Boolean value, yes or no, to each 
fragment, indicating whether the user knows or does not know this fragment. In this 
case, user knowledge is represented at each instant of time as an exact subset or 
“overlay” of expert knowledge. In its modern form, an overlay model represents the 
degree to which the user knows such a domain fragment. This can be a qualitative 
measure (good-average-poor), or a quantitative measure, such as the probability that 
the user knows the concept.  

Since the overlay model represents the user’s knowledge as a (weighted) subset of 
expert knowledge, the nature of the user knowledge reflected in the overlay model 
depends on the nature of the expert knowledge represented in a specific system. The 
majority of ITS focused on representing two types of domain knowledge: conceptual 
knowledge (facts and their relationships) and procedural knowledge (problem-solving 
skills). Conceptual knowledge is typically represented in the form of a network of 
concepts. Procedural knowledge is most frequently represented as a set of problem-
solving rules. Several knowledge-representation approaches, such as ACT-R [2], or 
propositional representation [100] allowed one to combine these two types together. 
More recently, Stellan Ohlsson suggested focusing on a different kind of procedural 
knowledge – not the knowledge that allows the user to solve the problem, but the 
knowledge that allows him/her to evaluate the correctness of the solution [144]. This 
knowledge is typically represented as a set of constraints.  

In turn, the nature of knowledge represented in a specific adaptive system is 
determined by the kind of personalized support it provides. A large class of ITS 
known as “tutors” focus on helping users solve educational problems and thus rely on 
the procedural knowledge of either problem solving or evaluation nature. Other types 
of ITS and IES focus on helping users to select the most relevant piece of educational 
content and thus rely on conceptual knowledge about the domain. The use of 
conceptual knowledge is shared by almost all non-educational AHS, which also focus 
on guiding the user to the most appropriate content. In all these cases, regardless of 
the nature of the represented expert knowledge, the overlay model can be successfully 
applied to model individual user knowledge, i.e., it can measure how well the user 
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knows a concept, what is the probability that the user can apply a rule or which of the 
constraints or propositions are likely mastered. 

Overlay models constitute a dramatic step forward from scalar models. Yet, in the 
field of ITS, overlay models have often been criticized for being “too simple.” It has 
been argued that the state of user knowledge is never an exact subset of expert 
knowledge. The user may have misconceptions and her knowledge generally 
progresses to expert-level knowledge not by “filling the gaps,” but through a complex 
process of generalization and refinement. To model user misconceptions, an overlay 
model was expanded into a bug model, representing both correct knowledge and 
misconceptions (known as buggy knowledge or “bugs”). Bug models were 
predominantly used to model user procedural problem solving knowledge. The most 
extensively studied form of bug model is called the perturbation model. This model 
assumes that several incorrect perturbations can exist for each element of domain 
knowledge. Incorrect user behavior may, from the viewpoint of this approach, be 
caused by the systematic application of one of the perturbations in place of the correct 
rule. The goal of a system with a bug model is not just to declare that a specific 
element of domain knowledge is incomplete or missing, but to identify, if possible, 
specific buggy knowledge that can be used to provide a higher quality adaptation. An 
even richer model that makes it possible to reflect the development (genesis) of user 
knowledge from the simple to the complex and from the specific to the general is 
known as a genetic model [74]. 

While both bug models and genetic models are certainly more powerful than the 
traditional overlay model, they are also much harder to develop. Research on these 
models has contributed to the development of the fields of cognitive modeling and 
ITS [194], but the practical use of these models has been quite limited. Genetic 
models have never been used in practical systems. Bug models have been used mostly 
in problem solving ITS created for simple domains, although several well-known 
systems created by Carnegie Mellon researchers have demonstrated that this approach 
could work for large-scale practical systems [1; 106]. In the area of Web-based 
systems the use of bug models is limited to a small subset of Web-based AES that are 
focused on adaptive problem solving support. Non-educational Web systems do not 
use bug models since they have no means (and no need) to diagnose misconceptions.  

The typical pattern of bug model application in Web-based AES can be 
demonstrated by such systems as WITS [145], ILESA [116], and Web-PVT [192]. 
These systems, developed for three different educational domains, provide a 
personalized analysis of exercise solutions and some form of guidance through 
problem selection (WITS), problem generation (ILESA) or adaptive navigation 
support (Web-PVT). The systems use a combination of an overlay model and a bug 
model. Bug models allow the systems to recognize misconceptions in the user’s 
problem-solving knowledge, distinguish it from random slips, such a typos and 
calculation errors, and provide a useful personalized explanation. However, the rest of 
the adaptive functionality (such as problem generation or adaptive navigation support) 
only considers the balance between correct and incorrect usage of knowledge, as 
reflected in the overlay model, ignoring the exact nature of the misconceptions 
represented in the bug model. 

In contrast to the powerful but complicated and rarely used bug models, overlay 
knowledge models are extremely popular in both Web AES and AHS. Almost every 
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Web AES and a majority of modern AHS are based on some form of overlay models. 
Multiple projects have demonstrated that an overlay model provides a good balance 
of simplicity and power. The ability to independently measure user knowledge within 
different elements of the domain provides a level of power that is sufficient to run the 
majority of the advanced adaptation techniques. Yet, overlay model are relatively 
easy to develop, especially for cases with less than 100 domain-knowledge elements. 
Due to the importance of overlay models for AES and AHS, this chapter provides a 
special section on the development of overlay models. 

1.2.2  Interests 

User interests always constituted the most important (and typically the only) part of 
the user profile in adaptive information retrieval and filtering systems that dealt with 
large volumes of information. It is also the focus of user models/profiles in Web 
recommender systems. In contrast, early AES and educational AHS paid no attention 
to user interests, instead focusing on learning goals when sequencing educational 
content. As for non-educational AHS, their nature and the small size of their 
hyperspaces created no demand for interest adaptation. This situation has changed 
dramatically over the last 10 years. User interests are now competing with user 
knowledge to become the most important user feature to be modeled in AHS. The 
change was caused by the rapid growth of the volume of information and the growing 
popularity of several new kinds of information-oriented AHS such as encyclopedias 
[84], hypertextual news systems [3], electronic stores [4], museum guides [142], and 
information kiosks [65] where access to information is mostly interest-driven. 
Following the pioneer attempts mentioned above, interest modeling was explored in a 
number of information-oriented AHS. More recently, the abundance of available 
content and the growing popularity of the interest-driven constructionist approach to 
education have encouraged more attempts to model user interests in educational AHS.  

Starting from the pioneer systems, AHS focused on a new approach for modeling 
user interests. The predominant representation of user interests at that time was the 
weighed vector of keywords. This approach was used by nearly every adaptive 
information retrieval and filtering system and is still the most popular in these areas. 
More details about this approach can be found in Chapter 2 [72]. In contrast to this 
keyword-level approach, AHS adopted a concept-level approach to user interest 
modeling where user interests are represented as a weighed overlay of a concept-level 
domain model. The concept overlay approach to user interest modeling is very similar 
to the overlay knowledge modeling approach. Overlay user modeling and specific 
examples of its application to user interest modeling are presented in more detail in 
section 1.3 of this chapter. 

Concept-level models of user interests are generally more powerful than keyword-
level models. Concept-level models allow a more accurate representation of interests. 
Given a rich domain model, a concept overlay model can separately model different 
aspects of user interests. For example, a news personalization system can model user 
interests on distinct topics, based in a specific geographical location, and dealing with 
specific named entities [96]. An adaptive museum system can separately model 
interests in the designer, style, or origin of a jewelry item [143]. In addition, semantic 
links in the domain model allow different kinds of interest propagation to compensate 
for sparsity, a standard problem of large overlay models.  
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Powerful, concept-level models of user interests in AHS have been enabled by the 
nature of AHS content that is traditionally manually indexed with domain model 
concepts.  In closed corpus AHS, such as adaptive information kiosks or museum 
guides, the content was indexed at the time of system creation. In systems with 
expandable corpus, such as adaptive news systems, new content had to be indexed by 
a provider at the time of its insertion into the system [3; 96]. The need for manual 
indexing originally led to the establishment of two distinctive groups or systems that 
are able to adapt to user interests. Closed corpus systems (mostly AHS) used the 
concept-level interest model, paying the price of manual indexing. Open corpus 
systems (mostly information retrieval and filtering systems) used keyword-level 
models, but were able to work with an unrestricted corpus of document due to their 
ability to process documents automatically. This dichotomy is no longer clear-cut. A 
new generation of adaptive information access systems has attempted to combine 
concept-level interest modeling with automatic document processing. Many of these 
systems are based on automatic document categorization where each document is 
automatically assigned to a concept of an existing domain model (such as the Yahoo! 
directory or the ACM topic ontology). These approaches are presented in detail in 
Chapter 2 [72] of this book. More recent systems explore automatic multi-concept 
indexing, where a document can be automatically connected with several domain 
model concepts [43]. In addition, a new group of hybrid systems attempts to combine 
concept-level and keyword-level interest models in one system [54]. A more elaborate 
discussion on bridging the gap between closed corpus AHS and open corpus 
information retrieval and filtering systems is provided in Chapter 22 of this book [25]. 

1.2.3  Goals and Tasks 

The user's goal or task represents the immediate purpose for a user's work within an 
adaptive system. Depending on the kind of system, it can be the goal of the work (in 
application systems), an immediate information need (in information access systems), 
or a learning goal (in educational systems). In all of these cases, the goal is an answer 
to the question "What does the user actually want to achieve?" The user's goal is the 
most changeable user feature: it almost always changes from session to session and 
can often change several times within one session of work. Early research on 
adaptation to the user’s work goal was done in the area of adaptive interfaces and 
intelligent help systems [10; 66; 76]. Adaptation to the user’s learning goal was 
explored by instructional planning and sequencing systems [18; 123; 124; 197]. 
Adaptation to the user’s immediate information need was explored by adaptive 
information retrieval systems [17]. Among AHS systems goal modeling techniques 
were explored in the sub-areas of hypertext-based help systems [63; 78] and adaptive 
information access systems [88; 97; 121] where the ability to adapt to the current user 
goal is very important.  

Goal modeling in modern AHS and AES mostly follows the approaches suggested 
in the pioneer research mentioned above. The user’s current goal is usually modeled 
with a goal catalog approach, which is somewhat similar to overlay knowledge 
modeling. The core of this approach is a pre-defined catalogue of possible user goals 
or tasks that the system can recognize. Frequently this catalogue is simply a small set 
of independent goals, however, some systems use a more advanced catalog in the 
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form of a goal or task hierarchy, which is inherited from earlier research on adaptive 
interfaces and instructional planning. In a goal hierarchy, relatively stable higher-level 
goals are progressively decomposed into subgoals down to the lowest level formed by 
short-term goals. Most typically, the system assumes that the user has exactly one 
goal (or one goal at each level of the hierarchy) at any moment of work with the 
system. The job of the user modeling component is to recognize this goal and to mark 
it as the current goal in the model. This fires the adaptation rules that refer to possible 
user goals specified in the catalogue. The adaptation rules can, for example, 
recommend some pages to the user [23], focus user attention on a subset of the 
hyperspace [69; 198], or adapt content of the selected page [88]. 

The goal/task recognition process is difficult and not precise in general. It is 
especially difficult in AH and other Web-based system where the flow of information 
from the user (bandwidth) required by user modeling components is thinner than in 
traditional desktop systems. Over the years, adaptive Web systems explored a number 
of approaches to fight this problem. To start with, a number of practical systems allow 
the user to specify the current goal. Typically the user has to select one of the pre-
defined goals [69; 88; 151], although some systems are able to gradually learn how to 
adapt to a completely new goal introduced by the user [97; 121]. A different approach 
to fight the imprecise goal recognition is to model the user current goal as a 
probabilistic overlay of the goal catalogue where for each goal the system maintains 
the probability that this goal is the current goal of the user [63; 126]. Finally, several 
recent projects explored the use of data mining technologies to identify the current 
user task in an expected sequence of tasks and to provide personalized task-level 
support [87; 94]. More information about the use of data mining technologies for Web 
personalization ns provided is Chapter 3 of this book [135]. 

A popular example of goal adaptation is provided by the PUSH system [88]. This 
system has a small catalogue of user goals and adapts the presentation of each selected 
page to the current goal. Depending on the current goal, some parts of the page can be 
collapsed using the stretchtext approach explained in subsection 1.2.1 above. The 
system attempts to deduce the user goal by observing the user’s actions and shows the 
assumed goal to the user in the spirit of a glass-box adaptation. The user can also 
change the current goal by selecting a more appropriate one from the catalog.  

A different example of goal modeling is a performance support system ADAPTS 
[23]. ADAPTS deduces the current goal within a goal hierarchy by following the 
user’s aircraft maintenance operations. Once the goal is recognized, the system 
generates a page with the list of technical manual fragments that are most relevant to 
the current goal and user level of knowledge. 

1.2.4  Background  

The user's background is a common name for a set of features related to the user's 
previous experience outside the core domain of a specific Web system (for example, 
the core domain of a city guide [36] is a specific city and its objects of interest; the 
core domain for a hospital information system [198] is a specific hospital, its objects 
and procedures). A range of backgrounds that have been used in adaptive Web 
systems includes the user's profession, job responsibilities, experience of work in 
related areas, and even specific view on the domain. For example, medical adaptive 
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hypermedia systems can distinguish two or three categories of users according to their 
knowledge of medical terminology and adapt content presentation to the user category 
by selecting either medical terms or everyday language to present the same content [8; 
178]. Alternatively these systems can distinguish users by their profession (student, 
nurse, doctor) which implies both the level of knowledge and responsibilities [53; 
198]. More examples for this application area can be found in Chapter 15 of this book 
[34]. Another example is the categorizing of users by their language ability (i.e., 
native or non-native speakers), followed by choosing the appropriate version of the 
content for them [102]. Background information is used most frequently for content 
adaptation, although there are examples of the use of it within adaptive search [71; 
121] and adaptive navigation support [198]. 

By its nature, user background is similar to the user’s knowledge of the subject 
(i.e., it is also mostly a measure of knowledge beyond the core domain area). 
However, the representation and handling of user background in adaptive systems is 
different. Since detailed information about the background is not necessary, the 
common way to model user background is not an overlay, but a simple stereotype 
model. In addition, user background typically does not change during work with the 
system and is nearly impossible to deduce by simply watching the user work. As a 
result, user background is typically provided explicitly, either by the user herself or by 
some kind of a superior (a teacher in a college or an administrator at an institution). 

1.2.5  Individual Traits 

The user’s individual traits is the aggregate name for user features that together define 
a user as an individual. Examples are personality traits (e.g., introvert/extravert), 
cognitive styles (holist/serialist), cognitive factors (e.g., working memory capacity) 
and learning styles. Similar to user background, individual traits are stable features of 
a user that either cannot be changed at all, or can be changed only over a long period 
of time. Unlike user background, however, individual traits are traditionally extracted 
not from a simple interview, but through specially-designed psychological tests. 
Many researchers agree on the importance of modeling individual traits and using 
them for adaptation. While different kinds of user traits are extensively discussed in 
psychological literature, current work on modeling and using individual traits for 
personalization focuses mostly on two groups of traits – cognitive styles and leaning 
styles. These groups are discussed below. More recently, researchers on adaptive 
systems started considering individual traits beyond cognitive and learning styles. For 
example, CUMAPH system [188] made a pioneer attempt to build a user profile from 
lover level cognitive abilities and apply for adaptively generating page content for the 
user. Another recent work considered the use of personality factors in the context of 
adaptive museum guides [77] (more information about adaptive museum guides is 
presented in Chapter 17 of this book [109]). 

Cognitive Styles. By cognitive style, researchers typically mean an individually 
preferred and habitual approach to organizing and representing information [165]. 
Research on cognitive style has long attracted attention on researchers in Web 
personalization and related fields such as human information behavior. Professional 
literature distinguishes a number of dimensions in which the users cognitive styles 
may differ: field-dependent/independent, impulsive/reflective, conceptual/inferential, 
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thematic/relational, analytic/global [35; 113]. Most popular among Adaptive 
Hypermedia researchers are Witkin’s field-dependent/independent [205] and Pask’s 
holist/serialist [150]. Since, by its nature, cognitive style influences humans’ ability to 
access information, the work on adaptation to user cognitive style was focused more 
on the navigational side of AHS and AES. For example, several adaptive hypermedia 
systems [61; 133; 190; 191] distinguished field-dependent and field-independent users 
and provided different navigation organization, amount of user control, and 
navigation support tools for these groups.  

A typical scenario for cognitive style adaptation is provided in AES-CS system 
[190; 191]. AES-CS attempted to adapt to both user knowledge and user cognitive 
style. A field-dependency test was used to classify users in two groups: field-
dependent and field-independent. After that a range of system features were adapted 
to the identified cognitive style. Field-independent users received an access to the 
navigation menu to control their navigation. Field-dependent users were only able to 
proceed through the content sequentially, however they were provided with additional 
orientation support tools such as a concept map and a path indicator. Depending on 
their learning style, the users also received different instructions, feedback, and 
contextual organizers. Evaluated against a static version of content, the AES-CS (with 
both kinds of adaptation enabled) demonstrated a significant increase of user 
performance [191].  

So far, the research on the use of cognitive style of adaptation is a mixed-success 
story. On one side, a number of studies confirmed that cognitive style affects both 
search and browsing behavior [35; 104]. On the other side, few success stories (like 
AES-CS) on using cognitive styles for adaptation were reported. A number of projects 
made a similar attempt to distinguish users by their cognitive style and match them 
with a version of a hypermedia system developed to support this style, but were not 
able to report any significant differences against a non-adaptive condition. It is 
interesting that attempts to mismatch user styles and system versions (i.e., to match 
users to version of the system developed for the alternative style) typically reported 
significant negative results [133]. Thus, cognitive style remains an important user 
feature to take into account, but reliable approaches of adaptation to user cognitive 
styles are yet to be found. 

Learning Styles. Learning styles are typically defined as the way people prefer to 
learn. This group of individual traits is close to cognitive style, but more narrow in 
scope due to its focus on human learning. The application of learning styles to 
adaptation is limited to Web-based AES. After a few pioneer works that presented the 
idea of adapting Web-based AES to learning styles and suggested some ways to 
implement it [33], this direction of work quickly emerged into arguably the most 
popular kind of research on individual traits adaptation on the Web. A number of pre-
Web approaches or inventories to classify and measure learning styles were applied 
and a number of studies demonstrated differences between users with different styles 
in Web context. Most of the work on learning style adaptation explored content-level 
adaptation attempting to match users with a specific learning style to content that 
should be the most appropriate for this style. This adaptation may take different 
forms, such as selecting the most style-relevant version of content for presentation, 
ordering content fragments by their relevance to user style or hiding style-irrelevant 
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content. More recently, these popular approaches to learning style adaptation were 
integrated into several adaptation frameworks and authoring tools such as  ACE 
[179], CAMELEON [111], AHA! [181], and APeLS [47]. For example, a system 
developed according to APeLS framework [47] matches the user model with content 
metadata in order to select learning objects that are most relevant to the user’s 
learning style given certain alternatives provided in the pool of resources. 

Despite all this work, there are no proven recipes for the application of learning 
styles in adaptation. It is still unclear which aspects of learning style are worth 
modeling, and what can be done differently for users with different styles. Dozens of 
experimental systems that consider different style inventories and suggest different 
ideas for adaptation were reported, but careful studies are rare and success stories are 
very few. On the contrary, a number of experimental studies aimed to evaluate the 
value of treating users with different learning styles differently concluded without 
finding any significant differences. As a whole, the situation is similar to the situation 
with cognitive styles: the area of adaptation to individual traits holds a lot of potential, 
but offer almost no practical suggestions. To progress in this area, we either need to 
learn more about the relationships between user traits and possible interface settings, 
or develop trait-agnostic techniques that treat user traits as a black box and attempt 
adapt to them using case-based and non-symbolic technologies [73]. 

1.2.6  Context of Work 

Adaptation to the context of the user’s work is a relatively new research direction 
within AHS. It was introduced by several pioneer Web-based systems and later 
expanded into the area of mobile adaptive systems. Early context-adaptive systems 
explored mostly platform adaptation issues. The growing interest to mobile and 
ubiquitous systems attracted researchers attention to other dimensions of the context 
such as user location, physical environment, social context, and affective state. 
Context modeling is conceptually different from modeling of other user features 
discussed above. Some information represented in the context models can hardly be 
considered information about the user in pure sense. However, context modeling and 
user modeling are tightly interconnected. Many user models include context features; 
similar techniques are used for context and user modeling; integrated frameworks are 
being developed for modeling both user context and user features [80; 210]. For all 
that reason, the overview of context modeling is included in this chapter. 

User Platform. Since users of the same server-side Web application may use 
different equipment at different times, adaptation to the user’s platform becomes an 
important issue. Adaptive hypermedia systems explored a range of techniques that 
might be used to adapt to such aspects of user platform (computing environment) as 
hardware, software, and network bandwidth. The largest stream of work focused on 
adaptation to the screen size by either converting pages designed for viewing on 
desktop Web browsers to mobile browsers or generating pages differently for desktop 
and mobile applications. Another stream focused on media presentation capabilities 
that are a combination of hardware, available software, and bandwidth. Over the last 
several years, the work on platform adaptation has grown from a pioneer research 
domain into practice and is now in the focus of W3C [202]. Most recent attempt to 
standardize the description and use of platform capabilities can be found in [105]. 



 1  User Models for Adaptive Hypermedia and Adaptive Educational Systems 15 

It is important to stress that platform-oriented context models are different from 
the knowledge, task, and goal models reviewed above. A context is typically described 
by a potentially long set of name-value pairs where names indicate parameters (i. e, 
screen width, type of pointing device, or presence of movie player) and values specify 
parameter values in the current context. This is, however, a raw model of the context. 
While adaptation rules can be written directly addressing the raw parameters, this 
solution is nowadays neither practical nor scaleable. As a result, we observe an 
emergence of context adaptation approach that is somewhat similar to stereotype 
modeling. I.e., a set of all possible combinations of name-value pairs is mapped to a 
smaller set of stereotypes that are, in turn, used by adaptation rules. For example, an 
adaptive system can distinguish two or more platforms types where each type is 
formed by a specific range of platform parameters. In this situation, platform 
recognition mechanism uses parameters of a specific platform to determine the 
current type. After that, simple adaptation rules check current type and perform 
different actions for different platform types. For example, if the user accesses the 
system from a handheld device, the system switches on conversion [112; 115; 206] or 
generation [15; 149] of presentation for a small screen. If a user platform cannot show 
color pictures or the bandwidth is low, the system converts the pictures to black-and-
white or low resolution [166]. If the platform cannot show movies due to the absence 
of a movie player or low bandwidth, it can replace the movie with a picture or remove 
a link to the movie [93; 95]. More advanced technologies can generate considerably 
different interfaces for different platform types [11; 46; 62] and even use platform 
limitation to the benefits of user modeling [12]. For example, a Palm Pilot version of 
an adaptive news system [12] that is characterized by a small screen and low 
bandwidth requires the user to request pages of news story one by one thus sending 
each time an implicit relevance feedback to the system.  

User Location. Mobile context-adaptive systems naturally focused on adaptation to 
user location. The modeling and the use of location is slightly different from other 
context elements. Most frequently the location is used not to fire adaptive presentation 
rules, but to determine a small subset of nearby objects of interests. This subset 
defines what should be presented or recommended to the user. This kind of adaptation 
was explored by early context-adaptive systems in several contexts such as museum 
guides [142], tourist guides [36], and marine information system [70]. Accordingly, 
user location is being modeled in a way that supports determining the nearby objects. 
Depending on the kind of location sensing it is typically a coordinate-based or zone-
based representation. More information about location-adaptive systems can be found 
in Chapter 17 of this book [109]. 

A Broader View of the Context. More recently, research on mobile and ubiquitous 
computing has considerably expanded the notion of context [173]. While there is no 
definite agreement about what should be included into the area of context, most of the 
work on context adaptation in mobile and ubiquitous computing focuses on a common 
core that includes environment and human dimensions [91; 173]. The environment 
dimension includes spatio-temporal aspect and physical conditions (light, temperature, 
acceleration, pressure, etc.). The human dimension includes personal context (user 
pulse, blood pressure, mood, cognitive load, etc.), social context [154], and user task. 
This may look confusing to the user modeling researchers who consider user tasks as a 
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part of the user model, not context. To avoid confusion, it is important to remember that 
the research on context modeling is going on in two different research communities that 
consider context from two different points of view (Fig. 1.2). From the user-centered 
view employed in the user modeling field, the user task is not a part of the context, 
while the device itself is. From the device-centered view, which is dominant in the 
mobile and ubiquitous computing, a range of parameters characterizing the current 
state of the user are, indeed, a part of the device context. This view is presented in 
Chapter 17 of this book [109], which provides an extensive discussion of context 
modeling and reviews its use in several kinds of adaptive systems.  

 

Platform     Physical environment    Time/location Social context Personal context User task/goal 

User-centered view 

Device-centered view 

Device model   Environment context Human context

Context of user work   User model 

 
Fig. 1.2.  The dimensions of context from user- and device-centered views 

To establish a more objective border between user and context modeling, it is useful 
to observe that user modeling is focused mostly on the longer-term properties of the 
user that are distilled from observations, while context models attempt to represent the 
current features of the user and the environment, mostly read from context and 
physiological sensors [91; 173]. At the moment it is hard to classify the approaches to 
broader context modeling and adaptation in adaptive Web systems since these systems 
rarely attempt to model context beyond the platform and location. However, it seems 
that the emerging stereotype approach for platform adaptation can work within a range 
of other context parameters. Namely, a system may map a long list of name-value pairs 
supplied by sensors into a small set of meaningful pre-defined stereotype contexts. Once 
the current stereotype context is recognized, the system can use adaptation rules that 
address these stereotypes. For example, a context-aware application on a mobile device 
may use several parameters to recognize whether a user is rushing somewhere or not 
(two context stereotypes) and depending on the current context stereotype present 
information about the user’s flight in different ways [137]. 

Affective State. An important context dimension that deserves to be mentioned 
separately is the user’s affective state. Influenced by the idea of affective computing 
[156], the research on modeling using the affective state has become very popular in 
both user modeling and ubiquitous computing areas. A sequence of workshops 
devoted to “affective modeling” has been held in conjunction with the biannual User 
Modeling conference series since 1999. The proceedings of the last workshop in the 
series demonstrate the ranges of issues that are being explored now [30]. The methods 
used to model user affective state inherited approaches from both research areas 
mentioned above. While the methods applied by researchers with ubiquitous and 
pervasive computing backgrounds focus mostly on using various sensor input, 
researchers with user modeling background explored a range of approaches based on 
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observing user-system interaction. Most important in the context of this chapter is the 
small stream of works on modeling the user’s affective state by observing the user’s 
Web log data. Despite the relatively low bandwidth of this source, a number of 
researchers have demonstrated that it can be used to detect user motivation, 
frustration, engagement, and disengagement [7; 9; 38; 193]. It is also interesting to 
observe that Bayesian networks emerged as the most popular technology to process 
both sensor input and the user action logs into user affective state [7; 42; 159; 193]. 
Section 1.4 of this chapter, which focuses on Bayesian approaches to user modeling, 
provides some further information on Bayesian affective modeling. 

1.2.7  Feature-Based Modeling vs. Stereotype Modeling 

Feature-based user modeling reviewed above is currently the dominant user modeling 
approach in adaptive Web systems. Feature-based models attempt to model specific 
features of individual users such as knowledge, interests goals, etc. During the user’s 
work with the system, these features may change, so the goal of feature-based models 
is to track and represent an up-to-date state for modeled features. An alternative to the 
feature-based modeling is stereotype modeling.  

Stereotype user modeling is one of the oldest approaches to user modeling. It was 
developed in the works of Elaine Rich [163; 164] over a quarter of century ago and 
elaborated in a number of user modeling projects. Stereotype user models attempt to 
cluster all possible users of an adaptive system into several groups, called stereotypes. 
All users belonging to the same stereotype are treated in the same way by the 
adaptation mechanisms. A user in a classical stereotype-based system is represented 
simply as her current stereotype (i.e., a group she currently belongs to). Naturally, 
each stereotype groups together users with specific mixture of features. However, 
stereotype modeling ignores the features and uses the stereotype as a whole. More 
exactly, the goal of stereotype modeling is to provide mapping from a specific 
combination of user features to one of the stereotypes. After that, only the user current 
stereotype is used for adaptation. Any changes in the user’s features are responded to 
by simply re-assigning a user, if necessary, to a different stereotype. Elaine Rich 
discusses extensively when would be the right moment for this [164]. 

Stereotypes were extensively used in early adaptive systems between 1989 and 
1994. A good overview of this generation of stereotype-based systems is provided in 
[101]. More recently, stereotype models were overshadowed by feature-based models, 
yet stereotypes were used in a number of adaptive Web systems [3; 5; 71; 127; 192]. 
In addition, as was mentioned above, the techniques developed for stereotype 
modeling and adaptation are used beyond classical stereotype modeling to manage 
low-granularity feature-based models.  

A promising direction for the future application of stereotype models is their use in 
combination with feature-based models. One of the most popular combinations is the 
use of stereotypes to initialize an individual feature-based model [3; 5; 192]. This 
approach allows to avoid a typical “new user” problem in feature-based modeling 
where effective adaptation to new user is not possible since user modeling is started 
“from scratch.” A good example of this combination is provided by SeAN system [3] 
for adaptive news presentation. Starting the work with a new user SeAN attempts to 
map the set of demographic features provided by the user (such as age, education, and 



18 P. Brusilovsky and E. Millán 

type of job) into a set of predefined stereotypes. These stereotypes, in turn, are used to 
initialize the feature-based model of user knowledge and interests. Another promising 
direction for stereotype-based modeling is its use in combination with group models. 
Group models are becoming increasingly popular in Web personalization. More 
information about group modeling is provided in Chapter 20 of this book [92]. 

1.3  The Overlay Approach to User Modeling 

This section provides more detailed information about an overlay approach to user 
modeling, the approach that is at the same time most important and most popular for 
AES and AHS. We start with overlay knowledge modeling, which was the original 
application of the overlay approach. After that we review the use of overlay approach 
for modeling user interests and discuss a generalization of the overlay approach for 
modeling other user features. 

1.3.1  Overlay Modeling of User Knowledge 

As we mentioned above, the idea of overlay knowledge modeling is to represent an 
individual user’s knowledge as a subset of the domain model that resembles expert 
knowledge of the subject. Overlay models of user knowledge were introduced and 
developed in the field of ITS where overlay models were used mainly by systems 
with task sequencing, curriculum sequencing, and instructional planning 
functionalities. The popularity of this approach among early AES and AHS systems 
can be explained by their strong connection with ITS systems. In fact, a number of 
early AHS were developed in an attempt to extend an ITS system with hypertext 
functionality [8; 26; 75; 155]. The overlay knowledge models proved to be a good 
match for the core function of AHS: providing personalized access to information. As 
a result, within just a few years these models were accepted as de-facto standard by 
almost all educational and many non-educational adaptive hypermedia systems. This 
section provides more details on both components required for overlay knowledge 
modeling: the domain model and the overlay knowledge model. 

The Domain Model. The heart of the overlay approach to knowledge modeling is a 
structured domain model that decomposes the body of knowledge about the domain 
into a set of domain knowledge elements. These elements can be named differently in 
different systems—concepts, knowledge items, topics, knowledge elements, learning 
objectives, learning outcomes, but in all the cases they denote elementary fragments 
of domain knowledge or information. In this paper we will be referring to these 
fragments as concepts. Though this name is slightly misleading1 it is currently the 
most popular way to name domain knowledge elements. Depending on the domain, 
the application area, and the choice of the designer, concepts can represent larger or 
smaller pieces of domain knowledge: from a relatively large chunk of knowledge (i.e., 
a topic) down to elementary facts [143; 171], rules [167], or constraints [134].  

                                                           
1  The word “concepts” can cause someone to think that concepts can only represent fragments 

of conceptual knowledge. However, a concept is a general name that can denote a fragment 
of knowledge of any kind, including procedural knowledge. 
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The simplest form of domain model is formed by a set of independent (unrelated) 
concepts. This kind of model is called a set model or a vector model since the set of 
concepts has no internal structure [20]. Even this simple form of overlay modeling 
provides a powerful platform for maintaining a detailed picture of user knowledge 
that can support a fine grain adaptation in relatively large practical systems [22; 52]. 
The main problem of vector models is the lack of connection between concepts. A 
vector model can register user knowledge of a specific concept, but this does not help 
to model user knowledge of other concepts. As a result, when the number of concepts 
is large and the number of observations is not sufficient, the system is only able to 
predict user knowledge for a very small fraction of concepts, related to existing 
observations. 

In a more advanced form of domain model concepts are connected to each other 
thus allowing some inter-concept inferencing. By its origin, it is possible to 
distinguish two main types of connected models. The first, relatively rare type is 
inspired by the ideas of instructional planning and used in a number of AES and 
educational AHS [32; 110; 117; 176]. The model is formed by a tree of educational 
objectives where larger objectives (starting with the whole course) are progressively 
decomposed into smaller objectives.  

The second type is both more general and more popular. In this type of domain 
model, concepts can be connected by different kinds of relationships, thus forming an 
arbitrarily complex network. This kind of model (known as a network model) was 
inspired by research on semantic networks (Fig. 1.3). Network domain models were 
used in many AHS and AES, including several development frameworks [6; 24; 50; 
83; 148; 160; 169; 183; 189; 199]. 

Existing systems use network models of various complexity, with one or more 
types of links. In educational AHS and AES, the most popular links are prerequisite 
links between concepts, representing the fact that one of the related concepts must be 
learned before another. Prerequisite links can support several adaptation and user 
modeling techniques. In many AHS, prerequisite linkage is the only relationship 
given between concepts [81; 86; 141; 148; 157; 204]. More advanced educational 
systems as well as adaptive information systems favor classical semantic links such as 
"is-a" and "part-of" [23; 51; 183; 184; 189; 199].  
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Fig. 1.3. A network domain model with a simple numeric overlay user model 
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All kinds of links between concepts are used to improve the precision of user 
modeling. When the user demonstrates a lack of knowledge, links can help to locate 
the most likely concepts that will remedy the situation. For example, if the user failed 
to answer a question that is based on the knowledge of several concepts, the concept 
that has fewer connections with the well-known concepts is the most likely source of 
problem. When the user demonstrates the presence of knowledge, links between 
concepts allow the propagation of the presence of knowledge beyond direct 
observation. For example, observing evidence of knowledge about a concept, the 
system can deduce the presence of knowledge for its prerequisite concepts. This 
approach is known as knowledge propagation. Different kinds of links may cause 
different types of knowledge propagation. An interesting approach for knowledge 
propagation is used in the AHA! system [48], which allows AHS authors to define 
new concept relationships types and their corresponding propagation semantics. 

Recently, research on network domain models have been taken to the next level by 
several research teams that have attempted to use more formalized and more 
elaborated forms of network domain models inspired by the Semantic Web. The core 
idea here is to use formal domain ontologies [56; 58; 103; 120; 185] or domain topic 
maps [55; 146] in place of informal network domain models as a basis for overlay 
knowledge modeling. More information about the application of Semantic Web 
approaches in adaptive Web systems can be found in Chapter 23 of this book [57]. 

The Overlay Knowledge Model. The most important function of the domain model 
is to provide a framework for the representation of the user's domain knowledge using 
the overlay knowledge model. The key principle of the overlay model is that for each 
domain model concept, individual user knowledge model stores some data that is an 
estimation of the user knowledge level of this concept. The overlay model is powerful 
and flexible because it can measure independently the user's knowledge of different 
concepts. In the simplest (and oldest) form it is a binary value (known – not known) 
that enables the model to represent user's knowledge as an overlay of domain 
knowledge. This pure form of overlay model was used in several early AHS. 

An extension of the pure overlay model is a weighted overlay model that can 
distinguish several levels of user's knowledge about each concept. This approach is 
used by the majority of modern AHS and AES. There are three popular forms of 
weighted overlay models: qualitative, simple numeric, and uncertainty-based that 
correspond to three approaches to user modeling, weight propagation, and adaptation. 
Qualitative models represent user knowledge of a concept as a qualitative value [22; 
148] (for example, good-average-poor). These models are used mostly by systems 
with rule-based user modeling and adaptation components since qualitative values are 
very easy to update and use with rules. Simple numeric models use a quantitative 
value (for example, from 0 to 100) to represent the level of user knowledge [24; 51]. 
These models are explored by systems with simple algebraic approaches to 
knowledge modeling and propagation. The uncertainty-based models use different 
forms of uncertainty management such as Bayesian networks of fuzzy logics to model 
user knowledge. The user knowledge in these models are represented in the form 
dictated by the selected approach – most frequently, a probability that the user knows 
the concept [82; 177] or a probability distribution [3]. Due to its importance, the 
uncertainty-based approach is presented in detail in section 1.4 of this chapter. 
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One extension of the weighted overlay knowledge model is a layered overlay 
model. A layered model stores several values to represent user knowledge of each 
concept. Layered models were suggested to avoid mixing together the estimations of 
user knowledge obtained from different sources. For example, the system may choose 
to store separately the levels of user knowledge obtained by direct observation and by 
weight propagation [189; 203] or levels of user knowledge corresponding to different 
levels of concept mastery [27] such as Bloom’s Taxonomy of Educational Objectives 
[13]. In these systems, different layers are maintained separately and mixed only in 
the process of adaptation decision making.  

From the technical side, overlay knowledge models of individual users are 
typically stored as a set of name-value pairs where the names indicate domain model 
concepts and values represent the level of knowledge according to the representation 
formalism used in a system. Advanced overlay models such as layered models, fuzzy 
models, and models with probability distributions are stored as name-aspect-value 
triples. The details and the structure of the domain model is stored once in the system 
and is typically not replicated for individual users. As a result, the amount of 
information stored for each individual user is very small, even in systems with very 
large domain models. 

1.3.2  Overlay Modeling of User Interests 

Overlay approach to user interest modeling is very similar to overlay knowledge 
modeling. User interests are represented as an overlay of a concept-level model of the 
domain that the system covers. In general, domain models used for interest modeling 
and those used for knowledge modeling are slightly different in their structure and the 
size of concepts. However, this is caused mostly by the difference in system types: 
most of the domain models for knowledge modeling are developed for AES while 
most of the models for interest modeling are developed for adaptive information 
systems. This is rather a tradition than a necessity – a number of AES model user 
interests [85; 146] and many information systems model user knowledge [3; 143]. 
Conceptually domain models used for interest and knowledge modeling are 
compatible: most of the models build for knowledge modeling can be used for interest 
modeling and vice versa. A number of sophisticated AHS take an advantage of this 
compatibility suggesting modeling both user interests and user knowledge as two 
separate overlays over the same network of concepts [3; 143; 146; 171]. 

The variety of known domain models used for interest tracking can be classified 
into three groups that bear analogy to similar models used for knowledge tracking. 
First group is formed by systems that track user interests using a vector model: a set 
of unrelated concepts. In these systems, each information object (a document or a 
fact) is associated with one or more concepts. A demonstrated interest in an object is 
modeled by increasing interest in corresponding concept(s). For example interest in a 
craft object made in a specific style may increase the level of interest in this style 
[143]. Despite its simplicity, the vector model allows a reliable prediction of user 
interests for items that are related to concepts with previously registered interests. 
However, vector models do not allow the prediction of user interests for previously 
unexplored concepts, which becomes a serious problem as the set of concepts grows. 
Nowadays vector models are mostly replaced by two kinds of connected models – a 
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taxonomy model and an ontology model. A taxonomy model is formed by a 
classification hierarchy of concepts that are frequently called topics, classes, or 
categories. Parents and children in this hierarchy are connected by topic-subtopic 
relationships. This kind of model is preferred by systems with expandable corpus such 
as Web directories or adaptive news systems [3; 128; 187] as well as similar open 
corpus systems reviewed in Chapter 2 [72] of this book. A new resource could be 
easily integrated into a hierarchy of concepts by attributing it to one of the leaf 
concepts (this classification can be done either manually by content provider or 
automatically). To increase the power of this model, it is possible to use more than 
one classification hierarchy to model different aspects of user interests. However, 
with some exclusion [96], this faceted classification is used only in closed corpus 
systems since it requires classifying each item along each of the taxonomies. 

In an ontology model of interests the concepts form a rich network connected by 
different kinds of links. Most typical links are the same as in a network modeling of 
knowledge: is-a, part-of, and similarity. This kind of model is preferred by closed 
corpus adaptive information systems such as museum or tourist guides [171] or store 
catalogues [4]. The ontology model provides a richer representation of the world 
behind the information system and allows better interest tracking and propagation. 
Note that many adaptive systems that claim to use ontology for interest tracking are 
really using taxonomies that could be considered as a simple case of ontology. In 
contrast, some systems attempt to use very sophisticated ontologies such as WordNet 
to track user interests [118]. 

Both groups of domain models that represent links between concepts allow inter-
concept interest propagation that is very important to fight sparsity and to increase the 
precision of interest tracking. In simple hierarchical domain models interest is 
typically propagated from child to parent concepts. For example, observed interest in 
machine learning causes increase of user interest in the parent concept artificial 
intelligence [128]. Richer domain models based on concept networks and “true” 
ontologies allow broader interest propagation. Typically these approaches ignore the 
nature of the links: if the system registers user interest in a specific concept, it 
assumes that related concepts in the domain model are also of some interest to the 
user [170; 187]. Some recent advanced approaches attempt to increase the precision 
of interest propagation using rules that take into account the structure and the type of 
connection in the domain model. For example, if a user is interested in a driver of a 
specific racing team, the user is probably interested in the team itself [43]. 

1.3.3  Generalized Overlay Models 

User features beyond knowledge and interests are not formally modeled as overlays 
of domain models; however the approaches to modeling such features as goals, 
backgrounds and even whole stereotypes bear some reasonable similarity to the 
overlay approach. The framework for modeling these features is based on a space of 
possible characteristics (a set of possible goals, or a set of possible stereotypes) that is 
technically similar to a space of all concepts in structured domain models. To reveal 
this similarity, [19] suggested considering generalized domain models and 
generalized overlay models. A generalized domain model is a set of aspects where 
aspects can represent any characteristics of the user such as domain concepts, domain 
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tasks and goals, and possible stereotypes. A generalized overlay user model is a set of 
pairs "aspect-value" in which the value in each pair can be "true" or "false" 
(indicating if the user has this characteristic) or some qualitative or quantitative value 
(measuring an extent to which user has this characteristic). 

This generalization turned out to be very useful to find deep similarities between 
different AHS. Moreover, the ability to draw a similarity between approaches to 
model a specific user feature (such as background) and the very well explored overlay 
modeling approach could be instrumental for developing of more powerful and 
elaborated models. Below we provide some examples of using this similarity by re-
considering approaches to goal and stereotype modeling.  

Let’s start with goal modeling. As reviewed in section 1.2.3, a system that is able 
to adapt to user goals typically uses a catalogue of user goals or tasks that the system 
can recognize. A traditional approach to goal modeling attempts to recognize the 
current goal in the catalogued set and mark it as current in the user model. Now let’s 
consider the set of all goals to be a generalized domain model for goal modeling. As 
in traditional domain models, the set of goals can be unrelated or can form some 
connected structure – such as goal-subgoal hierarchy. In this context, the generalized 
overlay model of individual user can represent a probability that each specific goal in 
the generalized model is the current user goal. Now the traditional way of goal 
modeling by marking the current goal becomes simply a very primitive case of this 
generalized goal model (current goal has overlay value 1 and the others zero). Using 
this framework in full power allows building more elaborated goal models that can 
reflect uncertainty in modeling goals. In addition, recognizing the similarity with 
overlay knowledge modeling allows to re-use powerful uncertainty-based modeling and 
propagation techniques. Indeed, a few adaptive systems use some elements of this 
generalized vision to provide a more elaborated goal modeling. For example, some 
systems maintain a hierarchy of possible goals or tasks [198] and a few pioneer systems 
use probabilistic overlay modeling where each possible goal in the catalogue is 
represented by the system as a probability that it is the current user goal [63; 78; 126]. 

A similar generalization can be used for representing user stereotypes, backgrounds, 
or individual traits. For example, a stereotype user model is based on a collection of 
possible user stereotypes. A typical stereotype-based system attempts to recognize 
current stereotype, mark it as current in the user model and use for adaptation. An 
application of a generalized overlay approach allows us to treat a set of all possible 
stereotypes as a generalized domain model. A generalized overlay model now allows 
handling uncertainty of stereotype recognition as well as to represent more 
sophisticated cases of stereotype modeling such as the ability of the user to belong to 
several stereotypes at the same time. With this generalization, stereotype user models 
can be represented as a set of pairs "stereotype-value,” where the value of each pair 
can either be "true" or "false" (which means that the user belongs or does not belong 
to the stereotype) or some probabilistic value (which represents the probability that 
the user belongs to the stereotype). A good case for maintaining a probabilistic 
overlay for modeling user stereotypes is provided by SeAN system [3] that uses a 
popular combination of stereotype and overlay modeling. SeAN attempts to map the 
set of demographic features provided by the user into a set of predefined stereotypes 
that are used to seed the overlay model of user knowledge and interests. Unlike 
typical stereotype modeling systems, SeAN is not trying to come up with the single, 
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best stereotype for each user, but maintains a probabilistic overlay. This helps the 
system to achieve a more precise seeding of the overlay model. 

The ability to view models of different user characteristics as generalized overlay 
models allows developers to better understand the similarity between different 
systems and to reuse more broadly the representations and user modeling approaches 
developed in the field. For example, as demonstrated in the next section of this 
chapter, elaborated approaches for knowledge modeling based on Bayesian networks 
could applied for modeling other user features such as individual traits.  

On the practical side, the vision of generalized overlay models is currently 
supported by some universal authoring frameworks for developing AHS. The best 
example of such a universal framework is AHA! [49; 50]. AHA! allows the author of 
an AHS to introduce generalized concepts and relationships between the concepts. 
The concepts in AHA! can represent different user aspects such as knowledge, goals, 
interest, etc. For each concept, the system maintains an individual numeric overlay 
value. The semantics of the concepts, the connections, and the meaning of specific 
overlay values are encoded by the author into a set of user modeling rules and weight 
propagation rules. The universal nature of AHA! made it the most popular authoring 
tool in the field of adaptive hypermedia. So far, AHA! has already been used for 
modeling such user features as knowledge, interests, and even learning styles [181]. 

1.4  Uncertainty-Based User Modeling for Adaptive Hypermedia 
 and Adaptive Educational Systems 

There is no doubt that in the case of user modeling, there is often the need to deal with 
information that is uncertain (we are not sure that the available information is 
absolutely true) and/or imprecise (the values handled are not completely defined). An 
example of a statement that we need to deal with would be: “the user failed this 
question, so most probably he/she doesn’t know concept C,” which is uncertain 
information. On the other hand, if we say, “the user has been reading about concept C 
for quite a long time” we are making an imprecise observation. Obviously, user 
modeling is a domain in which there are many different sources of uncertainty and/or 
imprecision, therefore numerically-approximate reasoning techniques are suitable for 
this purpose. The two more commonly used in this context are Bayesian Networks 
and Fuzzy Logic. 

Bayesian Networks (BNs) were developed in the eighties by Judea Pearl [153] and 
since then there has been an increasing interest and enormous progress in the 
development of new techniques and algorithms, extensions to the model, and 
applications. BNs are a probabilistic model inspired by causality and provide a 
graphical model in which each node represents a variable and each link represents a 
causal influence relationship. Currently they are considered one of the best techniques 
available for diagnosis and classification problems. The Fuzzy Logic (FL) paradigm 
was originally proposed by Professor Lofti Zadeh in 1965 [207], and the basic idea is 
to allow membership functions (in Fuzzy Sets theory) or truth values (in Fuzzy Logic) 
to take values between 0 and 1, with 0 representing absolute falseness and 1 absolute 
truth. As in BNs, FL has been the object of intense research, both in the development 
of models and in its application to real problems, with special emphasis on control 
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problems. Therefore, it is no surprise that in the field of adaptive systems researchers 
have used such models, since the development of an adaptive system involves 
diagnosis, classification, and control. 

However, in the field of adaptive hypermedia there are few studies that report the 
use of approximate reasoning techniques (notable exceptions are [82] for BNs and 
[99] for FL). Probably, the reason is that researchers are devoting much more 
attention to other relevant aspects such as foundation and core techniques (data 
mining, meta-data, semantic web, intelligent web agents, web services, etc.) or 
practical aspects (architectures, privacy, security, usability, evaluation, etc). The 
situation might be comparable to what happened in other related fields ten years ago 
(for example, in the field of Intelligent Tutoring Systems only four of the papers 
presented at ITS’1996 reported the use of such techniques (all of them used BNs), 
while at ITS’2006, eight papers use BNs and one paper uses FL. Our prediction is that 
in the future the number of adaptive web-based systems that use BNs or FL will 
continue to grow.  

Nowadays, most researchers who decide to use approximate reasoning techniques 
in their user models choose the Bayesian network paradigm. The reason for this is the 
suitability for diagnosis. Also, the fast development of this field over the last twenty 
years has resulted in an increasing range of techniques and tools for Bayesian 
reasoning. In this sense, tools like GeNIe (SMILE), HUGIN, or JAVABAYES allow 
for the easy definition of Bayesian models and seamless integration of learning and 
updating algorithms. Still, there are also a number of systems that use other 
approaches like Fuzzy Logic [37; 98; 108] and, more recently, neuro-fuzzy 
approaches [182]. The interested reader can see [90] for an excellent review of former 
systems and issues in the field of user modeling, and [99] for some discussion about 
fuzzy user modeling in the context of adaptive web-based applications.  

At the time of this writing, most solid experience in Bayesian user modeling has 
been accumulated in the area of modeling users that interact with educational systems, 
also known as student modeling. Student modeling was always the most area for AES 
and AHS and it was also the area where new technologies were developed and 
explored before being applied for other types of user modeling. Therefore, the core 
part of this chapter is focused on Bayesian student models (BSMs), beginning with 
the modeling of user knowledge. We will then briefly discuss the use of BNs beyond 
modeling knowledge. Our goal is to explain in detail how to define a Bayesian student 
model (BSM), which student features can be modeled, and how the parameters of the 
model can be obtained. The use of BSM in adaptive web-based systems is still quite 
unusual. Because of this, we will also refer to more relevant models that have been 
deployed in stand-alone tutoring systems and learning environments. We do this to 
illustrate how such techniques might be employed in adaptive web-based educational 
systems following the success of stand-alone implementations. 

1.4.1  Basics of BNs 

A Bayesian Network can be formally defined as: 

• A set V of propositional variables (X1, …, Xn) (nodes of the network) 
• A set E of  probabilistic relationships between the variables (arcs of the network) 
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Such that: 

• The graph G = (V,E) is an acyclic directed graph. 
• The conditional independence assumptions are satisfied, i.e., each node Xi is 

conditionally independent from the rest of the nodes (except from its descendants), 
given the state of its parents.  

With respect to nomenclature, the words “node” and “variable” are used 
interchangeably in literature. The probabilistic relationship between variables is 
usually referred to as an “arc” or “link.” 

Though the relationship between the variables does not need to be causal in nature, 
the BN paradigm is very suitable for that case. Therefore, building a model usually 
involves putting the information available into a cause-effect schema. Regarding the 
probability distribution, it can be easily shown that if the conditional independence 
assumptions are satisfied, then the joint probability distribution is given as the product 
of the probability distribution of each node given its parents. Because of that, in the 
case of BN it is enough to provide the conditional probability distribution of each 
node given its parents (or prior probability distribution for root nodes) to make any 
kind of inference needed. In that sense, a powerful feature of BNs is that they allow 
for diagnosis (inferences about possible causes of an event) and prediction (future 
state/evolution of variables given evidence). 

To illustrate the concepts presented above, let us consider the following example in 
the context of student modeling. In order to determine if a student knows a certain 
domain element K, we can use the result of a certain event E that provides evidence 
about it. This evidence-bearing event can be an answer to a test item, solution of a 
problem, teacher’s opinion, the number of Web pages relevant to the element K that 
have been visited, etc. In that case, the nodes of the network are: node K (having 
knowledge about a domain element K), and node E (result of the evidential event E). 
In the simplest case, both variables are binary: K can be known or not_known, while 
the evidence provided by E can be positive or negative. To simplify the notation, we 
will denote the positive states (known, positive) by 1 and the negative states 
(not_known, negative) by 0. There is only one relationship: the state of variable K 
influences (in this case, causally) the result of the event E (Fig. 1.4). 

 K E
 

Fig. 1.4. The simplest BN for knowledge diagnosis 

Let’s concretize our example. A sample concept could be “Adding natural numbers” 
and its possible values could be known and not_known. A possible question could be 
“3+4” which has the possible states right and wrong (Figure 1.5). 

 Add  3 + 4
 

Fig. 1.5. A simple BN for diagnosing knowledge about adding natural numbers 
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Regarding the quantitative information (network parameters), we need to provide the 
conditional probability distribution of each node given its parents (for the nodes 
without parents, the a-priori probability distribution). So in the simplest general case, 
three probabilities need to be specified: P(K=1), P(E=1|K=1) and P(E=1|K=0). Let us 
use the following values for these parameters: 

• P(K=1) = 0.2, means that, in our experience (for instance, if we are a math 
teacher), the probability that a random student knows how to add integers is 0.2.  

• P(E=1|K=1) = 0.99, means that the probability of giving a correct answer to “3+4” 
is 0.99 for a student who knows how to add integers. Conversely, although the 
student knows how to add, there is still the probability of 0.01 of giving an 
incorrect answer, allowing us to model what is called a “slip” in related literature. 

• P(E=1|K=0) = 0.02, means that the probability of giving a correct answer to “3+4” 
is 0.02, if the student does not know how to add fractions. Conversely, even if a 
student does not know how to add there is still a certain probability of guessing the 
correct answer. 

In the related fields of medical diagnosis and statistics such parameters have a clear 
meaning. For example, in the medical diagnosis domain, if D represents an disease 
and T a test used to diagnose it, the causal relationship is D  E, and the parameters 
needed are: the a priori probability of the disease (which in medicine is called the 
prevalence of the disease), and the conditional probability distribution P(T/D), more 
concretely P(T=1/D=0), which is the rate of false positives (or type II error in 
statistics) and P(T=0/D=1), which is the rate of false negatives (or type I error in 
statistics) of test T. Both measures are commonly used as indicators of the quality of 
the test T or its suitability for the disease D. 

Of course, the more complex the structure of the network, the higher the number 
of parameters needed. In general, if a node N has n parent nodes P1, …, Pn and each of 
them has k states, the number of parameters needed for node N is kn, i.e., the number 
of parameters needed grows exponentially with the number of parents. 

Once the network has been defined, it can be used to make inferences about the 
domain. Using a BN model allows us to reason both in the diagnostic direction (what 
are the more probable causes given certain evidences) and in the prediction direction 
(what is the probability that a given configuration of variables states will happen, 
given a set of evidence?). To illustrate this, we will add some more nodes to our 
example (Fig. 1.6). 

 Add 

3 + 4

Multiply

 3*2 + 7 5 * 4 
 

Fig. 1.6. Adding nodes to the basic BN 

Let us imagine that our student gave a correct answer to “3+4.” We can then reason in 
the diagnostic direction (i.e., compute the probability that he/she knows concept 
“Add”) and also to predict a future result (i.e., compute the probability that he/she will 
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be able to correctly solve “3*2+7”). This potential for doing both abductive and 
predictive reasoning is very useful in the case of student modeling. Not only does it 
allows us to accurately diagnose the student’s current state of knowledge, but also to 
make an informed and adaptive recommendation for the most appropriate next 
activity (e.g. exercise, test) according to the evidence available about this particular 
student (previous activities with the system, favorite learning strategy, etc.). For 
example, for a student that likes to be challenged it might be better to select a “difficult” 
(lower probability of right answer) exercise while for a student that has low self-
confidence it might be better to select an “easy” (higher probability of right answer) 
exercise. 

As pointed out before, BN formalism implements certain independence assumptions 
amongst variables. Conditional independence modeled in a particular BN model 
should correspond to independence relationships existing in the real world. In our 
example, the conditional independence assumptions mean that the knowledge nodes 
“Add” and “Multiply” are independent a priori (which is reasonable, because if they 
are not the model should include a link between) and that each evidential node is 
conditionally independent of the rest of the evidential nodes given the values of its 
parents (which is also reasonable, because once the value of the corresponding parent 
nodes, i.e., knowledge nodes, is known, other evidential nodes do not provide 
information any more). For more information about what the conditional independence 
assumptions mean, see [140] or [153]. 

The construction of a student model based on BNs consists of two steps: (a) 
development of the qualitative model, that involves the definition of the structural 
model (nodes and arcs); and (b) development of the quantitative model, that involves 
the specification of the parameters needed (conditional and prior probability or 
distributions). There are two ways of obtaining the information needed in the above 
steps. The first way is to use domain expert’s opinion to get the structure/parameters. 
The second is to infer them from data using BNs learning algorithms [79]. A 
combination of these two ways is also possible and often employed in practice. As far 
as learning is concerned, structural learning is a process of learning dependencies 
between the given variables (step a), while parametric learning is a process of learning 
the parameters describing the strength of the dependencies in the model (step b). 

If a BN is built by an expert, it is necessary to make sure that the model includes 
all relevant aspects of the real world, i.e., the model has to account for the relevant 
variables and relationships between them, and the specified conditional probabilities 
have to represent the strength of these relationships. On the other hand, if a BN is to 
be learned from data, the relationships learned on the significance level fixed for the 
statistical independence tests performed during structural learning. If the significance 
level is low we might miss some weak relationships while if the significance level is 
high some hard-to-interpret relationships might be inferred or assumed. A possible 
solution is to have an expert to specify the structure (or fine-tune the learned 
structure) and then learn parameters from data. 

The structure of the rest of section 1.4 is as follows: In subsection 1.4.2, we will 
discuss the development of the quantitative model under the assumption that the 
structure of a BN is to be built by an expert. To this end, we will discuss which 
aspects of the real world being modeled (in our case, a student) can be taken into 
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account and go through different modeling options2. Subsection 1.4.3 gives some 
clues for defining qualitative modeling, while subsection 1.4.4 discusses the 
combination of expert knowledge and learning techniques in building BN student 
models. Section we present some conclusions. 

1.4.2  Development of the Qualitative Model 

As in any modeling process, the first important step is to specify aspects of the world 
being modeled which should be represented in the model, in order to achieve the 
defined goals. In the case of student modeling, the range of features to be modeled is 
wide and can be grouped into two main categories: knowledge (declarative, 
procedural, based on skills, competencies, etc.) and user features (learning styles, 
cognitive and meta-cognitive skills, emotional states, etc). The more user features are 
represented in the model the more complete it will be. However, the cost of creating 
and maintaining a more complete model should be carefully balanced against the 
usefulness of such a model. In the user modeling field, the goal is usually to have a 
personalized model of the user, in order to provide the basis for adaptation. So we 
must carefully choose the user features that will be useful to provide adaptation, 
because if we are going to consider k different variables and each variable can take n 
different values, then we will need to provide adaptive strategies for the kn different 
profiles of students generated by the combination of such values. 

To begin with, we will explain how to use BNs to model student’s knowledge 
based on overlay models. Then we will present how to build knowledge models for 
other approaches such us constraint-based models and misconceptions models. Next, 
we will discuss how to model features beyond knowledge, such as meta-cognitive 
skills, personality traits, affective states, and attitudes and perceptions. Finally, we 
mention some examples where the qualitative model has been developed by experts 
and some other examples in which learning techniques have been used to infer it from 
available data.  Along the discussion we will present examples of application, which 
will illustrate the main ideas and concepts. 

Modeling Knowledge Based on Overlay Models with Bayesian Networks. As 
explained before, the first step consists in selecting the variables of interest for our 
model, which in this case are the knowledge variables and the sources of evidence 
that will be used to obtain relevant information about them. Each one of them will be 
modeled as a random variable, and represented as node in the BN. In the case of user 
modeling, typically the sources of evidence are the results of interaction with the 
system (e.g. answers to questions or exercises, time spent reading certain content, 
number of clicks, etc.). Open/scrutable user models allow that either the user or the 
expert can see and modify this information. 

Once the relevant aspects of the real world being modeled have been selected, it is 
time to translate them to a mathematical model.  In the case of BNs, this means that 
we need to structure this information in a causal relationship schema. To this end, a 
couple of important aspects related to building BN models should be clarified: first, 
that each node must represent a propositional value; and second, that the proper 

                                                           
2 A good tutorial about modeling with BNs for troubleshooting problems is [114].  
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direction of the links needs to be established.  We will discuss each of these aspects in 
more detail. 

As aforementioned, each node must represent a propositional variable [140], 
which is defined to be as a variable that takes an exhaustive and mutually exclusive 
number of values. This aspect allows us to determine whether a given element of the 
real world should be modeled as a variable or as a state of a variable. Let us illustrate 
this using some examples. 

Example 1: A Medical Diagnosis Problem 

A doctor is trying to diagnose a patient to determine the illness (or illnesses) that 
he/she is suffering from. Let us define a finite set of illnesses as {I1, …, In}. In this 
case there are two modeling options: (A) to consider a node I with values I1, …, In, 
and (B) consists in considering n binary nodes I1, …, In. In the case of medical 
diagnosis, the choice depends on whether or not more than one illness can be present 
at the same time. If the patient can have one and only one illness, the correct option is 
A. If the patient can have two or more illnesses at the same time, the correct option is 
B. It is important to point out that in option A all the possible illnesses must be 
considered within the set of possible values {I1, …, In}, and if this is not possible, one 
of the states should be labeled “other” to account for any illness not taken into 
account in the model (thus making the set of states exhaustive). In option B, a node 
"other" can be included, but it is not necessary. 

Example 2: Classification Problems 

We have to classify a set of objects as belonging to certain categories C1, …, Cn. 
Again, the decision of using a single node C with values C1, …, Cn (option A) or n 
separate binary nodes C1, …, Cn (option B). The decision depends on whether or not 
an object can belong to more than one category. So if we are classifying animals in 
mammals, amphibians, reptiles, etc. we should choose option A (with the additional 
value “others” if needed). However, if we are classifying persons according to their 
educational background into doctors, architects, lawyers, etc. we should use option B. 

Example 3.  The Use of the Two Different Options in User Modeling  

This example illustrates how the two different options presented above have been 
used in two real systems: KBS Hyperbook [82] and the English tutor I-Peter [161]. In 
both systems, users are being classified according to their knowledge level K into the 
categories novice (N), beginner (B), intermediate (I), and advanced (A). But while 
KBS Hyperbook models student’s competence in each knowledge item i by using a 
node Ki that takes values {N, B, I, A},  I-Peter models student’s competence in 
English by using four separate binary nodes N, B, I, A. In the second system, the 
underlying assumption is that a student can belong to more than one category 
simultaneously. A possible interpretation is that the I-Peter model might be intended 
to allow smooth transitions between categories. For instance, a possible interpretation 
of P(N=Yes)=0.2 and P(B=Yes)=0.6 is that the user is gradually leaving the category 
novice to get to the more advanced state beginner (quite like in a Fuzzy Logic model). 
But other combinations of probability values might be harder to interpret, and 
therefore estimating the parameters needed might be difficult in I-Peter. 
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Fig. 1.7. A BN and the equivalent BN with the arc C1  E reversed 

As already mentioned, a second important decision is the more appropriate direction 
for the arcs in our model, i.e., given two propositional variables X and Y, we need to 
decide if we will represent the relationship between them as X  Y or X  Y. This is 
an especially important aspect, because in spite of the fact that the direction of any arc 
in a BN can always be reversed [89], BNs are very suitable for the case of causal 
relationships and therefore the model should stay as close to the notion of causality as 
possible. It is important to note that if the direction of an arc is reversed new arcs are 
introduced to the model. This is necessary for the new network to keep the same 
dependency structure. Fig. 1.7 shows the arc reversal result on a simple network. 

Any of these two models would correctly represent the relationships between the 
two causes and the effect, but the second one (after an arc has been reversed) needs 
more parameters (which would also be harder to estimate and interpret). So using the 
proper direction of the arcs saves work and makes the definition of the model easier. 
To be able to choose the proper direction, we should think about which variables have 
causal influence in which others. For instance, if X is type_of_animal and Y 
represents a characteristic of an animal like presence_of_feathers, it seems clear that 
the type of animal has causal influence on the presence of feathers, and therefore the 
more adequate option is X  Y. However, it seems that humans find it easier to 
structure the information in terms of IF-THEN rules rather than in terms of causal 
relationships. Because of that, it is quite common to see the other option, perhaps 
influenced by the implicit construction in our mental model of the corresponding 
diagnostic rule (IF it has feathers, THEN it is an animal) instead of the causal 
relationship (it has feathers BECAUSE it is an animal). 

In the case of student modeling, the basic overlay knowledge model usually 
includes the following relationships: granularity relationships, relationships between 
knowledge and evidential nodes, and prerequisite relationships. Examples of Bayesian 
student models that use both modeling options (arcs in both causal and diagnostic 
directions) for each of such relationships can be easily found in literature and will be 
discussed in the following paragraphs. We continue using the generic notation 
introduced in section 1.4.1: K will represent a knowledge node, while E will represent 
any event that can provide information (evidence) about the student’s knowledge K 
(e.g., a question, test, exercise, task, etc.). 

For modeling the relationships between the evidential nodes E and the knowledge 
node K, the options are:   

(o1) causal direction, i.e., K  E; or 
(o2) diagnostic direction, E  K.  

Option o2 could be also interpreted as a causal relationship if the variable K is 
considered to be a measure of how well the student performed in a test. But usually 
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the goal is to evaluate the knowledge of the student and not his/her performance. In 
fact, the performance can be seen as an effect of the knowledge, together with many 
other causes such us the emotional state of the student, the difficulty of the evidential 
task being performed, etc. 

Let us see an example in the context of the adding/multiplying problem. The 
modeling options are as depicted in Fig. 1.8. If we use option (o1), the nodes “Add” 
and “Multiply” represent the knowledge that the student has about those two 
operations. In option (o2) the nodes “Add” and “Multiply” represent an artificial 
constructs that measures how well the student did in the test involving such 
operations.  

Though this section is devoted only to qualitative model, thinking about the 
parameters needed in each option can help in taking a decision. In option (o1) we need 
to estimate the prior probability distributions P(Add), P(Multiply), and the 
conditional probability distributions P((3+4)/Add), P((3*2+7)/Add, Multiply), and 
P((5*4)/Multiply). All of these parameters have an intuitive meaning: the priors 
represent the “prevalence” of the two basic operations in the population under study, 
i.e., how many of our target students know them, while the conditionals represent the 
probability of a correct answer given that the knowledge required has/has not been 
acquired. In option (o2), we would need the priors P(3+4), P(3*2+7) and P(5*4), which 
can be meaningfully estimated, but also the conditionals P(Add/(3+4), (3*2+7)), 
P(Multiply/(3*2+7),(3+4)), which seem harder to interpret. For example, what is the 
probability that the student “performed well” in the test with respect to the operation 
“Add” given that his/her answer to 3+4 was incorrect and to 3*2+7 was correct? 

 Add 

3 + 4 

Multiply

 3*2 + 7 5 * 4
 

 Add

3 + 4

Multiply 

 3*2 + 7 5 * 4 
 

(o1) causal direction (o2) diagnostic direction 

Fig. 1.8. Options available for modeling relationships between knowledge and evidential nodes: 
an example 

Both modeling options are present in the literature. In [196] evidence is provided by 
problems that the student needs to solve and knowledge nodes represent the physics 
rules that the student needs to apply. The conclusion reached in the paper is that if 
links are defined in the diagnostic direction it “means that the rules are conditionally 
independent given the evidence, which just isn’t true (see [196] for an example). 
Therefore, the causal direction seems preferable in this context. The same conclusion 
is drawn in [130] that theoretically compares both options in terms of criteria such as 
knowledge representation, independence relationships, reasoning process, and 
knowledge engineering effort required. More recently, [119] performed an empirical 
study with the goal to compare the accuracy reached with each modeling option in the 
diagnosis of a group of real students, reporting a maximum accuracy of 0.508 if o2 
(the diagnostic direction) is used (no better than chance, in spite of their efforts of 
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fine-tune the model using data) versus an average test set accuracy of 0.776 of o1 
(causal direction). 

With respect to granularity relationships, options available are: 

(o3) the causal direction, i.e., K1  K; or  
(o4) the diagnostic direction K  K1.  

The first option (o3) assumes that knowing a component indicates knowledge about 
the whole, while the second option (o4) states that knowing the whole has influence in 
knowing each of its components. 

In our example, we can define an aggregated knowledge element “Basic 
arithmetic,” which would be divided into “Add” and “Multiply.” These two modeling 
options are depicted in Fig. 1.9. 

 

Basic arithmetic

Add  Multiply

 

 

Basic arithmetic

Add  Multiply

 
(o3) causal direction (o4) diagnostic direction 

Fig. 1.9. Two options for modeling granularity relationships 

The interpretation of both options follows. The implicit consideration under (o3) is 
that if a student knows basic arithmetic, then he/she also knows how to add and how 
to multiply, while (o4) assumes that a student has knowledge of basic arithmetic 
because he/she knows how to add and how to multiply. 

In the context of granularity relationships, examples of BNs with links defined in 
the diagnostic direction (o4) are: [82; 132; 139], while [119; 122; 130; 195; 208] use 
links defined in the causal direction (o3). The first theoretical comparison between 
both options can be found in [90], which discusses some implications but does not 
explicitly recommend any of them. The causal direction (o3) is supported by 
theoretical studies such us [130], which compare both options in terms of the same 
criteria described above, and empirical studies such as [39], which evaluate three 
different course hierarchies in the context of adaptive testing, using quality measures 
such as test length and test coverage. 

Another interesting alternative for the modeling of relationships between 
knowledge and evidential nodes are dynamic models, which allows for changing the 
variables over time. This is a desirable characteristic in the context of student 
modeling since the knowledge and other relevant variables usually change 
continuously during a student’s interaction with the system. In the Dynamic Bayesian 
Networks (DBNs) model [168], a separate BN is constructed for each time slice. This 
approach is also taken in [119; 122; 130; 209], probably inspired by Reye’s work 
[162]. Reye presents a simple model based on DBN, which captures the dynamic 
nature of the student’s knowledge. In this proposal, for each j = 1, ..., n, ..., the 
following nodes and relationships between them are defined (Fig. 1.10): 
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Lj = student’s state of knowledge after the j’th interaction with the system 
Oj = result of the j’th interaction. 

 

O1 

L0 L1 

After the first 
interaction 

On

Ln-1 Ln

After the n’th 
interaction  

On-1

... 

... 

...  

...  
 

Fig. 1.10. Dynamic BN for student modeling. Adapted from [162] 

We can see that at time n, the probability that the student is now in the learned state 
(Ln) depends on whether the student was already in the learned state at n-1 (Ln-1) and 
on the outcome of the last interaction with the system (On). Reye provides formulas 
for a two-phase updating of this basic model and proves that the knowledge tracing 
model used in the ACT cognitive tutors [44; 45] can be viewed as a particular case of 
this more general model (by adding constraints to the general model until the 
equivalence is shown). Please note that in spite of the fact that this description seems 
to refer to only one knowledge node, the implementations of this model will contain 
as many knowledge nodes as needed, resulting in more complex networks. A later study 
[131] makes the empirical comparison of a static BN with a DBN using simulated 
students, showing that both models produce a very similar performance in terms of test 
length and accuracy, although the static model seems to perform slightly better. 

In summary, it seems that evidence available (both theoretical and empirical) 
encourages the use of the causal direction. The arc should then go from variables that 
cannot be observed directly and need to be estimated (knowledge in the case of 
student modeling, illness or disease in the case of medical diagnosis, faulty 
components in the case of trouble-shooting systems) to variables that can be observed 
(answers to problems, symptoms, or problems, respectively). 

With respect to prerequisite relationships, it seems clear that if A is a prerequisite 
of B, knowing A has causal influence on knowing B, so the direction of the link 
should be A  B. However, the main difficulty of introducing this new kind of 
relationship into our model is that, as reported in [31], the meaning of the 
relationships between the nodes becomes somehow unclear and the specification of 
the parameters becomes more difficult. To illustrate this, let us consider the following 
example: in a basic arithmetic course, students are taught how to add and multiply 
natural numbers (N) and fractions (Q). A basic overlay BN student model for this 
course (with links in the causal direction) is given in Fig. 1.11 where prerequisite 
relationships are represented as a dotted line. 

In this example, one of the parameters needed is P(Multiply/Mult_N, Mult_Q, 
Add). But the fact that different types of relationships are mixed in the conditional 
distribution makes this probability difficult to estimate. Just as an example, we would 
need to provide the probability of knowing how to multiply, given that “the student 
knows how to multiply natural numbers and fractions, but does not now how to add,” 
which is quite improbable. As suggested in [31], a possible solution is to disregard 
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that kind of relationship in the model (thus making a simplification of reality, in 
which prerequisite relationships do exist). Another possible solution is to make a 
different simplifying assumption: instead of not including prerequisites, consider that 
both relationships operate at different levels, i.e., to build a multi-layered student 
model as proposed by [200]. In [31], Carmona et al present an empirical study 
comparing both alternatives. The study supports a conclusion previously established 
in [59]: “not considering valid prerequisites relationships does not lead to a wrong 
assessment of a student’s knowledge state, but it renders the assessment less efficient 
in the sense that more answers than necessary have to be collected.” So, if the test 
length is not an important issue, eliminating prerequisites will not affect the accuracy 
of our assessment, but if length is important, a possible option would be to use a 
multilayered model which can improve the performance (in the sense that less 
questions will be needed to reach the same accuracy for our estimation of the 
student’s knowledge). 

3+2+2/3

Add N Add Q

Add

Math

3*2

Mult N Mult Q

Multiply

3+2 
 

Fig. 1.11. Introducing prerequisites in the BN 

Another option for considering prerequisite relationships is presented in [82] and is 
based on categorizing the knowledge nodes into levels. The first level corresponds to 
simple concepts, which do not require prerequisites. The successive levels require that 
knowledge about some of the concepts in the previous levels be understood. In this 
application, prerequisite relationships are only allowed between the root nodes of 
each level (recall that this system uses the diagnostic direction (o4) for the granularity 
relationships, so the root nodes are the compound concepts). In this way, the problem 
of confusing different kinds of relationships in the model can be avoided. 

Modeling Knowledge Beyond Overlay Models. There are also some proposals to 
model student knowledge with BNs that are not based on overlay models. Alternative 
approaches include constraint-based modeling and models based on misconceptions. 
A good example of constraint-based modeling is the student model of CAPIT [122], a 
constraint-based tutor for English capitalization and punctuation. In this model each 
node Li represents the outcome of the student’s last attempt with respect to the 
violation or not of a certain constraint I. That attempt can take values S (satisfied), V 
(violated), VFB (violated with feedback) or NR (not relevant). When a new problem 
is presented, node Ni represents the predicted outcome of this new attempt with 
respect to the violation of constraint i. The authors decided to include relationships 
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between the constraints, which caused the model to grow more complex but was more 
realistic and allowed for a better prediction of student performance. The model also 
includes decision nodes and their utilities, i.e., transforming the BN in an Influence 
Diagram or Decision Network (DN). This allows for the selection of the next tutorial 
action by maximizing the expected utility. A similar approach based on DN has also 
been presented in [138]. 

As for bug models, a good example is the student model for a tutoring system on 
decimal numbers presented in [180]. In this case there are several types of nodes: 
evidential nodes, which can be either test items of a decimal comparison test (nodes 
TI) or variables that account for student behavior during the interaction with the 
system (nodes B) and student-type nodes, which serve the purpose of classification of 
students according to the type of misconception they have. This classification happens 
at two levels of granularity: coarse and fine. The basic structure of the network is as 
represented in Figure 1.12. 

 

Behavioral nodes k 

Student_type nodes

 
 
 
Test item nodes 
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Fine class

TI1 TI2 TI3 TIn
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 Behavioral 
 nodes 2 

 
Fig. 1.12. A Bayesian student model based on misconceptions 

This model features several groups of behavioral nodes. Those groups can be of 
different sizes and can have different internal structures (i.e., they can be connected in 
different ways). They model different instructional episodes. Please note that there is 
only one group of test item nodes and student type nodes. As it can be seen, in this 
student model the links follow the causal direction. It is important to note that the 
performance of this student model has been evaluated by comparing the results of 
manual expert diagnosis with the automatic system’s diagnosis. The comparison took 
into account the results of more than 2,000 students who took the DCT test and 
showed an 80-90% agreement rate (the 10% variation was due to varying the values 
of certain parameters). 

Beyond Modeling Knowledge. The basic knowledge models presented above can be 
enhanced by including information that allows for model-tracing (in addition to 
knowledge-tracing). This can be achieved by adding other variables like student 
goals, plans, etc. An example of the second kind of model is the Bayesian student 
model for the physics domain in the tutoring system Andes [40], which divides 
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knowledge nodes into proposition nodes (fact and goal nodes), rule application nodes, 
and strategy nodes (which allow for modeling the different methods used to solve a 
problem, and therefore for model tracing). A similar approach was later adopted in 
[186] for the domain of medical diagnosis. The architecture of the Bayesian student 
model of the Andes system is depicted in Fig. 1.13. 

Context-rule  

New fact

Fact 

Rule Application

Rule 1 

Goal 
Strategy 

 

 
Fig. 1.13. General BN model for facts, rules, strategies, and goals 

For example, in the physics domain, if the student knows a certain rule (such as 
F=m*a) he/she will be able to use it in any context. Then, if he/she also knows certain 
facts (for example, m=50kg and a=4m/s2), has a certain goal (compute the force) and 
a certain strategy (way of solving the problem), then the rule will be applied to the 
problem and a new fact will be inferred (in this case, that F=200N). In the medical 
diagnosis example, the idea of “rule” is replaced by “medical concept” that can be 
applied to derive a hypothesis (equivalent to facts in the physical domain). In both 
domains (physics and medicine), the application, goal and apply nodes are used in the 
same way. Strategies are modeled by the fact that students can enumerate the causal 
hypothesis structure in any order. That’s why they are not explicitly introduced as 
nodes in the model. One difference between these two domains is that causal 
relationships exist between hypotheses in the medical application but do not exist 
between facts in the physics tutor. 

Recently, there has been increasing interest in widening the range of user 
characteristics that can be measured and used in adaptive systems. In this sense, BNs 
have been used to model the student beyond cognitive features (knowledge, goals) 
towards a richer variety of features, like: 

• Meta-cognitive skills, for example, self-explanation [41] and exploration [29]. To 
support the evaluation of meta-cognitive skills the BN student model includes 
nodes to represent student’s tendency to self-explain, to explore, and also nodes to 
model student’s actions that are indicative of relevant applications of such abilities. 
Another recent example of modeling a meta-cognitive skill is [136], which presents 
a computational framework to support learning by using analogical problem 
solving. To this end, new nodes have been introduced in the Andes Bayesian 
student model: copy nodes (with values correct, incorrect, no_copy) which 
represent if the student copied the solution from the solved example; similarity 
nodes (with values trivial, non_trivial, none) that measure the degree of similarity 
of fact nodes between the example solution and the student’s solution; analogy 
nodes (that represent the student’s tendency to use the minimum or maximum 
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analogies, i.e., to try to solve the problem on their own and consult the example 
only when reaching an impasse or to copy as much as possible), and an EBLC 
node, which allows modeling of the user’s tendency to learn by the Explanation 
Based Learning of Correctness. 

• Personality traits. An example is [68], that presented a BN to model learning styles 
within a web-based education system. To this end, they consider three dimensions 
of Felder’s framework [64], namely perception (sensory/intuitive), processing 
(active/reflective), and understanding (sequential/global) as unobservable nodes, 
and several evidential nodes, such as the use of mail, forum, chats, number of 
examples visited, and exam results. In this case they are using the diagnostic 
instead of the causal direction for links between variables.  

• Affective states. An example is the affective user model in the educational game 
Prime Climb, a game designed to help children learn about number factorization 
while being coached by an intelligent agent [42]. This affective user model has 
nodes such as: goal nodes (that model the objective during game playing, e.g., 
learn math, have fun, beat partner), action nodes (for both the player and the 
action), goal satisfaction nodes (to model the degree of satisfaction that each action 
causes), and emotional nodes that allow for the modeling of six of the 22 emotions 
described in the OCC theory of emotions [147], namely, joy/distress (states of the 
node “emotion for the game”), pride/shame (states of the node “emotion for self”) 
and admiration/reproach (states of the node “emotion for agent”). In this case, links 
are established in the causal direction. 

• Attitudes, perceptions. In [7], log-data is used to infer the student’s hidden attitudes 
towards learning, learning gains, and perception of the system. To this end, the 
student model contains unobservable variables that measure if the students liked 
the system, learned, seriously tried to learn, wanted to finish quickly, wanted to 
challenge himself/herself, was concerned with getting help, had a fear of doing the 
wrong action, etc. Observable variables were: average of hints asked per problem, 
time between attempts, average seconds per problem, etc. In that model also, links 
are pointed in the causal direction. 

Going beyond modeling the student’s knowledge can certainly provide a much better 
adaptation and therefore better performance in terms of learning gains. However, as 
explained in this section, the relationship between the cost of building, maintaining 
and effectively using such enriched student models must be evaluated on an 
individual basis, to decide whether each one is worth the gained improvement in 
performance of the system. 

Building the Qualitative Model Versus Using Learning Techniques. In the field of 
student modeling, many researchers have chosen to create structural models, with or 
without the help of domain experts. Good examples are Andes [40], HYDRIVE [132], 
Adele [67] and DT-Tutor [138]. However, the relationships between the variables of 
the model can also be learned from studying the data.  To do so, the variables of 
interest, X1, X2, …, Xn for the domain being modeled, must first be identified. From 
that list of variables and from a dataset composed of the sets of their values (x1, …, 
xn), a structural learning algorithm infers the relationships between the variables, 
according to a desired confidence level. A key point of this approach is to choose a 
good value for the confidence level. If too low a value is selected, low data-
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evidence relationships will be inferred. If the value is too high, some important 
relationships can be missed. A possible solution is having domain experts fine-tune 
the inferred model.  

There are few examples in which the structure has been discovered from studying 
the data, but the interested reader can find an excellent one in [122], which describe 
the techniques used and the strengths and weaknesses of this approach.  

1.4.3  Development of the Quantitative Model 

Once the qualitative part of the model has been defined or learned, the next step is to 
define the parameters, which in this case are the prior probability distributions of the 
root nodes and the conditional probability distributions for the rest of the nodes. This 
task has commonly been cited as one of the main difficulties when building a BN 
model. The options available are: a) knowledge engineering, i.e., having experts 
specify the probabilities; b) using pre-existent models to specify part of the 
probability distributions needed (canonical models, theoretical models, etc.); and c) 
learning the parameters from available data (cases). A combination of these 
alternatives can also be used.  

Examples of systems in which the parameters have been estimated by experts 
include those mentioned in subsection 1.4.2 as examples of systems in which experts 
provided also the qualitative model. However, there are other systems where the 
structure has been specified or constrained by experts and the parameters are partially 
or totally derived from data [201], or adjusted to theoretical models, for example, 
models inspired by Item Response Theory [130] and [90]. Some approaches to 
simplify parameter specification in the context of student modeling have also been 
proposed [129]. Finally, an example in which both the structure and parameters have 
been discovered from data is [122].  

Also, some modeling tricks can help to relieve the burden of specifying the 
numbers. An example of such a trick is grouping the parent nodes into related causal 
categories, which reduces the number of parameters needed. For a more 
comprehensive literature guide to tricks and techniques, see [60]. 

1.4.4  Building Student Models by Combining the Domain Expert’s Knowledge 
 and Learning Methods 

More recently, researchers have begun to use mixed approaches, in which parts of the 
model are defined by experts while others are learned from data. Some examples are:  

• In the student model for the medical domain by Suebnukarn et al [186], the 
structure has been specified by experts and then the parameters are mined from the 
data obtained in transcripts of problem-based learning sessions. 

• Stacey et al construct their Bayesian student model based on misconceptions 
through a combination of elicitation from the domain experts and automated 
methods [180]. 

• When developing the knowledge student model for Prime Climb, [119] compares 
the performance of two different structures (one developed following teacher’s 
suggestions, the other one inspired by causality) and for both of them the 
parameters are revealed in the data. 
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• Arroyo and Woolf define the structure of the network, taking into account the 
knowledge gained during a correlation analysis between variables, and then look 
for conditional probabilities in the data to evaluate the accuracy of the model by 
cross validation [7]. 

• In [29] and [42], Conati and colleagues use an iterative design process: the initial 
model is developed using the researcher’s intuition or the expert’s opinions, and 
then data from real users is collected and used to refine both the parameters and the 
structure, either by adding new nodes (such as “general exploration” or nodes that 
describe attitudes towards the intelligent agent, such as “wanting help”) or by 
modifying the direction of the links (for example, between knowledge and 
exploration nodes or game events and goals). 

1.5  Conclusions 

A common feature of various adaptive Web systems is the application of user models 
(also known as profiles) to adapt the systems’ behavior to individual users. User 
models represent the information about users that is essential to support the adaptation 
functionality of the systems. Adaptive Web systems have investigated a range of 
approaches to user modeling, exploring how to organize the storage for user 
information, how to populate it with user data, and how to maintain the current state of 
the user. The majority of modern adaptive Web systems use feature-based approach to 
represent and model information about the users. The competing stereotype-based 
approach, once popular in the pre-Web area of adaptive interfaces, has lost dominance 
but is still applied, especially in combination with the feature-based approaches.  

The most popular features modeled and used by adaptive Web systems are user 
knowledge, interests, goals, background, individual traits, and context of work. Each 
individual adaptive system typically uses a subset of this list, as determined by the 
class of adaptive systems it belongs to and the adaptation needs of this class (Fig. 
1.14). Web-based adaptive educational systems (AES) rely mostly on user knowledge 
and learning goals capitalizing on the modeling and representation techniques 
established in the field of Intelligent Tutoring Systems (ITS). Adaptive information 
systems and Web recommenders focus on modeling the user’s interests and extend  
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Fig. 1.14. User features typically modeled by different classes of adaptive Web systems 
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modeling approaches originally developed for adaptive information retrieval systems. 
Meanwhile, adaptive hypermedia systems attempt to represent and employ an even 
wider range of user features. In addition to user knowledge and interests, these 
systems frequently model user goals (following approaches developed in the field of 
adaptive interfaces), individual traits, and the context of user’s work.  

Overlay user modeling is currently the leading user modeling approach in AES and 
AHS. This approach was originally developed in the field of ITS to model user 
knowledge as an overlay of a concept-level domain model. Currently, the overlay 
approach has grown to include the modeling of knowledge, interests, goals, and some 
other features. In the area of adaptive information systems the concept-overlay 
approach to modeling user interests is now competing with the more traditional 
keyword-level profiling.  This is one example of the convergence that has begun to 
blur the boundaries between different classes of adaptive Web systems. 

One of the main advantages of using a formal method for student modeling is its 
robustness. Once this model behaves in a stable and theoretically-correct fashion, the 
evaluation of a system can be focused on other components (such as quality of the 
learning material, learning strategies used, or adaptation capabilities). The most 
commonly used formal reasoning technique for student modeling is currently the 
BN paradigm. Applications of other approaches (like Fuzzy Logic) are less 
frequent. A very attractive potential use of BNs in the context of adaptive web-
based applications would be to employ learning algorithms that would further shape 
on-the-fly improvements within the model itself. The future adaptation learning 
algorithm would then be able to process each user’s interactive behavior information 
and simultaneously update the structure of the model. We hope to see this potential 
use developed in the very near future. 
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Abstract. The amount of information available online is increasing exponen-
tially. While this information is a valuable resource, its sheer volume limits its 
value. Many research projects and companies are exploring the use of personal-
ized applications that manage this deluge by tailoring the information presented 
to individual users. These applications all need to gather, and exploit, some in-
formation about individuals in order to be effective. This area is broadly called 
user profiling. This chapter surveys some of the most popular techniques for 
collecting information about users, representing, and building user profiles. In 
particular, explicit information techniques are contrasted with implicitly col-
lected user information using browser caches, proxy servers, browser agents, 
desktop agents, and search logs. We discuss in detail user profiles represented 
as weighted keywords, semantic networks, and weighted concepts. We review 
how each of these profiles is constructed and give examples of projects that 
employ each of these techniques. Finally, a brief discussion of the importance 
of privacy protection in profiling is presented. 

2.1  Introduction 

In the modern Web, as the amount of information available causes information over-
loading, the demand for personalized approaches for information access increases.  Per-
sonalized systems address the overload problem by building, managing, and represent-
ing information customized for individual users.  This customization may take the form 
of filtering out irrelevant information and/or identifying additional information of likely 
interest for the user.  Research into personalization is ongoing in the fields of informa-
tion retrieval, artificial intelligence, and data mining, among others.   

This chapter discusses user profiles specifically designed for providing personal-
ized information access. Other types of profiles, build using different construction 
techniques, are described elsewhere in this book.  In particular, Chapter 4 [40] dis-
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cusses generic user modeling systems that are broader in scope, not necessarily fo-
cused on Internet applications.  Related research on collaborative recommender sys-
tems, discussed in Chapter 9 of this book [81], combines information from multiple 
users in order to provide improved information services.  Concern over privacy pro-
tection is growing in parallel with the demand for personalized features.  These two 
trends seem to be in direct opposition to each other, so privacy protection must be a 
crucial component of every personalization system.  A detailed discussion can be 
found in Chapter 21 of this book [39]. 

There are a wide variety of applications to which personalization can be applied 
and a wide variety of different devices available on which to deliver the personalized 
information.  Early personalization research focused on personalized filtering and/or 
rating systems for e-mail [49], electronic newspapers [14, 16], Usenet newsgroups 
[41, 58, 86, 91, 106], and Web documents [4].  More recently, personalization efforts 
have focused on improving navigation effectiveness by providing browsing assistants 
[9, 13], and adaptive Web sites [69].  Because search is one of the most common ac-
tivities performed today, many projects are now focusing on personalized Web search 
[46, 88, 92] and more details on the subject can be found in Chapter 6 of this book 
[52].  However, personalized approaches to searching other types of collections, e.g., 
short stories [76], Java source code [100], and images [14] have also been explored.  
Commercial products are also adopting personalized features, for example, Yahoo!’s 
personalized Web portals [110] and Google Lab’s personalized search [30]. 

The aforementioned systems are just a few examples that illustrate the breadth of 
applications to which personalized approaches are being investigated.  Nichols [63] 
and Oard and Marchionini [64] provide a general overview of some the issues and 
approaches to personalized rating and filtering and Pretschner [71] describes ap-
proximately 45 personalization systems.   

Most personalization systems are based on some type of user profile, a data in-
stance of a user model that is applied to adaptive interactive systems.  User profiles 
may include demographic information, e.g., name, age, country, education level, etc, 
and may also represent the interests or preferences of either a group of users or a single 
person.  Personalization of Web portals, for example, may focus on individual users, for 
example, displaying news about specifically chosen topics or the market summary of 
specifically selected stocks, or a groups of users for whom distinctive characteristics 
where identified, for example, displaying targeted advertising on e-commerce sites.   

In order to construct an individual user’s profile, information may be collected 
explicitly, through direct user intervention, or implicitly, through agents that moni-
tor user activity.  Although profiles are typically built only from topics of interest to 
the user, some projects have explored including information about non-relevant top-
ics in the profile [35, 104].  In these approaches, the system is able to use both 
kinds of topics to identify relevant documents and discard non-relevant documents 
at the same time.   

Profiles that can be modified or augmented are considered dynamic, in contrast to 
static profiles that maintain the same information over time.  Dynamic profiles that 
take time into consideration may differentiate between short-term and long-term in-
terests [37, 93, 103].  Short-term profiles represent the user’s current interests whereas 
long-term profiles indicate interests that are not subject to frequent changes over time.  
For example, consider a musician who uses the Web for her daily research.  One day, 
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she decides to go on vacation, and she uses the Web to look for hotels, airplane tick-
ets, etc.  Her user profile should reflect her music interests as long-term interests, and 
the vacation-related interests as short-term ones.  Once the user returns from her vaca-
tion, she will resume her music-related research, and the vacation information in her 
profile should eventually be forgotten.  Because they can change quickly as users 
change tasks, and less information is collected, short-term user’s interests are gener-
ally harder to identify and manage than long-term interests.  In general, the goal of user 
profiling is to collect information about the subjects in which a user is interested, and 
the length of time over which they have exhibited this interest, in order to improve the 
quality of information access and infer user’s intentions.   

 
 
 
 
 
 
       
  

 

Fig. 2.1. Overview of user-profile-based personalization 

As shown in Figure 2.1, the user profiling process generally consists of three main 
phases.  First, an information collection process is used to gather raw information 
about the user.  As described in Section 2.2, depending on the information collection 
process selected, different types of user data can be extracted.  The second phase fo-
cuses on user profile construction from the user data.  Section 2.3 summarizes a vari-
ety of ways in which profiles may be represented and Section 2.4 some of the ways a 
profile may be constructed.  The final phase, in which a technology or application ex-
ploits information in the user profile in order to provide personalized services, is dis-
cussed in Parts II and III of this book.  

2.2  Collecting Information About Users 

The first phase of a profiling technique collects information about individual users.  
A basic requirement of such a system is that it must be able to uniquely identify us-
ers.  This task is described in more detail in Section 2.2.1.  The information col-
lected may be explicitly input by the user or implicitly gathered by a software 
agent.  It may be collected on the user’s client machine or gathered by the applica-
tion server itself.  Depending on how the information is collected, different data 
about the users may be extracted.  Several options, and their impacts, are discussed 
in Section 2.2.2.  In general, systems that collect implicit information place little or 
no burden on the user are more likely to be used and, in practice, perform as well or 
better than those that require specific software to be installed and/or explicit feed-
back to be collected. 
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2.2.1  Methods for User Identification 

Although accurate user identification is not a critical issue for systems that construct 
profiles representing groups of users, it is a crucial ability for any system that con-
structs profiles that represent individual users.  There are five basic approaches to user 
identification: software agents, logins, enhanced proxy servers, cookies, and session 
ids.  Because they are transparent to the user, and provide cross-session tracking, 
cookies are widely used and effective.  Of these techniques, cookies are the least in-
vasive, requiring no actions on the parts of users.  Therefore, these are the easiest and 
most widely employed.  Better accuracy and consistency can be obtained with a 
login-based system to track users across sessions and between computers, if users can 
be convinced to register with the system and login each time they visit.  A good com-
promise is to use cookies for current sessions and provide optional logins for users 
who choose to register with a site. 

Web usage mining can also be used to identify users, and these approaches are 
covered in more detail in Chapter 3 of this book [59].  Many companies rely on data 
aggregators, such as Acxiom [1], to provide demographic data about customers.  This 
information actually turns out to be more accurate than surveys of customers them-
selves.  Usually, all that is required to get full demographic data is a credit card num-
ber or the combination of name and zipcode, information that is often collected during 
purchase or registration. 

The first three techniques are more accurate, but they also require the active par-
ticipation of the user.  Software agents are small programs that reside on the user’s 
computer, collecting their information and sharing this with a server via some proto-
col.  This approach is the most reliable because there is more control over the imple-
mentation of the application and the protocol used for identification.  However, it re-
quires user-participation in order to install the desktop software.  The next most reli-
able method is based on logins.  Because the users identify themselves during login, 
the identification is generally accurate, and the user can use the same profile from a 
variety of physical locations.  On the other hand, the user must create an account via a 
registration process, and login and logout each time they visit the site, placing a bur-
den on the user.  Enhanced proxy servers can also provide reasonably accurate user 
identification.  However, they have several drawbacks.  They require that the user 
register their computer with a proxy server.  Thus, they are generally able to identify 
users connecting from only one location, unless users bother to register all of the com-
puters they use with the same proxy server.   

The final two techniques covered, cookies and session ids, are less invasive meth-
ods.  The first time that a browser client connects to the system, a new userid is cre-
ated.  This id is stored in a cookie on the user’s computer.  When they revisit the same 
site from the same computer, the same userid is used.  This places no burden on the 
user at all.  However, if the user uses more than one computer, each location will have 
a separate cookie, and thus a separate user profile.  Also, if the computer is used by 
more than one user, and all users share the same local user id, they will all share the 
same, inaccurate profile.  Finally, if the user clears their cookies, they will lose their 
profile altogether, and if users have cookies turned off on their computer, identifica-
tion and tracking is not possible.  Session ids are similar, but there is no storage of the 
userid between visits – each user begins each session with a blank slate, but their ac-
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tivity during the visit is tracked.  In this case, no permanent user profile can be built, 
but adaptation is possible during the session. 

2.2.2  Methods for User Information Collection 

User profiles may be based on heterogeneous information associated with an individ-
ual user or a group of users who showed similar interests or similar navigational be-
havior.  Broadly, user profile construction techniques can be partitioned by the type of 
input used to build the profile.  In this section we discuss explicit and implicit feed-
back systems in detail.  Hybrid approaches are also possible.  Papazoglou [66] uses an 
automatic component to build a user profile based on user observations, but they also 
provide a mechanism for explicit relevance feedback in order to better tailor the pro-
files to user’s individual interests.  

Explicit User Information Collection. Explicit user information collection method-
ologies, often called explicit user feedback, rely on personal information input by the 
users, typically via HTML forms.  The data collected may contain demographic in-
formation such as birthday, marriage status, job, or personal interests.  In addition to 
simple checkboxes and text fields, a common feedback technique is the one that al-
lows users to express their opinions by selecting a value from a range.  All these 
methodologies have the drawback that they cost the user’s time and require the user’s 
willingness to participate.  If users do not voluntarily provide personal information, 
no profile can be built for them.   

Commercial systems have been exploring customization for some time.  Many 
sites collect user preferences in order to customize interfaces.  This customization can 
be viewed as the first step to provide personalized services on the Web.  Many of the 
systems described in Section 2.4 rely on explicit user information.  The collection of 
preferences for each user can be seen as a user profile and the services provided by 
these applications adapt in order to improve information accessibility.  For instance, 
MyYahoo! [110], explicitly ask the user to provide personal information that is stored 
to create a profile.  The Web site content is then automatically organized based on the 
user’s preferences.  

More sophisticated personalization projects based on explicit feedback have fo-
cused on navigation.  One of the earliest, Syskill & Webert [68], recommends inter-
esting Web pages based on explicit feedback.  If the user rates some links on a 
page, Syskill & Webert can recommend other links on the page in which they might 
be interested.  In addition, the system can construct a Lycos query and retrieve 
pages that might match a user’s interest.  The Wisconsin Adaptive Web Assistant 
(WAWA) [84,85] also uses explicit user feedback to train neural networks to assist 
users during browsing.   

One problem with explicit feedback is that it places an additional burden on the 
user.  Because of this, or privacy concerns, the user may not choose to participate.  
Users may not accurately report their own interests or demographic data, or, since the 
profile remains static whereas the user’s interests may change over time, the profile 
may become increasingly inaccurate over time.  An argument in favor of explicit 
feedback is that, in some cases, users enjoy providing, and sharing, their feedback.  
This is most evident in movie rating sites such as NetFlix [62] and sites dedicated to 
collecting, and sharing, consumer ratings such as ePinions [24].   
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Implicit User Information Collection. User profiles are often constructed based on 
implicitly collected information, often called implicit user feedback.  The main advan-
tage of this technique is that it does not require any additional intervention by the 
user during the process of constructing profiles.  Kelly and Teevan [36] give an 
overview of the most popular techniques used to collect implicit feedback, and the 
type of information about the user that can be inferred from the user’s behavior.  Table 
2.1 summarizes the approaches covered in this chapter, the type of information each ap-
proach is able to collect, and the breadth of applicability of the collected information.  
Because they only require a one time setup, do not require new software to be devel-
oped and installed on the user’s desktop, and only track browsing activity, proxy servers 
seem to be a good compromise between easily capturing information and yet not plac-
ing a large burden on the user.  Capturing activity at the site providing personalized ser-
vices, for example a search site itself, is also an option in some cases.  It requires abso-
lutely no special user activity, but not all personalized sites are used frequently enough 
by any single user to allow them to create a useful profile.  

Table 2.1. Implicit User Information Collection Techniques 

Collection 
Technique 

Information 
Collected 

Information 
Breadth 

Pros and 
Cons 

Examples 

Browser 
Cache 

Browsing 
history 

Any Web site pro: User 
need not 
install 
anything. 
con: User 
must upload 
cache 
periodically. 

OBIWAN 
[71] 
 

Proxy 
Servers 

Browsing 
activity 

Any Web site pro: User 
can use 
regular 
browser.  
con: User 
must use 
proxy 
server. 

OBIWAN 
[71] 
Trajkova [99] 
Barrett et al 
[6] 

Browser 
Agents 

Browsing 
activity 

Any 
personalized   
application 

pro: Agent 
can collect 
all Web 
activity. 
con: Install 
software and 
use new 
application 
while 
browsing. 

Letizia [43] 
WebMate 
[13] 
Vistabar [50] 
WebWatcher 
[58] 



60 S. Gauch et al. 

Table 2.1 (continued) 

Desktop 
Agents 

All user activity Any 
personalized 
application 

pro: All 
user files 
and activity 
available. 
con: 
Requires 
user to 
install 
software. 

Seruku [83] 
Surfsaver 
[94] 
Haystack 
[2,17] 
Google  
Desktop [29] 
Stuff I’ve 
Seen [22] 

Web Logs Browsing 
activity 

Logged Web 
site 

pro: 
Information 
about 
multiple 
users 
collected. 
con: May be 
very little 
information 
since only 
from one 
site. 

Mobasher 
[59] 

Search Logs Search Search engine 
site 

pro: 
Collection 
and use of 
information 
all at same 
site. 
con: 
Cookies 
must be 
turned on 
and/or login 
to site. 
con: May be 
very little 
information     

Misearch 
[87] 
Liu et al [45] 

 
Browsing histories are a common source of information from which user interests are 
extracted.  Browsing histories are collected in two main ways:  users share their 
browsing caches on a periodic basis [71]; or users install a proxy server that acts as 
their gateway to the Internet, thereby capturing all Internet traffic generated by the 
user [6, 99].  These browsing histories contain the urls visited by the user and the 
dates and times of the visits.  Summary information about the number of visits to a 
particular url over a variety of time periods can be easily extracted.  The time spent on 
the each page can also be inferred, with some error, as the time between consecutive 
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hyperlink clicks.  These browsing histories are typically shared with one particular 
Web site, allowing that site only to provide personalized services.  Another drawback 
to this approach is that it typically only collects the user’s browsing history from a sin-
gle computer.  However, a user could share their browsing caches from multiple com-
puters or install the same proxy server on each computer they use regularly (e.g., home 
and work).  Even if they do not do this, they could, via a login system, use the same user 
profile in multiple locations, allowing consistent access to personalized services.  

Many personalization approaches use agents to collect information interactively, 
while the user browses.  These browser agents are implemented as either a stand-
alone application that includes browsing capabilities or a plug-in to an existing 
browser.  Because the browser agents are installed on the user’s desktop computer, 
they are able to capture all of the activities the user performs while browsing.  Al-
though not every system collects or uses all available information, this approach al-
lows the system to collect a richer set of information about the user than is available 
via browsing histories.  In addition to the urls visited and accurate information about 
the amount of time spent on each Web page, the agents can also collect actions per-
formed on the Web page such as bookmarking and downloading to disk.  Letizia [43, 
44] was one of the first systems to interactively collect and exploit implicit user feed-
back.  Based on previously visited pages and bookmarked pages, it suggests links on 
the current page that might be of interest.  Other browsing assistants based on brows-
ing agents are WebMate [13], Vistabar [50], and Personal WebWatcher [58].  Some 
literature in this area distinguishes between browsing assistants and browsing agents. 
Vistabar [50] is a prototypical browsing assistant, a tool that helps users track viewed 
urls, fill out forms or fetch pages without any specific agenda.  In contrast, WebMate 
[13] and Personal WebWatcher [58] are examples of browsing agents that perform 
more critical tasks such as highlighting hyperlinks of likely interest to the user, rec-
ommending urls, or refining search keywords.  

One drawback to this approach is that it requires the user to install a new applica-
tion on their computer and, in the case of a stand-alone browsing application, it re-
quires them to use a new application during browsing instead of a conventional 
browser.  Another drawback is that this approach requires a large investment in soft-
ware development and maintenance.  In order to capture user information, the person-
alization system must develop a high quality browsing agent or plug-in, distribute it 
widely, and maintain and support numerous, widely-deployed versions that would re-
sult should the personalized application become successful.  A final drawback to this 
approach is that, since it is resident on a personal computer, the user profile built would 
typically only be available when the user was using that particular computer.  However, 
this drawback may be offset by the fact that, since it is resident on the user’s computer, 
the user profile could be shared by multiple personalized applications. 

There has been a recent surge in the availability of commercial toolbars and 
browser add-ons that include personalized features.  Examples include the Seruku 
Toolbar [83] and SurfSaver [94], both of which try to help users organize their 
browsing histories stored in their desktop caches.  These products are the direct de-
scendents of the early browser agents developed by the research projects described 
above.  Eventually, these personalized agents may evolve into a fully integrated 
personalized environment.  In such a system, the searches would not be limited to 
the Web, but they would also include databases to which the user has access, and 



62 S. Gauch et al. 

the user’s personal documents.  Such search systems are implemented in tools like 
Google Desktop Search [29] and Stuff I’ve Seen [22].  Then, the information found 
in the personal documents and databases could be used to enhance the user profile.  
The Haystack project [2, 17] presents the infrastructure necessary to create a per-
sonalized environment: a general purpose database to store all of the user’s docu-
ments, the database management system, and the learning module in charge of 
maintaining the user profiles. 

The above approaches all focus on collecting information about the users as they 
browse or perform other activities.  Because they try to capture and share what the 
user is doing on their computer, they are essentially client-side approaches.  All cli-
ent-side approaches place some burden on the users in order to collect and/or share 
the log of their activities.  In contrast, the final two approaches collect only the activi-
ties the user performs while interacting with the site providing the personalized ser-
vices.  Although they have access to less information than client-side approaches, 
they place no burden on the user at all, and can silently collect the information via 
cookies, logins, and/or session ids.  There are two main sources of information for 
server-side personalization, browsing activity on the site and search interactions.  
Web logs capture the browsing histories for individual users at a given website.  This 
information can be used to create Web sites that adapt their organization based on the 
user’s behavior.  Since web log mining is covered in detail in Chapter 3 of this book 
[59], it will not be discussed further here.   However, search histories are discussed in 
some detail below. 

Recently, search histories have been explored as a source of information for user 
profiling that can then be exploited to provide personalized search.  Search histories 
contain information about the queries submitted by a particular user and the dates 
and times of those queries.  The personalization system can also cache the urls and 
snippets of the result sets for each user’s queries simultaneously with formatting 
that information for presentation to the user.  If the personalization system wraps 
the presented results appropriately, the user clicks on particular results can also be 
collected.  The personalization system could also download the complete Web 
pages for the visited urls.  However, the network delays for this process are such 
that this cannot be done quickly enough to provide acceptable interactivity.  Al-
though downloading could be done as an offline process, this source of information 
is rarely used.  As mentioned previously, this approach has the advantage that user 
does not need to install a desktop application or plug-in to collect their activities 
and/or upload their information to the personalized service.  The service that is pro-
viding the personalized search collects the user activities as the user interacts di-
rectly with the site.  If the site requires a login process, the same profile can be used 
whenever they visit the site regardless of the particular computer they are using.  
The disadvantage is that because only the activities at the search site itself are 
tracked, much less information is available.  Also, the amount of representative text 
collected per interaction, i.e., the queries and/or snippets, is much less than the full 
text of Web pages typically collected for browsing-based profiles.  However, sev-
eral projects [45, 88] have been able to successfully provide personalized search by 
building user profiles based on this information. 
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Comparing Implicit and Explicit User Information Collection. Only recently have 
researchers begun to investigate the most effective source of information on which to 
build profiles.  In 2000, Quiroga and Mostafa [73] compared systems using explicit 
feedback, implicit feedback, and a combination of the two by studying 18 users 
searching a collection of 6,000 health records classified into 15 different topics.  Each 
user used the system for 15 sessions, and the highest precision of approximately 68% 
was achieved with profiles build from combined feedback.  In contrast, explicit feed-
back alone produced a maximum precision of around 63% and the implicit feedback 
alone produced a maximum precision of around 58%.  These differences were found 
to be statistically significant, suggesting that systems using the explicitly created pro-
file or a profile built from a combination of explicit and implicit feedback produced 
better results than a system that made use of an implicitly created profile alone.   

However, in contrast to the above findings, White et al. [102] did not find signifi-
cant differences between profiles constructed using implicit and explicit feedback.  
They developed a system that used both implicit and explicit feedback to improve 
search on the Web. To compare these systems, they performed experiments with 16 
users who searched the Web to answer specific questions on four topics.  The success-
ful completion of the task, the amount of time, and the number of result pages viewed 
to perform the task were used as metrics to evaluate the systems.  The users who used 
the implicitly constructed profile were able to complete 61 out of the 64 tasks, while 
the users who used the explicitly created profile were able to complete only 57 tasks.  
Also, the average time per task for users with the implicit profile was 372 seconds, 
while the users with the explicit profile spent on 437 seconds on average.  However, 
users with implicitly created profiles viewed approximately 3.3 results pages per task, 
more than the 2.5 pages viewed by users with explicitly created profiles.  Since none 
of these differences was statistically significant, the authors concluded that implicit 
and explicit feedback were somewhat interchangeable.   

In 2004 Wærn [100] studied the effect of user intervention on automatic filtering. 
The author compared the effectiveness of user profiles that were partially or com-
pletely built with automatic means. The study showed that although user intervention 
during profile construction can be useful, were not able to judge the quality of filter-
ing and, furthermore, they were not able to improve the filters that were performing 
adequately. 

Most recently, in 2005, Teevan et al. [98] evaluated a variety of information 
sources available to a client-side profiling agent, i.e., the Web pages visited, emails 
exchanged, calendar items, and all other documents stored on the client machine.  
Different rules, generating different collections, were used to gather information 
about the user, for example, recent documents only, Web pages only, documents only, 
and combinations of sources.  In addition, two “lighter-weight” profiles were cre-
ated: one constructed from search histories (queries issued in the past) and another 
from a list of all domains visited while browsing.  They found that the richer the 
amount of information available, the better the profile performed.  In particular, 
they found that the user profile built from the user’s entire desktop index (the set of 
all information created, copied, or viewed by the user) was most accurate, followed 
by the profile built from recent information only, then that based on Web pages 
only.  The least accurate profile was built from user-submitted queries only, but 
even it outperformed non-personalized search.  They were also able to show that the 
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profiles built from text collected implicitly from the user’s desktop index could per-
form better than profiles built from explicit relevance feedback, a very promising 
result for future personalization systems.   

These three studies, taken together, show that there is no clear answer on whether 
implicitly created profiles are more or less accurate than explicitly created profiles.  
However, the trend seems to be that the earlier study found explicit feedback better, 
the next study that the two forms of feedback were comparable, and the most recent 
study that implicit feedback was superior.  This may indicate that, as experience 
with ways to collect and use implicit feedback has grown, the quality of the profiles 
constructed from this type of information improved.  Since implicit feedback places 
less burden on the user, and it automatically updates as the user interacts with the 
system, it seems to be the preferable method of collecting information about users.  
One drawback to implicit feedback techniques is that they can typically only cap-
ture positive feedback.  When a user clicks on an item or views a page, it seems rea-
sonable to assume that this indicates some user interest in the item.  However, it is 
not as clear, when a user fails to examine some data item, that this is an indication 
of disinterest.  Thus, in general, implicit feedback techniques do not collect nega-
tive feedback. 

2.3  User Profile Representations 

User profiles are generally represented as sets of weighted keywords, semantic net-
works, or weighted concepts, or association rules.  Because association rules are pri-
marily used in the field of Web log mining, the subject of Chapter 3 of this book [59], 
they will not be discussed further here.  Keyword profiles are the simplest to build, 
but because they fundamentally have to capture and represent all (or most) words by 
which interests may be discussed in future documents, they require a large amount of 
user feedback in order to learn the terminology by which a topic might be discussed.  
This problem is also shared by most semantic network-based profiles – they must 
learn the terminology with which concepts are discussed.  Concept profiles, in con-
trast, are trained on examples for each concept a priori, and thus begin with an exist-
ing mapping between vocabulary and concepts.  Thus, they can build profiles that are 
robust to variations in terminology with less user feedback.  Many of the approaches 
described in this section rely on extracting, and weighting, keywords from documents 
and comparing documents to each other.  The reader is referred to Chapter 5 of this 
book [54] on document representations for discussions of term weighting, vector rep-
resentations of documents, and document similarity calculations. 

2.3.1  Keyword Profiles 

The most common representation for user profiles is sets of keywords.  These can 
be automatically extracted from Web documents or directly provided by the user.  
Weights, which are usually associated with keywords, are numerical representations of 
user’s interests.  Each keyword can represent a topic of interest or keywords can be 
grouped in categories to reflect a more standard representation of user’s interests.  An 
example of a weighted keyword-based user profile is shown below in Figure 2.2. 
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Fig. 2.2.  A keyword-based user profile 

Profiles represented in this way were among the first to be explored.  The keywords in 
the profile are extracted from documents visited by the user during browsing, Web 
pages bookmarked or saved by the user, or the keywords were explicitly provided by 
the user.  Each keyword is usually associated with a numerical weight representing its 
importance in the profile.  Amalthaea [61] is one of many systems that creates key-
word profiles by extracting keywords from Web pages. They weight the keywords 
with the widely used tf*idf weighting scheme from information retrieval [80].  Each 
profile is represented in the form of a keyword vector, and the documents that are re-
trieved by the system in response to a search are converted to similar weighted key-
word vector.  These vectors are then compared to the profile using the cosine formula 
[80], and only the corresponding documents for those vectors that are closest to the 
profile are then passed on to the user.  The system also provides the user with the op-
tion of explicitly specifying their profile, which is weighted higher than the profile 
built by the system.  This project is somewhat unique in that it employs a learning al-
gorithm based on genetic algorithms to adapt and expand the user profiles.  Weighted 
keyword vectors have also been used in Anatagonomy [78], a personalized online 
newspaper, Fab [5], a Web page recommender, and Letizia [43], a browsing assistant, 
and Syskill & Webert [68] a recommender system.   

PEA [60] is also a personalized Web search assistant that builds keyword-based 
profiles using terms extracted from the user’s bookmarked Web pages.  However, it 
differs from the other approaches in that, rather than creating a single profile for the 
user, the user is represented as a set of keyword/weight vectors, one per bookmark.  
The rationale behind this extension is that, if a user is interested in two topics, com-
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bining the keywords from both topics in a single vector results in a profile that points 
halfway between them.  In contrast, representing each area of interest, as indicated by 
a bookmark, as a separate vector is likely to provide a more accurate profile.  As the 
user browses, additional pages are recommended to user when the vector for a poten-
tial new page is similar to a vector for an existing bookmark.  WebMate [13] also 
builds user profiles containing one keyword vector per user’s area of interest whereas 
Alipes [103] expands upon this approach by representing each interest with three 
keyword vectors, i.e., a long-term descriptor and two short-term descriptors, one posi-
tive and one negative.    

PSUN [91], a personalized system for reading Usenet news, improves on the key-
word vector representation by representing user profiles using weighted word se-
quences.  The profiles are thus made up of weighted n-grams, i.e., word sequences 
of length n.  Each n-gram has an associated weight that estimates the likelihood of 
the words in the n-gram co-occurring in a document and a strength that represents 
the importance of that n-gram relative to all other n-grams in the profile.  One of the 
main drawbacks to keyword-based profiles is that many words have multiple mean-
ings.  Because of this polysemy, the keywords in the user profile are ambiguous, 
making the profile inaccurate.  By focusing on word sequences, which are essen-
tially statistically derived phrases, the contexts of the individual words are con-
strained.  They report that profiles built from n-grams of length 2, i.e., word pairs, 
are more accurate than profiles built from individual keywords, but no formal 
analysis is presented. 

More details about personalization based on keyword profiles can be found in 
Chapter 10 of this book [67]. 

2.3.2  Semantic Network Profiles 

In order to address the polysemy problem inherent with keyword-based profiles, the 
profiles may be represented by a weighted semantic network in which each node 
represents a concept.  Minio and Tasso [56] explore an approach based on this in 
which each node contains a particular word found in the corpus and arcs are created 
based upon co-occurrences of the two words in the connected nodes.  Their user 
model is further enhanced by the inclusion of a set of attribute-value pairs correspond-
ing to the structured part of the documents, e.g., host, size, number of images, etc., 
that have previously been of interest to the user [4].  The SiteIF project also uses a 
word-based semantic to represent user profiles [92].  However, they found that repre-
senting individual words as nodes in the semantic network was not accurate enough to 
discriminate word meanings.  Instead, they used information inherent in WordNet to 
group related words together in concepts called “synonym sets,” or synsets.  They 
represent a user profile as a semantic network in which the nodes are synsets, the arcs 
are co-occurrences of the synset members within a document of interest to the user, 
and the node and arc weights represent the user’s level of interest.  

InfoWeb [28], a filtering system for online digital libraries documents, also builds 
semantic network based profiles that represent long-term user interests.  Each user 
profile is represented as a semantic network of concepts.  Initially, each semantic 
network contains a collection of unlinked nodes in which each node represents a con-
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cept.  Concept nodes, called planets, contain a single, representative weighted term 
for that concept.  As more information about the user is gathered, the profile is en-
riched to include additional weighted keywords associated with the concepts.  These 
keywords are stored in subsidiary nodes, called satellites, linked to their associated 
concept nodes (planets). Links are also added between planets representing associa-
tions between concepts. Figure 2.3 shows an example excerpt of a user model based 
on this representation. 

This representation was extended in WIFS [53], a filtering interface for personaliz-
ing results from the AltaVista [3] search engine. In this system, user profiles consist 
of three components: a header, including the user’s personal data, a set of stereotypes, 
and a list of interests. A stereotype, or prototypical user, comprises a set of interests, 
represented by a frame of slots. Each slot contains three facets: domain, topic, and 
weight. The domain identifies an area of interest for the user, the topic is the specific 
term used by the user to identify the interest, and the weight indicates the user’s de-
gree of interest in the topic. The user model is represented as a frame containing the 
facets semantic links and justification links, as well as domain, topic, and weight. Fig-
ure 2.4 shows a sample profile based on this representation. 

The semantic links include lists of keywords co-occurring in a document associ-
ated with the slot and having a degree of affinity with the topic.  In this case, the pro-
file is seen as a set of semantic networks, for which a slot is a planet and semantic 
links are the satellites. Figure 2.5 offers a simple example of just such a semantic 
network. 

 

 

 
 

Fig. 2.3.  An excerpt of a user profile based on semantic networks 



68 S. Gauch et al. 

 
Fig. 2.4. An excerpt of user profile based on frames and semantic networks 

 
Fig. 2.5.  An example of a semantic network 
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The justification links track down the reason why the slot to which they belong was 
inserted into the model. Their use is described in Section 2.4.2. 

The system described in [25, 26] creates semantic network-based profiles that are 
used to model the interaction between users and information sources.  Their Search of 
Associative Memory model tries to represent human memory, taking into considera-
tion both the structure and the processes operating within it.  The profile is organized 
into two main components, called the Long-Term Store (LTS) and the Short-Term 
Store (STS).  Thus, each profile essentially consists of two keyword vectors, one that 
represents the long-term interests of the user (LTS) and another that represents the 
user’s short-term interests. (STS).  In particular, the STS identifies volatile informa-
tion that is a subset of the LTS components.  Links are created between words and 
context and each link is assigned a strength value that is used both in the learning and 
in the retrieval process.  During the learning process, this value is calculated based on 
the amount of time each pair is temporarily stored in the STS. 

2.3.3  Concept Profiles 

Concept-based profiles are similar to semantic network-based profile in the sense that 
both are represented by conceptual nodes and relationships between those nodes.  
However, in concept-based profiles, the nodes represent abstract topics considered 
interesting to the user, rather than specific words or sets of related words.  Concept 
profiles are also similar to keyword profiles in that often they are represented as 
vectors of weighted features, but the features represent concepts rather than words 
or sets of words.  Various mechanisms are applied to express how much the user is 
interested in each topic.  The simplest technique is a numerical value, or weight, 
associated with each topic.   

Bloedorn et al. [8] suggest using hierarchical concepts, rather than a flat set con-
cepts, because this enables the system to make generalizations.  The levels in the con-
cept hierarchy can be fixed [99], or they can change dynamically according to the 
user’s interests [15].  The simplest concept hierarchy based profiles are constructed 
from a reference taxonomy or thesaurus.  More complex profiles may be constructed 
from reference ontologies.  In the latter case, relationships between concepts are ex-
plicitly specified and the resulting profile may include richer information and a wide 
variety of relationship types.   

Concept hierarchies were initially used to represent the content of Web pages [31, 
42] but have more recently been used to represent user profiles.  Most systems are 
based on a reference concept hierarchy, or taxonomy, from which a subset of the con-
cepts and relationships are extracted and weighted to form a user profile.  Because 
creating a broad and deep concept hierarchy is an expensive, mostly manual process, 
profiles are typically based on subsets of existing concept hierarchies.  Conceptual 
search projects have used the Sensus ontology [31, 38], a taxonomy of approximately 
70,000 nodes, and a subset of the Yahoo! directory [42, 111] as their reference con-
ceptual hierarchies.   

When using an existing directory as a source of concepts, certain transformations 
must take place to turn directory’s contents into a concept hierarchy.  Because the di-
rectory is designed to enable end-user browsing, not all parent-child links are concep-
tual.  Some topics are split into children alphabetically, merely to partition the con-
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tent.  Others are split geographically.  Some topics have dozens or hundreds of chil-
dren whereas others may have few or none.  Finally, some topics may have many 
Web pages linked to that subject whereas others may have little or no associated con-
tent.  The profiling project must take these issues into consideration and decide which 
of the directory’s subjects to include in the concept hierarchy.  The more levels used, 
the more specific the user profile representation can become.  However, if too many 
levels are used, general areas of interest may be lost.  Often, non-conceptual parent-
child subjects are removed and also those topics which have too few associated Web 
pages to act as examples for the profiling algorithm.  

One of the first projects to build concept-based user profiles was the OBIWAN 
project [72].  Initially, they used a reference concept hierarchy containing 4,417 topics 
from the top four levels of the Magellan site.  After the Magellan site ceased to exist, 
the group experimented with subject hierarchies downloaded from Yahoo! [111] and 
Lycos [48], eventually selecting the Open Directory Project (ODP) as a replacement, 
primarily because their directory is open source [65].  Initially, they represented pro-
files using 1,869 concepts from the top three levels of the ODP concept hierarchy [9] 
but, because the ODP has grown, they have used as many as 2,991 concepts from the 
top three levels [99].  Figure 2.6 shows an example of a conceptual user profile built 
from user’s browsing histories by the OBIWAN project using the top three levels of 
the ODP [9,72,99].   

Figure 2.7 shows the Web display of a particular user’s profile in the misearch sys-
tem [88].  This system builds the user profiles from implicit feedback collected via 
search engine queries and clicked results.  Users may view their top-weighted con-
cepts with percentages that convey the relative weights of the concepts in the profile. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2.6. An excerpt of a user profile based on concepts 
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Fig. 2.7. A conceptual user profile representing a user interested in cooking, builtfrom the top 3 
levels of the ODP and the user’s search history 

The ODP is also used as the reference concept hierarchy in Persona [97].  However, 
because they use all concepts at any level in the ODP, they build more specific user 
profiles.  These profiles contain only those concepts containing associated urls actu-
ally visited by the users, keeping the profile size scalable.  On the other hand, because 
the Outride Personalized Search System [70] uses only 1,000 concepts from the Open 
Directory Project directory, their profiles are somewhat smaller than those used in 
OBIWAN and misearch, and they focus on capturing broad trends.   

Although many of the previous projects may refer to their concept hierarchy as an 
ontology, the only relationship expressed is a parent-child relationship which gener-
ally represents an is-a and/or has-a relationship.  The Semantic Web initiative is fo-
cusing on the creation and use of richer ontologies that can capture a wider variety of 
relationship types [7].  These ontologies are modeled using ontology representation 
languages such as SHOE [34, 47], Extensible Markup Language (XML) [106], the 
Resource Description Framework (RDF) [74], RDF Schema [75], DAML+OIL [19], 
or the Web Ontology Language (OWL) [101].  Some recent projects are exploring the 
use of these richer ontologies for improved search results [32, 112].  User profiles 
based on these richer ontologies may not be far away, however there remain serious 
roadblocks in the way, primarily due to scalability issues in creating large, diverse on-
tologies and exploiting them for searching large, distributed document collections. A 
comprehensive discussion of Semantic Web technologies for personalization can be 
found in Chapter 23 of this book [21]. 
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2.4  User Profile Construction 

User profiles are constructed from information sources using a variety of construction 
techniques based on machine learning or information retrieval.  Depending on the 
user profile representation desired, different techniques may be appropriate.  Tech-
niques commonly used to construct keyword profiles are described in Section 2.4.1, 
whereas Section 2.4.2 and 2.4.3 describe construction techniques appropriate for se-
mantic network profiles and concept profiles respectively.  Profiles may be con-
structed manually by the users or experts, however, this is difficult and time consum-
ing for most users and would be a barrier to widespread adoption of a personalized 
service.  Techniques which automatically construct the profiles from user feedback 
are much more popular.  Although some approaches use genetic algorithms or neural 
networks to learn the profiles, simpler, more efficient approaches based on probabili-
ties or the vector space model are widely used and have been found to be effective in 
many applications. 

No matter which construction method is chosen, the profile must be kept current to 
reflect the user’s preferences accurately; this has proven to be a very challenging task 
[89].  Profile updating can be done automatically and/or manually.  Automatic meth-
ods are preferred because it is less intrusive to the end user. Some authors warn 
against fully automatic profile updates, advising that user feedback, which requires 
minimal effort, should be used [90].  However, the results of experiments on fully 
automatic profile updating are promising [11, 12, 18, 72, 93]. 

2.4.1  Building Keyword Profiles 

Keyword-based profiles are initially created by extracting keywords from Web pages 
collected from some information source, e.g., the user’s browsing history or book-
marks.  Some form of keyword weighting is done to identify the most important key-
words from a given Web page, and often the number of words extracted from a single 
page is capped so that only the top N most highly weighted terms from any page con-
tribute to the profile.   

The simplest type of profiling construction technique produces a single keyword 
profile for each user.  Amalthaea [61] is one of many systems that creates profiles by 
extracting keywords from Web pages.  They weight the keywords with the widely 
used tf*idf weighting scheme from information retrieval [80].  This project is some-
what unique in that it employs a learning algorithm based on genetic algorithms to 
adapt and expand the user profiles.  In addition to the tf*idf weighting scheme, other 
projects have explored using Latent Semantic Indexing (LSI) [20] and Linear Least 
Squares Fit (LLSF) [45] for creating the keyword-based feature vectors. 

Building multiple keyword profiles for each user, one per interest area, creates a 
more accurate picture of the user.  Consider a user interested in Sports and Cooking.  
A single keyword vector will point towards the middle of these two topics, creating a 
picture of a user fascinated in athletes who cook, or people who cook for Superbowl 
parties.  In contrast, by using a pair of vectors, the user profile more accurately repre-
sents the user’s two independent interests.   
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Table 2.2. Keyword Profile Construction Techniques 

Profile 
Representation 

Information 
Source 

Construction 
Technique 

Example 

Single Keyword 
Vector 

Web pages 
Implicit, positive 
feedback 

Extract top-
weighted  
keywords 

Amalthaea [61] 

One Keyword 
Vector per Interest 

Web pages 
Explicit, positive 
feedback 
 

Create document 
vector 
Compare interest 
vectors 
Merge closest in-
terest vectors 

WebMate [13] 

Multiple Keyword 
Vectors per  
Interest 

Web pages 
Explicit, positive 
and negative  
feedback 
 

Create document 
vector 
Compare to  
interest vectors 
Add to closest 
match 

Alipes [103] 

WebMate [13] is an example of a system that builds user profiles that contain multiple 
keyword vectors, one per interest.  Users provide explicit feedback on Web pages 
they view as they browse.  Document vectors are created by extracting keywords 
from the Web pages that receive positive feedback.  Stop words, very common words 
such as ‘and’ and ‘or’, are removed and light stemming, removal of common word 
suffixes, is done to decrease the vocabulary size.  Words are weighted using the tf*idf 
method common in vector space approaches.  Title and heading words are specifically 
identified and weighted more highly.  Unlike other systems that require the user to 
explicitly label interesting documents with their area of interest, WebMate automati-
cally learns the interest areas.  The learning algorithm is supplied with a fixed number 
of desired interests, N.  The first N positive examples are each assumed to be a unique 
interest, and the vector for each document is used as an interest vector.  Once there 
are more than N positive examples supplied, the two most similar interest vectors, as 
determined by the cosine similarity metric [80], are combined into a single interest 
vector. Figure 2.8 shows the creation of an user profile in WebMate. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2.8.  Creation of keyword-based user profile in WebMate 

Interest 
Vectors 

Browsing 
Agent 

Keyword ex-
traction and 
weighting 

 
Comparison 

Positive 
feedback 

documents 

Document 
Vector 

User 



74 S. Gauch et al. 

Alipes [103] also creates user profiles that are based upon interest vectors, however 
they use multiple vectors per interest.  In their case, each interest is modeled by three 
keyword vectors:  long-term; short-term (positive), and short-term (negative).  They 
consider negative feedback in addition to positive feedback, and the learning rate is 
affected by the strength of the user’s preference.  Like WebMate, they also automati-
cally learn the user’s interests, however, they base the creation of new interests on a 
similarity threshold rather than on a fixed number of desired interests.  When a docu-
ment vector is added to the user profile, it is compared to each of the three vectors for 
each interest using the cosine similarity metric.  If the similarity exceeds a threshold, 
the document vector is added to the best matching interest.  The strength of the user’s 
feedback affects the amount of contribution the new document makes to the short-
term vector, but the contribution to the long-term vector is determined by the number 
of example documents that have been learned so far, with the contribution factor de-
clining over time.  If, however, there is no match of sufficient strength between the 
document vector and the existing interest vectors, then a new interest is created and 
seeded with the document vector. 

2.4.2  Building Semantic Network Profiles 

Semantic network-based profiles are typically built by collecting explicit positive 
and/or negative feedback from users.  Similar to keyword vector profile construction 
techniques, keywords are extracted from the user-rated pages.  The techniques differ 
from those in the previous section because, rather than adding the extracted keywords 
to a vector, the keywords are added to a network of nodes.  The nodes may represent 
individual words or, in more sophisticated approaches, a particular concept and its as-
sociated words.  The terms “concepts” and “interests” are often used interchangeably 
in the literature.  In this section, concept refers to a specific fine-grained idea and a 
collection of associated words, e.g., dog and its synonyms, whereas interest refers to 
higher level topics of interest to a user, e.g., Animal Rights, which in turn may be rep-
resented by a collection of associated concepts.   

Semantic user profiles have an advantage over keyword-based profiles because 
they can explicitly model the relationship between particular words and higher-level 
concepts.  Thus, they can deal more effectively with the inherent ambiguity and syn-
onymy of natural language.  However, this also places a barrier to the ease of con-
structing such system.  They must either exploit an existing mapping between words 
and concepts, for example WordNet used by SiteIF, or they must build this through a 
learning mechanism as done by ifWeb [4], PIN [96], and InfoWeb [28], or they must 
build this manually, as is done in WIFS [53]. 

In the simplest systems, each user is represented by a single semantic network in 
which each node contains a single keyword.  The ifWeb system [4] initially builds 
this type of profile by presenting the user with a pre-determined small set of docu-
ments (4-6) and collecting positive and negative feedback on these documents.  The 
profile is then refined as the user browses via a browsing agent and provides further 
feedback on Web pages proposed by ifWeb.  Keywords are extracted from each of the 
pages receiving user feedback.  These keywords undergo standard preprocessing, i.e., 
segmentation, stopword removal, stemming, and weighting.  Moreover, keywords that 
occur too few times in a document, compared to a given threshold, are excluded.   
 



 2  User Profiles for Personalized Information Access 75 

Table 2.3. Semantic Network Profile Construction Techniques 

Profile 
Representation 

Information 
Source 

Construction 
Technique 

Example 

Single Semantic 
Network:  One 
Node per Word 

Sample docu-
ments 
Web pages 
Explicit positive 
and negative 
feedback 

Extract top 
weighted words 
Create one node 
in semantic net-
work per word 
Link nodes when 
the words they 
contain co-occur 
in documents 

ifWeb [4] 

Single Semantic 
Network:  One 
Node per Con-
cept 

Web pages 
Implicit positive 
feedback 

Extract top 
weighted words 
Map words into 
concepts using 
WordNet 

SiteIF [92] 

Single Semantic 
Network:  One 
Node per Con-
cept 

Web pages 
Explicit positive 
feedback 

Extract nouns 
Learn concepts 
using neural net-
works 

PIN [96] 

Single Semantic 
Network:  One 
Planet per Con-
cept, One Satel-
lite per Word 

Collection of 
stereotype docu-
ments 
Explicit positive 
and negative 
feedback 
Direct user re-
finement 

Create concept 
nodes from ex-
plicit feedback 
Add keyword 
nodes and arcs by 
refinement 

InfoWeb [28] 
 

One Semantic 
Network per In-
terest:  One 
Planet per Inter-
est, One Satellite 
per Word 

Collection of 
stereotype docu-
ments 
User Interview 
Explicit User 
Feedback, 
Direct Manipula-
tion 

Create concept 
nodes and key-
word nodes using 
human experts 
Add concept 
nodes, keyword 
nodes, and arcs 
by refinement 

WIFS [53] 

These keywords are then submitted to the IFTool subsytem [56] that is in charge of 
updating the semantic network representing the user profile. Keywords are added to 
the semantic network in which each node represents a keyword and the arcs represent 
the co-occurrence of the keywords within a document.  If the keyword is already pre-
sent in the semantic network, that node's score is increased or decreased, according to 
user feedback.  If the keyword does not already appear, then a new node is created.  
Finally, the set of keywords extracted from the document are used to update the 
weights on the co-occurrence arcs. The IFTool Linguistic Processor is used both for 
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user profile construction and for document evaluation.  When the document is to be 
evaluated, IFTool extracts the information about its structure and its content which is 
used in order to build the document internal representation.  The ifWeb system is able 
to consider different formats of documents such as HTML, PDF, plain text and post-
script documents.  The analysis of these documents is performed by a syntax-directed 
parser for each document format and modules for segmentation, stopword removal, 
stemming, and contextual weighting.  By comparing a browsed document to the user 
model using user-settable criteria, the ifWeb system classifies the document in one of 
the three categories ‘interesting,’ ‘not-interesting,’ or ‘indifferent.’ 

Because the same concept can be expressed using many different words, semantic 
network profiles in which the nodes represent concepts, rather than individual words, 
are likely to be more accurate.  The SiteIF [92] system builds this type of semantic 
network-based profile from implicit user feedback.  Essentially, the nodes are created 
by extracting concepts from a large, pre-existing collection of concepts, WordNet 
[105]. As the user browses the Web, representative keywords are extracted from 
documents using the same process as the ifWeb system.  These keywords are mapped 
into concepts using WordNet, a collection of 100,000 word forms organized into 
80,000 synsets.  Polysemous words are then disambiguated by analyzing their synsets 
to identify the most likely sense given the other words in the document.  Finally, the 
synsets for the disambiguated representative keywords are combined to yield a user 
profile that is a semantic net whose nodes are concepts (synsets) and whose arcs rep-
resent the co-occurrence of two concepts within a document.  Every node and every 
arc has a weight that represents the user’s level of interest.  In order to capture a shift 
in the user’s interests over time, the weights in the network are periodically reconsid-
ered and possibly lowered, depending on the time passed from the last update.  Also, 
nodes and arcs that are no longer useful may be removed from the net.  

When building user profiles based on semantic networks of concepts, the personal-
ized system may not be able to afford the time and space overhead necessary to incor-
porate a large concept network.  In other situations, there may not exist appropriate 
online collections of concepts from which nodes can be created.  This may happen 
when the user’s interests are domain specific, or based on recently created topics.  
PIN [96] is a personalized news system that also builds semantic network based user 
profiles in which the nodes represent concepts.  Each node consists of an interest 
term, essentially the name of the concept, and a set of keywords related to that con-
cept.  Explicit user feedback is collected via user-supplied ratings of news articles.  
Because news stories, by definition, often cover previously unknown topics, PIN 
learns its concepts from the examples rather than mapping its examples to existing 
concepts. The profile is initially instantiated by the user supplying one or more con-
cepts, consisting of an interest term and one or more keywords.  For each positively 
rated article, a morphological analyzer is used to identify the part-of-speech of each 
word.  To reduce complexity by reducing the number of features supplied to the neu-
ral network, only nouns are extracted.  These are reduced to their stem, and the profile is 
searched to see if that keyword already appears in the list of keywords for the existing 
interest.  If the keyword is found, the count for that keyword is incremented.  The user 
feedback also sends the positively rated article to ARAM [95], a neural network based 
learning system.  Through a refinement process, ARAM [95] learns new concepts that 
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are not explicitly mentioned by the user, enhancing the user profile.  The learned con-
cepts are weighted according to the rating given to the Web page by the user.   

InfoWeb [28], a query expansion and document filtering system for an online digi-
tal library, also builds user profiles represented as a semantic network of concepts.  
The profiles are built based on explicit user feedback collected by a browsing agent.  
One problem with explicit feedback techniques is the time and effort required from 
the users.  By carefully selecting the documents on which the user feedback is col-
lected, rather than presenting the user with random documents, they are able to collect 
representative information with less user effort.  In order to identify documents that 
represent the scope of the digital library, they cluster the documents in the collection 
into a pre-determined set of k possible categories.  To ensure that the categories cre-
ated by the clustering algorithm are semantically meaningful, a domain expert 
chooses k documents that are representative of the k semantic categories into which 
the expert divides the collection. These documents are then used as the seeds for the 
clustering algorithm.  After the clustering, the document closest to the centroid of 
the cluster, is selected to act as the representative document for the cluster, called 
the stereotype. 

To build their initial profile, users are asked to give explicit relevance feedback 
(both positive and negative) about the stereotypes.  Once the feedback is collected, the 
rated documents are processed to extract the highest weighted keywords, creating a 
single semantic network representation of the user profile.  Initially, each extracted 
keyword from the rated stereotype is represented as a planet.  Implicit feedback from 
users, or direct user manipulation of the profile, is used to maintain and refine the se-
mantic network.  As the user interacts with the system, feedback documents are 
matched to the profile based on a linear combination of the individual terms in the 
document and the user’s semantic network, similar to that used in Rocchio classifica-
tion [79].  This feedback is used to enrich the profile – when the weights of the links 
exceed a certain threshold – by adding satellite nodes linked to the appropriate planet 
node. User feedback is also used to create links between concepts, viewed as creating 
links between planets.  These links are added and updated according to a distance 
metric calculated between the terms in the documents. 

In the aforesaid approaches, a single semantic network is built to represent the 
user’s interests.  This approach suffers from the same lack of accuracy of systems that 
build a single keyword vector per user.  It is generally preferable to produce a more 
fine-grained representation of user profiles as collections of interests, each repre-
sented by a semantic network.  This approach is used by WIFS [53], an extension to 
InfoWeb [28] applied to searching the World Wide Web.  Since this system is applied 
to Web search, it is not as easy to create the initial set of topics from which user inter-
ests can be selected.  The Web is far too large to cluster its contents so as to determine 
all possible topics.  Instead, the WIFS system features a preliminary work led by hu-
man experts, who identified the set of terms, stored in a Terms Data Base, deemed 
most relevant for each specific field of interest. Besides, these experts set a basic level 
of knowledge of stereotypes, each one representing the prototype user’s information 
needs. The first time a user starts a working session, he is interviewed by the system 
to obtain a first set of information needs.  This information is used to determine the 
stereotype(s) (named active stereotypes) that best approximate his information needs. 
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The user model is initialized with the information provided in the interview and with 
the data inherited from the active stereotypes. 

As the user interacts with WIFS [53], his relevance feedback is used to refine the 
profile by adding, updating, or removing planets, satellites and affinities.  There are 
five different ways to update the user model, four automatic and one manual.  
Firstly, the user’s current interest, chosen from their existing interests, is updated 
according to the match between keywords in the semantic networks for each interest 
and keywords extracted from the currently viewed Web page and the query used to 
locate that page.  Secondly, occurrences of keywords in the Web page that are al-
ready contained in the semantic network for the current interest are used to modify 
the affinity value of the arc between the satellite node, for the keyword, and the 
planet node, for the interest. The increase is proportional to the feedback value sup-
plied by the user.  If the new value does not fall within a predefined range, then the 
keyword node is removed from the network.  Thirdly, new keywords extracted from 
the Web page are used to add new satellite nodes to the semantic network for the 
current interest.  The value of the user’s feedback on the page is used to set the 
weights on the arcs (affinity value) linking the new satellite nodes to the planet 
node whose topic pertains to the document;  in the way the system maintains the 
term co-occurrence information.  Fourthly, if the feedback value on the Web page 
exceeds a threshold, keywords extracted from the Web page can be used to add a 
new topic with the term’s name and the domain = “filler”.  Finally, users are also 
able to explicitly modify their personal profile through direct manipulation. The 
consistency of the model is maintained by a simple justification-based truth mainte-
nance system (JTMS) that uses the justification links described in Figure 2.4.  They 
help provide explanations of the reason why the slot was inserted into the model 
and the evaluation of its weight. Such links maintain the consistency of the model, 
should the cause be removed.  For example, if a shift in the user’s interests occurs 
during the course of an interaction, thereby changing the active stereotype, the slots 
previously justified by the older stereotype will be eliminated. 

2.4.3  Building Concept Profiles 

This section describes three representative systems that build user profiles represented 
as weighted concept hierarchies.  Although each uses a different construction meth-
odology, they each use a reference taxonomy as the basis of the profile.  These pro-
files differ from semantic network profiles because they describe the profiles in terms 
of pre-existing concepts, rather than modeling the concepts as part of the user profile 
itself.  Thus, they all require some way of determining which concepts a user is inter-
ested in based on their feedback.  Although some systems collect feedback on pre-
classified documents, many collect feedback on a wide variety of documents then do 
text classification to identify the concepts exemplified by each document.  Many re-
search projects in this section refer to their concept hierarchies as ontologies.  How-
ever, in this section, we use the term concept hierarchy when the ontology contains 
only “is-a” links, and restrict the use of the word ontology to (future) systems that 
support a rich variety of relationships between the concepts, including logical propo-
sitions that formally describe the relationship. 
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Table 2.4. Concept Profile Construction Techniques 

Reference  
Taxonomy 

Information 
Source 

Construction 
Technique 

Example 

Open Directory 
Project 
All Concepts 

Explicit positive 
feedback on  
pre-classified 
Web pages 

Tree-coloring Persona [97] 

Yahoo! Implicit positive 
feedback on Web 
pages and search 
results 

Clustering ARCH [86] 

CORA 
97 Concepts 

Implicit and  
explicit positive 
feedback on  
pre-classified  
research papers 

Tree-coloring 
Propagation to  
parent concepts 
 

Foxtrot [55] 

Open Directory 
Project 
~2,000 Concepts 

Implicit positive 
feedback on any 
Web page1 or 
queries and 
search results2 

 

Text classification 
to identify con-
cepts 

OBIWAN [72] 

Misearch [87] 

Open Directory 
Project 
619 Concepts 

Implicit positive 
feedback using 
queries, search 
results; explicit 
positive feedback 
on categories 

 

Text classification 
to identify concepts 
Expand classifier 
training based on 
feedback 

Liu et al [45] 

Open Directory 
Project 
55 Concepts 

Implicit positive 
feedback on any 
Web page 

 

Text classification 
to identify con-
cepts 
Taxonomy adapts 
to add/remove 
concepts 

PVA [15] 

ACM Topic Hi-
erarchy 
1,287 Concepts 

Implicit feedback 
via bibliography 
contents, queries 
Explicit feedback 
via profile  
manipulation 

Tree coloring 
Direct manipula-
tion 
Recommendations 

Bibster [33] 
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Persona [97] is exploring personalized search that exploits user profiles represented 
as a collection of weighted concepts based upon the Open Directory Project’s concept 
hierarchy.  The system builds a taxonomy of user interest and disinterest using a tree 
coloring method.  As the user searches the collection of pre-classified documents in 
the ODP, they are asked to provide explicit feedback on the resulting pages.  This 
feedback is then used to update their profile.  Since the pages are already manually 
mapped into the ODP concepts, the user profile can be easily updated by keeping a 
count of the number of times a given concept was visited, i.e., had a page viewed by 
the user, and the number of positive and negative feedbacks the node received, and 
the set of urls associated with the node.  Because the system uses pre-classified 
documents, the profile is able to contain any or all concepts in the ODP and the map-
ping of visited pages to concepts is very accurate.  One difficulty with this approach is 
that, because the ODP hierarchy is so deep and contains so many concepts, the profile 
can become very large and contain many very narrow concepts.  When using this pro-
file to provide personalized services, matching may need to be done using the parent, 
grandparent, or higher level ancestors of colored concepts, and deciding the level at 
which to perform matching remains to be investigated.   

The ARCH system [86] is a hybrid approach combining keyword vector based user 
profiles with a concept hierarchy.  The system collects implicit user feedback in the 
form of browsing and search activity in order to identify a set of documents in which 
the user has shown interest.  These documents are clustered to identify their areas of 
interest and the centroid for each cluster is calculated, producing a weighted keyword 
vector representing that interest.  The authors expand upon the keyword vector ap-
proaches described in Section 2.4.1, however, by mapping between user interests and 
concepts in the Yahoo! concept hierarchy.  For each Yahoo! concept, the system cal-
culates the centroid of a set of training documents.  When a the user enters a query, 
they identify the most similar interest vector, then calculate the similarity between 
that interest vector and the concept vectors to find the most similar concept.  Terms 
from the top-matching concept are then used for query expansion.  Although this is an 
interesting approach, the other projects that explicitly model user profiles as collec-
tions of weighted concepts are computationally more efficient and likely to be as ac-
curate as this hybrid.   

Persona builds its profiles from manually classified documents and ARCH em-
ploys clustering to identify user interests.  All of the other systems in this section rely 
on text classification in order to map the information collected about the user into the 
appropriate concept(s) in a concept hierarchy.  This approach seems quite robust, but 
hinges on the quality of the information used to train the text classifier, the match be-
tween the feedback documents and the training documents, and the accuracy of the 
classifier.  Text classification is a supervised approach that attempts to assign docu-
ments to the best matching concept(s) from a predefined set of concepts.  It is com-
prised of two phases:  learning and classification.  In the learning phase, the system is 
given a series of documents classified by hand, and it attempts to acquire enough in-
formation from them in order to classify a new document.  In the classification phase, 
the system receives a new document and assigns it a concept label based on its match 
with the training data.  Several methods for text classification have been developed, 
each with a different approach for comparing the new documents to the reference set.  
These include comparisons between a variety of frequently-used vector representa-
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tions of the documents (Support Vector Machines, k-nearest neighbor, linear least-
squares fit, tf * idf); the use of the joint probabilities of the words being in the same 
document (Naive Bayesian); decision trees; and neural networks.  A very complete 
survey and comparison of such methods is presented in [108], and more are discussed 
in [67, 77, 80].  Recent approaches focus on extensions of traditional classification 
approaches to hierarchical concept hierarchies [23, 57].  

The Foxtrot recommender system for a digital library of computer science papers 
[55] takes a similar approach to Persona.  The authors organize the library contents 
into a concept hierarchy of 97 classes [51], and manually provide 5-10 example 
documents for each concept.  They employ text classification techniques to automati-
cally classify the remainder of the papers in the library.  As users interact with an 
online digital library of pre-classified research papers, implicit (browsing activity) and 
explicit feedback (relevance judgments) is collected.  The concepts associated with 
the documents are used to update the concept profile, with explicit feedback contrib-
uting 10 times more to a concept’s weight than implicit feedback.  The system also 
includes a linear time-delay factor so that, as days go by, previously contributed pa-
pers contribute less and less to the weight of the concepts in the profile.  This may not 
be a necessary enhancement to the algorithm since, as more feedback is collected, 
concepts that are no longer of interest will cease to grow whereas concepts for current 
interests will continue to grow and the relative weights of the past and current inter-
ests will shift.  The time-delay factor merely accelerates this process.  The system also 
propagates the 50% of the weight of low-level concepts to their parent concepts.  This 
is an important enhancement, allowing the profile to represent the fact that a user in-
terested in, for example, “Machine Learning” and “Data Mining” is also interested in 
the parent concept, “Artificial Intelligence.” 

The OBIWAN project represents user profiles as a weighted concept hierarchy 
built from a reference concept hierarchy.  The profile creation process in OBIWAN is 
shown in Figure 2.9.  Initially, the Magellan directory was used [71], but more re-
cently the Open Directory Project has been adopted [9].  The main difference between 
this approach and Persona is that the system is not restricted to building the user pro-
files from pre-classified documents.  Any source of representative text may be auto-
matically classified by the system to find the best matching concepts from the ODP, 
and then those concepts have their weights increased.  The project focuses on person-
alized search and navigation as a way to validate the quality of the profiles produced.  
The authors have built the profiles based upon browsing histories submitted as 
browser caches [27], collected by proxy servers [98], or captured from desktop 
screens [10].  Most recently, this approach has been used in the misearch project [87] 
that builds the profiles by collecting and classifying the user search histories rather 
than the user’s browsing history.  Unlike Persona, which requires explicit feedback 
from the user, the profiles are built from implicit information, the queries submitted 
and snippets of search results clicked on by the user.  These profiles, regardless of 
which information source has been used, have been shown to be able to statistically 
significantly improve personalized search. 

Similar to the OBIWAN project, Liu et al [45] construct user profiles based on 
ODP categories using text classification.  The authors use only the top 2 levels in their 
user profile, creating a broader overview of user interests.  The system trains the classi-
fier for the ODP categories using words extracted from the ODP associated documents, 
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Fig.  2.9. User profile creation in OBIWAN 

but, because they enhance the classifier with terms extracted from user-supplied feed-
back, their profiles will be less sensitive to the terminology contained in the ODP 
training documents.  Because the system requires users to explicitly indicate the cate-
gories of interest, this approach is not entirely based on implicit feedback.  

PVA [15] also builds a user profile represented as a weighted concept hierarchy 
from implicit feedback, in their case, information collected from a proxy server.  
Similar to OBIWAN, they automatically classify the representative documents for a 
user into a pre-existing concept hierarchy.  Currently, the system uses a three-level 
concept hierarchy containing 55 concepts used by the Yam [107] search site.  Because 
the authors are focusing a personalized recommendation of news articles, a fast 
changing domain, the system retrains the classifier daily with manually-classified new 
content collected from three news agencies.  PVA differs from previous projects, 
however, in that it does not apply a variation of a tree coloring algorithm.  Rather, the 
system uses the concepts returned by the classifier to dynamically grow and shrink the 
user profile.  Initially, the user profile is represented just as the collection of top level 
concepts in the hierarchy.  The results of the classification are therefore used to in-
crease the weight, which they call Energy, of the appropriate top-level concept, and 
the full classification path for each classified document.  For example, if a document 
is classified into “/Sports/Basketball/NBA”, the Energy for “/Sports” will be in-
creased.  As documents are classified over a period of time, the Energy value for a 
concept may increase beyond a threshold.  When this occurs, the system then splits 
that concept into two concepts based upon the classification paths of the contained 
documents.  Thus, the profile grows as more information is collected about a given 
user.  The authors also incorporate an aging process in their user profiling method.  
As time passes, the contribution a document makes to its associated concept’s Energy 
value decreases.  If the total Energy for a concept falls below a threshold, that concept 
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is merged back into its parent concept.  Thus, user profiles can grow and shrink to 
better reflect the user’s interests.   

As user profiles begin to move out from the research world and into use, the need 
to keep them accurate over time increases.  PVA represents an entirely automatic ap-
proach to profile adaptation.  In contrast, Bibster [33] employs collaborative feedback 
from multiple users with similar interests in order to recommend profile changes to 
users with similar users.  Although the authors discuss users as having ontologies, es-
sentially each user is represented by a concept profile, a weighted set of concepts se-
lected from the ACM Topic Hierarchy.  Users manually manipulate their profiles by 
adding/removing concepts and implicit feedback from the user’s personal bibliogra-
phy of documents (which are pre-categorized with respect to the concept hierarchy) 
and as they search.  The unique feature of this system is that, as one user manipu-
lates/updates their profile, these changes are also suggested to other users with similar 
profiles.  The advantage of a collaborative approach is that, when many similar people 
are providing feedback, less feedback per individual is needed in order to construct 
and maintain an accurate profile.  The drawback is that, when many people’s feed-
back is combined, the fit between the profile and a particular individual may not be as 
good.  The authors circumvent this process by presenting prospective changes to the 
profile as recommendations that are subject to user review before being adopted in 
their personal profile.  

2.5  Conclusions 

In conclusion, there is a tremendous growth in the approaches taken to represent, con-
struct, and employ user profiles.  These enabling technologies are key to providing 
users with accurate, personalized information services.  There are a variety of tech-
niques being investigated, but implicitly-created profiles place less burden on the user 
and, in several instances, seem to be able to adequately capture the user’s interests.  
As these technologies mature, we see a move from simple keyword vectors to richer, 
conceptual representations.  In future, profiles will also need to incorporate temporal 
and contextual information such as:  What is the user doing now?  What information 
has the user already seen?  Where is the user located?  However, personalized ser-
vices are becoming a reality as user profiles move from the laboratory to the Internet. 
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Abstract. In this chapter we present an overview of Web personalization pro-
cess viewed as an application of data mining requiring support for all the phases
of a typical data mining cycle. These phases include data collection and pre-
processing, pattern discovery and evaluation, and finally applying the discovered
knowledge in real-time to mediate between the user and the Web. This view of
the personalization process provides added flexibility in leveraging multiple data
sources and in effectively using the discovered models in an automatic personal-
ization system. The chapter provides a detailed discussion of a host of activities
and techniques used at different stages of this cycle, including the preprocessing
and integration of data from multiple sources, as well as pattern discovery tech-
niques that are typically applied to this data. We consider a number of classes of
data mining algorithms used particularly for Web personalization, including tech-
niques based on clustering, association rule discovery, sequential pattern mining,
Markov models, and probabilistic mixture and hidden (latent) variable models.
Finally, we discuss hybrid data mining frameworks that leverage data from a va-
riety of channels to provide more effective personalization solutions.

3.1 Introduction

The ultimate goal of any user-adaptive system is to provide users with what they need
without them asking for it explicitly [89]. Automatic personalization, therefore, is a
central technology used in such systems. In the context of the Web, personalization
implies the delivery of dynamic content, such as textual elements, links, advertisement,
product recommendations, etc., that are tailored to needs or interests of a particular user
or a segment of users.

We distinguish between “automatic personalization” and what is sometimes referred
to as “customization”. Both customization and personalization refer to the delivery of
content tailored to a particular user. What separates these two notions is who controls
the creation of user profiles as well as the presentation of interface elements to the
user. In customization, the users are in control of (often manually) specifying their
preferences or requirements, based on which the interface elements are created. Ex-
amples of customization on the Web include customized Web sites, such as MyYahoo
(www.yahoo.com), and a variety of e-commerce Web sites (such as www.dell.com)
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that allow for manual configurations of systems or services before purchase. Automatic
personalization, on the other hand, implies that the user profiles are created, and poten-
tially updated, automatically by the system with minimal explicit control by the user.
Examples of automatic personalization in commercial systems include Amazon.com’s
personalized recommendations, music or playlist recommenders such as Mystrand.com,
and a variety of news filtering agents available today.

Traditional approaches to automatic personalization have included content-based,
collaborative, and rule-based filtering systems. Each of these approaches is distin-
guished by the specific type of data collected to construct user profiles, and by the
specific type of algorithmic approach used to provide personalized content. Generally,
the process of personalization consists of a data collection phase in which the informa-
tion pertaining to user interests is obtained and a learning phase in which user profiles
are constructed from the data collected. Learning from data can be classified into mem-
ory based (also known as lazy) learning and model based (or eager) learning depending
on whether the learning is done online while the system is performing the personaliza-
tion tasks or offline using training data.

Standard user-based collaborative filtering and most content based filtering systems
that use lazy learning algorithms are examples of the memory-based approach to per-
sonalization, while item-based and other collaborative filtering approaches that learn
models prior to deployment are examples of model-based personalization systems.

Memory based systems simply memorize all the data and generalize from it at the
time of generating recommendations. They are therefore more susceptible to scalability
issues. Model-based approaches, that perform the computationally expensive learning
phase offline, generally tend to scale better than memory based systems during the
online deployment stage. On the other hand, as more data is collected, memory based
systems are generally better at adapting to changes in user interests compared to model
based techniques in which model must either be incremental or be rebuilt in order to
account for the new data. These advantages and shortcomings have led to an extensive
body of research and practice comprised of a variety of personalization or recommender
systems that generally fall into the aforementioned categories.

Our goal in this chapter is not to provide an overview of automatic personalization,
in general. Rather, we focus more specifically on Web personalization where the rec-
ommended objects come from a repository of Web objects (items or pages) browseable
through navigation of links between the objects, usually in a particular Web site. Fur-
thermore, we are particularly interested in a data mining approach to personalization
where the goal is to leverage all available information about users of the Web site to
deliver a personal experience.

Kohavi et al. [62] suggest five desiderata for success in data mining applications:

– data rich with descriptions to enable search for patterns beyond simple correlations;
– large volume of data to allow for building reliable models;
– controlled and reliable (automated) data collection;
– the ability to evaluate results; and
– ease of integration with existing processes (to build systems that can effectively take

advantage of the mined knowledge).
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Seldom are all these criteria satisfied in a typical data mining application. Personaliza-
tion on the Web, and more specifically in e-commerce, has been considered the “killer
app” for data mining, in part because many of these elements are indeed present. How-
ever, to be able to take full advantage of the flexibility provided by the data, and to
effectively use the discovered models in an automatic personalization system, the pro-
cess of personalization must be viewed as an application of data mining requiring sup-
port for all the phases of a typical data mining cycle [27], including data collection,
pre-processing, pattern discovery and evaluation, in an off-line mode, and finally the
deployment of the knowledge in real-time to mediate between the user and the Web.

The advantages and flexibilities afforded by the data mining approach to personal-
ization come precisely from the fact that personalization is viewed as a holistic process
rather than as individual algorithms or specific data types. Indeed, many of the traditional
algorithms used for personalization can also be placed within the context of this process.

In this chapter we present a comprehensive view of the data mining approaches to
personalization. We focus primarily on Web usage mining where the goal is to leverage
data collected as a result of user interactions with the Web in order to learn user models
and to use these models for personalization. We provide a detailed discussion of a host
of data mining activities necessary for this process, including the preprocessing and
integration of data from multiple sources, common pattern discovery techniques that
are applied to this data in order to derive aggregate user models, and recommendation
algorithms for combining the discovered knowledge with the current status of a user’s
activity in a Web site to provide personalized content to a user.

The remainder of this chapter is organized as follows. In Section 3.2 we provide a
brief background on traditional approaches to automatic personalization and methods
for profile generation based on different types of data. This discussion motivates our fo-
cus on the data mining approach. In Section 3.3, we discuss the essential data modeling
and representation issues relevant to the personalization tasks, and in particular, provide
a detailed discussion of the preprocessing and integration stage of the data mining cycle
in the context of Web usage mining. Section 3.4, we consider a number of classes of
data mining algorithms used particularly for Web personalization, and for each class,
we present a number of specific approaches used in the literature. In this Section, we
also discuss some of the shortcomings of the pure usage-based approaches and show
how hybrid data mining frameworks, that leverage data from a variety of sources, can
provide potential solutions to these shortcomings. Finally, in Section 3.5, we provide an
overview dimensions along which personalization models can be evaluated an discuss
some of commonly used evaluation metrics.

3.2 Automatic Personalization and Data Mining

The ability of a personalization system to tailor content and recommend items implies
that it must be able to infer what a user requires based on previous or current interac-
tions with that user, and possibly other users. The personalization task can therefore be
viewed as a prediction problem: the system must attempt to predict the user’s level of
interest in, or the utility of, specific content categories, pages, or items, and rank these
according to their predicted values. Furthermore, the task of delivering personalized
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content is often framed in terms of a recommendation task in which the system rec-
ommends items with the highest predicted interest values or utilities to an active user.
In general, a personalization system can be viewed as a mapping of users and items
to a set of “interest values”. The view of personalization function as a prediction task
comes from the fact that this mapping is not, in general, defined on the whole domain
of user-item pairs, and thus requires the system to estimate the interest values for some
elements of the domain.

Automatic personalization systems, generally, differ in the type of data and the
method used to create user profiles, and in the type of algorithmic approaches used
to make predictions. We will briefly describe each of these two dimensions below and
provide an overview of the data mining approach to personalization which will guide
our discussion in the remainder of this chapter.

3.2.1 Approaches to Personalization

From an architectural and algorithmic point of view personalization systems fall into
three basic categories: Rule-based systems, content-filtering systems, and collaborative
filtering systems. Our primary focus in this chapter is on model-based approaches to
collaborative filtering in which models are learned through a variety of data mining
techniques. However, we provide brief descriptions of each of these categories below.
Additional details on traditional (e.g., memory-based) collaborative filtering techniques
and content-based filtering algorithms can be found in Chapters 9 [117] and 10 [103] of
this book, respectively. Furthermore, a great deal of work has focused on creating hybrid
systems that combine various elements of these algorithms. A detailed characterization
of hybrid recommender systems can be found in Chapter 12 [22].

Rule-Based Personalization Systems. Rule-based filtering systems rely on manually
or automatically generated decision rules that are used to recommend items to users.
Many existing e-commerce Web sites that employ personalization or recommendation
technologies use manual rule-based systems. Such systems allow Web site adminis-
trators to specify rules, often based on demographic, psychographic, or other personal
characteristics of users. In some cases, the rules may be highly domain dependent and
reflect particular business objectives of the Web site. The rules are used to affect the
content served to a user whose profile satisfies one or more rule conditions. Like most
rule-based systems, this type of personalization relies heavily on knowledge engineer-
ing by system designers to construct a rule base in accordance to the specific character-
istics of the domain or market research. The user profiles are generally obtained through
explicit interactions with users. Some research has focused on machine learning tech-
niques for classifying users into one of several categories based on their demographic
attributes, and therefore, automatically derive decision rules that can be used for per-
sonalization [101].

The primary drawbacks of rule-based filtering techniques, in addition to the usual
knowledge engineering bottleneck problem, emanate from the methods used for the
generation of user profiles. The input is usually the subjective description of users or their
interests by the users themselves, and thus is prone to bias. Furthermore, the profiles are
often static, and thus the system performance degrades over time as the profiles age.
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Content-Based Filtering Systems. In Content-based filtering systems, a user profile
represent the content descriptions of items in which that user has previously expressed
interest. The content descriptions of items are represented by a set of features or at-
tributes that characterize that item. The recommendation generation task in such sys-
tems usually involves the comparison of extracted features from unseen or unrated items
with content descriptions in the user profile. Items that are considered sufficiently sim-
ilar to the user profile are recommended to the user.

In most content-based filtering systems, particularly those used on the Web and in
e-commerce applications, the content descriptions are textual features extracted from
Web pages or product descriptions. As such, these systems often rely on well-known
document modeling techniques with roots in information retrieval [112] and informa-
tion filtering [11] research. Both user profiles, as well as, items themselves, as repre-
sented as weighted term vectors (e.g., based on TF.IDF term-weighting model [112]).
Predictions of user interest in a particular item can be derived based on the computation
of vector similarities (e.g., using the Cosine similarity measure) or using probabilistic
approaches such as Bayesian classification. Furthermore, in contrast with approaches
based on collaborative filtering, the profiles are individual in nature, built only from
features associated with items previously seen or rated by the active user. Chapter 5 of
this book [76] provides a more detailed discussion of various approaches used in Web
document modeling.

Examples of early personalized agents using this approach include Letizia [70],
NewsWeeder [68], Personal WebWatcher [79], InfoFinder [66], Syskill and Webert
[102], and the naı̈ve Bayes nearest neighbor approach used by Schwab et al. [120]. A
survey of the commonly used text-learning techniques in the context of content-based
filtering can be found in [80].

The primary drawback of content-based filtering systems is their tendency to over-
specialize the item selection since profiles are solely based on the user’s previous rating
of items. User studies have shown that users find online recommenders most useful
when they recommend unexpected items [124], suggesting that using content similar-
ity alone may result in missing important “pragmatic” relationships among Web objects
such as their common or complementary utility in the context of a particular task. Fur-
thermore, content-based filtering requires that items can be represented effectively using
extracted textual features which is not alway practical given the heterogeneous nature
of Web data.

A more detailed discussion of content-based filtering systems is provided in Chapter
10 [103].

Collaborative Filtering Systems. Collaborative filtering [64, 49] has tried to address
some of the shortcomings of other approaches mentioned above. Particularly, in the
context of e-commerce, recommender systems based on collaborative filtering have
achieved notable successes [118]. These techniques generally involve matching the rat-
ings of a current user for objects (e.g., movies or products) with those of similar users
(nearest neighbors) in order to produce recommendations for objects not yet rated or
seen by an active user. Traditionally, the primary technique used to accomplish this
task is the standard memory-based k-Nearest-Neighbor (kNN) classification approach
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which compares a target user’s profile with the historical profiles of other users in order
to find the top k users who have similar tastes or interests.

However, collaborative filtering techniques have their own potentially serious limi-
tations. The most important of these limitations is their lack of scalability. Essentially,
kNN requires that the neighborhood formation phase be performed as an online pro-
cess (i.e., the modeling phase is performed in real-time, in contrast to model-based
approaches in which model learning is performed off-line from training data). As the
numbers of users and items increase, this approach may lead to unacceptable latency
for providing recommendations or dynamic content during user interaction.

Another limitation of kNN-based techniques emanates from the sparce nature of the
dataset. As the number of items in the database increases, the density of each user record
with respect to these items will decrease. This, in turn, will decrease the likelihood of a
significant overlap of visited or rated items among pairs of users resulting in less reliable
computed correlations. Furthermore, collaborative filtering usually performs best when
explicit non-binary user ratings for similar objects are available. In many Web sites,
however, it may be desirable to integrate the personalization actions throughout the
site involving different types of objects, including navigational and content pages, as
well as implicit product-oriented user events such as shopping cart changes, or product
information requests.

A number of optimization strategies have been proposed and employed to remedy
these shortcomings [2, 116, 140, 143]. These strategies include similarity indexing and
dimensionality reduction to reduce real-time search costs and remedy the sparsity prob-
lems, as well as offline clustering of user records, allowing the online component of
the system to search only within a matching cluster. A model-based variant of collab-
orative filtering is known as item-based collaborative filtering [114] in which, starting
from the same user-rating profile databases, an item-item similarity matrix is built of-
fline, and used in the prediction phase to generate recommendations. Rather than basing
item similarity on content descriptions of the items, similarity between items is based
on user ratings of these items. Each item is represented by a vector, and the similarities
are computed using metrics such as cosine similarity and correlation-based similarity.
The recommendation process predicts the rating for items not previously seen or rated
by an active user using a weighted sum of the ratings, by that user, of items in the item
neighborhood of the target item. Evaluation of the item-based collaborative filtering
approach [35] has shown that item-based collaborative filtering can provide recom-
mendations that are, in general, of similar quality when compared to memory-based
collaborative approach.

Most data mining approaches to personalization can be viewed as extensions of col-
laborative filtering. In these approaches the pattern discovery algorithms take as input
the historical rating or navigational profiles of past users and generate aggregate user
models. The user models, in turn, can be used, in conjunction with the profile of an ac-
tive user, to predict future user behavior or generate recommendations. This viewpoint
will guide our presentation through the subsequent sections of this chapter.

A more detailed discussion of collaborative filtering systems is provided in Chapter
9 [117].
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3.2.2 Approaches to User Profiling

All approaches to personalization, and to a greater degree, personalization based on data
mining, require the collection of data that accurately reflect the interests of the users and
their interactions with applications and items. Personalized systems differ, not only in
the algorithms used to generate recommendations or make prediction, but also in the
manner in which user profiles are built using this underlying data.

Rule-based and content-based personalization systems generally build an individual
model of user interests and use this profile to tailor future interactions with only that
user. As noted earlier, the content-based filtering systems require content features of
items extracted from item descriptions, or relational attributes associates with items
in the backend databases. In such systems the process of building a profile for a user
requires two stages. First, the system must determine the level of user interest in a subset
of items. This task may be accomplished implicitly by passively observing the user
and using various heuristics to classify items as interesting or non-interesting [70, 79],
or it can be based on explicit user judgment assigning ratings to items or manually
identifying positive and negative examples [68, 102]. The transformation of each item
(usually a Web page or document) into a bag or words (vector) representation, with
each token being assigned a weight using methods such as TF.IDF [112] or minimum
description length [109]. The profile is then used to recommend other similar items to
the user. A major disadvantage of approaches based on an individual profiles is the lack
of serendipity as recommendations are very focused on the user’s previous interests.
Also, the system depends on the availability of content descriptions of the items being
recommended.

In the case of rule-based systems, particularly those based on demographic filtering,
each user profile may be represented by a vector of personal and demographic attributes,
sometimes called a fingerprint. In e-commerce and Web analytics applications, the vis-
itor fingerprints may also include such computed attributes as total amount spent as
well as the recency and frequency of purchase or visit. Few systems use demographic
data within the recommendation process. This is due to the fact that such data is more
difficult to collect on the Web and, when collected, tends to be of poor quality. Also,
recommendations purely based on demographic data have been shown to be less accu-
rate than those based on the item content and user behavior [101]. In Lifestyle Finder
[65], externally procured demographic data (Claritas’s PRIZM) was used to enhance
demographic attributes obtained from the user, through an iterative process where the
system only requests information pertinent to classifying the user into one of 62 demo-
graphic clusters defined within the PRIZM classification. Once classified, objects most
relevant to that demographic cluster are recommended to the user.

In collaborative filtering, the system not only uses the profile for the active user but
also maintains a database of other users’ profiles. In contrast to content-based filtering
in which item-to-item similarities form the basis for recommendation generation, col-
laborative systems rely on user-to-user similarities. Profiles are generally represented
as a vector or set of ratings providing the user’s preferences on a subset of items. An ac-
tive user’s profile is used to find other users with similar preferences, referred to as the
active user’s neighborhood. Note that as opposed to content-based filtering, the actual
content descriptions of items are not part of the profile.
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While traditional collaborative filtering only uses rating data, hybrid collaborative
approaches that utilize both content and user rating data have also been proposed [6, 28,
75]. Furthermore, both in the case of collaborative and content-based filtering, various
approaches have been explored to integrate ontological domain knowledge with user
profiles [77, 45, 122, 145, 139]. In the presence of a domain ontology, the user profiles
may actually reflect the structure of the domain, and thus may require a more complex
representation than the flat representations used in standard approaches.

Regardless of the algorithmic approach to personalization, the data for user pro-
filing can be collected implicitly or explicitly. Explicit collection usually requires the
user’s active participation. In systems that rely on demographic or personal informa-
tion user interaction may take the form of participating in online surveys at the time of
registration or providing personal and financial information during a purchase (which
can then be combined with offline demographic data available through a variety of data
aggregation services). Similarly, as noted above, content-based filtering systems can
also use either implicit or explicit user feedback to determine the level of user inter-
est in items. Traditional collaborative filtering systems used in e-commerce generally
use explicit user feedback in the form of ratings on individual items. However, many
collaborative systems, particularly Web personalization systems that use clickstream or
other types of behavioral data, attempt to measure user interest in individual or groups
of items based on heuristic indicators (such as time spent viewing the item, whether
the item is purchased, etc.). Many e-commerce systems, such as Amazon.com, monitor
each customer’s purchase and activity history and use information as part of the user
profiles.

The advantage of using implicit feedback for user profiling is that it removes the
burden associated with providing personal information from the user. The system col-
lects relevant data, based on users’ observed behavior, and infers user-specific infor-
mation. Implicit profiling implies that the system must be able to track and monitor
user behavior in order to identify browsing or buying patterns. Implicit data could be
collected on the client or on the server side. Approaches to personalization can be clas-
sified based on whether these approaches have been developed to run on the client side
or on the server-side. The key distinction between these personalization approaches is
the breadth of data that are available to the personalization system. On the client side,
data is only available about the individual user and hence the only approach possible
on the client side is individual. On the server side, the business has the ability to collect
data on all its visitors and hence both individual and collaborative approaches can be
applied. On the other hand, server side approaches generally only have access to inter-
actions of users with content on their Web site while client side approaches can access
data on the individual’s interaction with multiple Web sites.

Most client side applications are content-based systems aimed at personalized
search across the Web or multiple repositories [99, 122, 26, 138]. The lack of com-
mon domain ontologies across Web sites, the unstructured nature of the Web, and the
sparseness of available behavioral data currently reduce the possibilities for personal-
ization of navigational as opposed to search based interactions with the Web as whole.

Collaborative personalization systems based on Web usage mining, which are the
primary focus of the remainder of this Chapter, rely on clickstream and navigational
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data automatically collected by Web and application servers and stored in server log
file. Another source of customer data are transaction databases, pre-sale and after-sale
support data, or demographic information. Such data could be dynamically collected
by a Web site or purchased from third parties. In many cases data is stored in different
formats in multiple, disparate databases.

We focus primarily on profiles built from implicit user feedback, collected automat-
ically by monitoring users’ activity histories, generally on the server-side. Our discus-
sion is mainly centered around the application of data mining methodology and machine
learning techniques that attempt to learn group profiles and generate user models that
can be used to tailor a Web site’s interactions with future users.

For a detailed discussion of various approaches to Web user profiling see Chapter 2
of this book [40].

3.2.3 Data Mining Approach to Personalization

The foregoing background motivates our focus on data mining (and more specifically,
Web usage mining) as an approach to personalization. What makes the data mining
approach to Web personalization different from the other approaches discussed above,
is that Web usage mining is not a specific algorithm, but rather it follows the typical
data mining cycle. As such, it provides a great deal of flexibility for leveraging different
data channels in a comprehensive manner, and allows for the personalization tasks to
be better integrated with other existing applications. Furthermore, because of the fo-
cus of data mining on efficient model-based pattern discovery algorithms, personalized
systems based on data mining tend to be more scalable than those based on traditional
approaches such as standard collaborative filtering.

Web usage mining [31, 130, 81] can be defined as the automatic discovery and
analysis of patterns in clickstream and associated data collected or generated as a result
of user interactions with Web resources on one or more Web sites. The goal of Web
usage mining is to capture, model, and analyze the behavioral patterns and profiles of
users interacting with a Web site. The discovered patterns are usually represented as
collections of pages, objects, or resources that are frequently accessed by groups of
users with common needs or interests.

Traditionally, the goal of Web usage mining has been to support the decision mak-
ing processes by Web site operators in gaining better understanding of their visitors,
create a more efficient or useful organization for the Web sites, and to do more effective
marketing. However, these models can also be used by adaptive systems automatically
in order to achieve various personalization functions.

The overall process of Web personalization based on Web usage mining consists of
three phases: data preparation and transformation, pattern discovery, and recommenda-
tion. Of these, only the latter phase is performed in real-time.

The data preparation phase transforms raw Web log files into user profile or Web
transaction data that can be processed by data mining tasks. This phase also includes
data integration from multiple sources, such as backend databases, application servers,
and site content. A variety of data mining techniques can be applied to this data in the
pattern discovery phase, such as clustering, association rule mining, sequential pattern
discovery, and probabilistic modeling. The results of the mining phase are transformed



3 Data Mining for Web Personalization 99

into aggregate user models, suitable for use in the recommendation phase. The recom-
mendation engine considers the active user’s profile in conjunction with the discovered
patterns to provide personalized content.

In the following sections, we provide a detailed overview of the techniques and
algorithms used in each of these phases.

3.3 Data Collection, Preprocessing, and Modeling

Viewing personalization as a data mining application, the aim is to create a set of user-
centric data models (user profiles), representing the interests and activities of all users,
that can be used as input to a variety machine learning algorithms for pattern discov-
ery. The output from these algorithms, i.e., the patterns discovered, can then be used
for predicting future interests of users. The exact representations of these user models
differ based on the approach taken to achieve personalization and the granularity of the
information available. The pattern discovery tasks would therefore differ in complex-
ity based on the expressiveness of the user profile representation chosen and the data
available.

3.3.1 Data Modeling and Representation

For the purposes of our discussion, we assume the existence of a set of m users, U =
{u1, u2, · · · , um} and a set of n items, I = {i1, i2, · · · , in}. We represent the profile
for a user u ∈ U as an n-dimensional vector of ordered pairs,

u(n) = 〈(i1, su(i1)), (i2, su(i2)), · · · , (in, su(in))〉, (3.1)

where ij’s ∈ I and su is a function for user u assigning (possibly null) interest scores
to items.

In a typical data mining approach, such profiles are collected over time and stored
for all users interacting with the system. Conceptually, the database of all user profiles
can be represented as the m × n matrix, UP = [suk

(ij)]m×n, where suk
(ij) is the

degree of interest in item ij by a user uk.
Formally, a personalization system can be viewed as a mapping PS : P(UP )×U×

I → R ∪ {null}, assigning interest values to pairs of users and items, according to a
set of user profiles. Because the mapping PS is not, in general, defined on the whole
domain of user-item pairs, the system must estimate or predict the interest scores of a
given user for elements of the domain. Depending on the prediction algorithm used, the
system may not be able to an interest score for a particular user-item pair, in which case
the PS mapping produces a null value. In other words, the task of a personalization
system can be viewed as one of predicting, for a given target user uk ∈ U and a target
item ij ∈ I , and the databases of user profiles UP , PS(UP, uk, ij) = suk

(ij).
Indeed, most of the approaches to personalization and user profiling, discussed in

Sections 3.2.1 and 3.2.2 can be placed within this general framework. In content-based
and some rule-based approaches, the user profile databases UP contains only a single
profile, that of the target user, uk, and the prediction of interest score, suk

(ij) for the
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target item ij is based on its similarity to the user profile or based on the demographic
or other personal attributes of the user. On the other hand, in the standard collaborative
filtering context, the interest scores usually represent rating values from an ordered but
discrete scale, and UP contains the past ratings of all users of the system. It that case,
the prediction or estimation of the interest score for the target user is based, usually, on
the similarity of that user’s profile to other profiles in UP .

In the data mining approach to personalization, a variety of machine learning tech-
niques are applied to UP in order to discover aggregate user models based on which a
prediction is made for the target user. More specifically, in the context of personaliza-
tion based on Web usage mining, our main focus in the remainder of this chapter, UP
generally contains user transaction records representing their online activity (including
clickthroughs or purchase transactions) in one or more sessions. The items are data ab-
stractions representing pages, content categories, or products available on the Web site,
and the interest scores are usually derived based on implicit observation of user activity
on the Web site, such as time spent on a page, the purchase or selection of a product, etc.

Based on the above discussion, there are two important questions that must be an-
swered before any type of pattern discovery or prediction can be performed: (a) what
elements constitute the items in I , and (b) how is the function suk

defined for each user
uk? The answers to these questions, of course, depend on the type of approaches used
for personalization and user profiling, the underlying application domain, and the types
and sources of data available. In the knowledge discovery framework, the generation
of the user-centric data representation is achieved through the application of several
(often domain-specific) data collection, manipulation, and transformation operations.
Collectively, we call the application of these operations the data preprocessing stage.

The goal of the preprocessing stage is to transform the raw data into a set of data
abstractions that can be used in the above general framework. This includes the ex-
traction and transformation of features or attributes that can be used to represent each
item, as well as the extraction and transformation of explicit or implicit user attributes
that are used to determine users’ interest in various items (i.e., the functions suk

(·)). As
noted earlier, the extraction and transformation tasks vary depending on the application
domain and context of personalization. Because our primary focus is on Web personal-
ization, i.e., personalization of the Web users’ navigational experience, in the following
discussion we focus primarily on data preprocessing tasks for Web usage mining.

3.3.2 Data Sources for Web Usage Mining

The primary data sources used in Web usage mining are the server log files, which in-
clude Web server access logs and application server logs. Additional data sources that
are also essential for both data preparation and pattern discovery include the site files
and meta-data (including content features and structural elements of pages), operational
databases, application templates, and domain knowledge [32, 130, 82]. In some cases
and for some users, additional data may be available due to client-side or proxy-level
(Internet Service Provider) data collection, as well as from external clickstream or de-
mographic data sources (e.g., ComScore, NetRatings, MediaMetrix, and Acxiom).

The most important of these sources for Web usage mining is the clickstream data
recorded automatically by the Web and application servers in log files. This data rep-
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resents the fine-grained navigational behavior of visitors. Each hit against the server,
corresponding to an HTTP request, generates a single entry in the server access logs.
Each log entry (depending on the log format) may contain fields identifying the time
and date of the request, the IP address of the client, the resource requested, possible pa-
rameters used in invoking a Web application, status of the request, HTTP method used,
the user agent (browser and operating system type and version), the referring Web re-
source, and, if available, client-side cookies which uniquely identify a repeat visitor.

Depending on the goals of the analysis, this data needs to be transformed and ag-
gregated at different levels of abstraction. In Web usage mining, the most basic level
of data abstraction is that of a pageview. A pageview is an aggregate representation of
a collection of Web objects contributing to the display on a user’s browser resulting
from a single user action (such as a click-through). Conceptually, each pageview can be
viewed as a collection of Web objects or resources representing a specific “user event”,
e.g., reading an article, viewing a product page, or adding a product to the shopping
cart. At the user level, the most basic level of behavioral abstraction is that of a ses-
sion. A session is a sequence of pageviews by a single user during a single visit. The
notion of a session can be further abstracted by selecting a subset of pageviews in the
session that are significant or relevant for the analysis tasks at hand. A session can be
used directly as the user profile (as described in the formal representation given in 3.1).
However, if the goal of analysis is to capture the behavior of users over time (i.e., over
multiple sessions), all sessions belonging to a user can be combined and aggregated to
create the profile for that user.

The content data in a site is the collection of objects and relationships that are con-
veyed to the user. For the most part, this data is comprised of combinations of tex-
tual material and images. The data sources used to deliver or generate this data include
static HTML/XML pages, multimedia files, dynamically generated page segments from
scripts, and collections of records from the operational databases. The site content data
also includes semantic or structural meta-data embedded within the site or individual
pages, such as descriptive keywords, document attributes, semantic tags, or HTTP vari-
ables. The underlying domain ontology for the site is also considered part of the content
data. Domain ontologies may include conceptual hierarchies over page contents, such
as product categories, explicit representations of semantic content and relationships via
an ontology language such as RDF, or a database schema over the data contained in the
operational databases.

The structure data represents the designer’s view of the content organization within
the site. This organization is captured via the inter-page linkage structure among pages,
as reflected through hyperlinks. The structure data also includes the intra-page structure
of the content within a page. For example, both HTML and XML documents can be
represented as tree structures over the space of tags in the page. The hyperlink structure
for a site is normally captured by an automatically generated “site map”, usually repre-
sented as a directed graph. A site mapping tool must have the capability to capture and
represent the inter- and intra-pageview relationships. For dynamically generated pages,
the site mapping tools must either incorporate intrinsic knowledge of the underlying
applications and scripts, or must have the ability to generate content segments using a
sampling of parameters passed to such applications or scripts.
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Fig. 3.1. Summary of the primary tasks and elements in usage data preprocessing.

Finally, the operational databases for the site may include additional information
about user and items. Such data may include demographic information about registered
users, user ratings on various objects such as products or movies, past purchase or visit
histories of users, as well as other explicit or implicit representations of a user’s in-
terests. Product databases or content management systems may also include additional
content descriptors and relational attributes that can be used as part of the representa-
tion of content information for items. Some of this data can be captured anonymously
as long as there is the ability to distinguish among different users.

3.3.3 Data Preprocessing for Web Usage Mining

The goal of the preprocessing stage in Web usage mining is to transform the raw click-
stream data into a set of user profiles (as described in the formal representation given
in equation 3.1). From a navigational point of view each such profile captures a delim-
ited sequence or a set of pageviews representing a user session. This sessionized data
can be used as the input for a variety of data mining algorithms or further transformed
and abstracted. Web usage data preprocessing presents a number of unique challenges
which have led to a variety of algorithms and heuristic techniques for preprocessing
tasks such as data fusion and cleaning, user and session identification, pageview iden-
tification [32]. The successful application of data mining techniques to Web usage data
is highly dependent on the correct application of the preprocessing tasks.

Figure 3.1 provides a summary of the primary tasks and elements in usage data
preprocessing. We provide a brief discussion of each of these elements below.

Data fusion refers to the merging of log files from several Web and application
servers. This may require global synchronization across these servers. In the absence of
shared embedded session ids, heuristic methods based on the “referrer” field in server
log entries along with various sessionization and user identification methods (see below)
can be used to perform the merging. This step is essential in “inter-site” Web usage
mining where the analysis of user behavior is performed over the log files for multiple
related Web sites [137].

Data cleaning involves tasks such as, removing extraneous references to embedded
objects, style files, graphics, or sound files, and removing references due to spider nav-
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igations. The latter task can be performed by maintaining a list of known spiders, using
heuristics, or using classification algorithms to build models of spider and Web robot
navigations [135]. Also, not all client page requests are recorded in server access logs.
Client-side or proxy-side caching can often result in missing references to those pages
or objects that have been cached. Most of these missing references can be heuristically
inferred through a process called path completion which relies on the knowledge of
site structure and referrer information from server logs [32]. In the case of dynamically
generated pages, form-based applications using the HTTP POST method result in all or
part of the user input parameter not being appended to the URL accessed by the user,
and thus not appear in server log entries (though, in the latter case, it is possible to
re-capture the user input through packet sniffers on the server side).

Pageview identification is the process of aggregating a collection of objects or pages
that should be considered an atomic unit for the purpose of analysis. This process is
heavily dependent on the linkage structure of the site, as well as on the site contents.
The level of abstraction captured in a pageview is also determined, in part, by the the
underlying site domain knowledge and by the type of analysis required. In the simplest
case, each HTML file has a one-to-one correlation with a pageview. In multi-framed
sites, several files may make up a given pageview. In addition, it may be desirable to
consider pageviews at a higher level of aggregation, where each pageview represents
a collection of pages or objects, for examples pages related to the same concept cate-
gory. In order to provide a flexible framework for a variety of data mining activities a
number of attributes must be recorded with each pageview. These attributes include the
pageview id (normally a URL uniquely representing the pageview), static pageview type
(e.g., information page, product view, category view, or index page), and other meta-
data, such as content attributes (e.g., keywords or product attributes). In the context of
our discussion, the pageviews represent the abstract items ij ∈ I (in equation 3.1) that
are objects of personalization.

In Web usage mining it is necessary to distinguish between the activities of dif-
ferent users. In the absence of an authentication mechanism, a common approach to
distinguishing among unique visitors is the use of client-side cookies. Not all sites,
however, employ cookies, and due to privacy concerns, client-side cookies are some-
times disabled by users. IP addresses, alone, are not generally sufficient for mapping
log entries onto the set of unique visitors. This is mainly due the proliferation of ISP
proxy servers which assign rotating IP addresses to clients as they browse the Web. In
such cases, it is possible to more accurately identify unique users through combinations
of IP addresses and other information such as the user agents and referrers [32].

Assuming that unique user records can be identified, we refer to the sequence of
logged activities belonging to the same user as the user activity log. Sessionization is the
process of segmenting the user activity log of each user into sessions, each representing
a single visit to the site. Web sites without the benefit of additional authentication infor-
mation from users and without mechanisms such as embedded session ids must rely on
heuristics methods for sessionization. The goal of a sessionization heuristic is the re-
construction, from the clickstream data, of the actual sequence of actions performed by
one user during one visit to the site. Generally, sessionization heuristics fall into two ba-
sic categories: time-oriented or structure oriented. Time-oriented heuristics apply either
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global or local time-out estimates to distinguish between consecutive sessions, while
structure-oriented heuristics use either the static site structure or the implicit linkage
structure captured in the referrer fields of the server logs. Various heuristics for session-
ization have been identified and studied [32]. A formal framework for measuring the
effectiveness of such heuristics has been proposed [129], and the impact of different
heuristics on various Web usage mining tasks has been analyzed in [12].

An Episode is a subset or subsequence of a session comprised of semantically or
functionally related pageviews. Episode identification can be performed as a final step
in preprocessing of the clickstream data in order to focus on the relevant subsets of
pageviews in each user session. This task may require the automatic or semi-automatic
classification of pageviews into different functional types or into concept classes ac-
cording to a domain ontology or concept hierarchy. In highly dynamic sites, it may also
be necessary to map pageviews within each session into “service-based” classes ac-
cording to a concept hierarchy over the space of possible parameters passed to script or
database queries [13]. For example, the episode may ignore the quantity and attributes
of an item added to the shopping cart, and focus only on the action of adding the item
to the cart.

The above preprocessing tasks ultimately result in a set of n pageviews, P =
{p1, p2, · · · , pn}, and a set of v user transactions, T = {t1, t2, · · · , tv}, where each
ti ∈ T is an l-length sequence of ordered pairs:

t =
〈
(pt

1, w(pt
1)), (p

t
2, w(pt

2)), · · · , (pt
l , w(pt

l))
〉
,

where each pt
i = pj for some j ∈ {1, · · · , n}, and w(pt

i) is the weight associated with
pageview pt

i in the transaction t.
Each items ij ∈ I in the general framework of Section 3.3.1 (see Equation 3.1)

can each represent a pageview. Note that a pageview in this context is not just a Web
page, but as noted above, an abstraction which may represent a conceptual or functional
entity in the application domain (e.g., a Web page, a product view or purchase, a task,
or a content category). The notion of user transaction introduced above is meant to
capture the activity of a user vis-a-vis these pageviews within the site during a partic-
ular session (thus, sometimes we refer to these transactions as sessions). The weights
can be determined in a number of ways, in part based on the type of analysis or the
intended personalization tasks. For example, in a standard collaborative filtering ap-
plication, weights may be determined based on user ratings of items. In most Web
usage mining tasks, the focus is generally on anonymous user navigational activity in
which case the weights are either binary, representing the existence or non-existence of
a pageview in the transaction; or a function of the duration of the pageview in the user’s
session.

Finally, one or more transactions or sessions associated with a given user uk can
be aggregated to form the final profile for that user resulting in user profile representa-
tion of Section 3.3.1, in which each item ij is a pageview and the value of the interest
function, suk

(ij), is determined as a function of the weight of the associated pageview,
w(pt

j). If the profile is constructed from a single session, then it represents the short-
term interests of that user during a single visit, while the aggregation of multiple ses-
sions results in profiles that capture the user’s long-term interests. The collection of
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these profiles will comprise the m × n matrix UP that can be used to perform various
data mining tasks. For example, similarity computations can be performed among the
profile vectors for clustering and kNN neighborhood formation tasks, or an associa-
tion rule discovery algorithm can be applied (with pageviews as items) to find frequent
itemsets of pageviews.

After the basic clickstream preprocessing steps, data from a variety of other sources
must be integrated. The integration of content, structure and user data in various phases
of the Web usage mining process may be essential in providing the ability to further
analyze and reason about the discovered patterns. For example, the integration of se-
mantic knowledge from the site content or semantic attributes of products can be used
by personalization systems to provide more useful recommendations [33, 41, 59]. In
e-commerce applications, the integration of both customer and product data (e.g., de-
mographics, ratings, purchase histories) from operational databases with usage data can
allow for the discovery of important business intelligence metrics such as customer con-
version ratios and lifetime values [20, 61]. The use of structure data is necessary during
preprocessing (for example in pageview identification, sessionization, and path com-
pletion). But, it can also be used to improve the results of model-based personalization
techniques [90, 69].

One direct source of semantic knowledge that can be integrated into the mining pro-
cess is the collection of content features associated with items or pageviews on a Web
site. These features include keywords, phrases, category names, or specific attributes
associated with items or products, such as price, brand, etc. Content preprocessing in-
volves the extraction of relevant features from text and meta-data.

Extending the general framework of Section 3.3.1, each item ij can be represented
as a k- dimensional feature (or attribute) vector, where k is the total number of extracted
features. Each dimension in a feature vector represents the corresponding feature weight
associated with the item. Thus, the feature vector for an item ij is given by:

ij = 〈fwj(f1), fwj(f2), · · · , fwj(fk)〉 ,

where fwj(fd), is the weight of the dth feature in ij ∈ I , for 1 ≤ d ≤ k. For features
extracted from textual content of pages, the feature weight is usually the normalized
tf.idf value for the term. In order to combine feature weights from meta-data (specified
externally) and feature weights from the text content, proper normalization of those
weights must be performed as part of preprocessing.

Further preprocessing on content features can be performed by applying text mining
techniques. For example, classification of content features based on a concept hierarchy
can be used to limit the discovered usage patterns to those containing pageviews about
a certain subject or class of products. Performing clustering or association rule mining
on the feature space can lead to composite features representing concept categories.
In many Web sites it may be possible and beneficial to classify pageviews into func-
tional categories representing identifiable “tasks” (such as completing an online loan
application) [56]. The mapping of pageviews onto a set of concepts or tasks allows for
the analysis of user sessions at different levels of abstraction according to a concept
hierarchy or according to the types of activity performed by users [94, 37].
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3.4 Pattern Discovery for Predictive Web User Modeling

As noted earlier, model-based collaborative techniques, including those used in the pat-
tern discovery phase of Web usage mining, use a two stage process for recommendation
generation. The first stage is carried out offline, where user behavioral data collected
during previous interactions is mined and an explicit model generated for use in future
online interactions. The second stage, is carried out in real-time as a new visitor begins
an interaction with the Web site. Data from the current user session is scored using
the models generated offline, and recommendations generated based on this scoring.
The application of these models are generally computationally inexpensive compared
to memory-based approaches such as traditional collaborative filtering, aiding scalabil-
ity of the real-time component of the recommender system.

Model generation can be applied to explicitly and implicitly obtained user behav-
ioral data. While the most commonly used implicit data is Web usage data, data pertain-
ing to the structure and content are also often used. A number of data mining algorithms
have been used for offline model building including Clustering, Classification, Associa-
tion Rule Discovery, Sequential pattern Discovery, Markov models, and hidden (latent)
variable models. In this section we briefly describe these approaches.

3.4.1 Personalization Approaches Based on Clustering

Clustering aims to divide a data set into groups or clusters where inter-cluster similari-
ties are minimized while the similarities within each cluster are maximized. Generally
speaking, clustering methods can be divided into three categories [47]:

– Partitioning methods, that create k partitions of a given data set, where each parti-
tion represents a cluster. The most widely used partitioning method is the k-means
algorithm.

– Hierarchical methods either using a top-down approach (divisive) or a bottom-up
approach (agglomerative) to create a hierarchy of clusters. Divisive methods start
from the whole data set of items as a single cluster and recursively partition this data,
while agglomerative methods start from individual items as clusters and iteratively
combine smaller clusters.

– Model-based methods, that discover the best fit between data points given a mathe-
matical model, usually specified as a probability distribution.

Various clustering algorithms have been used in standard collaborative filtering appli-
cations where interest scores for items are generally explicit ratings. Most of these ap-
proaches, however, generalize easily to the context of Web usage mining where the
items are pageviews and interest scores are normally based on the characteristics of
user behavior (such as pageview duration). In this context, clustering is usually used
in one of two ways: to cluster users or to cluster items. In user-based clustering, users
are grouped together based on the similarity of their user profiles in matrix UP (see
Section 3.2.2). In item based clustering, items are clustered based on the similarity of
the interest scores for these items across all users, or based on similarity of their content
features or attributes. Some of the past methods used in this context include partitioning
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algorithms such as, K-means for item and user-based clustering [140], ROCK [95] for
item-based clustering, agglomerative hierarchical clustering [95] for item-based clus-
tering, divisive hierarchical clustering for user-based and item-based clustering [63],
mixture resolving algorithms such as EM [34] to cluster users based on their item rat-
ings [19] and Gibbs Sampling [19].

As noted earlier, the primary motivation behind the use of clustering (and more
generally, model-based algorithms) in collaborative filtering and Web usage mining
is to improve the efficiency and scalability of the real-time personalization tasks. For
example, both user-based clustering and item-based clustering have been used as an in-
tegrated part of a Web personalization framework based on Web usage mining [88, 82].
Motivated by reducing the sparseness of the rating matrix, O’Connor and Herlocker
proposed the use of item clustering as a means for reducing the dimensionality of the
rating matrix [95]. Column vectors from the ratings matrix were clustered based on
their similarity, measured using Pearson’s correlation coefficient, in user ratings. The
clustering resulted in the partitioning of the universe of items and each partition was
treated as a separate, smaller ratings matrix. Predictions were then made by using tradi-
tional collaborative filtering algorithms independently on each of the ratings matrices.
While some statistical methods such as sampling, as well as clustering, can mitigate
the online computational complexity of collaborative filtering, these methods often re-
sult in reduced recommendation quality [72]. However, in the context of Web usage
mining it has been shown that proper preprocessing of the usage data can help the clus-
tering approach achieve prediction accuracy in par with standard k-nearest-neighbor
approach [84].

A typical user-based clustering starts with the matrix UP of user profiles and parti-
tions this multi-dimensional space into k groups of profiles (or Web transactions) that
are close to each other based on a measure of distance or similarity among the vec-
tors (such as the Pearson’s correlation coefficient). Clusters obtained in this way can
represent user or visitor segments based on their common navigational behavior or in-
terest shown in various items. The discovered user segments are then employed in the
user-based neighborhood formation task, rather than individual profiles [88].

In order to determine similarity between a target user and a user segment, the cen-
troid vector corresponding to each cluster is computed and used as the aggregate repre-
sentation of the user segment. For each cluster Ck, the centroid vector vk is computed
as: vk = 1

|Ck|
∑

un, where un is the vector in UP for a user profile un ∈ Ck.
To make a recommendation for a target user u and target item i, a neighborhood of

user segments that have a ratings or interest scores for i and whose aggregate profile vk

is most similar to u are selected. This neighborhood represents the set of user segments
of which the target user is most likely to be a member. Given that the aggregate profile
of a user segment contains the average interest scores for each item within the segment,
a prediction can be made for item i in the same manner as in standard collaborative
filtering using k-nearest-neighbor [49]. For example, the predicted score for a target
item i and target user u can be computed as:
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pu,i = s̄u +

∑

v∈V

sim(u, v)(sv(i)− s̄v)

∑

v∈V

|sim(u, v)|
(3.2)

where V is the set of k most similar segments; sv(i) is the weight (average interest
score) of i in the neighbor segment v; s̄u and s̄v are the average interest scores over all
items for user u and segment v, respectively; and sim(u, v) is the similarity between u
and segment v.

As noted above, many other approaches based on user-based or item-based cluster-
ing have been used in the context of personalization based on Web usage mining. For
example, an algorithm called PageGather has been used to discover significant groups
of pages based on user access patterns [105, 106]. This algorithm uses, as its basis,
clustering of pages using the graph-based Clique (complete link) clustering technique.
The resulting clusters are used to automatically synthesize alternative static index pages
for a site, each reflecting possible interests of one user segment. In PageGather an edge
is added between two nodes (pages) if the corresponding pages co-occur in more than
a certain number of sessions. Clusters are then generated by finding connected compo-
nents or cliques within this graph. A new index page for the Web site is created from
each cluster with hyperlinks to all the pages in that cluster. One advantage of this ap-
proach is that it creates overlapping clusters. However, the problem of finding (maximal
cliques) in a graph is generally not computationally feasible for large graphs (i.e., for
sites with many pages).

Because in Web usage mining it is often desirable to group users into multiple cat-
egories, a number of approaches based on fuzzy clustering have been explored. For
example, a fuzzy clustering approach is proposed in [57] for clustering user sessions.
The Web site hyperlink structure is used as a bias in computing the similarity between
sessions by taking into account the relative position of pages within sessions in the site
tree. The clustering algorithm used are variants of the Fuzzy C-means (FCM) clustering
method [14] which allows one piece of data to belong to two or more clusters. Similarly,
Nasraoui et al. [91] proposed an unsupervised relational clustering algorithm based on
the competitive agglomeration algorithm to discover aggregate user models. This ap-
proach was later extended with fuzzy clustering algorithms such as Relational Fuzzy
C-Maximal Density Estimator (RFC-MDE) and Fuzzy C Medoids algorithm (FCMdd),
both of which are again based on FCM [92].

Most distance-based approaches, such as those described above, do not consider
the sequential ordering inherent in Web transactions. Clustering can also be applied to
Web transactions viewed as sequences rather than as vectors. For distance-based clus-
tering algorithms to handle this type of data, a measure of distance (or similarity) which
takes ordering among items into account is necessary. Some clustering approaches have
integrated sequential representation of user session data and defined pairwise distance
functions between user sessions [7, 132]. For example in [7] a graph-based algorithm
was introduced to cluster Web transactions based on a function of longest common sub-
sequences. The novel similarity metric used for clustering takes into account both the
time spent on pages as well as a significance weight assigned to pages.

Model-based clustering algorithms also have the advantage of not requiring an ex-
plicit distance measure. Therefore, despite their potential high computational cost, they
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are often applicable in a more general context. For example, Cadez et al. [23] used
the Expectation-Maximization (EM) algorithm [34] on a mixture of Markov models for
clustering user sessions. Each Markov model in this framework captures the behavior of
a particular subgroup of users according to their navigational activities. The algorithm
was used as the basis of a tool called WebCANVAS, designed to visualize user naviga-
tion paths in each cluster. The EM algorithm was also used by Anderson et al. [5] for
discovering predictive Web usage models. The user navigation sessions were assumed
to belong to one or more clusters, and the EM algorithm was used to compute the model
parameters for each cluster. The probability of visiting a certain page is estimated by
calculating its conditional probability for each cluster. The standard Markovian assump-
tion is made that occurrences of pages in a particular session are independent given the
cluster, resulting in a Naive Bayesiam mixture model.

Another approach that has been used effectively in item-based clustering of Web
usage data is Association Rule Hypergraph partitioning (ARHP) [46]. In this approach,
first association rule mining (see Section 3.4.2) is used to discover a set E of frequent
itemsets among the items (pageviews) in the set of all items I . These itemsets are used
as hyperedges to form a hypergraph H = 〈V,E〉, where V ⊆ I . A hypergraph is an ex-
tension of a graph in the sense that each hyperedge can connect more than two vertices.
The weights associated with each hyperedge can be computed based on a variety of cri-
teria such as the average confidence of the association rules involving the items in the
frequent itemset. The hypergraph H is recursively partitioned until a stopping criterion
for each partition is reached resulting in a set of clusters. A connectivity measure for a
vertex (a pageview appearing in the frequent itemset) with respect to a cluster is defined
based on the weights of hyperedges connecting it to other vertices in the cluster. The
vertices with connectivity measure greater than a given threshold value are considered
to belong to the partition, and the remaining vertices are dropped from the partition.
This approach has also been used in the context of Web personalization [88].

3.4.2 Personalization Using Association Discovery

Association rule discovery techniques, such as the Apriori algorithm [3], were initially
developed as techniques for mining supermarket basket data but have since been used in
various domains including Web mining [10]. Association rule discovery on usage data
results in finding groups of items or pages that are commonly accessed or purchased to-
gether. This, in turn, enables Web sites to organize the site content more efficiently, or to
provide effective cross-sale product recommendations. For example, a high-confidence
rule such as

{special-offers/, /products/software/} ⇒ {shopping-cart/}
might provide some indication that a promotional campaign on software products is
positively affecting online sales. Such rules can also be used to optimize the structure
of the site. For example, if a site does not provide direct linkage between two pages
A and B, the discovery of a rule {A} ⇒ {B} would indicate that providing a direct
hyperlink might aid users in finding the intended information.

The discovery of association rules from transaction data consists of two main parts:
the discovery of frequent itemsets (i.e., itemsets which satisfy a minimum support
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threshold) and the discovery of association rules from these frequent itemsets which
satisfy a minimum confidence threshold.

Given a set of transactions T and a set I = {I1, I2, . . . , Ik} of itemsets over T . The
support of an itemset Ii ∈ I is defined as

σ(Ii) =
|{t ∈ T : Ii ⊆ t}|

|T |
An association rule, r, is an expression of the form X ⇒ Y (σr, αr), where X and
Y are itemsets, σr = σ(X ∪ Y ) is the support of X ∪ Y representing the probability
that X and Y occur together in a transaction. The confidence for the rule r, αr, is
given by σ(X ∪ Y )/σ(X) and represents the conditional probability that Y occurs in a
transaction given that X has occurred in that transaction. Additional metrics have been
proposed in literature that aim to quantify the interestingness of a rule [97, 123, 136],
however support and confidence as these are the most commonly used metrics when
using association and sequence based approaches to personalization.

Although not as widely used as clustering for Web personalization, the results of
association rule mining on the user profile and items space can result in models that, in
conjunction with the activity or profile of a target user, can be used for recommendation
generation [39, 71, 83, 115]. For example, in the collaborative filtering context, Sarwar,
et al. [115], used association rules in the context of a top-N recommender systems for
e-commerce. The preferences of the target user are matched against the items in the
antecedent X of each rule, and the items on the right hand side of the matching rules
are sorted according to the confidence values. Then the top N ranked items from this
list are recommended to the target user.

One problem for association rule recommendation systems is that a system cannot
give any recommendations when the dataset is sparse (which is often the case in Web
usage mining and collaborative filtering applications), and hence larger itemsets often
do not meet the minimum support constraint. Sarwar, et al. [115] rely on some standard
dimensionality reduction techniques to alleviate this problem. Fu et al. [39] propose
two potential solutions to this problem. The first solution is to rank all discovered rules
calculated by the degree of intersection between the left-hand-side of rule and a user’s
active session and then to generate the top k recommendations. The second solution is
to utilize collaborative filtering: the system finds “close neighbors” who have similar
interest to a target user and makes recommendations based on the close neighbor’s
history.

In [71] a collaborative recommendation system was presented using association
rules. The proposed mining algorithm finds an appropriate number of rules for each
target user by automatically selecting the minimum support. The recommendation en-
gine generates association rules for each user, among both users and items. If a user
minimum support is greater than a threshold, the system generates recommendations
based on user association, else it uses item associations.

Because it is difficult to find matching rule antecedents with a full user profile (e.g.,
a full session in Web usage mining context), association-based recommendation algo-
rithms typically use a sliding window w over the target user’s active profile or session.
The size of this window is iteratively decreased until an exact match with the antecedent
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of a rule is found. A problem with the naive approach to this algorithm is that it requires
repeated search through the rule-base. However, efficient trie-based data structures can
be used to store the discovered itemsets and allow for efficient generation of recommen-
dations without the need to generate all association rules from frequent itemsets. Such
data structures are commonly used for string or sequence searching applications. In the
context of association rule mining, the frequent itemsets are stored in a directed acyclic
graph. The Frequent Itemset Graph is an extension of the lexicographic tree used in the
“tree projection algorithm” [1]. The graph is organized into levels from 0 to k, where
k is the maximum size among all frequent itemsets. Each node at depth d in the graph
corresponds to an itemset, I , of size d and is linked to itemsets of size d+1 that contain
I at level d + 1. The single root node at level 0 corresponds to the empty itemset. To be
able to match different orderings of an active session with frequent itemsets, all itemsets
are sorted in lexicographic order before being inserted into the graph. The user’s active
session is also sorted in the same manner before matching with patterns.

Using this general framework, the recommendation engine matches the current user
session window with the previously discovered frequent itemsets to find candidate items
(pages) for recommendation. Given an active session window w and a group of frequent
itemsets, the algorithm considers all the frequent itemsets of size |w| + 1 containing
the current session window by performing a depth-first search of the Frequent Itemset
Graph is performed to level |w|. The recommendation value of each candidate is based
on the confidence of the corresponding association rule whose consequent is the sin-
gleton containing the page to be recommended. If a match is found, then the children
of the matching node n containing w are used to generate candidate recommendations.
The details of this general recommendation algorithm [83] are given in Figure 3.2.

Association rules have also been used in conjunction with other data mining algo-
rithms, such as clustering, in personalization based on Web usage mining (as well as
other applications). In Section 3.4.1, we already described the item-based clustering
approach used in [88] in which frequent itemsets of pageviews are organized in an As-
sociation Rule Hypergraph, and the resulting hypergraph is partitioned into pageview
clusters.

Another approach that combines clustering and association rule mining is a two-
level model-based collaborative filtering technique described in [133]. In the first level,
a fuzzy C-Means clustering algorithm called Relational Fuzzy Subtractive Clustering
(RFSC) is used to cluster the user sessions. Then the clusters are defuzzified by assign-
ing the sessions to a cluster to with highest membership. This defuzzification process
removes the noise and reveals the real structure in the data. In the second level, single-
consequent association rules are discovered from within each cluster. For an active pro-
file (a session) of a target user, the algorithm first finds the nearest cluster prototype,
and then matches the profile with the antecedent of each rule in that cluster to find the
matching score for each rule. The matching scores are weighted with the confidence of
each rule to obtain the complete recommendation score of the item (page) appearing is
the consequent of the rule.
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Input: an active session window w = {p1, p2, . . . , pn} in lexicographic order
Minimum confidence threshold α

Output: Recommendation set REC

REC = ∅
Node = root; depth = 0;
repeat

depth++;
if Node.children �= ∅

and ∃X ∈ Node.children with X.itemset ⊆ {p1, . . . , pdepth}
then Node = X;

else
Node = NULL; Break;

until depth > |w|
if Node �= NULL then

for each node N ∈ Node.children do
let c = N.support/Node.support;
if c ≥ α

p = (N.itemset− w)
p.rec score = c
REC = REC ∪ {p}

end if
end for

end if

Fig. 3.2. Recommendation Algorithm Based on Association Rules

3.4.3 Personalization Using Sequential Modeling

As with association rule discovery, Sequence rule discovery techniques [4] were also
initially developed as techniques for mining supermarket basket data. The key differ-
ence between these algorithms is that while association rule discovery algorithms do
not take into account the order in which items have been accessed, sequential pattern
discovery algorithms do consider the order when discovering frequently occurring item-
sets. Hence, given a user transaction {i1, i2, i3}, the transaction supports the association
rules i1 ⇒ i2 and i2 ⇒ i1 but not the sequential pattern i2 ⇒ i1.

When discovering sequential patterns from Web logs, two types of sequences are
identified: Contiguous or Closed Sequences and Open Sequences [10]. Contiguous
sequences require that items appearing in a sequence rule appear contiguously in trans-
actions that support the sequence. Hence the contiguous sequence pattern i1, i2 ⇒ i3
is satisfied by the transaction {i1, i2, i3} but not by the transaction {i1, i2, i4, i3}, as i4
appears in the transaction between the items appearing in the sequence pattern. On the
other hand, both transactions support the rule if it were an open sequence rule.

Given a transaction set T and a set S = {S1, S2, . . . , Sn} of frequent (contiguous)
sequential patterns over T , the support of each Si is defined as follows:

σ(Si) =
|{t ∈ T : Si is (contiguous) subsequence of t}|

|T |
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The confidence of the rule X ⇒ Y , where X and Y are (contiguous) sequential pat-
terns, is defined as

α(X ⇒ Y ) =
σ(X ◦ Y )

σ(X)
,

where ◦ denotes the concatenation operator. The Apriori algorithm used in association
rule mining can also be adopted to discover open and contiguous sequential patterns.
This is normally accomplished by changing the definition of support to be based on the
frequency of occurrences of subsequences of items rather than subsets of items [4].

In the context of Web usage mining, contiguous sequential patterns can be used to
capture frequent navigational paths among user trails [128, 119]. In contrast, items
appearing in open sequential patterns, while preserving the underlying ordering, need
not be adjacent, and thus they represent more general navigational patterns within the
site. Frequent item sets, discovered as part of association rule mining, represent the least
restrictive type of navigational patterns, since they focus on the presence of items rather
than the order in which they occur within user session.

An approach for efficiently representing contiguous navigational sequences is to
insert each sequence into a trie structure. A well-known example of this approach is
the notion of aggregate tree introduced as part of the WUM (Web Utilization Miner)
system [128]. The aggregation service of WUM extracts the transactions from a col-
lection of Web logs, transforms them into sequences, and merges those sequences with
the same prefix into the aggregate tree (a trie structure). Each node in the tree repre-
sents a navigational subsequence from the root (an empty node) to a page and is anno-
tated by the frequency of occurrences of that subsequence in the transaction data (and
possibly other information such as markers to distinguish among repeat occurences of
the corresponding page in the subsequence). WUM uses a powerful SQL-like mining
query language, called MINT, to discover generalized navigational patterns from this
trie structure. MINT includes mechanism to specify sophisticated constraints on pattern
templates, such as wildcards with user-specified boundaries, as well as other statistical
thresholds such as support and confidence.

It is also possible to insert frequent sequences (after or during sequential pattern
mining) into a trie structure [104, 86]. In the context of personalization, sequential
patterns are typically stored in a single trie structure with each node representing an
item and the root representing the empty sequence. Recommendation generation can
be achieved in O(s) by traversing the tree, where s is the length of the current user
transaction deemed to be useful in recommending the next set of items. Mobasher et
al. [86] use a fixed size sliding window, w, over the current transaction for recom-
mendation generation. Hence the maximum depth of the tree required to be generated
is |w| + 1. The size of the trees generated during the offline mining can be controlled
by setting different minimum support and confidence thresholds. Thus, a similar gen-
eral algorithm used in Section 3.4.2 (see Figure 3.2 for generating recommendations
from frequent item-sets, can easily be adopted in the context of open and contiguous
sequential patterns.

An empirical evaluation of association and sequential pattern based recommenda-
tion showed that site characteristics such as site topology and degree of connectivity can
have a significant impact on the usefulness of sequential patterns over non-sequential
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(association) patterns [90]. Additionally, it has also been shown that contiguous sequen-
tial patterns are particularly restrictive and hence are more valuable in page prefetching
applications (were the intent is to predict the immediate next page to be accessed) rather
than in the more general context of recommendation generation [86].

Another type of approach for sequential modeling is based on stochastic methods
that from the sequences of pageviews in user sessions learn probabilistic models that can
used for predicting subsequent visits. One such approach is to model the navigational
activity in the Web site as a Markov chain. A Markov model is represented by the 3-
tuple 〈A,S, T 〉 where A is a set of possible actions, S is the set of n states for which
the model is built and T is the Transition Probability Matrix that stores the probability
of performing an action a ∈ A when the process is in a state s ∈ S. Specifically,
T = [pi,j ]n×n, where pi,j represents the probability of a transition from state si to state
sj . The order of the Markov model corresponds to the number of prior events used in
predicting a future event. So, a kth-order Markov model predicts the probability of the
next event by looking at the past k events. Given a set of all paths R, the probability of
reaching a state sj from a state si via a (non-cyclic) path r ∈ R is given by: p(r) =∏

pk,k+1, where k ranges from i to j − 1. The probability of reaching sj from si is the
sum over all paths: p(j|i) =

∑

r∈R

p(r).

In the context of recommendation systems, A is the set of items and S is the vis-
itor’s navigation history, defined as a k-tuple of items visited, where k is the order of
the Markov model. In Web usage analysis, they have been proposed as the underlying
modeling machinery for Web prefetching applications or to minimize system laten-
cies [36, 98, 107, 113]. Such systems are designed to predict the next user action based
on a user’s previous surfing behavior. On the other hand, Markov models can also be
used to discover high-probability user navigational paths in a Web site. For example,
Borges and Levene [17] modeled user sessions as a hypertext probabilistic grammar (or
alternatively, an absorbing Markov chain) whose higher probability paths correspond to
the user’s preferred trails. An algorithm is provided to efficiently mine such trails from
the model.

As the order of the Markov model increases, so does the size of the state space, S.
On the other hand the coverage of that space reduces, leading to an inaccurate transition
probability matrix. To counter the reduction in coverage, various Markov models of
differing order can be trained and used to make predictions. The resulting model is
referred to as the All-Kth-Order Markov model [107]. The downside of using the All-
Kth-Order Markov model is the large number of states. Selective Markov models that
only store some of the states within the model have been proposed as a solution to
this problem [36]. A post pruning approach is used to prune out states that cannot
be expected to be accurate predictors. Three pruning approaches based on the support,
confidence and estimated error were proposed.

Rather than pruning states as a post process, sequence rule discovery and association
rule discovery algorithms actively prune the state space during the discovery process
using support. A further post pruning, based on confidence of the discovered rules,
is also carried out. Hence the Selective Markov model is analogous to sequence rule
discovery algorithms. Note however that the actual pruning process based on confidence
proposed by Deshpande and Karypis [36] is not the same as that carried out during



3 Data Mining for Web Personalization 115

sequence rule discovery. Evaluation of Selective Markov models has shown that up to
90% of states can be pruned without a reduction in accuracy.

Other types of stochastic methods include various mixture models [23, 100, 141]that
have been used to model navigational patterns. We have already discussed some of these
approaches and their use in clustering approach to personalization (see Section 3.4.1).
Recent work in this area has shown that mixture models are able to capture more com-
plex, dynamic user behavior. This is in part because the observation data (i.e., the user-
item space) in some applications (such as large and very dynamic Web sites) may be
too complicated to be modeled by basic probability distributions such as a normal or
a multinomial distribution. In particular, each user may exhibit different “types” of be-
havior corresponding to different tasks, and common behaviors may each be reflected
in a different distribution within the data.

The general idea behind mixture models (such as a mixture of Markov models) is
as follow. We assume there exist k types of user behavior (or k user clusters) within the
data, and each user session is assumed to be generated via a generative process which
models the probability distributions of observed variables and hidden variables. First, a
user cluster is chosen with some probability; then the user session is generated from a
Markov model with parameters specific to that user cluster. Next, the probabilities as-
sociated with the user cluster are estimated (usually via the EM [34] algorithm), as well
as the parameters of each mixture component. Mixture-based user models can provide
a great deal of flexibility. For example, a mixture of first-order Markov models [23] can
not only probabilistically cluster user sessions based on similarities in navigation behav-
ior, but also characterize each type of user behavior using a first-order Markov model,
thus capturing popular navigation paths or characteristics of each user cluster. New user
sessions can be easily fit into the model, and dynamic predictions or recommendations
can be generated based on the probablitiy of association of the target user profile to
various clusters. However, mixture models tend to fall victim to overfitting problems,
largely due to their naive data generation assumptions. A more detailed discussion of
mixture models is provided in the next section.

3.4.4 Approaches Based on Latent Variable Models

Latent variable models (LVMs) [8, 38] have recently become popular modeling ap-
proaches in data mining related fields and, particularly, in Web usage mining. By intro-
ducing latent variables as hidden factors underlying observation data, LVMs use prob-
abilistic approaches to effectively discover the structural and semantic relationships
within the data.

Two commonly used latent variable models are Factor Analysis (FA) models and
Finite Mixture Models (FMM). By learning a low dimensional latent space from a high
dimensional observation space, FA models aim at summarizing and explaining the com-
plex dependency relationship among the observation data. Factor analysis models have
a long history of successful applications in many domains, including in patterns recog-
nition. Only recently, however, they have been effectively used the context of collab-
orative filtering [25] and personalization based on Web usage mining [144]. However,
in the context of Web user modeling, FA models, as in most clustering approaches,
generally ignore the sequential information conveyed in user sessions.
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FMMs, on the other hand, use a finite number of components to model the obser-
vation data. Theoretically, the component models can be any probability distribution.
In FMMs, one generally assumes the existence of k components (each component is
a probability distribution) that account for all the observation data. Each single obser-
vation (e.g., a user’s rating for an item, or a pageview in a user session) is assumed to
be generated by the following process: first, a component with a certain probability is
chosen, and then the chosen component is used to generate the observations. As noted
earlier, the EM algorithm is usually used to fit the model and estimate the parameters
associated with each component.

For example, a mixture of multinomial models is proposed in [24] to analyze the
e-commerce transaction data. Transactions generated by individual users are probabilis-
tically clustered into k groups, where each cluster is modeled by a multinomial distribu-
tion. The experiments show that the mixture model distinctly outperforms non-mixture
techniques (a single multinomial model) in predicting out-of-sample individual behav-
ior. As we noted in Section 3.4.3, in [23], a mixture of first-order Markov models was
proposed to cluster Web users in which each component was modeled as a first-order
Markov model. It was formally shown that the mixture of first-order Markov models is
not first-order Markov model, and that it can model much more complex user behavior.
A mixture of hidden Markov models [141] is also proposed for modeling clickstreams
of Web surfers. In addition to user-based clustering, this approach can also be used for
automatically page categorization.

Mixture models tend to have their own shortcomings. From the data generation
perspective, each individual observation (such as a user session) is generated from one
and only one component model. The probability assignment to each component only
measures the uncertainty about this assignment. This assumption limits this model’s
ability of capturing complex user behavior, and more seriously, may result in overfitting
problems [110].

Probabilistic Latent Semantic Analysis (PLSA) [52] provides a reasonable solution
to some of these problems. PLSA adopts a totally different data generation idea. In the
context of Web user navigation, each observation (a user visiting a page) is assumed to
be generated as follows. First a user is selected with a certain probability. Next, con-
ditioned on the selected user, a hidden variable is selected. Finally, the page to visit
is slected conditioned on the chosen hidden variable. Since each user usually visits
multiple pages, this data generation process ensures that each user is explicitly associ-
ated with multiple hidden variables, thus eliminating the overfitting problem associated
with above mixture models. The PLSA model also uses the EM algorithm to estimate
the parameters which probabilistically characterize the hidden variables underlying the
co-occurrence observation data, and measure the relationship among hidden variables
and observed variables. Due to its great flexibility, the PLSA model has been success-
fully used in a variety of application domains, including information retrieval [51], text
learning [18, 60], and co-citation analysis [29, 30].

Another type of hidden variable model is the Latent Dirichlet Allocation (LDA)
model [16]. The LDA model uses two levels of hidden variables. Each observation is
assumed to be a multinomial distribution of k hidden variables, and each multinomial
distribution is further constrained by a global variable with dirichlet distribution. The
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two levels of hidden variables are used to ensure that training observations and non-
training observations can be generated via the same process. A side effect of having
two levels of hidden variables is that exact inference for the LDA model is not fea-
sible. Methods such as Variational Bayes [16], Markov Chain Monte Carlo [44] and
Expectation-Propagation (EP) [78] are proposed to learn the model. Recently, the LDA
model has been used in text mining [16], author-topic analysis [131], and collabora-
tive filtering [73]. Although PLSA and LDA seem to be quite different in terms of
parameter learning, research has shown that they are essentially equivalent in terms of
modeling method, and PLSA is just a Maximum A Posterior (MAP) estimation of LDA
model [42]. LDA introduces an extra set of hidden variables and is able to naturally fit
in new data. However this also makes the learning of the LDA model computationally
more expensive than PLSA.

In order to see how a hidden variable modeling approach, such as PLSA, can be
used in the context of personalization, we provide more detail on a general recommen-
dation algorithm, based on PLSA, that can be adopted both in the context of standard
collaborative filtering [53], as well as, in Web usage mining [55, 56].

As in the approaches based on clustering, the PLSA-based approach begins with
the discovery of user segments with similar behavior: Given a set of n user profiles,
UP = {u1, u2, · · · , un}, and a set of m items, I = {i1, i2, · · · , im} the PLSA model
associates an unobserved factor variable Z = {z1, z2, · · · , zl} with observations in the
data. Each observation corresponds to the interest score suk

(ij) for an item ij in the
user profile for a user uk (i.e., a rating or a weight associated with a pageview).

For a target user u and a target item i, the following joint probability can be defined:

Pr(u, i) =
l∑

k=1

Pr(zk) • Pr(u|zk) • Pr(i|zk)

In order to explain the observations in (UP, I), we need to estimate the parameters
Pr(zk), Pr(u|zk), and Pr(i|zk), while maximizing the following likelihood L(UP, I)
of the observation data:

L(UP, I) =
∑

u∈UP

∑

i∈I

su(i) • log Pr(u, i)

where su(i) is the interest score (e.g., rating) of user u for item i.
The Expectation-Maximization (EM) algorithm [34] is used to perform maximum

likelihood parameter estimation. Based on initial values of Pr(zk), Pr(u|zk), and
Pr(i|zk), the algorithm alternates between an expectation step and maximization step.
In the expectation step, posterior probabilities are computed for latent variables based
on current estimates, and in the maximization step, Lagrange multipliers [52] are used
to obtain the re-estimated parameters. Iterating the expectation and maximization steps
monotonically increases the total likelihood of the observed data L(UP, I), until a lo-
cally optimal solution is reached.

Next the segments of user profiles that have similar underlying interests are iden-
tified. For each latent variable zk, a user segment Ck is created and all user profiles
having probability Pr(u|zk) exceeding a certain threshold µ are selected. If a user pro-
file’s probability does not exceed the threshold for any latent variable, it is associated
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with the user segment of highest probability. Thus, every user profile will be associated
with at least one user segment, but may be associated with multiple segments. This al-
lows authoritative users to have broader influence over predictions, without adversely
affecting coverage in sparse rating data.

For each user segment Ck, the associated user profiles are aggregated into a
weighted profile vector vk, computed as the mean vector or centroid of all ui ∈ Ck.
This the aggregate profile for a user segment to be represented in the original n-
dimentioal space of items. To make a recommendation for a target user u and target
item i, a neighborhood of user segments is selected that have defined interest scores for
i and whose aggregate profile vk is most similar to u. This neighborhood represents the
set of user segments of which the target user is most likely to be a member, based on
a measure of similarity (such as the Pearson’s correlation coefficient which is usually
used with rating data). A prediction for item i can now be derived using equation 3.2,
used earlier in Section 3.4.1 in the context of the clustering approach.

3.4.5 Hybrid Models for Web Personalization

Pure usage-based approaches to personalization have some important drawbacks. The
recommendation process relies on the existing user transactions or rating data, thus
items or pages added to a site recently cannot be recommended. This is commonly
referred to as the “new item problem”. Furthermore, because such systems do not take
into account the semantic or structural knowledge inherent in the underlying domain,
they generally lack the ability to recommend complex objects or concepts based in their
semantic attributes or based on other information channels available in the particular
application domain. This limitation also hampers the ability of these systems to explain
or reason about the discovered user models or recommendations.

In traditional collaborative filtering a number of hybrid approaches have been pro-
posed. The most common form of hybrid recommender combines content-based and
collaborative filtering [28, 75]. Other approaches have also incorporated other informa-
tion sources such as user demographics [101, 127]. A detailed examination of different
approaches to create hybrid recommender systems is presented in [21] (see also Chapter
12 of this book [22]). In the following we focus primarily on the data mining approaches
to personalization, and particularly those based on Web usage mining, in which various
information channels have been integrated in the knowledge discovery and recommen-
dation generation processes.

Integration of Content Features with Usage-Based Models. A common approach to
resolving the “new item problem” is to integrate content characteristics of pages with
the user-based data (i.e., navigational or rating data). Generally, in these approaches,
keywords are extracted from the content on the Web site and are used to either index
pages by content or classify pages into various content categories. In Web personaliza-
tion, this approach would allow the system to recommend pages to a user, not only based
on similar users, but also (or alternatively) based on the content similarity of these pages
to the pages user has already visited. The semantic information extracted as keyword-
based features can be leveraged at various steps in the knowledge discovery process,
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namely in the preprocessing phase, in the mining phase, or during the post-processing
of the discovered patterns.

A direct approach for the integration of content and usage data for Web person-
alization is to transform each user profile in UP (see Section 3.3.1), into a “content
enhanced” profile containing the semantic features of the underlying items. This pro-
cess, performed as part of data preprocessing, involves mapping each item or page in a
user profile to one or more content features extracted from items, or a set of concepts
(for example, from an externally available concept hierarchy). The the range of this
mapping can be the full feature space or the concept space obtained as described above.
Conceptually, the transformation can be viewed as the multiplication of the user-item
matrix UP by the item-feature or an item-concept matrix. The result is a new matrix
UF = {t′1, t′2, . . . , t′m}, where each t′i is a k-dimensional vector over the feature (or con-
cept) space. Thus, a user profile can be represented as a concept vector, reflecting that
user’s interests in particular concepts or topics. A variety of data mining algorithms can
then be applied to this transformed user data.

For example, in [94], usage mining is enhanced by mapping user navigational data
to concepts in an ontology underlying a particular Web site. The semantic annotation of
the Web content is assumed to have been performed a priori. In order to mine interesting
patterns, first user transactions are semantically enriched with concept labels, and then
the transformed transaction space is mined to extract patterns reflecting users’ changing
interest in terms of concepts.

Following a similar approach, in [37] Web usage logs are enriched with semantics
derived from the content features extracted from of the Web site’s pages. The extraction
of the keywords that describe each Web page is performed using standard informa-
tion retrieval based techniques. These keywords are then mapped to the categories of
a predefined concept hierarchy. The enhanced Web logs are then used as input to the
Web mining process. The output consists of patterns representing users’ navigational
behavior in the form of clusters or association rules. This set of patterns is then used
as the recommendation basis for each user or group of users, resulting in a broader yet
semantically focused set of recommendations.

Haase et al. create semantic user profiles from usage and content information to pro-
vide personalized access to bibliographic information on a Peer-to-Peer bibliographic
network [45]. The semantic user profile consists of the expertise, recent queries, recent
relevant instances and a set of weights for the similarity function.

The integration of content features with user models can also be performed during
or after the mining phase. In this case, patterns are discovered independently from the
user profile data and the content data, and then combined in the recommendation gen-
eration process. For example, the results of user-based clustering can be combined with
“content profiles” derived from the clustering of content features in pages [87]. The
feature clustering is accomplished by applying a clustering algorithm to the transpose
of the item-feature matrix UF, described above. This approach treats each feature as a
vector over the space of items. Thus the centroid of a feature cluster can be viewed as
a set (or vector) of items with associated weights. This representation is similar to that
of aggregate models described in Section 3.4.1, however, in this case the weight of an
item in the aggregate model represents the prominence of the features of the item that
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are associated with the corresponding cluster. The combined set of aggregate content
and usage models can then be used seamlessly to generate recommendations.

Such approaches have also been useful in the context of e-commerce recommender
systems. For example, Niu et al. [93] build customer profiles based on a product hi-
erarchy in order to learn customer preferences. Ghani and Fano [41] proposed a rec-
ommender system based on a custom-built knowledge base of product semantics. The
focus is on generating “soft” attributes from the online marketing text, describing the
products browsed, and using them to generate cross category recommendations.

One type of integration approach is that for each user, one builds a local predic-
tion model using algorithms such as naı̈ve Bayes or k-Nearest Neighbor based on con-
tent data. Then all the individual models are integrated to form a global model via
approaches such as linear combinations or probabilistic combination. An example of
such integration is shown in [142], where a combined recommendation model is pro-
posed. For each user, a probabilistic SVM (Support Vector Machine) model is built
only based on the content information of this user’s interested items. These individual
models enable the system to make predictions for unvisited/unrated items only based
on the content information of these items. Then all the individual models were com-
bined under a hierarchical Bayesian framework, and the final prediction is the result of
combining predictions from all individual models.

Finally, a number of approaches have attempted to integrate content and usage data
based on hidden variable and mixture models (see Section 3.4.4). For example, in [108],
an extension of the PLSA model was used to handle three-way co-occurrence data in-
cluding users, items, and content features. The proposed extended PLSA model is used
to discover the hidden relationships among users, items and attributes. A limitation of
this approach is that, since the three-way observation data does not exist, and is gener-
ated subjectively from other observation data, it may not be consistent with the original
navigational or content data.

Jin et al. [54] proposed a more robust approach based on hidden variable models in
which users’ navigational data and the content features associated with items are seam-
lessly integrated using a maximum entropy approach [111]. The goal of a maximum
entropy model is to find a probability distribution which satisfies all the constraints in
the observed data while maintaining maximum entropy. One of the advantages of such a
model is that it enables the unification of information from multiple knowledge sources
in one framework. First, probabilistic user models are discovered from the usage data,
based on the PLSA approach, and used one set of constraints for the maximum entropy
framework. Secondly, for content information, Latent Dirichlet Allocation (LDA) [16]
is used to discover the hidden semantic relationships among visited items and specify
another set of constraints based on these item association patterns. These two set of
constraints are used in a unifying maximum entropy framework to generate recommen-
dations.

Integration of Structured Semantic Knowledge and Usage-Based Models. The in-
tegration of content features with usage-based personalization is desirable when we are
dealing with sites where text descriptions are dominant and other structural relation-
ships in the data are not easy to obtain, e.g., news sites or online help systems, etc.
Keyword-based approaches, however, are incapable of capturing more complex rela-
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tionships among objects at a deeper semantic level based on the inherent properties
associated with these objects. For example, potentially valuable relational structures
among objects such as relationships between movies, directors, and actors, or between
students, courses, and instructors, may be missed if one can only rely on the description
of these entities using sets of keywords.

To be able to recommend different types of complex objects using their underlying
properties and attributes, the system must be able to rely on the characterization of
user segments and objects, not just based on keywords, but at a deeper semantic level
using the domain ontologies for the objects. For instance, in a traditional personalization
system on a university Web site might recommend courses in Java to a student, simply
because that student has previously taken or shown interest in Java courses. On the other
hand, a system that has knowledge of the underlying domain ontology, might recognize
that the student should first satisfy the prerequisite requirements for a recommended
course, or be able to recommend the best instructors for Java course, and so on.

This observation has led to a number of efforts that attempt to use “ontological
user profiles” for personalization. For example, Middleton et al. [77] use an ontological
profile for a user within their research paper recommendation system, QuickStep. The
profile is based on a topic hierarchy alone. They also attempt to use externally available
ontologies based on personnel records and user publications to address the cold-start
problem for their recommendations system. The existence of such additional knowl-
edge, while applicable in their specific application domain, cannot however be assumed
in a general e-tailer scenario.

Dai and Mobasher [33] provide a general framework for integrating domain knowl-
edge with Web usage mining for user based personalization. The primary focus of the
proposed approach is to transform aggregate user models, that are the results of pat-
tern discovery (clustering) on Web transaction data, into ontology enhanced aggregate
models. In the initial discovery phase, each “page-level” aggregate models, m, is rep-
resented as a vector of item-weight pairs. Specifically, given a session cluster c, the
aggregate model m as a set of pageview-weight pairs obtained by computing the cen-
troid of c. Thus, m can be viewed as vector over the n-dimensional space if items
(pages): m = 〈wm(p1), wm(p2), · · · , wm(pn)〉 where wm(pi) is the average weight of
pi across all sessions in the cluster c. Using the domain ontology, objects instances of
ontology classes are extracted from each page pi, and m is transformed into an object-
level model om = {〈o1, wo1〉, 〈o2, wo2〉, · · · , 〈ok, wok

〉} in which each oi is an object
instance in the underlying domain ontology and woi

represents oi’s significance.
Objects that belong to the same class are combined to form an aggregated pseudo

object belonging to that class. In this aggregation process, attribute values for objects
of the same class are combined using aggregation functions for different attributes,
defined in the domain ontology. The transformed aggregate model represents a set of
objects accessed together frequently by a group of users in the same cluster. This new
object-space is then used as input to additional data mining algorithm and for generating
recommendations for pages that are similar at the object level. An important benefit
of aggregation is that the pattern volume is significantly reduced, thus relieving the
computation burden for the recommendation engine.
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Kearny et al. [59] also investigate how Web usage data may be combined with se-
mantic domain knowledge to provide a deeper understanding of user behavior. In par-
ticular, an “impact” measure is introduced based on information theory that captures
the influence of a given concept from the domain ontology on user behavior. The im-
pact measures for each of the concepts within the ontology are then combined to create
an ontological profile for each user. This approach also begins by mapping each page
within user sessions onto the concepts in the ontology. Then the specific instances are
generalized to an Ontological Profile (OP). Thus, each page can be represented as a
vector over the set of concepts where each dimension measures the degree to which the
page belongs to the corresponding concept. In a similar manner as in [33], a composite
distance measure based specific domain characteristics of each concept is defined and
used as part of the mining and recommendation generation process.

Using Linkage Structure for Model Learning and Selection. Aside from the con-
tent features associated with items or pages, there are other information channels and
knowledge sources that can be leveraged in the data mining approach to personaliza-
tion. These include structured semantic information such as that available from domain
ontologies or relational databases, and, in the context of Web personalization, the hy-
perlink structure of the Web site. We discuss the integration of ontological information
in the next section. Here, we focus our attention to approaches that have used linkage
information as part of the mining and recommendations processes.

Based on their study on the impact of site characteristics on the usefulness of se-
quential patterns over non-sequential (association) patterns, Nakagawa and Mobasher
[90] proposed a hybrid recommendation system that switched between different rec-
ommendation algorithms based on the degree of connectivity in the site and the current
location of the user within the site. The study showed that the performance of each
recommendation model depends, in part, on the structural characteristics of the Web
site. For example, in a highly connected Web site with short navigational paths, non-
sequential models perform well by achieving higher overall precision and recall than
sequential pattern models. In this hybrid approach, a measure of localized connectivity
(LCM) is defined with respect to the current page being visited by the user. A logistic
regression function is then learned from a set of training user profiles based on the LCM
values of pages within the profiles and the best recommendations achieved for each user.
This function is then used as a switching criterion to select the best recommendation
model for the target user. Evaluation of this approach revealed that the hybrid model
outperformed the base recommendation models in both precision and recall.

In [92], the site’s hierarchical linkage structure is treated as an implicit concept
hierarchy that is exploited in computing the similarity between pages. This similarity
function allows for a more robust comparison of sessions that contain pages that are
different but structurally related.

Lin and Zaiane [69] proposed a hybrid Web recommender system that combines
access history and the content of visited pages, as well as the connectivity between the
pages on a Web site, in order to model users’ concurrent information needs and gen-
erate navigational patterns. These simultaneous goals of users are called “missions”.
A mission is a sub-session with a consistent goal as determined based on the content
similarity of the pages within the session. These missions are in turn clustered to gen-



3 Data Mining for Web Personalization 123

erate navigational patterns, and augmented with their linked neighborhood and ranked
according to their authority determined based on site connectivity. These new clus-
ters (i.e., augmented navigational patterns) are provided to the recommendation engine.
When a visitor starts a new session, the session is matched with these clusters to gener-
ate a recommendation list.

3.5 Evaluating Personalization Models

As in any data mining application, before the discovered models can be deployed as part
of a personalization framework, it is essential to evaluate their accuracy and effective-
ness. The evaluation of personalization models, however, is an inherently challenging
task for several reasons. First, the various modeling approaches and recommendation
algorithms, such as those described in the previous section, may require different eval-
uation metrics. Secondly, the required personalization actions may be quite different
depending on the underlying domain, intended application, and the data gathered for
personalization. Finally, there is a lack of consensus among researchers and practition-
ers as to what factors most affect quality of service in personalized systems. Ultimately,
the goal of evaluation in this context is to judge the “quality” of recommendations (or
personalized content) generated by the system. The factors mentioned above, however,
affect how this notion of quality is defined in different settings and according to the
personalization task.

Herlocker et al. [50] have identified several types of personalization tasks performed
by typical systems. These tasks include providing annotations in context (i.e., annotat-
ing items or existing content with prediction scores), finding (some or all) “good” items,
recommending a sequence of items, providing decision support for browsing or making
purchases, and providing credible recommendations. While evaluating the performance
of a personalization system vis-a-vis these tasks generally requires measuring the ac-
curacy of recommendations, the aforementioned study indicates that some accuracy
metrics are more appropriate for a given task than others. Here, we briefly discuss some
of the most commonly used accuracy metrics, and then we consider some of the other
factors that impact the quality of recommendations.

The most common approach to evaluation in collaborative filtering systems is to
measure the effectiveness of the system’s predictive accuracy. Such metrics measures
how close the recommender system’s predicted ratings are to the actual user ratings.
Particularly when dealing with user ratings of items, a frequently used metric is the
Mean Absolute Error (MAE) [121, 49], which measures the average absolute devia-
tion between a predicted rating and the user’s actual rating. Several related accuracy
metrics have been proposed for the prediction task with numeric ratings, including root
mean squared error and mean squared error, that implicitly assign a greater weight to
predictions with larger errors, and the normalized mean squared error [43] that aims to
normalize MAE across datasets with varying rating scales.

Massa and Avesani suggest another variant of MAE called the mean absolute user
error that calculates the mean absolute error for each user and then averages over all
users [74]. This was based on their observation that recommender systems tend to have
lower errors when predicting ratings by prolific raters rather than less frequent ones.
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This metric is particularly useful when the number of items in the test set varies for
each user. For example, this metric may be appropriate if the number of items in the test
set is based on a percentage of items rated by a user.

While the MAE and its variants are useful in measuring the accuracy of predictions,
they may not provide a complete picture of how good the recommendations are. These
metrics may be less appropriate for tasks such as finding “good” items [50], where a
ranked result is returned to the user. In such systems the target users usually only view
items at the top of the ranking, and thus the accuracy of predictions for items of no
interest to the user is not a determinant factor.

Classification metrics, on the other hand, measure the frequency with which a
recommender system makes correct or incorrect decisions about recommending an
item. Two commonly used metrics in this context are Precision and Recall which
are standard metrics used in evaluating information retrieval effectiveness, but have
also been adopted to evaluate ranked ordering of recommended items in personaliza-
tion [58, 116, 15]. While precision measures the probability that a recommended item is
relevant, recall measures the probability that a relevant item is recommended. In order
to compute precision and recall in recommender systems, it is necessary to distinguish
between the item set that is returned to the user (i.e., selected or recommended), and the
item set that is not. One approach in doing so is to determine the set of top N recom-
mended items for a fixed N and consider the remaining items as not recommended.

One advantage of metrics such as precision and recall is that they can be used in the
evaluation of personalization systems in which the underlying user preferences are not
determined by numeric ratings. This, of course, is the case when dealing with naviga-
tional data in which an item is either visited or it is not. In the context of numeric ratings
on a continuous scale, it would be necessary to first transform ratings into a binary scale.
For example, a rating scale of 1–5 may be transformed into a binary scale by converting
every rating of 4 or 5 to “relevant” and all ratings between 1 and 3 to “nonrelevant”.
The determination of which items are relevant and which are not poses its own unique
challenges when dealing with Web navigation data. A recorded visit to a particular page
on a Web site, cannot necessarily be taken as an indication of relevance or interest. One
approach that can address this problem is to record the amount of time spent on each
page during a session (the pageview duration). To accurately convert this data into a
binary scale, it is usually necessary to standardize the pageview durations with respect
to the mean duration for that page. In this way, pageviews that last significantly less
than the mean duration can be removed from the relevant list.

It should also be noted that there is often a trade-off between precision and recall,
so it is important to consider both of these metrics for a given system. Some metrics
attempt to combine precision and recall into a single number. One such metric is the The
F1 measure which is computed as the harmonic mean of precision and recall [9, 85]. A
more general form of the F1 measure can be devised which allows for weighting one of
these metrics more than the other, depending on their relative importance in a particular
application domain.

A measure that provides and alternative to precision and recall is the Receiver Op-
erating Characteristic (ROC) which has roots in signal detection theory [48]. The ROC
metric attempts to measure the extent to the system can successfully distinguish be-
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tween signal (relevance) and noise. It assumes that the information system will assign
a predicted level of relevance to every potential item. The ROC-curve is a plot of the
systems sensitivity (the probability of signal, or, in the context of recommendation, the
true positive rate) by the complement of its specificity (the probability of noise, or, in
the recommendation context, the complement of the true negative rate). Generally, to
compare the recommendation accuracy in two systems, the size of the area under the
ROC-curve is measured with a larger value indicating better performance.

As noted earlier, the focus of the aforementioned metrics is generally the evaluation
of recommendation accuracy. However, the research and practice in personalization
technologies has led to the emerging consensus that measuring accuracy alone may not
paint a complete picture of how users view the recommendations. The recommenda-
tions, or more generally the personalized content generated by the system, must also
be “useful” to users. For example, a system that only recommend highly popular items
(such as best seller books, or in the context of Web usage, highly visited pages in a site),
may be quite accurate based on the above measures, but one can argue that such items
are not particularly useful for the users of the system.

Recent user studies have found that a number of issues can affect the perceived use-
fulness of personalization systems including, trust in the system, transparency of the
underlying recommendation algorithm, ability for a user to refine the system generated
profile, and diversity of recommendations [134, 125, 145]. Therefore, the evaluation
of personalization systems needs to be carried out along a number of dimensions, in
addition to accuracy, some of which are better understood that others and have well
established metrics available. The key dimensions along which personalization systems
can be evaluated (aside from accuracy) include the coverage, utility, explainability, ro-
bustness, scalability, and user satisfaction.

Coverage measures the percentage of the universe of items that the recommendation
system is capable of producing. For the prediction task it is calculated as the ratio of
items for which the system can provide recommendations to all available items. Since
it may not be practical to compute predictions for all user-item pairs in the system, this
metric is usually estimated by selecting a random sample of user-item pairs, attempting
to generate a prediction for each pair, and measuring the percentage for which a pre-
diction was provided. An alternative is to calculate coverage as a percentage of items
of interest to a user rather than considering the complete universe of items [50]. If the
predictive accuracy is computed by withholding a selection of ratings and then predict-
ing those ratings, the coverage can be measured as the percentage of withheld items for
which a prediction is obtained.

The notion of “usefulness” suggests that measuring the utility of a recommendation
for a user may be required. Breese et al. [19] suggested a metric based on the expected
utility of the recommendation list. The utility of each item is calculated by the dif-
ference in vote for the item and a “neutral” weight. The metric is then calculated as
the weighted sum of the utilities of all items in the list where the weight signifies the
probability that an item in the ranked list will be viewed or selected by the user. This
likelihood that a user will view or select each successive item is defined by an exponen-
tial decay function, where the decay factor is described by a half-life parameter. The
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basic, and rather strong, assumption behind this metric is that the true utility (in terms
of cost/benefit analysis) rapidly (exponentially) drops as the search length increases.

The utility of recommendations or personalized content produced by the system can
also be viewed in terms of their novelty. If the system only produces obvious recom-
mendations, even if accurate, the recommendation may not be perceived as useful by
the users. Clearly, the novelty of recommendations is not only user-specific, but also
domain dependent and, therefore, measuring it would require domain specific metrics.
For example, in the context of Web navigation, several metrics have been proposed that
measure utility based on the distance of the recommended item from the current page
(referred to as navigation distance) [5]. Although novelty may be an important consid-
eration, it should be noted that several studies have found that there is, in fact value in
providing user with some “obvious” recommendations [134]. Such recommendations
tend to increase user confidence in the system leading to the a user perception that the
system does generate credible recommendation; an important factor in the success of
the personalization system.

A number of metrics have been proposed in literature for evaluating the robustness
of a recommender system. Such metrics attempt to provide a quantitative measure of the
extent to which an attack can affect a recommender system. Stability of prediction [96]
measures the percentage of unrated (user,items) pairs that have a prediction shift less
that a predefined constant. Power of an attack [96] on the other hand measures the av-
erage change in the gap between the predicted and target rating for the target item. The
target item is the item that the attack is attempting to push or nuke. The power of attack
metric assumes that the goal of the attack is to force item ratings to a target rating value.
Noting that the effect of an attack on an items current rating is not necessarily going to
affect its ability to be recommended, Lam and Herlocker [67] proposed an alternative
metric called the Change in Expected change in top-N occupancy. It is calculated as the
average expected occurrence of the target items in the top-N recommendation list of
users.

The performance and scalability dimension aims to measure the response time of a
given recommendation algorithm and how easily it can scale to handle a large number
of concurrent requests for recommendations. Typically, these systems need to be able
to handle large volumes of recommendation requests without significantly adding to the
response time of the Web site that they have been deployed on.

Finally, attempts to measure user satisfaction range from using business metrics
for customer loyalty such as RFM and life-time value through to more simplistic mea-
sures such as recommendation uptake. For example, the fı́schlár video recommendation
system [126] implicitly obtains a measure of user satisfaction by checking is the rec-
ommended items were played or recorded.

3.6 Conclusions

In this chapter we have presented a comprehensive discussion the Web personalization
process viewed as an application of data mining which must therefore be supported
during the various phases of a typical data mining cycle. We have discussed a host of
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activities and techniques used at different stages of this cycle, including the prepro-
cessing and integration of data from multiple sources, and pattern discovery techniques
that are applied to this data. We have also presented a number of specific recommen-
dation algorithms for combining the discovered knowledge with the current status of a
user’s activity in a Web site to provide personalized content to a user. The approaches
we have detailed show how pattern discovery techniques such as clustering, association
rule mining, and sequential pattern discovery, and probabilistic models performed on
Web usage collaborative data, can be leveraged effectively as an integrated part of a
Web personalization system.

While a research into personalization has led to a number of effective algorithms and
commercial success stories, a number of challenges and open questions still remain.

A key part of the personalization process is the generation of user models. The
most commonly used user models are still rather simplistic, representing the user as a
vector of ratings or using a set of keywords. Even where more multi-dimensional or
ontological information has been available, the data is generally mapped onto a single
user-item table which is more amenable for most data mining and machine learning
techniques. To provide the most useful and effective recommendations, personalization
systems need to incorporate more expressive models. Some of the discussion on the
integration of semantic knowledge and ontologies in the mining process suggests that
some strides have been made in this direction. However, most of this work has not,
as of yet, resulted in true and tested approaches that can become the basis of the next
generation personalization systems.

Another important and difficult of challenge is the modeling of user context. In par-
ticular profiles commonly used today lack in their ability to model user context and
dynamics. Users access different items for different reasons and under different con-
texts. The modeling of context and its use within recommendation generation needs to
be explored further. Also, user interests and needs change with time. Identifying these
changes and adapting to them is a key goal of personalization. However, very little re-
search effort has been expended the evolution of user patterns over time and their impact
on recommendations. This is in part due to the trade-offs between expressiveness of the
profiles and scalability with respect to the number of active users.

Solutions to these important challenges are likely to lead to the creation of the next-
generation of more effective and useful Web personalization and recommender systems
that can be deployed in increasingly more complex Web-based environments.
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Abstract. This chapter reviews research results in the field of Generic User 
Modeling Systems. It describes the purposes of such systems, their services 
within user-adaptive systems, and the different design requirements for research 
prototypes and commercial deployments. It discusses the architectures that have 
been explored so far, namely shell systems that form part of the application, 
central server systems that communicate with several applications, and possible 
future agent-based user modeling systems. Major implemented research proto-
types and commercial systems are briefly described. 

4.1   User Modeling Shell Systems 

4.1.1  Historical Development 

User modeling is usually traced back to the works of Allen, Cohen and Perrault (see, 
e.g., [1, 16, 74]) and Elaine Rich [79, 80]. Inspired by their seminal research, 
numerous application systems in various application areas were subsequently 
developed that collected different kinds of information about the current user, and 
adapted to the user in different ways. Several publications from this time [66, 69, 96] 
offer comprehensive reviews of first-generation user-adaptive applications.  

In this early work, all user modeling was performed by the application system. In 
most cases, there was no clear distinction between system components that served 
user modeling purposes and components that performed other tasks. From the mid-
eighties onwards, such a separation was increasingly made (e.g., in [2, 38, 46, 86]), 
but no efforts are reported to make the user modeling component reusable for the 
development of other user-adaptive systems. 

In 1986, Tim Finin published his “General User Modeling System” GUMS [20, 
21]. This software allows programmers of user-adaptive applications the definition of 
simple stereotype hierarchies (see Chapter 2 of this book [26]). For each stereotype, 
one can define the Prolog facts describing stereotype members and the rules 
prescribing the system’s reasoning about them. At runtime, GUMS accepts and stores 
new facts about the user which are provided by the application system, verifies the 
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consistency of a new fact with currently held assumptions, informs the application 
about recognized inconsistencies, and answers queries of the application concerning 
the currently held assumptions about the user. 

Albeit GUMS was never used together with an application system, it set the stage 
for future generic (i.e., application-independent) user modeling systems. At the same 
time, GUMS also defined their basic functionality, namely the provisioning of 
selected user modeling services at runtime that can be configured during development 
time. When filled by the developer with application-specific user modeling 
knowledge at the time of development, these systems would serve as a separate user 
modeling component in an application system at runtime. Early systems usually 
included a representation system for expressing the contents of the user model (such 
as some logic formalism, rules, or simple attribute-value pairs) and a reasoning 
mechanisms for deriving assumptions about the user from existing ones and for 
detecting inconsistencies in the user model. 

Kobsa [48] seems to be the first author who used the term “user modeling shell 
system” for such kinds of software tools. The term “shell system”, or “shell” for 
short, had been borrowed from the field of Expert Systems. There, van Melle [93] 
and Buchanan and Shortliffe [12] had condensed the experiences made with the 
medical expert system MYCIN [85] into EMYCIN (“Essential” MYCIN), an 
“empty” expert system that had to be filled with domain-specific rules for 
deployment as a “real” expert system.  Commercial expert system shells like 
Knowledge Craft [45], KEE [36] and ART [15] became very popular in the late 
seventies and early eighties. User modeling “shells” had similar purposes as expert 
system shells, but the general underlying aims, namely software decomposition and 
abstraction to support modifiability and reusability, is of course much older than 
expert system shells. 

4.1.2  Example Systems 

A number of user modeling shell systems were developed after GUMS, which 
comprised different representation mechanisms for user models as well as associated 
inference processes. Below we list four representative examples.1 

UMT [6] allows the user model developer the definition of hierarchically ordered user 
stereotypes, and of rules for user model inferences and contradiction detection. 
Information about the user that is received from the application is classified as 
invariable premises or (later still retractable) assumptions. When new information is 
received, stereotypes may become activated and their contents (which describe the 
respective user subgroups) added to the user model. UMT then applies inference rules 
(including contradiction detection rules) to the set of premises and assumptions, and 
records the inferential dependencies. After the firing of all applicable inference rules 
and the activation of all applicable stereotypes, contradictions between assumptions 
are sought and various resolution strategies applied (“truth maintenance”). 

                                                           
1  Also see [5, 35, 59, 65] for additional systems. 
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PROTUM [95] represents user model content as a list of constants, each with 
associated type (i.e., observed, derived from stereotype, default) and confidence 
factor. It is related to UMT except that it possesses more sophisticated stereotype 
retraction mechanisms than UMT. 

TAGUS [71] represents assumptions about the user in first-order formulas, with meta-
operators expressing the different assumption types (namely users’ beliefs, goals, 
problem solving capabilities and problem solving strategies). The system allows for 
the definition of a stereotype hierarchy and contains an inference mechanism, a truth 
maintenance system (with different strengths of endorsements for assumptions about 
the user), and a diagnostic subsystem including a library of misconceptions. It also 
supports powerful update and evaluation requests by the application, including a 
simulation of the user (i.e., forward-directed inferences on the basis of the user 
model) and the diagnosis of unexpected user behavior. 

um [40, 41] is a toolkit2 for user modeling that represents assumptions about the 
user’s knowledge, beliefs, preferences, and other user characteristics in attribute-value 
pairs. Each piece of information is accompanied by a list of evidence for its truth and 
its falsehood. The source of each piece of evidence, its type (observation, stereotype 
activation, rule invocation, user input, told to the user) and a time stamp is also 
recorded. Explanations for components, sources of evidence, and types of evidence 
sources may be entered as well. At runtime, competing specialized inference 
processes (the so-called “resolvers”) interpret the available evidence and conclude the 
value of a component. Applications have to decide which resolvers to employ. Users 
can inspect and edit their user models [42]. 

4.2   User Modeling Servers 

4.2.1  Characteristics 

The purpose of user modeling servers, like that of user modeling shells, is to separate 
user modeling functionality from user-adaptive application systems. In contrast to 
user modeling shell systems, user modeling servers are not a part of an application 
system but rather independent from it (i.e., they are not functionally integrated into 
the application but communicate with the application through inter-process communi-
cation). User modeling servers may reside on the same platform as the application 
system and only serve one instance of this application [54]. Much more commonly 
however, they will be part of a local area network or a wide area network and serve 
more than one application instance at a time (possibly even several 100,000 simulta-
neous instances in the case of personalized e-commerce websites, cf. Chapter 16 of 
this book [27]). They communicate with application systems through protocols that 
both sides support, such as LDAP, ODBC, remote procedure calls, or plain TCP/IP. 

                                                           
2  From the point of view of the application system, um was more a library of user modeling 

functions than an independent user modeling component. It therefore is not a user modeling 
shell in a strict sense.  
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A client-server based architecture provides a number of advantages in comparison 
to embedded user modeling components that were described in the previous section 
(see [24] and [4] for more comprehensive discussions): 

− All information about the user is maintained in a repository with clearly defined 
points of access (usually one single access point).  

− User information is at the disposal of more than one application at a time. 

− User information acquired by one application can be employed by other applica-
tions, and vice versa. 

− Information about users is stored in a non-redundant manner. 

− The consistency and coherence of information gathered by different applications 
can be more easily ascertained. 

− Information about user groups, either available a priori as stereotypes (e.g., [79-
82]) or dynamically calculated as user group models (e.g., [70, 73]), can be main-
tained with low redundancy. 

− Methods and tools for system security, identification, authentication, access control 
and encryption can be applied for protecting user models in user modeling servers 
[57, 84]. 

− Complementary user information that is dispersed across the enterprise (e.g., 
demographic data from client databases, past purchase data from transactional 
systems, user segmentations from marketing research) can be integrated more 
easily with the information in the user model repository. 

User modeling servers may be “centralized” (e.g., reside on a single platform only). 
This facilitates their implementation, but exposes them to the typical downsides of 
centralization such as the need for a permanent network connection and the jeopardy 
of a single point of failure and potential bottleneck. Most modern user modeling 
servers, specifically the commercial ones, are therefore distributed across several 
platforms to increase their performance and availability (typically through CORBA 
[77]). Most commercial servers also allow the virtual integration of heterogeneous 
“outside” resources of user information, sometimes to the point that transparent read 
and write access to these outside resources is possible dynamically at runtime. 
Increasingly, user modeling servers also allow for the (partial) replication of user 
modeling server entries, which mitigates the need for a reliable permanent network 
connection. 

A large number of user modeling servers have been developed over the past 15 
years, ranging from academic prototypes to commercial systems. In the next section, 
we briefly describe examples of major research prototypes, and thereafter the 
currently available commercial systems. 
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4.2.2  Examples of Research Prototypes of User Modeling Servers 

BGP-MS [55, 76] allows assumptions about the user and stereotypical assumptions 
about user groups to be represented in a first-order predicate logic. A subset of these 
assumptions is stored in a terminological logic. Different assumption types, such as 
(nested) beliefs and goals as well as stereotypes, are represented in different partitions 
that can be hierarchically ordered to exploit inheritance of partition contents (a 
partition together with all its direct and indirect ancestor partitions thereby establishes 
a so-called view of the full user model). Inferences across different assumption types 
(i.e. partitions) can be defined in a first-order modal logic. The BGP-MS system can 
be used as a network server with multi-user and multi-application capabilities. 

DOPPELGÄNGER [70] accepts information about the user from hardware and soft-
ware sensors. Techniques for generalizing and extrapolating data from the sensors 
(such as beta distributions, linear prediction, Markov models) are put at the disposal 
of user model developers. Unsupervised clustering (see Chapter 3 of this book [68]) is 
available for collecting individual user models into so-called ‘communities’ whose 
information serves the purpose of stereotypes. In contrast to all other user modeling 
shell systems, membership in a stereotype is probabilistic rather than definite. The 
different representations of DOPPELGÄNGER are quite heterogeneous. As is the 
case for um (see Section 4.1.2), users can inspect and edit their user models. 

CUMULATE [9] is designed to provide user modeling functionality to a student-
adaptive educational system (see Chapters 1 and 22 of this book [10, 31]). It collects 
evidence (events) about a student’s learning from multiple servers that interact with 
the student. It stores students' activities and infers their learning characteristics, which 
form the basis for individual adaptation to them. In this vein, external and internal 
inference agents process the flow of events and update the values in the inference 
model of the server. Each inference agent is responsible for maintaining a specific 
property in the inference model, such as the current motivation level of the student or 
the student's current level of knowledge for each course topic. Brusilovsky et al. [11] 
describe the interaction of CUMULATE with an ontology server, which stores the 
ontological structures of the taught domain and provides the platform for the 
exchange between different user model servers of higher-level information about 
students' knowledge. 

Personis [43] and a simplified version of it, PersonisLite [14], have the same 
representational foundations as their predecessor um that was described in Section 
4.1.2. The components from um form objects in Personis that reside in an object layer 
over Berkeley DB, a near-relational database system. The object database structures 
user models into hierarchically ordered contexts similar to the partitions of BGP-MS 
(see Section 4.1.2). It also holds objects defining the views that include components 
from all levels of the user model context hierarchy. The authors distinguish two basic 
operations upon this representation: accretion, which involves the collection of 
uninterpreted evidence about the user, and resolution, the interpretation of the current 
collection of evidence (cf. the resolvers in um). 
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UMS [23, 52] is a user modeling server that is based on the Lightweight Directory 
Access Protocol (LDAP). Its Directory Component allows for the representation of 
different models, such as user and usage profiles as well as system and service 
models. “Pluggable” User Modeling Components are internal clients of the Directory 
Component. They can access these models and perform dedicated user modeling 
tasks, such as collaborative filtering, domain-based inferences, etc. The stored models 
can also be accessed by External Clients, such as user-adaptive applications or tools 
for user model inspection, visualization and statistical analysis. The use of LDAP 
makes it possible to base the storage component of user modeling servers on inter-
national industry-adopted standards, to distribute user information across a network 
and replicate and loosely synchronize such information (both often increases the 
performance, scalability, availability and reliability of a service), and to realize a 
“virtually centralized distributed architecture” for user models that is internally 
distributed but provides a common point of access to all clients.  

4.2.3  Examples of Commercial User Modeling Servers 

Group Lens [92] originally employed various collaborative filtering algorithms [7, 32] 
for predicting users’ interests, based on explicitly provided users ratings, implicit 
ratings derived from users’ navigation, and transaction histories (e.g., shopping basket 
operations, purchases). GroupLens stored all user ratings in a database, but kept a 
correlation matrix of all ratings in cache memory during runtime. This created 
memory problems and huge performance problems on the largest sites. They were 
temporarily solved by statistically selecting reduced-size models (with careful 
sampling, the reduced-size models did not show much quality degradation). The 
commercial version of Group Lens eventually moved to item-item models, which can 
be truncated substantially without much loss in quality [67]. 

ATG Adaptive Scenario Engine [3] allows for the definition of rules that assign indi-
vidual users to one or more user groups (e.g., customer segments) based on their 
demographics, their system usage, and their software, hardware and network environ-
ments. Rules can also be defined for inferring individual assumptions about the user 
from his or her navigation behavior, and for personalizing the content of web pages. 
The operation of Personalization Server thus follows very much the “stereotype 
approach” from classical user modeling research (see Chapter 2 of this book [26]). 
Customer data from legacy databases can be integrated via SQL, XML and Web 
Services. 

enQuire™ Identity Server [19] is a multi-functional server product with an embedded 
virtual directory engine. It supports the development of user modeling servers by 
introducing a flexible virtualization layer between multiple repositories and applica-
tions that provide user data via LDAP, ODBC or an API. The enQuire Server compo-
nent stores information about user data sources and their structure in an enterprise, 
enforces security policies and rule-based access control, federates user data from 
connected information sources, applies rules to filter and transform user data sets, and 
presents consolidated user data in a standard format. The results of the federation 
process can be stored in a persistent cache, which eliminates the dependency on 
source-specific data structures. enQuire supports the assignment of users to static or 
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dynamically constructed user groups. enQuire plug-ins are customization components 
that enable developers to describe actions to be executed under specific circumstances 
or at desired points in the request execution process. 

Other Identity Management and User Provisioning Systems. In addition to the commer-
cial systems mentioned above, a large number of so-called “Identity Management 
Systems” or “User Provisioning Systems” are commercially available which to some 
extent provide important functionality of a user modeling server (see, e.g., [17, 61, 89, 
91]). Such functionality includes one or more of the following: integration of disparate 
user data into a single centralized repository, federated provisioning of disparate user 
data, account linking, policy-based access control, user account management, and 
support for privacy and security audits. These systems however lack other essential 
functionality, such as inference capabilities on the basis of user data (including the 
assignment of users to user groups), or triggers for personalization methods. They can 
therefore not yet be regarded as user modeling servers.  

4.3   Required Services and Characteristics of Generic User 
Modeling Systems 

4.3.1  From Ingredients to Services 

Developers of user modeling shell systems (see Section 4.1) and early user modeling 
servers (see Section 4.2) aimed at condensing basic structures and processes into these 
systems that they deemed important for user-adaptive application systems (e.g., certain 
knowledge representation systems, inference mechanisms, truth maintenance systems, 
and tell/ask interfaces). For identifying such important structures and processes, 
developers mostly relied on their intuitions and/or their experience through prior work 
on user-adaptive systems. Efforts to put these decisions on more empirical grounds were 
seemingly only made by Kleiber [44] and Pohl [75, 76]. Even these authors however 
merely identified individual user-adaptive application systems in the literature that 
would have profited from the functionality of their own shell system, rather than 
conducting a comprehensive review of prior user-adaptive systems, and determining 
current as well as predicting future needs of user-adaptive application systems. 

In an attempt to extend the de facto definition of user modeling shells introduced 
by GUMS and to avoid characterizing user modeling shell systems via internal 
structures and processes, Kobsa [49] listed the following frequently found services of 
such systems: 

− "the representation of assumptions about one or more types of user characteristics 
in models of individual users (e.g. assumptions about their knowledge, misconcep-
tions, goals, plans, preferences, tasks, and abilities); 

− the representation of relevant common characteristics of users pertaining to 
specific user subgroups of the application system (the so-called stereotypes); 

− the classification of users as belonging to one or more of these subgroups, and the 
integration of the typical characteristics of these subgroups into the current indi-
vidual user model; 
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− the recording of users' behavior, particularly their past interaction with the system; 

− the formation of assumptions about the user based on the interaction history; 

− the generalization of the interaction histories of many users into stereotypes; 

− the drawing of additional assumptions about the current user based on initial ones; 

− consistency maintenance in the user model; 

− the provision of the current assumptions about the user, as well as justifications for 
these assumptions; 

− the evaluation of the entries in the current user model, and the comparison with 
given standards." 
 

This list is of course subject to changes when new forms of adaptation to the user 
require new services from generic user modeling systems. It is surprisingly stable 
though, i.e. it is by and large still valid today. The only important addition today 
would be services to secure users’ data and to protect users’ privacy (such services are 
discussed in Chapter 21 of this book [51]). In the light of recent progress in the field 
of recommender systems (see Chapters 9 and 12 of this book [13, 83]), services that 
compare users with other users might also be useful (e.g., delivering a list of nearest 
neighbors of a given user). In early years researchers tacitly strived for “universal” 
generic user modeling systems that would ideally perform all the important user 
modeling services. Today, however, a typical generic user modeling system only 
delivers a small portion of the services listed above, and it is unlikely that this will 
change very much in the future (see Section 4.4.5). 

4.3.2  Required Characteristics of Generic User Modeling Systems 

Several characteristics of generic user modeling systems have been regarded as very 
important over the years. We will discuss some of them in the following. The first two 
requirements were already proposed very early in the history of generic user modeling 
systems, while the other requirements became important only a few years ago when 
commercial generic user modeling systems were developed for use in web site 
personalization. 

Generality, Including Domain Independence. This requirement states that user 
modeling systems should be usable in as many domains as possible, and within these 
domains for as many user modeling tasks as possible. While this requirement seemed 
very important in earlier years, it is less so to date. “Subclasses” of generic user 
modeling systems have already evolved, most prominently one for student-adaptive 
tutoring systems that impose very specific requirements on generic student modeling 
systems (see, e.g., [8, 35, 59, 65, 72] and Chapter 1 of this book [10]). Such generic 
student modeling systems are expected to be usable for teaching different subject 
matters, but not for additional applications besides educational ones.  

Expressiveness and Strong Inferential Capabilities. Shell systems and early user 
modeling servers were expected to be able to express many different types of 
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assumptions about the user at a time. These included beliefs, goals, plans and 
preferences of the user, as well as various reflexive assumptions regarding the user 
and the system (see [47, 90]), and moreover uncertainty and vagueness in these 
assumptions. Generic user modeling systems were also expected to perform all sorts 
of reasoning, such as reasoning in a first-order predicate logic, complex modal 
reasoning (e.g., reasoning about types of modalities), reasoning with uncertainty, 
plausible reasoning when full information is not available, and to perform conflict 
resolution when contradictory assumptions are detected. 

The rationale for assigning so much importance to expressiveness and strong 
inferential capabilities lies in the affinity of user modeling research of those days to 
artificial intelligence, natural-language dialog [58], and intelligent tutoring [39, 87]. 
User modeling shells were expected to support the complex assumptions and complex 
reasoning about the user that had been identified in these domains, and additionally to 
be usable in a wide range of other domains as well. When in the mid-nineties user-
adaptive application systems shifted towards different domains with less demanding 
user modeling requirements (like user-adaptive learning environments that are 
described in Chapters 1 and 22 of this book [10, 31], as well as personalized web sites 
[53]), such highly expressive user modeling and powerful reasoning capabilities 
became largely redundant.  

Support for Quick Adaptation. In order to bond first-term visitors with web stores, 
adaptations should already take place during their (usually relatively short) initial 
interaction. Several commercial user modeling servers can therefore select between 
more than one modeling and personalization methods with different degrees of 
complexity, depending on the amount of data that is already available about the user. 

Extensibility. Current user modeling servers support a number of user model acquisi-
tion and personalization methods, but companies may want to integrate their own 
methods or third-party tools. Application Programmer Interfaces (APIs) and 
interfaces that allow for the (possibly bi-directional) exchange of user information 
between user-modeling tools are therefore required. 

Import of External User-Related Information. Many businesses already own customer 
and marketing data, and usually want to integrate these into user modeling systems 
when starting with personalized e-commerce. To access external data, ODBC 
interfaces or native support for a wide variety of databases are required. Due to legacy 
business processes and software, external user-related information often continues to 
be updated in parallel to the e-commerce application, and therefore needs to be 
continually integrated at reasonable cost and without impairing the response time. 

Management of Distributed Information. The ability of a generic user modeling 
system to manage distributed user models is becoming more and more important. 
Commercial personalized websites often utilize several sources of user information, 
such as user profiles, purchase records from legacy systems, and customer segmenta-
tions from marketing research. Current commercial user modeling servers integrate 
these information sources already today to a greater or lesser extent [24]. In the 
future, support for the management of distributed information will also facilitate the 
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integration of mobile user models and of user models in smart appliances (see 
Sections 4.4.1 and 4.4.2).  

Support for Open Standards. Adherence to open standards in the design of generic 
user modeling systems is decisive since it fosters their interoperability. There already 
exist efforts in some subfields of user modeling to come up with standards, e.g. for 
the exchange of user models [28, 29, 56, 60] and for a common user modeling 
ontology [29, 30, 64, 78], but without much progress so far. Of particular importance 
for the openness of generic user modeling systems would be the adoption of LDAP 
[33, 34, 63] which is based on IETF standards. LDAP directories constitute a widely 
adopted and supported industry standard for storing and retrieving various kinds of 
people-related information including names, phone numbers, salaries, photographs, 
digital certificates, passwords, preferences, and even mobile “user agents”. Moreover, 
they support the representation of information about organizations, groups (e.g. 
administrators) and devices (e.g. printers). Pre-defined ontologies (“schemas”) exist 
for these information types that are easily extensible. 

Load Balancing. Under real-world conditions, user model servers will experience 
dramatic changes in their average load. Noticeable response delays or denials of 
requests should only occur in emergency situations. User modeling servers should be 
able to react to load increases through load distribution (ideally with CORBA-based 
components that can be distributed across a network of computers) and possibly by 
resorting to less thorough (and thereby less time-consuming) user model analyses. 

Failover Strategies. Centralized architectures need to provide fallback mechanisms in 
case of a breakdown. 

Transactional Consistency. Parallel read/write on the user model and abnormal 
process termination can lead to inconsistencies that must be avoided by carefully 
selected transaction management strategies [22]. For instance, if a consistent state 
cannot be reached, the user model has to be reset to the original state. 

Privacy Support. Users’ privacy concerns, company privacy policies, industry privacy 
norms, and national and international privacy legislation have a considerable impact 
on what user-adaptive application may do. Moreover, numerous privacy-enhancing 
software tools and Internet services are emerging. Generic user modeling systems 
should also facilitate the compliance with such regulations and user preferences, as 
well as support privacy-enhancing services. Chapter 21 [51] discusses privacy-related 
issues in more detail. 

4.4  Future Trends 

It goes without saying that predictions concerning the future of user modeling systems 
are fairly speculative, due to the rapidly changing nature of application scenarios for 
personalization and of computing devices that are thereby used. Since personalization 
has already been demonstrated to benefit both the users and the providers of computer 
systems and since personalization is therefore likely to stay, it is practically certain 
that generic tool systems that allow for the easy development and maintenance of 
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personalized systems will be equally necessary in the years to come. The exact shape 
that future user modeling systems will assume is however likely to be very much 
contingent on many characteristics of future system usage that are difficult to predict. 
Here are a few considerations on likely future avenues. 

4.4.1  Mobile User Models 

Computing is becoming increasingly mobile and ubiquitous, yet interaction with the 
user should nevertheless still be personalized. In ubiquitous scenarios, users’ 
handheld devices as well as sensor-equipped environments around them are supposed 
to provide personalized services wherever users go. In the near future at least, the 
availability and reliability of mobile networks (and possibly also their bandwidths) is 
however unlikely to meet the demands of today’s client-server architectures for user 
modeling systems, which require permanent reliable connectivity. Hence mobile user 
models seem to be worth considering for such scenarios. These user model agents 
may reside on the server side and be replicated at the beginning of each interaction 
(see e.g. UMS [23, 52] which is based on LDAP that supports partial or full replica-
tion). Or, they may be truly mobile and stay with the user all the time, either on his or 
her computing device or on an item that the user always wears (like in a wristwatch or 
jewelry with a wireless connection [25]). 

4.4.2  User Models for Smart Appliances 

Personalization has so far been almost exclusively confined to computing systems. 
Recently, however, appliances are being offered that feature limited but very useful 
personalization. Examples include car radios with a chip card that contains an 
authorization code and also stores the driver’s preferences concerning pre-set stations, 
sound volume and tone, and traffic news. Electronic car keys exist that adjust the 
driver seat, the mirrors and the GPS system to the driver’s individual preferences 
when plugged into the ignition lock. While these are proprietary solutions with 
proprietary minuscule user models, it is likely that we will see far more examples of 
personalizable appliances in the future. Since people will not want to carry a small 
user model gadget for each and every personalized appliance, standardized solutions 
and hence the need for generic tool systems will soon arise. A particular challenge 
will be the integration of such local minuscule user models into larger models (e.g. to 
make them accessible to all cars that the user drives). Generic user modeling systems 
that support distributed models will have a decisive advantage in this regard. 

4.4.3  Agent-Based User Modeling Systems 

The internal structure of user modeling servers (which constitute the currently 
predominant form of generic user modeling systems) is not transparent to the outside. 
As was discussed in Section 4.2.1, various realizations are possible which range from 
central-repository approaches such as in BGP-MS [55, 76] and Personis [14, 43] to 
servers that integrate heterogeneous resources of user information (e.g., ATG 
Adaptive Scenario Engine [3] and enQuire™ Identity Server [19]) and to servers that 
support the (partial) replication of user modeling server entries (UMS, [23, 52]). 
These forms of decentralization all help increase the performance and failure 
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tolerance of user modeling servers and their ability to integrate into existing environ-
ments. Such architectures proved to be able to support personalization even at the 
largest current websites. 

Despite their internal heterogeneity, user modeling servers have however two 
characteristics in common. For one, they have clearly defined points of access 
(usually one), at which information about the user and requests for user model entries 
can be submitted and where answers or spontaneous notifications of the user 
modeling server can be received. Moreover, even when user modeling servers are 
decentralized, the interaction of their parts (specifically the flow of control and 
information) is predetermined by design. Individual parts of user modeling servers are 
hardly autonomous, i.e. cannot exist without the other parts, and only rarely exhibit 
“initiative” of their own.  

 Attempts have been made in the past few years to develop new types of architec-
tures for user modeling purposes that do not exhibit these two characteristics. Ideally, 
such user modeling systems would be conglomerates of independent and autonomous 
services (or “agents”) which collaborate with each other as the need arises (those 
services may have even been developed by different parties). Decisions on collabora-
tion would not be predetermined by design, but be made dynamically at runtime. A 
need for such novel kinds of user modeling architectures arose particularly in the field 
of ubiquitous computing where numerous small sensors and devices acquire limited 
information about users and are supposed to exchange it for the provision of person-
alized services (see Section 4.4.1). A second area is the support of communities of 
computer users in which individual users need to contact others who have desired 
characteristics, e.g. specific knowledge and skills. 

Within this broad agent-based paradigm, major differences exist however in the 
ways in which user models are stored in current research prototypes. In the expert 
finder system DEMOIR [98], every user possesses a unique user agent. User agents 
monitor their users and store assumptions about their knowledge and skills. When 
users need to find experts with certain knowledge and skills, their user agents broad-
cast the desired profile to all other user agents, collect their responses, and determine 
the most similar experts. In a variant architecture, all agents report (summaries of) 
their user model contents to a central repository, and contact this repository first when 
external expertise is sought.  

I-Help [94] also features one personal agent per user, which contains a coarse user 
model that describes predominantly the users’ preferences for helping others. I-Help 
also has other agents, such as diagnostic agents which develop models of the user’s 
knowledge in various domains, and application agents which characterize the services 
of the applications to which they pertain. Matchmaker agents facilitate locating agents 
that possess information resources or represent users who are knowledgeable on 
certain topics. For this purpose, they maintain profiles of the knowledge and some 
other characteristics of users and applications. When users seek help, their personal 
agent acts as their representative and negotiates with other agents. In order to do this 
effectively, user agents also create models of the other agents’ “character” and priori-
ties, and collect references to other agents who keep information about their users, for 
example, diagnostic agents. User model fragments pertaining to a given user may 
therefore be maintained by several agents in I-Help (in a field study, the authors found 
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up to 20 fragmented models of the same user). These fragments may partially overlap 
and may even be globally inconsistent. 

Even more radical than the mentioned approaches is the work of Lorenz [62] and 
Specht et al. [88], who envision to break the one-to-one relationship between users 
and their representing user agents and to replace these agents by a network of small 
active entities on the client side. In the spirit of self-organizing networks, the authors 
propose distributed active user modeling agents with extremely limited functionality 
(which the authors categorize into sensoring, modeling, controlling and actuating). 
The agents would be able to act out of their own initiative and would self-organize 
appropriately to form “modeling networks”. For the communication between the 
potentially countless tiny agents, the authors foresee a mix of the blackboard and the 
messaging approaches from multi-agent systems [37, 97]. Agents register their 
services and requests with blackboards provided by local brokers, and brokers broad-
cast the requests between each other. Communication between different applications 
would be facilitated by a common user model exchange language (e.g., UserML [28, 
29]) and a common user modeling ontology (such as GUMO [29, 30] or that of 
Razmerita [78]).  

Agent-Based User Modeling Systems are currently the object of intensive research 
and discussion (see, e.g., [18]). One can expect that the same push towards abstraction 
and more generic architectures that lead to the development of current generic user 
modeling systems will take place as soon as these architectures become more homo-
geneous and more widely adopted, and the requirements from the application side 
more clearly specified. 

4.4.4  Multiple-Purpose Usage  

Information about the characteristics of individual users may not only be interesting 
for personalization purposes. Other possible applications include organizational 
directory services, skill inventory systems, and in-house or global expert-finding 
applications. It seems worthwhile and possible to develop generic user model systems 
that can support all these different usage purposes for people-related information. 
This would not only create more powerful generic systems, but could also improve 
them both from a theoretical and practical perspective. For instance, these new 
applications may shed new light on the pros and cons of a user model server 
architecture versus an agent based architecture (see [98]). Or from a more practical 
perspective, basing generic user modeling systems on LDAP that was developed for 
directory services (see [23, 52]) would also help elevate these systems from 
proprietary developments to the realm of open industry standards. 

4.4.5  Diverse Generic User Modeling Systems will Co-exist 

A tacit assumption in the 1980s and early 1990s was that only few different user 
modeling shell systems (and later server systems) would be needed to support the 
complete range of possible personalized applications. The vast increase of possible 
scenarios for personalized services with their inherent different demands and 
constraints has made the likelihood of a very limited number of “user modeling pearl 
systems” quite unlikely. Instead, we will likely see a variety of generic user modeling 
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systems in the future, each of which is going to support only few of the very different 
future manifestations of personalization and other uses of information about users. 
Privacy requirements, the need to include user information from legacy systems, and 
the need to exchange user information across different systems will however enforce 
some standardization, at least at the communication level. 
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Abstract. A very common issue of adaptive Web-Based systems is the modeling
of documents. Such documents represent domain-specific information for a num-
ber of purposes. Application areas such as Information Search, Focused Crawl-
ing and Content Adaptation (among many others) benefit from several techniques
and approaches to model documents effectively. For example, a document usu-
ally needs preliminary processing in order to obtain the relevant information in
an effective and useful format, so as to be automatically processed by the sys-
tem. The objective of this chapter is to support other chapters, providing a basic
overview of the most common and useful techniques and approaches related with
document modeling. This chapter describes high-level techniques to model Web
documents, such as the Vector Space Model and a number of AI approaches, such
as Semantic Networks, Neural Networks and Bayesian Networks. This chapter is
not meant to act as a substitute of more comprehensive discussions about the top-
ics presented. Rather, it provides a brief and informal introduction to the main
concepts of document modeling, also focusing on the systems that are presented
in the rest of the book as concrete examples of the related concepts.

5.1 Introduction

The Web document, in its various representation forms, is the focal point of this chapter,
which aims at illustrating the most common techniques employed in Web Document
Modeling1 literature, with particular attention given to those used in Adaptive Web-
Based systems. The purpose of this chapter is to offer a support for the other chapters
in this volume dealing with the various adaptive systems in greater detail.2 The present
chapter is therefore not to be considered a comprehensive guide to the discussed topics,
nor a substitute for more specialized literature. Readers are encouraged to consult the
provided references in order to broaden their grasp of the discussed topics or equivalent
literature.

1 In this context, with the term modeling we mean the construction of an abstract representation
of the document, useful for all applications aimed at processing information automatically.

2 Fig. 5.1 shows the structure of this chapter together with the links to the other chapters of this
book.
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It is well known that, owing to the Internet, each one of us can benefit from a large
quantity of information, available on-line in several, essentially standard, formats, such
as HTML, XML and XHTML text pages and jpeg and tif graphic ones. More complex
formats, particularly multimedia (audio and/or video) usually require a longer search
and interaction with the Web, as well as more sophisticated fruition tools installed on
user clients, now widely accessible.

The quantity of information available on the World Wide Web is increasing expo-
nentially, and this boom has paved the way for a new era, creating new opportunities
in many different fields, such as e-business, e-commerce, e-marketing, e-finance and
e-learning, just to mention some of the most interesting ones. Web Intelligence [90, 91]
and Wisdom Web [93, 48, 92] are other examples of new disciplines born from the devel-
opment of the World Wide Web. All this proceeds from the birth of HTTP, HyperText
Transfer Protocol [80, 39] and of HTML, HyperText Markup Language, a subset of
SGML, Standard Generalized Markup Language [29], which made the Internet enjoy-
able for anyone who had a computer with a browser on-board.3 With time, the number
of Web surfers increased, and so did the available Web documents, especially HTML
pages. This eventually required the need to gather the information to be supplied in
more structured containers, enabling more thorough, personalized searches, directly
correlated to the semantics of the document itself, for a more intelligent fruition and to
provide more sophisticated search-tools systems.

Fig. 5.1. The structure of this chapter with the references to other chapters of this volume

All the aforementioned techniques are the ones used concretely to represent documents
on various Web sites, and may therefore be called Layout Representations. For auto-
matic systems that operate on the Web, however, e.g. adaptive Web-Based systems,
such documents often need to be pre-processed, that is, recasting them in representa-
tions different from primitive ones and more apt to undergo a particular elaboration.
Think of a personalized search system in which the calculation of the relevance of a

3 The reader can visit the w3c Web site: http://www.w3c.org for further reading on Web stan-
dards and protocols.
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particular HTML document, as retrieved by a single user, needs to be automatically
processed. Only a suitably recast representation can ensure a thorough evaluation of
the document itself. Some of these representation methods are inspired by the clas-
sic Information Retrieval (IR) - an area of research conceived when the Internet still
had not dawned - that enjoys a long tradition in the modeling and treatment of doc-
uments [74, 76]. Nonetheless, in literature, especially since the Web was born, other
IR techniques have been proposed, capable of exploiting the hypertext features of the
Web. While some proposals focused on the enhancement of classic IR systems, others
searched for new retrieval strategies, exploiting the Web’s hypertext features, such as
page hyperlinks and HTML general tags [14, 46, 55]. The result was the advent of Web
Information Retrieval (Web-IR), one of the new IR techniques used to retrieve docu-
ments from the Web [2, 1]. Finally, there are also modeling techniques that are based
on document-concept representations and on the models and methods of Knowledge
Representation, typical of Artificial Intelligence.

This chapter is therefore subdivided into four main parts: the first part (Section 5.2)
describes the classic IR methods and techniques for representing documents, with par-
ticular examples based on real Web pages; the second part (Section 5.3) describes the
Web-IR methods and techniques, with particular reference to the typical hypertext fea-
tures of the majority of Web documents; the third part (Section 5.4) illustrates document
representation methods based on concept approaches, where documents are modeled by
means of concept sets. The last part (Section 5.5), deals with document modeling meth-
ods based on Artificial Intelligence techniques. More precisely, Section 5.2 illustrates
the approach based on classic IR techniques to represent documents. In particular, Sub-
section 5.2.1 illustrates the typical characteristics of the document pre-processing tech-
niques, including the weighting of the various terms that appear within it. Subsection
5.2.2 describes the Boolean Model document modeling technique, characterized by its
simplicity and easiness of implementation. Subsection 5.2.3 presents the Probabilistic
Model document modeling technique, which ranks the query-document similarity ac-
cording to the probability theory. Subsection 5.2.4 deals with the Vector Space Model,
the most common one in classic IR systems: it models a document as a point in an
n-dimensional space, and calculates the document-query similarity following geomet-
ric rules. Section 5.3 illustrates the modern Web-IR techniques, based on HTML tags
and hyperlinks. Subsection 5.3.1 shows three examples of Tag-Based document mod-
eling techniques where an HTML document is modeled taking into account its HTML
structure. Finally, in Subsection 5.3.2, we discuss two algorithms, HITS and PageRank,
that model documents exploiting the hypertext structure of the Web. In Section 5.4 we
discuss a concept approach to document modeling, called Latent Semantic Indexing,
where a document is modeled by a set of concepts. Section 5.5, studies in-depth some
document representation methods based on Artificial Intelligence techniques. Subsec-
tion 5.5.1 illustrates the characteristics of document modeling via Artificial Neural
Networks; Subsection 5.5.2 presents a brief description of the characteristics of doc-
ument modeling based on Semantic Networks ; finally, Subsection 5.5.3 illustrates how
Bayesian Networks are used in diverse adaptive systems to model documents. Our con-
clusions are drawn in Section 5.6.
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5.2 Classic IR-Based Document Representations

This section illustrates the classic IR document modeling techniques, namely the doc-
ument modeling techniques born from the classic works of Salton [74], of Salton and
McGill [76] and of Van Rijsbergen [67], suitable for the retrieval of relevant documents
from a collection, and proposed when the Internet was only just dawning. Many adap-
tive systems on the Web employ such IR techniques to represent Web documents (see
for example [58, 43, 78, 11, 36]), obtaining good results. Obviously, this description
cannot be fully exhaustive, considering the vastness of the topic; rather, it is to be con-
sidered a starting point for possible in-depth studies quoted in the relevant bibliography.

Subsection 5.2.1 deals with Document Pre-processing, the process used to remove
from the original document all information deemed non-relevant for the semantics of
the very document, such as HTML tags and stopwords, thus leaving relevant terms
only. In fact, in a classic IR environment, a document is simply a bag of words, i.e.,
an unstructured set of words or terms appearing in it, each one having an associated
relevance weight. This approach does not take into account typical features of human
language, such as homonymy and polysemy: for example, the term mouse is represented
in the same way, both when it indicates an animal and a computer device; the terms
home and house are represented as two uncorrelated terms. Nonetheless, this document
modeling approach, which is uniquely based on large-scale statistics, is currently the
most widespread, mainly because of its simplicity and of its suitability for the automatic
processing of documents (see for example [77]).

The Boolean Model is illustrated in Subsection 5.2.2. This document modeling tech-
nique, which can be implemented very easily, is based on the Theory of Sets and on
Boolean Algebra.

The Probabilistic Model is illustrated in Subsection 5.2.3. This type of document
modeling follows the probability theory in calculating the relevance of a document
following a given query.

Finally, the Vector Space Model is illustrated in Subsection 5.2.4. This technique is
based on vector space for the representation of queries and documents. However, such
a technique requires large-scale statistics calculated on the entire document collection
from which the document to be modeled is retrieved. Many IR systems employ this
technique to retrieve relevant documents through query-document similarity metrics,
expressed in terms of geometric distance.

5.2.1 Document Pre-processing

A document may be published on the Web in several formats: HTML, PDF, DOC,
TEXT, etc, but in all cases, the information it contains is to be enriched with particular
character sequences, not intended for the user but for the computer visualization driver,
such as the browser in the case of HTML Web pages. In order to keep the explanation as
simple as possible, we shall henceforth deal only with HTML documents, without dis-
torting conclusions whatsoever, unless exclusive details of implementation come about.
As a starting example, we use the Web page illustrated in Fig. 5.2: it represents a Web
page as the user sees it through his/her browser.4 We can say this is the user’s point of

4 Web site: http://www.springeronline.com.
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view of the document. Fig. 5.3, on the other hand, shows a fragment of the same Web
page, as the browser sees it: we can say that this is the browser’s point of view of the
same document. They are obviously two very different viewpoints of the same thing:
the user does not, and must not, see HTML formatting tags for the browser, while the
browser must process everything included in the HTML Web page. In order to better
comprehend this detail, crucial to get a grasp of the issue, take a look at the following
HTML code lines, included in the aforesaid Web page:

<link rel=‘‘stylesheet" href=‘‘include/style\_0.css"
type=‘‘text/css"> <script language=‘‘JavaScript"
src=‘‘include/item.js"></script>
<script language=‘‘JavaScript"
src=‘‘include/fw\_menu.js"></script>
<span class=‘‘bodytext">

Benefit from attractive savings on Springer books
by signing up for Springer’s free new book e-mail
notification service. New title info, news and
special announcements: with Springer Alerts it
pays to be informed.

</span>

In classic IR approach, none of the terms included in the first five lines offer signif-
icant information to the user, since they don’t refer to document content, but to the
layout, whereas the real information content is to be found in the following four lines,
i.e., bodytext lines. A traditional IR system should therefore somehow extract the four
significant lines for the user in order to select the correct terms to represent the Web
page. This term-selection process is a part of the document pre-processing task which
is broken down into four phases, explained in the following paragraphs.

1. HTML Tag Removal Phase. This phase consists in removing all HTML instructions
(i.e., tags) from an HTML page. The simplest approach excludes all terms belonging to
HTML tags. In the case in point, only this text would remain:

Benefit from attractive savings on Springer books
by signing up for Springer’s free new book e-mail
notification service. New title info, news and
special announcements: with Springer Alerts it
pays to be informed.

2. Stopwords Removal Phase. Not all terms of a document are necessarily relevant.
Some frequently used terms, within the document itself, tend to be removed: these terms
are known as Stopwords ( i.e., “a”, “the”, “in”, “to”; or pronouns: “I”, “he”, “she”, “it”).
Stopwords obviously vary according to the language. It is possible to download an
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Fig. 5.2. The HTML example page from the user point of view

Fig. 5.3. The HTML example page from the browser point of view

example of stoplist, i.e., a set of standard stopwords, of about 500 stopwords, from the
http://bll.epnet.com Web site.5 By exploiting this list for our text fragment, we obtain:

Benefit attractive savings Springer books signing
Springer book e-mail notification service title info
special announcements Springer Alerts pays informed

5 http://bll.epnet.com/help/ehost/Stop Words.htm.
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3. Stemming Phase. The goal of this phase is to reduce a term to its morphologic
root, in order to recognize morphologic variations of the word itself. For example, the
root comput is the reduced version of “comput-er”, “comput-ational”, “comput-ation”
and “compute”. The morphologic analysis must be specific for every language, and can
be extremely complex. The simplest stemming systems just identify and remove suf-
fixes and prefixes. Considering its widespread use, it is worthwhile mentioning Porter’s
Stemmer [65]. It is a simple procedure, which cyclically recognizes and removes known
suffixes and prefixes without having to use a dictionary. This algorithm can also gen-
erate terms which are not language words, as is to be seen in the previous example:
“computer”, “computational”, “computation” all become “comput”. Terms which can
actually be different are unified, and the algorithm doesn’t recognize morphologic vari-
ations. The reader can find more detailed information on this algorithm on the Web
site: http://www.mozart-oz.org.6 After having processed our example text fragment by
Porter’s stemmer,7 we get the mapped text shown in Tab. 5.1. In Chapter 10 [59] the
reader can find a relevant example of such a technique in the case of a newspaper article.

Table 5.1. The mapping between stemmed and not stemmed terms of the example text after the
Porter’s stemming process

Original Terms Stemmed Terms
benefit benefit

attractive attract
savings save
springer springer
books book

signing sign
springer springer

book book
email email

notification notif
service servic

title titl
info info

special special
announcements announc

alerts alert
pays pai

informed inform

4. Term Weighting Phase. By indicating our example document with d, we obtain
a first representation of our original HTML document as a simple set of its terms:

6 http://www.mozart-oz.org/mogul/doc/lager/porter-stemmer/.
7 We submitted our text fragment to the Web site:

http://maya.cs.depaul.edu/ classes/ds575/porter.html.
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d ≡ {t1, t2, . . . , t16}, i.e., d ≡ {benefit, attract, save, springer, book, sign, email, notif,
servic, titl, info, special, announc, alert, pai, inform}. Each term tk of the document
d belonging to a document collection D, is named feature or index term and its rele-
vance within the document d is measured by means of an associated numeric weight
wk. In classic IR, weight wk is calculated by taking into account the whole collection
D of documents from which the document d has been retrieved [76, 5]: the more wk is
high the more term tk is important for the discerning of the document d. A first simple
weight, also used as a starting point to build more sophisticated weights proposed in the
literature, is w = Term Frequency TF , namely, the number of times term t appears
in the document d and indicated by TF (t, d). This leads to the representation of a docu-
ment d by a vector of pairs d ≡ {(t1, w1), (t2, w2) . . . (tn, wn)}, with wk = TF (tk, d).
In the case in point, the representation of our example document d becomes that of
Tab. 5.2.

Table 5.2. A simple representation of the example document through Term Frequency

Index Terms TF(t,d)
benefit 1
attract 1
save 1

springer 3
book 2
sign 1

email 1
notif 1
servic 1

titl 1
info 1

special 1
announc 1

alert 1
pai 1

inform 1

Generally speaking, we may assert that a weight w is mostly built as a function of the
frequency of term t in document d, as expressed by Eq. 5.1.

w = f [TF (t, d)] (5.1)

For every document of the collection D, all terms t are extracted and the Index Term
Database (ITD) is built: it consists of all index terms of all documents belonging to
the collection D. However, not all the terms in a document d have the same relevance
in discerning the document d itself for a correct representation and retrieval. Tab. 5.3
shows the generic Term-Document Frequency Matrix, i.e., a matrix A whose elements
aij represent the weights wij of the generic index terms ti in the document dj , for a
collection D composed of n documents and with m = |ITD|.
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Table 5.3. Term-Document Frequency Matrix

ITD d1 d2 . . . dn

t1 w11 w12 . . . w1n

t2 w21 w22 . . . w2n

. . . . . . . . . . . . . . .

tm wm1 wm2 . . . wmn

A term’s weight must ensure the needed discerning power for a correct representation
and retrieval of documents containing it; thus, a term’s relevance must follow some
specific guidelines, namely [68, 76]:

– The more a term t appears in a document d, the more this term can characterize the
topic dealt with by the document itself.

– A term t that appears in almost all documents of the collection D does not entail
a relevant information content for the characterization of the topic of a particular
document.

Hence, Term Weighting involves at least two components: the frequency of a term t
within a document d and the frequency of term t within the whole collection D. These
general guidelines provided the first calculation methods for index terms weighting, i.e.,
Salton and Buckley Weighting Schema [74, 75].

It is now possible to resort to more complicated approaches based on function f
defined in Eq. 5.1, defining a new variable, called Document Frequency DF (t), namely,
the number of documents in which term t appears at least once. A high value of DF (t)
should reduce the importance of term t, that is, the reduction of its weight w. The
following items show the most common calculation methods in literature, and the ones
used and shown in other chapters of this book.

- Boolean Weighting. It represents the simplest version of the calculation of weights
wi. The calculation formula is as follows:

wi = 1⇔ ti ∈ d (5.2)

wi = 0⇔ ti /∈ d (5.3)

In the case of a generic collection D of documents, we could turn to Tab. 5.4.

Table 5.4. Example of Boolean weights

ITD d1 d2 . . . dn

t1 0 1 . . . 0

t2 1 0 . . . 1

. . . . . . . . . . . . . . .

tm 1 1 . . . 1
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A practical example of this weighting method is to be seen in the Subsection on the
Boolean Model, Subsection 5.2.2, whereas application examples can be studied fur-
ther in [58].

- TFxIDF Weighting. The weight wi of the term ti is calculated in such a way to
be proportional to the frequency of the term ti in the document d, and inversely
proportional to the number of documents in the collection D in which ti appears.
Given that |D| is the number of documents in the collection D, the weight wi is
calculated by the following formula:

wi = TF (ti, d) log
|D|

DT (ti)
(5.4)

being DT (ti) the number of documents of the collection D that include the term ti.
TFxIDF weighting is a very common technique, owing to its simplicity and effec-
tiveness and many IR systems employ it in literature. In the Subsection on Vector
Space Model, the reader will find a clear implementation example and a link to other
chapters of the book that use it. Besides, several proposals have been made to adapt
TFxIDF to hypertext links on the Web [41], leading to good results.
An in-depth example of this weighting technique is shown in Chapter 10 [59]. In
Chapter 3 [54] the reader can find an example of the use of TFxIDF in Content-
Based Filtering Systems while in Chapter 6 [51] is shown the WATSON system [18]
that exploits this weighting method to create the contextual query. Finally, another
important application of TFxIDF is illustrated in Chapter 18 [12]: here this weight-
ing technique is used in order to learn user models for news access.

- Okapi BM25 Weighting. It is worthwhile illustrating the Okapi weighting scheme
[84] employed with good results on the benchmark TREC8 [70, 69].
This weighting technique is part of the probabilistic models for the calculation of
term relevance within a document. This approach computes a term weight according
to the probability of its appearance in a relevant document, and to the probability of
it appearing in a non-relevant document in a collection D. A simplified version of the
Okapi BM25 formula to assess the relevance of a term t of a document d belonging
to a collection D, is the following [41]:

wi = TF (ti, d)
log (|D|−TF (ti,d)+0,5)

(|D|+0,5)

k1 · ((1− b) + b · |d|
d

) + TF (ti, d)
(5.5)

with d being the average length of a document included in the collection D, |D| the
number of documents in the collection D, k1 and b two constants to be determined
experimentally.9

8 See http://www.soi.city.ac.uk/∼mg/okapi-pack/old mg bak/okapi-pack.html.
9 The reader can visit http://www.soi.city.ac.uk/organisation/is/research/cisr/ for an in-depth

reading of the Okapi project.
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- Entropy weighting. This approach is based on ideas of the Information Theory. Some
studies [31] proved its efficiency and performance compared to other methods. In this
case, the weight is given by:

wi = log(TF (ti, d) + 1)(1 +
1

log(|D|)
|D|∑

j=1

[
TF (ti, dj)
DF (ti)

log
TF (ti, dj)
DF (ti)

]) (5.6)

where the value of:

1
log(|D|)

|D|∑

j=1

[
TF (ti, dj)
DF (ti)

log
TF (ti, dj)
DF (ti)

] (5.7)

is equal to the Entropy of term ti, which is equal to −1 if ti is equally distributed in
all documents, and equal to 0 if ti is present in only one document.

- Genetic Programming Weighting. Another interesting modern approach to the cal-
culation of weights is the one based on the Genetic Programming Theory [47]. In
the work of Cummins and O’Riordan [25] term weighting schemes are automatically
determined by genetic evolution and then tested on standard test collections. Finally
they are compared to the traditional TFxIDF weighting scheme and to the BM25
weighting scheme using standard IR performance metrics.

For further reading on Term Weighting techniques, the reader can find other methods
and representations for example in the works of Park et al. [57] where a new and inter-
esting method for ranking documents, based on discrete wavelet transform, is proposed.

5.2.2 Boolean Model

In the Boolean Model, documents are represented by sets of keywords, extracted manu-
ally and/or automatically from all the documents of a collection D [76, 67]. It is a very
simple model, easy to understand and implement but with some effectiveness problems.
This model is based on Set Theory and on Boolean Algebra: it ascribes a binary value
to the weight wi of a term ti accordingly to its appearance (or non-appearance) in a
document dk ∈ D. In this way, the document dk is represented by a vector

−→
dk:

−→
dk ≡ {(t1, w1k), (t2, w2k), . . . , (tm, wmk)} (5.8)

where wik = 1 iff ⇔ ti ∈ dk, wik = 0 otherwise and where terms ti are all the
index terms belonging to the ITD of the collection D. In this model, also the query is
represented through Boolean expressions such as [5]:

q = kα ∧ (kβ ∨ kγ) (5.9)

where terms ki could be present or absent in the documents of the collection D.
We reckon it could be interesting, by this stage, for the reader, to apply such a

representation model to a concrete example, in order to better illustrate the concepts
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described in this Subsection. Starting from the example of the HTML page illustrated
in Fig.5.2, imagine a collection D consisting of only 3 documents, D ≡ (d1, d2, d3)10

and of an ITD T composed of 16 terms, ITD ≡ (t1, t2, . . . , t16), represented in the
Boolean Model shown in Tab. 5.5.

Table 5.5. An example of a document collection D composed of 3 documents and of an ITD of
16 index terms in the Boolean Model

ITD Terms d1 d2 d3

t1 benefit 1 0 0

t2 attract 1 1 0

t3 save 1 1 0

t4 springer 1 1 1

t5 book 1 0 1

t6 sign 0 0 1

t7 email 1 1 0

t8 titl 0 1 1

t9 info 0 0 1

t10 special 0 0 1

t11 announc 0 0 1

t12 alert 0 0 1

t13 pai 0 1 0

t14 inform 1 0 1

t15 notif 0 1 1

t16 servic 1 0 1

Suppose we have the following query:

q = springer ∧ (inform ∨ info) (5.10)

In this case the system will retrieve documents d1 and d3 from the collection D. Con-
cluding, the Boolean Model is a very simple retrieval model based on Boolean Algebra
and very easy to implement. This model only retrieves exact matches: in the example
above, the document d3 matches more keywords than the other retrieved document d1

but nevertheless this retrieval system returns both d1 and d3 at the same level of rele-
vance. Put into practice, this model appears to retrieve too much, or too little. This is
also partially due to the way users write their queries. In fact, users are often not familiar
with Boolean queries and tend to write too relaxed or too constraining queries that af-
fect the search effectiveness. Finally, there is no weighting of terms in a document or in
the query expression, hence all terms are equally important in this model. In the above
example the term Springer appears in all documents of our collection, thus being some-
what less useful than other terms regarding the retrieval effectiveness, as highlighted in
the guidelines of Subsection 5.2.1. Nevertheless the Boolean model is quite appealing
for its simplicity and computational performance.

10 After the pre-processing phases.
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5.2.3 Probabilistic Model

In the Probabilistic Model [68, 44], a document (and even a query) is modeled through
a binary weight vector, as is done in the Boolean Model. The difference is to be seen
in the model for the calculation of the query-document similarity function. Indeed, the
probabilistic model tries to answer the following Basic Question [44]:

What is the probability that a certain document is relevant to a certain query?

Furthermore, the objective of asking the Basic Question is to rank documents according
to their probability of relevance. This maximizes the system effectiveness, as retrieved
documents are ranked by decreasing probability of relevance. The user inspects the
ranked list of documents and assess their relevance by him/herself. Assuming that terms
are distributed differently in relevant and non-relevant documents, one could base the
representation and retrieval of documents on term distribution. Both for query q and
for the document dj , index terms are represented by binary weights: wij ∈ {0, 1} and
wiq ∈ {0, 1} and the similarity function sim(dj , q), i.e., the function that calculates the
query-document similarity, is the following:

sim(dj , q) =
P (R/dj)
P (R/dj)

(5.11)

where R is the set of documents known as relevant documents while the set R is the
complement of set R, namely the set of non-relevant documents. P (R|dj) is the proba-
bility that document dj will be relevant for the query q, and P (R|dj) is the probability
that dj will not be relevant for q.

Using the Bayes theorem [30]:

P (a/b) =
P (b/a)P (a)

P (b)
(5.12)

and using odds rather than probabilities, defined as:

O(z) =
P (z)
P (z)

=
P (z)

1− P (z)
(5.13)

we can calculate Eq. 5.11 as follows:

sim(dj , q) =
P (dj/R)P (R)
P (dj |R)P (R)

(5.14)

Assuming that P (R) and P (R) are constant for each document we get:

sim(dj , q) ∼ P (dj/R)
P (dj/R)

(5.15)

Assuming that terms occur independently of each other and switching to logarithms
(skipping some steps for brevity) we then have:
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sim(dj , q) ∼
n∑

i=1

log
P (ti/R)P (ti/R)
P (ti/R)P (ti/R)

(5.16)

Having thought of dj as a vector of n binary independent term occurrences:

P (dj/R) =
n∏

t=1

P (ti/R) (5.17)

where P (ti/R) is the probability that term ti appears in a document randomly selected
from set R, and P (ti/R) the probability that term ti is not present in a document ran-
domly selected from set R. Eq. 5.16 is not usable at start up, when there are no retrieved
documents. In this case a number of simplifying assumptions can be done as follows:

P (ti/R) = 0.5 (5.18)

P (ti/R) = ni/N (5.19)

with N = |D| and ni = |ITD|. Let’s see now a practical example of this simple
probabilistic model at work for our imaginary collection D, formed by 3 documents.
Tab. 5.6 illustrates, in the last column, the value calculated by the Eq. 5.19 of P (ti/R),
used to start up the system. By this technique, the initial values calculated through Eq.
5.18 and Eq. 5.19 are modified taking into account the distribution of terms ti in the
retrieved documents, considering the non retrieved documents as non-relevant.

Table 5.6. Example of a document collection D consisting of 3 documents, represented by the
Probabilistic Model

ITD Terms d1 d2 d3 P (ti/R)

t1 benef 1 0 0 0.33

t2 attract 1 1 0 0.66

t3 sav 1 1 0 0.66

t4 springer 1 1 1 1

t5 book 1 0 1 0.66

t6 sign 0 1 0 0.33

t7 email 1 1 0 0.66

t8 titl 0 1 1 0.66

t9 info 0 0 1 0.33

t10 special 0 0 1 0.33

t11 announc 0 0 1 0.33

t12 alert 0 0 1 0.33

t13 pai 0 1 0 0.33

t14 inform 1 0 1 0.66

t15 notif 0 1 1 0.66
t16 servic 1 0 1 0.66
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The final calculation formula for P (ti/R) and P (ti/R) is played down to Eq. 5.20 and
5.21 [5].

P (ti/R) =
Vi + ni

N

V + 1
(5.20)

P (ti/R) =
ni − Vi + ni

N

N − V + 1
(5.21)

where N = |D|, ni = DT (ti), V is the overall number of documents currently re-
trieved and Vi is the number of such documents containing the term ti.

The main asset of the probabilistic model is that retrieved documents may be ranked
in a descending order, according to their relevance probability, while the main draw-
backs of this model are the following:

– Division of the set of documents into relevant and non-relevant documents.
– Index Terms. This approach does not take into account the frequency of index terms

in documents: all weights are binary.
– Assumption that terms are all independent from each other: this assumption enables

to devise a formula of the calculation of Eq. 5.11 actually computable.

5.2.4 Vector Space Model

In this Subsection, we introduce the Vector Space representation of a document [74].
This model provides a technique to retrieve relevant documents from any set of docu-
ments. Still taking cue from the Web page previously used (www.springeronline.com),
with a collection D consisting of 3 HTML pages taken from this web site, firstly sub-
mit each one of them to the pre-processing phases illustrated in Subsection 5.2.1. Sec-
ondly, build the Term-Document Frequency Matrix A, as defined in Subsection 5.2.1
and shown in Tab. 5.7. Thirdly, compute the TFxIDF values for each index term of each
document included in the collection D.11

Table 5.7. Representation of our example collection of documents by Term-Document Frequency
Matrix

ITD Terms d1 d2 d3

t1 benef 1.0 0.0 3.0

t2 attract 1.0 2.0 0.0

t3 sav 1.0 0.0 0.0

t4 springer 1.0 3.0 0.0

t5 book 1.0 0.0 1.0

11 The exposed values of Tab. 5.7 are purely indicative, considering the calculation simplicity
and clarity.
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The last step is to consider a document as a vector of real numbers in an m-dimensional
space, namely, considering documents as points in an m-dimensional space, with
m = |ITD|, where every term ti represents a dimension. Such an m dimension could
be very high, even several thousands, depending on the number, on the length of doc-
uments in the collection D and on the semantic domain from where collection D was
gathered. To avoid computational problems in computing the Vector Space Model, due
to high-dimension [67],12 it is possible to resort to a Dimension Reduction process
where, starting from the original m-dimension high space, a new n-dimension space
is built, with n� m. Generally a document d is a very sparse vector, i.e., it contains a
very small subset of the ITD. Every term ti ∈ dj has a weight wij , so that: wij > 0 iff
ti ∈ dj and ti does not belong to all documents of the collection D. The value of wij is
thus the coordinate calculated according to the correspondent index term, as shown in
Eq. 5.22. Obviously such weights represent the relevance of the associated terms in the
very document.

−→
dj = {w1j , w2j , . . . wmj} (5.22)

In the case in point, by enforcing the rules of formation of weights TFxIDF (see Sub-
section 5.2.1) we have the three vectors represented in the rows of Tab. 5.8.

Table 5.8. Representation of our example collection of documents by the Space Vector Model
with TFxIDF weighting

Document w1 w2 w3 w4 w5−→
d1 0.176 0.176 0.417 0.176 0.176−→
d2 0.000 0.350 0.000 0.528 0.000−→
d3 0.528 0.000 0.000 0.000 0.176

Each direction of the vector space corresponds to a unique index term in the docu-
ment collection, while the component of a document vector along a given direction
corresponds to the importance of that term to the document. In such a geometric repre-
sentation, versors

−→
Tk are assumed to be orthonormal (namely, index terms are assumed

to appear independently from each other in documents). The importance of this type of
document representation is the fact that it enables, in a simple way, even the represen-
tation of a query q, since, in this space, both query and documents can be represented
through vectors of weights. In particular, even query q is transformed as if it were a doc-
ument, following the same rules: an m-dimensional vector representation is obtained,
as expressed in Eq. 5.23. Obviously, the q vector will be a very sparse one.

−→q = {w1q, w2q, . . . wmq} (5.23)

The advantage of this document representation is that of enabling to retrieve relevant
documents through a very simple document-query similarity function. In fact, the sim-
ilarity function is fulfilled through a function that also calculates the similarity ranking

12 In the IR literature such a problem is known as the so-called Curse of Dimensionality.
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of single documents
−→
d with respect to the query −→q . The most employed similarity

function in the literature is the cosine one:

sim(dj , q) = cos(−→dj ,−→q ) =
−→
dj • −→q
|−→dj ||−→q |

(5.24)

Indeed, this measure is equal to the cosine of the angle formed by the two vectors
−→
dj and

−→q in the m-dimension vector space. Some of the main benefits of this model include:

– Term weighting that enhances response quality.
– Since partial matching between documents and queries may occur, it is possible to

obtain responses by approximating the user’s requests. In fact, the cosine angle for-
mula allows to rank documents according to similarity document-query.

We may assert that the main drawback of this representation is the assumption that terms
are independent from each other, although there is no proof this actually is a drawback
in real IR systems. In Chapter 3, [54], Chapter 10 [59] and Chapter 18 [12], the reader
can find some examples of the use of the Vector Space Model to represent documents.

More complex text analyses dealing with morphologic-syntactic analysis, semantics
analysis and structure terminology analysis are not included in this chapter.13 Should the
reader want to study more in-depth what is illustrated in this Section, s/he can download
IRTools, a software toolkit intended for IR research.14 Finally, in Chapter 14 [21] the
reader can find other methods of document modeling apt for representing 3D graphical
objects, such as X3D-based Web documents.

5.3 Web-IR Document Representations

The representations of documents illustrated in the previous Section come from the
traditional IR research field, whose original goal was to retrieve relevant documents
matching user needs, expressed through queries. With the advent of the Web and of
the HTML language, used to write the vast majority of web documents, other docu-
ment representations have been suggested, not only based on the single terms that made
them up, as occurs for classic IR, but also on other features typical of the hypertext
environment, expressed through hyperlinks and/or HTML tags. Indeed, the Web can
be considered a huge hypertext and hence interesting for the Hypertext Information
Retrieval (HIR) research field [2, 24, 33, 23]. That’s how the Web-IR came about. It
expresses the union between classic IR and HIR for the Web, namely the enhancement
of the classic pre-Web IR systems. It exploits the characteristics of hypertext languages
of documents [1]: a term t of a Web document d is given a weight also according to
the HTML tags between which it is. For example, if a term t appears between the two
HTML tags <TITLE> and < /TITLE>, it means it is part of the document title, and
must thus be significantly weighted, as it could be correlated to the semantics of the

13 Links to several IR resources, including test collections, IRS lists and text-analysis tools can
be found on the http://www.dcs.gla.ac.uk/idom/ir resources Web site.

14 Web site: http://sourceforge.net/projects/irtools.



172 A. Micarelli, F. Sciarrone, and M. Marinilli

very document, unlike a term included between the two HTML tags <BODY> and
< /BODY>, a part of a plain text, where its importance could be relative. An exam-
ple is to be seen in Fig. 5.3, which highlights the terms between the two HTML tags
<TITLE> and < /TITLE>:

<TITLE>

Springer UK - Academic Journals, Books and Online Media

</TITLE>

there are only a few terms, but they are all significant and correlated to the general
semantics of the Web page, while in the following text fragment, taken from the same
source:

<span class="bodytext">

Benefit from attractive savings on Springer books
by signing up for Springer’s free new book e-mail
notification service. New title info, news and
special announcements: with Springer Alerts it
pays to be informed.

</span>

there are some terms not all strictly correlated to the semantics of the page in which the
text fragment is included (e.g.,“new” and “free”).

Some important algorithms adopted by Web search engines, such as HITS [46] and
PageRank [14], mainly exploit hypertext links between pages, considerably improving
retrieval processes. In order to better guide the reader in an in-depth analysis of these
modeling techniques, this Section has been broken down into two parts: the first part
shows document modeling techniques mainly based on HTML tags, with simple, ex-
plicative examples. The second part illustrates modeling techniques based on hypertext
links, and clarifies HITS and PageRank, two algorithms which are currently the most
commonly used search ones on the Web.

For in-depth studies on semi-structured document modeling examples on the Web,
the reader can refer for example to INEX conferences, Initiative for the Evaluation of
XML Retrieval [37].15

5.3.1 Tag-Based Document Models

As mentioned in the introduction of this section, many proposals in literature have tried
to enhance the performance of classic IR systems, mostly based on Vector Space Model,
taking into account the possibilities offered by the HTML language. The idea is that of
modifying the document pre-processing process, illustrated in Subsection 5.2.1, taking

15 Visit http://www.informatik.uni-trier.de/∼ ley/db/conf/inex/index.html.
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into account the HTML structure of the Web page as well. Clear examples of document
modeling based on HTML tags are to be found in [27, 55, 87, 88]. Now we describe
three relevant examples on the use of such techniques.

The IRIS System. In [87] we have a Vector Space representation of the document,
where the IRIS system [89] calculates the weight of index terms even according to
the tags between which they are comprised, such as heading texts (i.e., terms between
<Hn> and < /Hn>tags), titles, and meta-keywords. We now illustrate the document
modeling phase and the term-weighting phase, in order to better understand the retrieval
and modeling process.

- Document Modeling Phase. The document is modeled into three main parts:

– Body text terms.
– Heading text terms.
– A combination of the two.

In the case in point, we have the scheme illustrated in Fig. 5.4, where, in order to
make things more straightforward, the single terms have been left as they appear in
the fragment of the Web page used as an example, without undergoing the stopword
and stemming elimination phases of Subsection 5.2.1. After having subdivided the
document into three parts, as shown in Fig. 5.4, the IRIS system, depending on the
query length, uses them as index term sources.

Fig. 5.4. The document modeling process used by the IRIS system

- Term Weighting Phase. The single terms are weighted differently, even depending
on their position within the document itself. For example, the frequency of single
terms comprised in header texts is multiplied by 10. Subsequently, one of the classic
weighting system technique, the SMART lnu weighting schema with slope 0.3 [17,
16], is adopted.
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The example document thus provides three different frequency tables, to be used to
weight terms.

An Indexing HTML Model. Another interesting example of tag-based document
modeling is to be seen in [55, 62]. In this case, the layout structure of an HTML doc-
ument is taken into consideration: a Tag Ranking weights the several index terms as
illustrated in Tab. 5.9.

Table 5.9. The tag classes hierarchy used by the Indexing Model in [62]

Rank CLASS NAME CLASSIFIED TAGS/PARAMETERS
1 Title TITLE, META keyword
2 Header 1 H1, FONT SIZE=7
3 Header 2 H2, FONT SIZE=6
4 Header 3 H3, FONT SIZE=5
5 Linking HREF
6 Emphasized EM, STRONG, B, U, I, STRIKE, S, BLINK, ALT
7 Lists UL, OL, DL, MENU, DIR
8 Emphasized 2 BLOCK QUOTE, CITE, BIG, PRE, CENTER, TH, TT
9 Header 4 H4, CAPTION, CENTER, FONT SIZE = 4
10 Header 5 F5, FONT SIZE = 3
11 Header 6 H6, FONT SIZE=2
12 Delimiters P,DT,....

- Document Modeling Phase. After the HTML parsing stage, the document is shown
as modeled in the 12 classes of terms illustrated in Tab. 5.9. Basically, 12 classes
of terms are formed, which together make up the document model after the parsing
phase, as illustrated in Fig. 5.5. The overall document is then represented by a vector−→
S ≡ {S1, S2, . . . S12}, where Si ≥ 0 represents the number of terms in the tag class
Ci.

- Term Weighting Phase. The frequency distribution of a term t is represented by a
vector

−→
T ≡ {T1, T2, . . . Tn}, where Ti ≥ 0 represents the frequency of term t in

the tag class Ci and n = |ITD|. Firstly, a weight wi is assigned to each tag class
Ci. The weight to be associated with the single term t, F (d, t), is then calculated as
the weighted average, with weight wi, of the several normalized frequencies of the
term in all the tag classes, Fctagi

, multiplied by the inverse of the term frequency in
the documents collection, IDFt, as expressed by the Eq. 5.25, similar to the classic
formula TFxIDF (see Section 5.2.1):

F (d, t) =
n∑

i=1

wiFctagi
(d, t)(IDFt) (5.25)
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Fig. 5.5. The document modeling process used in [55]

The WEBOR System. Another useful example for the reader is to be seen in [27, 26],
where the tag hierarchy is formed only by the six classes illustrated in Tab. 5.10. The
IR system employed is WEBOR, WEB-based search tool for Organization Retrieval. 16

Table 5.10. The tag class hierarchy used by the WEBOR system

Class Name HTML Tags
Anchor A
H1-H2 H1-H2
H3-H6 H3, H4, H5, H6
Strong STRONG, B, EM, I, U, DL, OL, UL
Title TITLE

Plain Text None of the above

- Document Modeling Phase. The document modeling method consists of two stages:

– Parsing HTML. The document is broken down into 6 parts, each one formed by
the groups of terms of the document contained between the tags as shown in Tab.
5.10.

– Vector Space Modeling. In this stage, the document is modeled with the classic
Vector Space Model, to lead the query-similarity operation following the Eq. 5.24.

- Term Weighting Phase. Firstly, a vector
−−→
CIV , Class Importance Vector,

−−→
CIV ≡

{civ1, civ2, . . . civ6} is formed, where civi ≥ 0 represents a weight determined ex-
perimentally by means of genetic algorithms. Such a weight is the contribution of
the i − th tag class to the formation of the overall weight of term t in document
d. Another vector is then formed,

−−−→
TFV , Term Frequency Vector, which contains

the occurrence frequency of term t in document d for each tag class of Tab. 5.10:−−−→
TFV ≡ {tif1, tif2, . . . tif6}. The last step is the calculation of weight w, to be
associated with term t by the following formula:

16 See http://nexus.data.binghamton.edu/∼ yungming/webor.html.
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wt = (−−→CIV • −−−→TFV )idf (5.26)

where idf is the inverse document frequency of term t in the documents of the col-
lection D.
Finally, the document vector

−→
d ≡ {w1, w2, . . . , wn} is built. It contains the weight

of each term of the ITD with respect to the document, to be used to carry out the
query-similarity operation, as illustrated in Subsection 5.2.1.

5.3.2 Link-Based Web Document Models

The previous Subsection described the document modeling techniques that use HTML
features to strengthen classic IR systems for the Web. This section ends with the illustra-
tion of document modeling examples based on HTML hypertext links, and on the two
algorithms HITS [46] and PageRank [14] which utilize them. As previously mentioned,
the Web can be considered a huge hypertext G = (V,E), formed by documents V con-
nected through links E. In this context, an HTML page can be modeled as a hypertext
node featuring hypertext in-links (i.e., anchors) and outgoing links.

HITS. The first step in order to run a hypertextual algorithm, such as HITS, is to build
the underlying hyperlink-directed graph from the set of available pages G = (V,E).
It consists of a set of nodes V and of a set of edges E, where each edge is an ordered
pair of nodes. The in-degree and the out-degree of a node u are the number of nodes v
such that (v, u) ∈ E and the number of nodes v, such that (u, v) ∈ E respectively. Of
course, each node corresponds to a page and an edge is a hypertextual link between two
pages.

Following the idea of backlink count that assigns a rank to a page according to
its popularity, that is, the number of pages pointing to it, the in-degree can also be
employed in more sophisticated algorithms where the importance of pointing pages is
recursively taken into consideration.

Regarding scholarly publications, where it is possible to recognize a class of papers
related to surveys and reviews on a particular topic that cite many significant research
works, Kleinberg identifies two classes of Web pages. Authorities, that have relevant
content about a particular topic, and Hubs, which contain several links to relevant au-
thoritative pages [46].

A recursive algorithm has been conceived to identify highly relevant authority and
hub pages, a recursive algorithm has been conceived. A query-dependent subgraph of
the Web is chosen for the analysis, retrieving the first results of a broad-topic query
from a search engine. This kind of query is characterized by an appreciable number
of relevant pages that can overload user search activity. The initial root set of highest-
ranked pages is then expanded considering all the pages that point to it and all the pages
pointed by it, by means of a search engine that allows this kind of query on the link
structure among pages. The obtained set is the input of the HITS iterative algorithm
that assigns each page the two measures, authority and hubness, following this method:

ap ←
∑

q:(q,p)∈E

hq (5.27)
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Fig. 5.6. An example of how the authority a and hubness h measures for a page p are drawn

hp ←
∑

q:(p,q)∈E

aq (5.28)

where a and h are the authority and hubness of pages respectively, and E is the link
set (see also Fig. 5.6). After a certain number of iterations, the equilibrium is reached
and the two measures are assigned to each page. The basic steps of the HITS algorithm
is itemized in Algorithm 1. An interesting way to analyze the output is to make two
copies of each page and visualize the graph as bipartited, where the hubs point to the
authorities. Details on the algorithm and the related matrix formulation, the time and
the conditions of convergence are to be seen in [46].

Algorithm 1. Pseudo-code of the HITS algorithm, where authorities ap and hubs hp of
the pages are stored in the vectors a and h.

V ← collection of n pages
N ← number of iterations
z ← (1, 1, ..., 1) ∈ �|V |

a0 ← z
h0 ← z
for i = 0 to N do
{apply Eq. 5.27 to (ai−1; hi−1) and draw the new authority vector âi}
{apply Eq. 5.28 to (âi; hi−1) and draw the new hub vector ĥi}
{normalize both âi and ĥi to 1}
ai ← âi

hi ← ĥi

end for

The output of the HITS algorithm consists of two lists: the pages with the highest hub-
ness, and the ones with the highest authority. The latter can be used to better rank
the pages of the initial set built from the results of broad-topic queries, a process named
Topic Distillation. The hub list is useful for users or for crawling systems that need valid
starting points to begin their seeking activities. The pages included in that list point to
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high authoritative pages, and are therefore useful to quickly find good resources. The
HITS has also been used to identify and analyze fine-grained hyperlinked communities,
and the related topics of interest [20]. Another method to discover hub pages through
link analysis is discussed in [56].

Several enhancements of the HITS algorithm that achieve improvements in terms
of precision, and fix some potential problems on the original formulation, such as the
Topic Drift phenomenon, are described in [10]. Amento et al. [3] offers a comparison of
hyperlink-based metrics, such as HITS and PageRank, with judgments given by humans
about the quality of pages.

PageRank. While Kleinberg proposes a two-level weight propagation scheme where
authorities and hubs are the two measures taken into consideration, Page and Brin sug-
gest to assign a single measure to the pages, with value being high if the sum of the
measures of its backlinks is high [14]. Therefore, it is possible to see the related PageR-
ank algorithm as a direct enhancement of the classic backlink count.

One of the assets of PageRank over HITS is that we do not need to restrict the calcu-
lation to a subgraph of the Web relevant to a given query. For a general-purpose search
engine, hypertext-based algorithms, such as the described ones, are computational, in-
tensive processes, that cannot be performed for each submitted query. The only way to
include those kinds of relevance measures is to periodically run the algorithm off-line,
keeping all sets of values up-to-date. Focused crawlers tailor their search to a subset
of topics and retrieve much less documents, and for this reason it is possible to run
algorithms such as HITS on-line, during the crawling.

Assuming the Web as a strongly connected graph, the PageRank can be described
through the Random surfer model. A surfer in that model is able to randomly click on
one of the links contained in a page p with equal probability 1/Np, where Np is the
number of links in p. A simplified formula to compute the PageRank is:

rank(p) = c
∑

q:(q,p)∈E

rank(q)
Nq

(5.29)

where c is a normalization constant less than 1. Each page q contributes with a quantity
that is proportional to its rank rank(q) but inversely proportional to the number of links
Nq. So the PageRank flows from one page to another, decreasing its value if the out-
degree of a page is high. Like the HITS algorithm, the equation is recursive and it must
be computed until convergence. In the random surfer model the rank could be seen as
the probability that the surfer is currently browsing a given page.

The Web is not strongly connected thus there cannot be a situation in which two
pages are linked to each other and do not have any outgoing links. In this scenario, the
two pages will increase their rank without transferring the value to other documents
outside the loop. For this reason, the previous formula has been enhanced:

rank(p) = c
∑

q:(q,p)∈E

rank(q)
Nq

+
(1− c)

N
(5.30)

where N is some vector that gives the source of the rank for each page in the corpus.
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The second term denotes the event that the imaginary surfer who is randomly click-
ing on links will eventually stop clicking and start visiting a different page. It is gener-
ally assumed that this factor assumes the constant value 0.15.

As in the case of HITS, PageRank can be periodically calculated to keep the ranks
associated with the retrieved pages in a given collection up-to-date. The best ranked
pages can be further analyzed by focused crawlers, for example, by extracting the out-
going links and putting them at the top of the URL QUEUE. In order to tackle the Web-
spam issue, an enhanced version of PageRank named TrustRank has been proposed
[40]. In Chapter 7 [50] the reader can find several examples on the use of a link-based
document representation for Focused Crawling.

5.4 Concept-Based Document Modeling: Latent Semantic Indexing

With the Latent Semantic Indexing (LSI) technique, the reader may complete the gen-
eral survey on the most common document modeling techniques employed in IR lit-
erature. This Section illustrates a further extension of the document model, toward a
representation based on concepts and semantic relations between index terms.

LSI [32, 28] is a document representation technique that assumes there is some hid-
den structure in using the terms included in a collection of documents: the topic dealt
with by a text is more associated with the concepts that are used to describe it rather
than with the terms actually used; hence, the idea is to represent a document through
concepts, rather than through index terms. In order to do so, the high dimensional space
ITD ≡ {t1, t2, . . . , tm}, formed by all the m index terms of a document collection, is
mapped by means of Linear Algebra techniques into a lower dimensionality space Sn,
with n << m, where every component sj represents a concept. This can be obtained
by clustering the terms ti into sets sj , to form a sort of association by concepts. This
technique automatically solves synonymity problems, since the terms that appear most
frequently together are grouped in the same concept. The fundamental LSI techniques
chiefly focus on the correlations between documents and terms. Once such nexuses
are found, the goal becomes that of understanding such relations and highlighting the
most relevant ones, even when a linguistic nexus is not available. However, it should be
pointed out that, broadly speaking, the result of LSI techniques cannot be interpreted
from a linguistic viewpoint. Such a result has a purely mathematical value.

In order to better understand this document modeling technique, the reader can refer
to the example of the set of documents used in Subsection 5.2.4. The starting point is
the term-document matrix Aij that, in our example, is the matrix shown in Tab. 5.11. It
is obtained with D ≡ {d1, d2, d3}, n = 3 documents, for a total of m = 7 index terms,
i.e., |ITD| = 7. Thus, we still have to decide which is the best technique to reveal these
hidden relations within the example matrix illustrated in Tab. 5.11. In order to do so, we
can resort to a mathematical technique called Singular Value Decomposition (SVD).
SVD is a widespread technique in the solving of problems such as matrix rank estima-
tion and the canonical analysis of correlations [38, 9]. Given a matrix An,m, without
losing in generality, we can suppose m ≥ n and rank(A) = r. The SVD of matrix A,
indicated as SV D(A), is defined as follows:
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Table 5.11. Term-Document Matrix A

ITD d1 d2 d3

new 1 1 0
benefit 1 1 0

attractive 0 1 0
service 1 0 0
springer 0 0 1

info 0 1 1
special 0 0 1

A = U ·Σ · V T (5.31)

where U is a matrix m×r orthonormal (UT ·U = Ir), V is a matrix n×r orthonormal
(V T · V = Ir), Σ = diag(σ1,σ2,. . .,σn), with σi > 0, 1 ≤ i ≤ r and σi > σi+1.
The matrix calculus that reduces the space is represented through the following nota-
tion:

Ak = Uk ·Σk · V T
k (5.32)

where Uk is a matrix m×k obtained by taking the first k columns from U , Vk is a matrix
n× k obtained by taking the first columns from V , Σk is a matrix k× k obtained from
the first k values of the diagonal of Σ.

Fig. 5.7. Singular Value Decomposition

Fig. 5.7 reflects the reduction (to rank k) of matrix A, which is used by LSI to get hold of
the semantic structure of the used index terms. If k = r then LSI executes the similarity
of literal matching (since Ak = A, thus two documents are similar only if they are
identical). If k = 1 all the documents are associated with the same concept. Intuitively,
k represents the measure of the overall number of concepts that are to be found in the
several documents. By using the above mentioned reduction process, lesser terminology
discrepancies are ignored.
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Going back to the matrix in the previous example, its rank is r = 3, and Σ is given
by:

Σ = diag(2.41, 1.73, 1.10) (5.33)

By choosing, for example, k = 2, we get:

Σ = diag(2.41, 1.73) (5.34)

The resulting matrix Ak is shown in Tab. 5.12.

Table 5.12. The resulting Matrix Ak

-1.3457 1.0762 1.6799
-1.3518 -0.0000 -1.0829

In this matrix, every column represents one document in the new compressed space.
In Chapter 6 [51] the reader can find an example of an SVD application to model a
click-through element.

5.5 AI-Based Document Representations

The previous Sections illustrated document modeling techniques based on classic IR,
on Web-IR methods and on concept sets. We saw that such methods have the advantage
of being simple, allowing to develop automatic IR systems offering good performances.
For these reasons, they are widely used in real systems. Nonetheless, literature offers
several other document representation methods, such as the ones based on Artificial In-
telligence techniques, on which this very paragraph focuses. A typical feature of these
methods is that of modeling a document through a richer and more complex knowl-
edge representation of the domain, even though it sometimes entails a higher compu-
tational effort. The following Subsections illustrate some of these techniques used is
several adaptive Web-Based systems: Artificial Neural Networks, Semantic Networks
and Bayesian Networks.

5.5.1 Artificial Neural Networks

Artificial Neural Networks (ANN) provide a method for the automatic understanding
of classification and regression functions [42, 13, 71]. An ANN comprises of a certain
number of nodes or neurons connected by arcs or synapses, each one associated to a
real value w called weight. Each neuron is characterized by an Activation State, as de-
termined by the input values and by the weight of the corresponding connections via
an Activation Function. In literature there are many types of ANN [71]: from the clas-
sical Multi-Layer Perceptron (MLP), consisting of an input layer, one or more hidden
layers and an output layer, with feed-forward synapses and supervised learning, to Self
Organizing Maps (SOM) networks, consisting of only two layers, of the feed-forward
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type, but with a unsupervised learning. The latter are very commonly used in Web doc-
ument clustering (see for example [86, 83, 73]). Other types of networks, such as ART
networks, entail more complex architectures, which lie outside the purposes illustrated
in this chapters. Several IR systems use ANN to model documents, queries and, in the
case of adaptive systems, even users. However, the goal is still that of retrieving the
document that mostly fits the user’s query.

Generally, a multi-layer system is built to model a document with an ANN: the
query’s terms are associated with the input layer of neurons, the terms of a set of docu-
ments with an intermediate layer, and each document with an output neuron. Following
a query, the network is trained to provide, in output, a ranking of the documents that
are most similar to that query.

An example of an ANN used for document modeling is the one illustrated in [85, 5],
where the network actually forms an IR system, whereas a document, through its terms,
forms a layer. In this model, an ANN is formed by the terms of the query, input neurons,
the terms of all the documents of the collection, neurons of the hidden layer, and by the
documents themselves, neurons of the output layer. The reader may find interesting a
brief description of the system’s operating mechanism on the whole, in order to better
comprehend the use of an ANN for document modeling. Consider a collection D of
documents, D ≡ {d1, d2, d3}, consisting of the following three documents, after the
pre-processing phases (see Subsection 5.2.1): d1 ≡ {new, benefit, service}, d2 ≡ {new,
benefit, attractive, info} and d3 ≡{springer, info, special} built from three Web pages
taken from the Web site shown as an example in Section 5.2. The ITD is given by:

T ≡{new, benefit, attractive, service, springer, info, special}
Finally, consider a query q:

q ≡{benefit, service, info}
According to this model, all the terms of set T form an intermediate layer of neurons,
each one bi-directionally connected to the document or documents containing it. The
inputting of query q activates only the neurons corresponding to the neuron-terms in
the set of the intermediate layer, belonging to the query, highlighted in Fig. 5.8; sub-
sequently, an iterative process activates the last layer’s neurons, which represent the
documents to be retrieved, as illustrated in Fig. 5.8. The connections or synapsis be-
tween the generic term ti of the intermediate layer and the generic documents dj that
contain it, is indicated by wij and calculated with the formula of a normalized TFxIDF
[85]:

wij =
w∗

ij√∑n
j=1 d2

ij

being w∗
ij the TFxIDF weight and n = |ITD|. If the sum of the signals received by

the terms activated by the query exceeds a certain threshold, then the neuron-document
emits a signal that is input, weighted by synapsis, into all the nodes of the terms that
form it, and that’s the path it follows until the activated node-documents are stable. Each
document is thus represented as a set of neurons. In this way, documents are selected
according to the query and ranked on the basis of the query-document similarity. This
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ANN features a mixed topology: the first connections are feed-forward while the others
are bidirectional, as shown in Fig. 5.8.

Fig. 5.8. An Example of an IR System Based on Artificial Neural Networks

Another interesting type of document modeling through ANN can be seen in [45]. Here,
the basic idea is to use a set of neural networks, represented by three MLP, to perform
a score representing the correlation among terms and documents as shown in Fig. 5.9.
Two ANN are trained starting from the pairs (term, document) taken as input, while the
term’s absence or presence in the document is taken as output: if the term ti belongs
to the document dj , the score is high; low on the contrary. Starting from a TFxIDF
weighing for document dj and from a one-hot representation for term ti, two more
representations of terms and documents are built, respectively t∗i and d∗j . In particular,
the d∗j representation is an enriched representation of the document through the neural
network, that takes into account the probability distribution of single terms within the
set of documents [8]. In this way, given a term and a document, it is possible to perform
a term-document score, to be used for retrieval.

The reader can find another interesting example of an ANN application to model
small documents such as Web links in Chapter 7 [50] while an example to e-mail routing
can be found in [22]. In this routing system, named LINGER, incoming e-mails that are
first pre-processed (see Subsection 5.2.1) form the input layer of a MLP. Every output
node of the network represents a single predefined category.
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Fig. 5.9. A system based on Artificial Neural Networks to perform a term-document similarity
score

5.5.2 Semantic Networks

Semantic Networks (SN) are useful for representing conceptual knowledge and, in par-
ticular, the relationship between concepts [66, 79]. In general, a SN is formed by a
directed graph, whose nodes are organized in hierarchic structures, while the arcs con-
necting them represent the binary relations between them, such as relations is-a and
part-of (see for example [72]).

An example of a system using SN for document modeling is to be seen in [6]. This
system presents a conceptual indexing method based on WORDNET, a large lexical
database, organized as a freely available semantic network,17 which has received a lot
of attention within the computational linguistics community. Nouns, verbs, adjectives
and adverbs are organized into synonym sets (i.e., synsets), each one representing an
underlying lexical concept. Synsets are linked by different semantic relations and or-
ganized in hierarchies. The synsets identified in WORDNET derive from a thorough
lexicographic work and many one-grained sense distinctions are made [53] (there are
99, 642 synsets in version 1.6). In Baziz’s system the document is mapped on the SN
WORDNET and converted from a set of terms to a set of concepts (Concept Detection
phase). The extracted concepts (single or multi-words) are then weighted as in the clas-
sical index term case, according to a kind of TFxIDF weighting technique which is also
a variant of the OKAPI system. By this stage, the document, having been transformed
from a set of terms to a set of concepts, is treated by the system.

17 http://wordnet.princeton.edu/.
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Another example is the one shown in [49], where the SiteIF system is illustrated:
a personal agent for a bilingual news web site that learns user’s interests from the re-
quested pages. Even in this case, the system utilizes WORDNET to suggest a word
meaning-based document representation, used subsequently to build the user model,
along with the extension WORDNET DOMAINS where each term of the lexical database
is also labeled with one or more semantic domains, to which it belongs. A document is
treated to extract its semantic contents, and is eventually represented through a list of
synsets that are relevant for a certain domain. The obtained list is further treated to form
a new SN, called Word Sense Document Representation, which is the starting point to
build the user model.

The last example of such a representation is the WIFS system illustrated in Chapter 6
[51] and in Chapter 2 [35] of this volume. Therein, a document is represented by a set of
terms and co-occurrences between them [52]. Fig. 6.6b, in Chapter 6, shows an example
of document modeling through simple SN: the document terms that also belong to a
database of terms, known to the system, represent the planets of the networks, whereas
all other terms form the so-called satellites, namely the secondary nodes, linked to all
the planets with which they co-occur. Even the frequency in the document is calculated
for each one of the aforesaid terms. This representation is used to match the document
with the user model, in order to assess the document’s relevance for that specific user.

5.5.3 Bayesian Networks

A Bayesian Network (BN) is a probabilistic model for Knowledge Representation [60,
61]. It consists of an acyclic direct graph with nodes and arcs linking them. Each node is
labeled with a random variable. For example, as illustrated in Fig. 5.10, node o, named
antecedent node or parent node, is connected to node p, called consequent node or child
node. Each arc is associated with a causal relation, expressed by a probability matrix
which, for every pair of values Vp and Vq of random variables associated with node
p and q respectively, indicates the probability that value Vq occurs once value Vp has
occurred, i.e., P (Vq/Vp). The Evaluation of the network requires the calculation of the
probability of consequent nodes, following a probability distribution of the antecedent
nodes. BN are commonly used in adaptive filtering [7, 19, 4] and in IR [5, 15, 64, 63].
In some cases BN turned out to be very useful in improving the retrieval performance,
as shown for example in [82].

A document is represented through a network with nodes distributed on two lev-
els (document network): the document is a consequent node, whose previous nodes are
the terms contained in the document itself. The weight associated with arcs is calcu-
lated through the TFxIDF technique. An example of document representation through
this technique is presented in [34], which shows an IR system entirely based on BN.
Through the network, the system ranks the document-query similarity. BN are built
following these rules:

1. Build the set of terms included in the collection D of all documents.
2. Build the set of possible topics with which the query can be input.
3. Build a BN associated with each possible topic with which the query can be input

by the user. Fig. 5.11 illustrates this network. The node Topic Ti is associated with
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Fig. 5.10. An example of a simple Bayesian Network

event: the document is relevant for topic Ti, whereas node tij is associated with the
event term tij is present in the document. In order to build the network, each arc
(Ti, tij) is associated with a probability, in automatic or in manual manner.

Once the network is built, the document is represented by the document nodes that form
it. Bayes’ theorem is used to calculate the query-document similarity:

P (Ti/t1i, t2i . . . , tni) =
P (Ti)P (t1i, t2i . . . , tni/Ti)

P (t1i, t2i . . . , tni)
(5.35)

In order to simplify the calculation, it is possible to resort to a linear simplification,
using function g [75]:

g(Ti/t1i, t2i . . . , tni) =
∑

k

P (tik)w(tik, Ti) (5.36)

where P (tik) = 1 if term tik ∈ d, otherwise P (tik) = 0 and w(tik, Ti) equivalent
to a weight associated with each term. The query is thus represented as a topic T , and
the document as a set of BN nodes. The calculation of the BN through the simplified
function g gives the query-document similarity ranking.

Fig. 5.11. An Example of a Two-Level Bayesian Network Model of IR
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Another example of a document representation through BN can be seen in [15],
where the Inquery system is used, that is an IR system utilizing a document modeling
technique based on BN.

Finally, a recent work of B. Piwowarski shows the use of a BN for an IR system
on XML-based documents, tested on set INEX of documents [63], whereas in [81] the
reader may find another relevant example of Web document representation through a
BN.

5.6 Conclusions

In this chapter we discussed the various high level approaches to document modeling
and representation. The first approaches to be illustrated derived from the classic IR
field, such as the Vector Space Model and its variants, called pre-Web modeling tech-
niques. Another group of techniques followed: they were conceived with the Web, just
like those based on HTML tags and hypertext links. The concept modeling was illus-
trated in the third part, while the final one presented several other approaches inspired by
AI techniques, such as Neural Networks, Semantic Networks and Bayesian Networks.
The reader will surely have noticed that the Vector Space Model is still very popular,
even for the Web, owing to its simplicity and efficacy. These techniques are applied by
the various systems described in the rest of the book and by a number of application
domains such as Focused Crawling, Content Adaptation, Intelligent Information Search
and others. In conclusion, this chapter introduced some of the basic issues related with
document modeling in complex and adaptive Web-based systems and applications, pro-
viding references to actual uses throughout the rest of the book.
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Abstract. With the exponential growth of the available information on the World
Wide Web, a traditional search engine, even if based on sophisticated document
indexing algorithms, has difficulty meeting efficiency and effectiveness perfor-
mance demanded by users searching for relevant information. Users surfing the
Web in search of resources to satisfy their information needs have less and less
time and patience to formulate queries, wait for the results and sift through them.
Consequently, it is vital in many applications - for example in an e-commerce
Web site or in a scientific one - for the search system to find the right information
very quickly. Personalized Web environments that build models of short-term and
long-term user needs based on user actions, browsed documents or past queries
are playing an increasingly crucial role: they form a winning combination, able
to satisfy the user better than unpersonalized search engines based on traditional
Information Retrieval (IR) techniques. Several important user personalization ap-
proaches and techniques developed for the Web search domain are illustrated in
this chapter, along with examples of real systems currently being used on the
Internet.

6.1 Introduction

Recently, several search tools for the Web have been developed to tackle the information
overload problem, that is, the over-abundance of resources that prevent the user from
retrieving information solely by navigating through the hypertextual space. Some make
use of effective personalization, adapting the results according to each user’s informa-
tion needs. This contrasts with traditional search engines that return the same result list
for the same query, regardless of who submitted the query, in spite of the fact that dif-
ferent users usually have different needs. In order to incorporate personalization into
full-scale Web search tools, we must study the behavior of the users as they interact
with information sources.
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There are three information access paradigms that users undertake each time they
need to meet particular information needs on the Web hypertextual environment:
searching by surfing (or browsing), searching by query and recommendation. Recom-
mendation-based systems suggest items, such as movies, music or products, analyzing
what the users with similar tastes have chosen in the past [67, 58], see Chapter 12 of
this book [12] for details.

In searching by surfing, users analyze Web pages one at a time, surfing through
them sequentially, following hyperlinks. This is a useful approach to reading and ex-
ploring the contents of a hypertext, but it is not suitable for locating a specific piece of
information. Even the most detailed and organized catalogs of Web sites, such as YA-
HOO! DIRECTORY1 and the OPEN DIRECTORY PROJECT2, do not always allow users
to quickly locate the pages of interest. The larger the hypertextual environment is, the
more difficulty a user will have finding what he is looking for.

The other dominant information access paradigm involves querying a search engine,
an effective approach that directly retrieves documents from an index of millions of
documents in a fraction of a second. This approach is based on an classic Information
Retrieval (IR) model [71] wherein documents and information needs are processed and
converted into ad-hoc representations. These representations are then used as the inputs
to some similarity function that produces the document result list. Further details about
this basic approach can be found in Chapter 5 [55] and 2 [29] [55] of this book.

Information Retrieval has always been characterized by relatively stable informa-
tion sources and sequences of possibly unrelated user queries. It is usually considered
distinct from the Information Filtering (IF) process [59], where the user needs are sta-
ble and there are large volumes of dynamically generated collections of documents.
The user’s interests in IF change relatively slowly with respect to the rate at which in-
formation sources become available. The Web is a highly dynamic environment, with
information constantly being added, updated and removed, therefore IF prototypes seem
to be the most appropriate choice on which to build Web search systems. Nevertheless,
IF mostly employs complex representations of user needs and the time needed to per-
form the retrieval process, that is, matching the incoming stream of information with
the model of user’s interests, is quite long. This slow response is one of the reasons why
IF prototypes have not become a widespread tool to retrieve information from the Web.
For a closer examination of the most important user modeling techniques developed for
IF, see Chapter 2 of this book [29].

In the last few years, attention has focused on the adaptation of traditional IR system
to the Web environment, and related implementations of personalization techniques.
The former task is accomplished by periodically collecting newly-created documents
through re-crawling, keeping the search system’s internal document index updated. This
chapter discusses the second topic, personalization techniques and their implementation
in real systems.

The two paradigms, searching by query and browsing, coexist: most of the times,
browsing is useful when the user does not know beforehand the search domain key-
words. Often, the user actually learns appropriate query vocabulary while surfing. Be-

1 http://dir.yahoo.com
2 http://dmoz.org
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cause searching by query allows users to quickly identify pages containing specific
information, it is the most popular way that users begin seeking information [35, 74],
making the relevance of this paradigm paramount. For this reason, sophisticated search
techniques are required, enabling search engines to operate more accurately for the spe-
cific user, abandoning the “one-size-fits-all” method. Personalized search aims to build
systems that provide individualized collections of pages to the user, based on some form
of model representing their needs and the context of their activities. Depending on the
searcher, one topic will be more relevant than others. Given a particular need, e.g., a
query, the results are tailored to the preferences, tastes, backgrounds and knowledge of
the user who expressed it.

In spite of the fact that search engines are the principal tool by which users locate
information on the Web, only a few search engines provide tools that adapt to user inter-
action. Moreover, users often judge these tools as not easy to personalize. In particular,
the accessibility of these approaches is low since, as the personalization level increases,
the users have more difficulty using these features [41]. There could be several reasons
for this phenomenon. First, most personalization techniques are based on user profiles
that incorporate information about the user, such as their information needs, interests,
and preferences. Users may be uncomfortable with having their personal information
stored on an external search system, see Chapter 21 [43]. Second, the personalization
of Web search results is a computationally-intensive procedure. A typical search engine
usually performs hundreds of queries per second and serves millions of users. Thus, the
requirement to provide tailored results in a fraction of a second is not easy to accom-
plish. Finally, while users are familiar with the current search engines’ interface, if the
personalization is provided by some sort of new feature, users may find it difficult to
understand and profitably use.

This chapter focuses on personalization approaches, techniques and systems devel-
oped for search activities, that is, when the user is actively looking for a particular piece
of information on the Web. A strongly related topic is Focused Crawling, where the
search is performed by specific information systems that autonomously crawl the Web
collecting pages related to a given set of topics, reducing the network and computa-
tional resources. Chapter 7 of this book [53] provides a wide overview on this related
topic, with a bias toward approaches which are able to dynamically adapt their behavior
during the search according to the alterations of the environment or the given topics of
interest.

The most common personalization approaches presented in literature are discussed
in the next sections. Related techniques and prototypes are included for each discussed
approach. The chapter is organized as follow: Sect. 6.2 provides a brief overview of
the personalized search approaches, providing the reader with a broad description of
the various methods and techniques proposed in the literature (some of which are fully
treated in other chapters of the present volume, e.g., Chapters 2 [29], 9 [75] and 20 [36]
of this book). Further details on the above-mentioned approaches are provided in the
other sections.

The collection of implicit feedback from the current activity’s context or search
histories is reported in Sect. 6.3 and Sect. 6.4 respectively. Approaches in which com-
plex and rich representations of user needs are built from user feedback are reported
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in Sect. 6.5. Section 6.6 discusses collaborative search approaches while personal-
ized clustering of the results are summarized in Sect. 6.7. Section 6.8 explores how
hyperlink-based algorithms can be used to adapt the search engine’s result lists to the
user needs. Hybrid approaches to personalization are discussed in Section 6.9 and, fi-
nally, conclusions are presented in Sect. 6.10.

6.2 A Short Overview on Personalized Search

After a brief introduction of the motivations and goals of the personalized search, it
is interesting to examine the personalization approaches and tools proposed to achieve
this goal.

We begin with a preliminary taxonomy based on content and collaborative-based
distinction. We then move on to how user profiles are implemented in the personalized
systems and the typical sources employed to recognize user needs. An overview of the
different personalized search approaches, which are discussed in depth later on in this
chapter, closes this section.

6.2.1 Content and Collaborative-Based Personalization

Many techniques on which search engines are based on originated from the IR field,
e.g., Vector Space Model (VSM) [72, 70], mostly content-based techniques, wherein
each user is assumed to operate independently. The content of documents is used to
build a particular representation that is exploited by the system to suggest results to
the user in response to ad-hoc queries (Chapter 5 [55] provides details on document
representations). The searching-by-query paradigm is definitely quicker when the user
is aware of the problem domain and knows the appropriate discerning words to type in
the query [60]. However, analyzing search behavior, it is possible to see that many users
are not able to accurately express their needs in exact query terms. The average query
contains only 2 to 3 terms [50, 78].

Due to polysemy, the existence of multiple meanings for a single word, and syn-
onymy, for the existence of multiple words with the same meaning, the keyword search
approach suffers from the so-called vocabulary problem [27]. This phenomenon causes
mismatches between the query space and the document space, because a few keywords
are unlikely to select the right pages to retrieve from sets of billions [26]. Synonymy
causes relevant information to be missed if the query does not contain the exact key-
words occurring in the documents, inducing a recall reduction. Polysemy causes irrel-
evant documents to appear in the result lists, affecting negatively the system precision.
For these reasons, users face a difficult battle when searching for the exact documents
and products that match their needs. Understanding the meaning of Web content and,
more importantly, how it relates to the real meaning of the user’s query, is a crucial step
in the retrieval process. Figure 6.1 shows the principal content-based personalization
approaches, discussed later in this section.

When the algorithm used to build the result list also takes into account models of
different users, the approach is usually named collaborative [32, 66]. The basic idea
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Fig. 6.1. Principal personalization approaches arranged by content/collaborative-based distinc-
tion.

behind collaborative-based approaches is that users with similar interests are likely to
find the same resources interesting for similar information needs. Social navigation is
the word coined by Dieberger et al. [21] to refer to software that allows people to leave
useful traces on Web sites, such as reviews, comments, or votes, used by other people
during browsing and searching-by-query.

Because most of the collaborative systems do not employ any search technology,
this chapter does not cover them. These systems are discussed in Chapter 20 [36] and
Chapter 9 [75] of this book. Two exceptions are EUREKSTER and I-SPY search engines,
described in Sect. 6.6, which employ the collaborative or community-based approach
to suggest pages that other users who submitted the same query selected frequently.
Figure 6.1 shows a taxonomy of collaborative and content-based personalization ap-
proaches discussed later in this section.

6.2.2 User Modeling in Personalized Systems

Tracking what pages the user has chosen to visit and their submitted queries is a type
of user modeling or profiling technique, from which important features of users are
learned and then used to get more relevant information. Most of the personalized search
systems discussed in this chapter employ a user modeling component that occurs during
the information retrieval or filtering. Basically, this is the major component needed to
provide tailored results that satisfy the particular needs of single users.

In the simplest cases, user models consist of a registration form or a questionnaire,
with an explicit declaration of interest by the user. In more complex and extended cases,
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a user model consists of dynamic information structures that take into account back-
ground information, such as educational level and the familiarity with the area of in-
terest, or how the user behaves over time. For example, the ifWeb prototype [6] makes
use of user models based on semantic networks [64, 18] in order to create a representa-
tion of the available topics of interests. It supports users during Web surfing, acting as
hypermedia search assistant (see Sect. 6.5.1 for details).

As an example of a very simple personalized search tool, GOOGLE’s Alerts is an
agent that automatically sends emails to the user each time new results for given query
terms become available, both from the Web and News sites. GOOGLE’s Alerts builds
user models using an explicit approach where users explicitly construct the model by
describing the information in which they are interested in. In this particular case, the
user suggests a set of keywords, sometimes called routing query, which must appear in
the retrieved documents, thus filtering the information stream. As soon as new infor-
mation is published on the Web, the system evaluates it according to the stored profile,
alerting the user of such new and potentially interesting contents. The obtained profiles
are relatively simple and act as standard queries. Since the routing queries are suggested
by users and the results are never adapted by the system to particular needs or tasks, the
system’s personalization is really limited.

A further tool named GOOGLE’s Personalized Search used to deliver customized
search results based on user profiles overcomes some of the Alert’s problems. The re-
sults were instantly rearranged by dragging a series of sliders that define the personal-
ization level concerning pre-defined sets of topics. Basically, while indexing, the engine
categorizes pages collected from the Web according to a topic taxonomy. When users
submit a query, the system looks through pages associated with their interests, that is,
the selected topics, to find matches affecting the search results. Due to the kind of feed-
back employed to build the profiles, the user is still required to point the system to the
information that is considered most interesting or, in some cases, suggesting data to be
ignored in the future. For this reason this tool has been replaced with a new technology
discussed in Sect. 6.4.

In personalized search systems the user modeling component can affect the search
in three distinct phases, showed in Fig. 6.2:

– part of retrieval process: the ranking is a unified process wherein user profiles are
employed to score Web contents.

– re-ranking: user profiles take part in a second step, after evaluating the corpus ranked
via non-personalized scores.

– query modification: user profiles affect the submitted representation of the informa-
tion needs, e.g., query, modifying or augmenting it.

The first technique is more likely to provide quick query response, because the tra-
ditional ranking system can be directly adapted to include personalization, avoiding
repeated or superfluous computation. However, since the personalization process usu-
ally takes a long time compared with traditional non-personalized IR techniques, most
search engines do not employ any personalization at all. Time constraints that force the
system to provide result lists in less than a second cannot be met for all users.

On the other hand, re-ranking documents as suggested by an external system, such
as a search engine, allows the user to selectively employ personalization approaches
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Fig. 6.2. Personalization process where the user profile occurs during the retrieval process (a), in
a distinct re-ranking activity (b) or in a pre-processing of the user query (c).

able to increase precision. Many systems implement this approach on the client-side,
e.g., [62, 54, 77], where the software connects to a search engine, retrieving query
results that are then analyzed locally. In order to avoid spending time downloading each
document that appears in the result list, the analysis is usually only applied to the top
ranked resources in the list, or it considers only the snippets associated with each result
returned by the search engine.

Because of the time needed to access a search engine and retrieve the pages to be
evaluated, the re-ranking approach implemented via client-side software can be con-
siderably slow. Nevertheless, complex representations of user needs can be employed,
considerably improving the personalization performances (see Sect. 6.5).

Finally, profiles can modify the representations of the user needs before that retrieval
takes place. For instance, if the user needs are represented by queries, the profile may
transform them by adding or changing some keywords to better represent the needs in
the current profile. Short queries can be augmented with additional words in order to
reduce the vocabulary problem, namely, polysemy and synonymy, which often occur
in this kind of keyword-based interaction. Alternatively, if the query retrieves a small
number of resources, it is possible to expand it using words or phrases with a similar
meaning or some other statistical relations to the set of relevant documents (see query
expansion technique [7]). The major advantage of this approach is that the amount of
work required to retrieve the results is the same as in the unpersonalized scenarios.
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Nevertheless, user profiles affect the ranking only by altering the query representations.
Unlike ranking that takes place in the retrieval process, the query modification approach
is less likely to affect the result lists, because it does not have access to all the ranking
process and its internal structures.

6.2.3 Sources of Personalization

The acquisition of user knowledge and preferences is one of the most important prob-
lems to be tackled in order to provide effective personalized assistance. Some ap-
proaches employ data mining techniques on browsing histories or search engine logs
(see Chapter 3 [57]), while others use machine learning [87] to analyze user data, that
is, information about personal characteristics of the user, in order to learn the knowl-
edge needed to provide effective assistance. The user data usually differs from usage
data. The latter are related to a user’s behavior while interacting with the system. Ex-
amples of sources of user data are: personal data, e.g., name, address, phone number,
age, sex, education; or geographic data, e.g., city and country.

Techniques such as relevance feedback and query expansion introduced in the IR
field [72, 3] can be employed in the personalization domain in order to update the pro-
file created by users. Basically, to improve ranking quality, the system automatically
expands the user query with certain words that bring relevant documents not literally
matching the original query. These words are usually extracted from pages in a previ-
ously retrieved list of ranked documents that have been explicitly judged interesting by
the user through relevance feedback.

Besides considering important synonyms of the original queries’ keywords that are
able to retrieve additional documents, expansion helps users to disambiguate queries.
For example, if the user submits the query ‘Jaguar’, the result list will include informa-
tion on the animal, the car manufacturer, the operating system, etc.. Following relevance
feedback on a subset of documents relating to the meaning of interest to the user, the
query is updated with words that help the system filtering out the irrelevant pages. Using
a lexicon, it is also possible to expand queries such as ‘IR’ to ‘information retrieval’,
increasing the chance of retrieving useful pages.

Even though these techniques have been shown to improve retrieval performance,
some studies have found that explicit relevance feedback is not able to considerably
improve the user model especially if a good interface is not provided to manage the
model and clearly represent the contained information [86]. Users are usually unwill-
ing to spend extra effort to explicitly specify their needs or refine them by means of
feedback [5], and they are often not able to use those techniques effectively [79, 85], or
they find them confusing and unpredictable [44].

Moreover, studies show that users often start browsing from pages identified by less
precise but more easily constructed queries, instead of spending time to fully specify
their search goals [84]. Aside from requiring additional time during the seeking pro-
cesses, the burden on the users is high and the benefits are not always clear (see for
example [88]), therefore the effectiveness of explicit techniques may be limited.

Because users typically do not understand how the matching process works, the in-
formation they provide is likely to miss the best query keywords, i.e., the words that
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Fig. 6.3. Implicit and Explicit Feedback are used to learn and keep updated the profile of the user
used during the personalization.

identify documents meeting their information needs. Moreover, part of the user’s avail-
able time must be employed for subordinate tasks that do not coincide with their main
goal. Instead of requiring user’s needs to be explicitly specified by queries or manually
updated by the user feedback, an alternative approach to personalize search results is to
develop algorithms that infer those needs implicitly.

Basically, implicit feedback techniques unobtrusively draw usage data by tracking
and monitoring user behavior without an explicit involvement (see Fig. 6.3). Personal-
ized systems can collect usage data on the server-side, e.g., server access logs or query
and browsing histories, and/or on the client-side, such as cookies and mouse/keyboard
tracking. For a closer examination on implicit feedback techniques see for example
[40, 17, 13] and Chapter 21 of this book [43] for the related privacy concerns.

For example, Bharat et al. [8] proposes monitoring some current user activity and
implicitly building a user profile to provide content personalization in Web-based news-
paper domain. They suggest that events such as scrolling or selecting a particular article
reflect the user’s current interest in the given topic. Each event adds a score to the current
article, and if it exceeds a certain threshold, the global score increases and the change
is reflected in the user profile. Basically, a subset of keywords are extracted from the
article and included in the profile with a certain weight that will be updated if the same
keyword appears in other articles browsed by the user. When a new article which in-
cludes some of the keywords contained in the profile appears, it gets a high score and is
included in the personalized newspaper.

The system is somewhat unique in that it allows the user to control the system
behavior by controlling the amount of personalization they wish be applied to their
results. Sometimes, the user just wants to have an overview on general news, which may
require a low-level of personalization since the personalization feature usually filters out
information that is judged unrelated to the topics recognized in previous articles read
by the user. For this reason, a control bar reduces the effect of personalization, allowing
suggestions of popular articles unrelated with the past interests.
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Table 6.1. Several important types of personalized search arranged by the type of feedback,
implicit or explicit, used to learn the user profile and keep it updated, and the typical data related
to the user given as input to the algorithms, such as, resources selected by the user from the results
of a search engine, or subsets of pages browsed so far.

Sect. Personalization based on: Implicit/Explicit Typical Input Data

6.3 Current Context implicit Word docs, emails, browser’s
Web pages. . .

6.4 Search History implicit past queries and browsed pages,
selected results

6.5 Rich User Models both user feedback on results, past
queries. . .

6.6 Collaborative approaches both past queries, selected results, user
ratings

6.7 Result Clustering explicit selected clusters in taxonomies
6.8 Hypertextual Data both queries, selected pages. . .

As a further source of personalization, several desktop search systems, e.g., Copernic,
Google Desktop Search, Mac Tiger, Windows Desktop Search, Yahoo! Desktop Search
or X1, and several Search Toolbars provide simple access to indexes of information
created, copied, or viewed by users. Microsoft’s Stuff I’ve Seen (SIS) project [24] and
the associated personalization technique [83, 85] provide personalization by exploiting
this type of information. SIS does not involve the retrieval of new information, rather
the re-use of what has been previously seen, providing a search interface based on an
index of all personal information, such as emails, Web pages, documents, appointments,
etc.. The ability to quickly retrieve such data has been proven to be very useful for the
user. Essentially, the personalization technique re-ranks the search engine results as a
function of a simplified user model based on the keywords occurring in the documents
that the user has seen before. This kind of approach is able to use implicit feedback
to build and update the user profile which can be used to disambiguate queries. Some
of the advantages of this approach to personalization, which is also used by several
Web-based personalized systems, is described further on in this chapter.

6.2.4 An Overview on Personalization Approaches

Personalized Search on the Web is a recent research area with a variety of approaches,
sometimes tough to arrange in a framework where it is able to identify basic principles
and techniques. A possible organization is shown in Table 6.1, where the personaliza-
tion approaches are arranged by the type of feedback used to build user profiles, and
the typical data related to the user given as input during the profiling. Obviously, it is
possible to develop systems where more than one search approach is properly combined
and implemented (see Sect. 6.9).

The first two approaches, discussed in Sect. 6.3 and Sect 6.4, are based on implicit
feedback techniques, where users do not have to explicitly state their preferences or
needs. Client-side software captures user interaction and information, such as browsed



6 Personalized Search on the World Wide Web 205

pages, edited documents or emails stored on hard drives, which are impossible for the
search engine itself to collect and analyze. These pieces of data are very useful to un-
derstand the user’s current working context, that can in turn be employed for query
refinement or as an implicit source of evidence on the user’s interests. Personalization
based on the Current Context exploits this information to recognize the current user
needs, which are used to retrieve documents related to the user activities.

If the personalization is limited to the Web Search History, we distinguish the re-
lated personalized systems from the previous category. The reason is that search engines
are able to access this information for each user, with no client-side software require-
ments. User query histories, resources returned in the search results, documents selected
by the user, plus information such as anchor text, topics related to a given Web page,
or data such as click through rate, browsing pattern and number of page visits, are
easily collected and mined server-side. Moreover, the personalization process can be
done during the traditional retrieval process, obtaining a faster response than a distinct
post-ranking activity.

Nevertheless, usage data are sometimes not available or they contain too much noise
to be successfully exploited by implicit feedback techniques. In that case, explicit user
feedback may be the only viable way to learn the user profile and keep it updated.

Most of the time, explicit feedback corresponds to a preferential vote assigned to
a subset of the retrieved results. This kind of technique, called relevance feedback is
really helpful whenever the user is not able to correctly specify a query, because he
can submit a vague query and then analyze the query’s results and select the docu-
ments that are mostly related to what he is searching. In spite of the negative features
of explicit relevance feedback previously discussed, the information collected usually
allows the system to build Rich Representations of User Needs, composed of more than
just Boolean sets or bag-of-words models. Examples of this approach are described in
Sect. 6.4.

In environments where a large amount of low-quality items are present, such as the
Web, the concept of social filtering is that users help each other to distinguish between
high and low quality items by providing ratings for items they have analyzed. All the
ratings are collected and can then be used by other users to find the best-rated items.

Delivering relevant resources based on previous ratings by users with similar tastes
and preferences is a form of personalized recommendation that can also be applied
in the Web search domain, following a Collaborative approach. Moreover, since the
filtering does not depend on the content of the objects, social filtering is able to pro-
vide recommendation for objects such as movies and music, that are usually hard to
represent and manage in information systems. Section. 6.6 introduces a few of these
collaborative-based systems.

In many cases, search engines retrieve hundreds or thousands of links to Web sites
in response to a single query. Although the user may find the material he is looking for
in the result list, or at least find Web pages from which the browsing process may begin,
the sheer vastness of the results list can make sifting through the retrieved information
an impossible task.

One idea to help the users during their search is to group the query results into sev-
eral clusters, each one containing all the pages related to the same topic. In this way,
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an overview of the retrieved document set is available to the user and interesting doc-
uments can be found more easily. Typically, the pages might be clustered either into
an exhaustive partition or into a hierarchical tree structure. The clusters are matched
against the given query, and the best ones are returned as a result, possibly sorted by
score. A retrieval system that organizes the results into clusters can be considered per-
sonalized because the user is able to customize the set of shown results navigating
through the clusters driven by their search needs. This kind of Adaptive Result Cluster-
ing is shortly investigated in Sect. 6.7, while Chapter 13 of this book [11] provides an
extensive dissertation on the Adaptive content presentation.

In the same scenario of queries that retrieve a large number of documents, following
a given content-based matching function, search engines might assign the same ranks
to several resources that share similar content. This is why some search engines include
additional factors in their ranking algorithm on top of the query/document content sim-
ilarity used by traditional information retrieval techniques. These factors may take into
account the popularity and/or the authority of a page, in order to assign more accurate
scores to the resources during the ranking process. Usually those measures are based
on the Web hypertextual data, which is possible to collect by analyzing the set of links
between pages. For a closer examination of these measures, such as the PageRank or
HITS’s authority and hubness, see Chapter 5 of this book [55].

Both the ranking techniques, the traditional IR’s and the hyperlink-based algo-
rithms, compute rank values based on page content as a single and global value for
each Web page, ignoring any form of personalization based on the user’s preferences
regarding the quality for an individual page. Recent work aims to extend hyperlink-
based algorithms by considering different notions of importance for different users,
queries and domains. In other words, the idea is to create personalized views of the
Web by redefining the importance assigned by the hypertextual algorithms according
to the implicitly expressed user preferences, for example, through previously submitted
queries, or explicitly, via a subset of bookmarks or categories in a given taxonomy. Ob-
viously, the query results that match the user-selected topics will be ranked higher by
the search engine, providing tailored output for each user. Section 6.8 introduces this
personalization based on Hypertextual data.

6.3 Contextual Search

Rhodes [68] proposes a new approach for the search named Just-in-Time IR (JITIR)
where the information system proactively suggests information based on a person’s
working context. Basically, the system continuously monitors the user’s interaction with
the software, such as typing in a word processor or surfing with Internet browsers, in a
non-intrusive manner, automatically identifying their information needs and retrieving
useful documents without requiring any action by the user. The retrieval process can ex-
ploit a variety of data sources, i.e., any number of pre-indexed databases of documents,
such as e-mails or commercial databases of articles.

The JITIR approach combines the alerting approach of Google Alert, briefly de-
scribed in Sect. 6.2.2, with personalization based on the events inside the user’s local
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working context. Alerting pushes information related to predefined sets of topics to-
ward the user regardless of his current activity, usually requiring a sudden change of
user attention. By means of a dynamic user profile kept updated according to changes
of the local working contexts, JITIR provides the information tailored to the current
user activity.

Describing the JITIR approach, the author suggests three different implementations
based on agents. The Remembrance Agent presents a list of documents that are related
to what the user is typing or reading. Margin Notes follows an adaptive hypermedia
approach, automatically rewriting Web pages as they are loaded, adding hyperlinks to
related local files. The third agent, Jimminy, provides information related to the user’s
physical environment, e.g., spatial location, time of day, subject of conversation, etc., by
means of a wearable computer that includes different ways to sense the outside world.

Each of the agents in the JITIR approach share the same back-end system, called
Savant. It consists of a client-resident search engine that is queried by the agents as the
user interacts with the system. The search engine index usually stores public corpora as
newspapers or journal articles, and/or personal sources such as e-mail and notes. In or-
der to extract the data needed to build the index, Savant is able to recognize, parse, and
index a variety of document formats. During retrieval, the fields extracted from the cur-
rent document and the ones from the stored documents are compared sequentially, and
an overall similarity score is calculated using a linear combination of those similarities.
Kulyukin’s MetaCenter [47] shares many features of the previous prototype, perform-
ing automatic query generation according to the current resources the user is working
on, e.g., browsed pages or Word documents. The queries are submitted to search en-
gines that operate on online collections of documents to which the user subscribes.

A further instance of the JITIR approach is Watson [9, 10]. It monitors the user’s
actions and the files that he is currently working on to predict the user’s needs and offer
them related resources. The Watson agent works in a separate window and can track
the user across different applications, such as Internet Explorer and Mozilla browsers,
and the Microsoft Office suite. As the user’s work goes on, Watson looks for related
information, following a different context for every open window it is tracking. Relying
on the contextual information learned by the agent from the current active window,
it generates its own queries to several sources of information and presents them after a
result aggregation process. It is also possible to submit explicit queries, which are added
to the contextual query while the result post-processing takes place to aggregate results
from the different sources.

Fig. 6.4. Watson monitors the user activity and sends ad-hoc queries to specific information
sources.
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According to the authors, Watson uses several sources of information, such as the
search engines ALTAVISTA, YAHOO! and DOGPILE, news sources such as Reuters and
the New York Times, Blog sites and e-commerce sites. Application adapters are used
to gain access to internal representations and events generated by user interactions with
a specific application, as shown in Fig. 6.4. For example, if the user edits a Word doc-
ument, the keyboard events trigger Watson to request an updated representation of it.
This representation is translated into a query to be submitted to an appropriate source by
means of an Information adapter. The current task affects the choice of the information
source to query, e.g., if the user is editing a medical document, Watson might choose a
specialized search engine on this topic.

The user can access the top ranked results from all the relevant sources or filter them
by resource type, i.e., Web, news, etc., a capability provided by recent local search sys-
tems, such as Apple Tiger’s Spotlight and Google Desktop Search. The TFxIDF tech-
nique [73] is used to create the contextual query based on the currently active window
(see Chapter 5 [55] for further details). The bag of words representation in which any
document is treated as a set of words regardless of the relations that may exist among
them, enhanced with additional formatting information, is used to create a list of term-
weight pairs. The top 20 weighted pairs are sorted in their original order of appearance
in the document and are used to create the query that is submitted to the information
sources. Many heuristics have been considered in order to increase the performance,
such as removing stop words (common words, such as I, the, when, etc.)and giving
more weight to the words that appear at the beginning of documents and those that are
emphasized via specialized formatting.

6.4 Personalization Based on Search Histories

User queries are undoubtedly an important source in recognizing the information needs
and personalizing the human-computer interaction. A search engine is able to access
and process all this information in a non-invasive way, i.e., without installing external
proxy servers or client desktop bots, therefore it can tailor the query results based on
the previous requests and interests [49]. Simple log-in forms and cookies can be em-
ployed in order to identify the user and the related click streams data instead of complex
heuristics based on IPs, last access times or user agents data, which cannot be consid-
ered entirely accurate [61].

As already noticed, if the user submits a short query, such as Visa, it is not clear if
he is looking for the credit card company, the policy and procedures to travel to for-
eign countries, the procedures to change the citizenship, a last name, etc.. The brows-
ing/query history could be a way to weight the different alternatives for example. If the
user has recently searched for a flight to a foreign country, a Visa query is more likely
to be related to bureaucratic procedures.

Approaches based on search history can be organized in two groups. Offline ap-
proaches exploit history information in a distinct pre-processing step, usually analyzing
relationships between queries and documents visited by users. Online approaches cap-
ture these data as soon as they are available, affecting user models and providing per-
sonalized results taking into consideration the last interactions of the user. Even though
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the latter approaches provide updated suggestions, an offline approach can implement
more complex algorithms because there are usually less urgent time constraints than in
an online one.

6.4.1 Online Approaches

Following the first personalization attempt briefly described in Sect. 6.2, Google Labs
released an enhanced version of Personalized Search that builds the user profile by
means of implicit feedback techniques. In particular, the system records a trail of all
queries and the Web sites the user has selected from the results, as shown in Fig. 6.5,
building an internal representation of his needs. During the search process, the search
engine adapts the results according to needs of each user, assigning a higher score to
the resources related to what the user has seen in the past. Unfortunately, no details
or evaluations are available on the algorithms exploited for that re-ranking process at
present except that contained in the patent application filed in 2004 [92]. Nevertheless,
the developers claim they can produce more relevant search results based on what the
system learns from the search history, especially when the history contains enough data
to be analyzed.

Raghavan and Sever [65] use a database of past queries that is matched with the
current user query. If a significant similarity with a past query is found, the past results
associated with the query are proposed to the user. The research focuses on the simi-
larity measure used to calculate the query-to-query similarity. This cannot be based on
traditional word-to-word IR matching functions, such as the cosine measure, because
the short nature of queries makes them particularly susceptible to the vocabulary prob-
lems of polysemy and synonymy.

Speretta and Gauch developed the misearch system [77], which improves search
accuracy by creating user profiles from their query histories and/or examined search
results. These profiles are used to re-rank the results returned by an external search
service by giving more importance to the documents related to topics contained in their
user profile.

In their approach, user profiles are represented as weighted concept hierarchies.
The OPEN DIRECTORY PROJECT (ODP) is used as the reference concept hierarchy for
the profiles. GOOGLE has been chosen as the search engine to personalize through a
software wrapper that anonymously monitors all search activities. For each individual
user, two different types of information are collected: the submitted queries for which
at least one result was visited, and the snippets, i.e., titles and textual summaries, of
the results selected by the user. Afterward, a classifier trained on the ODP’s hierarchy,
chooses the concepts most related to the collected information, assigning higher weights
to them. In the current implementation, for comparison purposes, the query and the
snippet data are kept distinct and therefore two different profiles are built.

After a query is submitted to the wrapper, the search result snippets are classified
into the same reference concept hierarchy. A matching function calculates the degree
of similarity between each of the concepts associated with result snippet j and the user
profile i:
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Fig. 6.5. The Search History feature of the Google Labs’ Personalized Search records the history
of searches and the search results on which the user has clicked. This information is exploited
to personalize search results by ranking resources related to what the user has seen in the past
higher. (Reproduced with permission of Google)

sim(useri, docj) =
N∑

k=1

wpi,k · wdj,k (6.1)

where wpi,k is the weight of the concept k in the user profile i, wdj,k is the weight of
the concept k in the document j, and N is the number of concepts.

The final weight of the document used for reordering - so that the results that best
match the user’s interests are ranked higher in the list - is calculated by combining
the previous degree of similarity with GOOGLE’s original rank, using the following
weighting scheme:
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match(useri, docj) = α · sim(useri, docj) + (1− α) · googlerank(docj) (6.2)

where α gets values between 0 and 1. When α is 0, conceptual rank is not given any
weight, and the match is equivalent to the original rank assigned by GOOGLE. If α
has a value of 1, the search engine ranking is ignored and pure conceptual match is
considered. Obviously, the conceptual and search engine-based rankings can be blended
in different proportions by varying the value of α.

A thorough evaluation has been done in order to investigate the effectiveness of
user profiles built out of queries and snippets. The accuracy of such profiles is analyzed
comparing, for user-selected results, GOOGLE’s original rank with the conceptual rank
based on the profile. The evaluation employed 6 users. Using a profile built from 30
queries, the performance measured in terms of the rank of the user-selected result im-
proves of 33%. A user profile built from snippets of 30 user-selected results showed an
improvement of 34% (see [77] for details). Therefore, it is possible to assert that, even
though the text a user submits to the search engine is quite short, it is enough to provide
more accurate, personalized results.

The ability to recognize user interests in a completely non-invasive way, without
installing software or using proxy servers, and the accuracy obtained from the person-
alized results, are some of the major advantages of this approach. Moreover, result-
ordering does not exclusively depend on a global relevance measure, where the com-
puted rank for the whole population is deemed relevant for each individual, but it is
tailored to a personal relevance where the rank is computed according with each user
within the context of their interactions.

Liu and Yu [51] take a similar approach to personalization, where user profiles are
built by analyzing the search history, both queries and selected result documents, com-
paring them to the first 3 levels of the OPEN DIRECTORY PROJECT category hierarchy.
Basically, for each query, the most appropriate categories are deduced and used along
with the query as current query context. Because queries are short, they are often am-
biguous, so they are likely to match multiple categories in the ODP. The system can au-
tomatically use the top-matching category for query expansion, or the user can reduce
the ambiguity, by explicitly choosing one of the three top-ranked categories provided
by the categorization algorithm.

Each category in a user profile is represented with a weighted term vector, where a
highly-weighted keyword indicates a high degree of association between that keyword
and the category. The system updates the user profile after a query, when the user clicks
on a document, and there is a reasonable duration before the next click, or the user
decides to save or print it.

Koutrika and Ioannidis [45] proposed an online approach where user needs are
represented by a combination of terms connected through logical operators, e.g., con-
junction, disjunction, negation, substitution. These operators are used to transform the
queries in personalized versions to be submitted to the search engines. The content of
the documents for which the user has performed explicit feedback is used to build the
user profile. An evaluation shows that when this personalization approach is applied, the
users satisfy their needs faster compared with a traditional search engine, improving the
number of relevant documents found among the top results.
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Quickstep system [56] follows a quasi-online approach and shares some features
with the previous systems. A proxy server monitors browsed research papers and a
nearest neighbor classifier assigns OPD categories to them overnight. Sets of recom-
mendations based on the correlations between the user profile and research paper topics
are drawn on a daily basis. The user can provide feedback in the form of new training
examples or adjustments in the classification outcomes. The user profile consists of a
set of topics and the related items, computed following the number of browsed research
papers about the given topic, while the Vector Space Model is employed to represent
the documents.

6.4.2 Offline Approaches

An innovative personalized search algorithm is the CubeSVD algorithm, introduced by
Sun et al. [80] based on the click-through data analysis [38]. This technique is suitable
for the typical scenario of Web searching, where the user submits a query to the search
engine, the search engine returns a ranked list of the retrieved Web pages, and finally the
user clicks on pages of interest. After a period of usage, the system will have recorded
useful click-through data represented as triples:

〈user, query, visited page〉

that could be assumed to reflect users’ interests. The proposed algorithm aims to model
the users’ information needs by exploiting such data. It addresses two typical challenges
of Web search. The first concerns the study of the complex relationship between user,
the query, and the visited Web pages: given a user and her/his query, how to recommend
the right Web page to visit? The authors propose a framework for capturing the latent
associations among the aforesaid objects.

The second challenge faces the problem of data sparseness: a user generally submits
a small number of queries compared with the size of the query set submitted by all
the users, and visits few pages. In this case, recognizing relationships among the data
becomes a hard task to carry out.

The authors develop a unified framework to model a click-through element as a 3-
order tensor, that is, a higher order generalization of a vector (first order tensor) and a
matrix (second order tensor), on which 3-mode analysis is performed using the Singu-
lar Value Decomposition (SVD) technique [33], generalized to HOSVD, Higher-Order
SVD [48]. The tensor element measures the preference of a 〈user, query〉 pair on a
given Web page.

Indeed, the CubeSVD algorithm takes the click-though data set as input and outputs
a reconstructed tensor Â. The tensor measures the degree of relationship among users,
queries, and Web pages. The output is represented by a quadruple of the type:

〈user, query, visited page, w〉

representing w the probability that the user, after having submitted a given query,
would be interested in visiting a particular page. In this way, relevant Web pages can
be recommended to the user by the system. Users are not consulted on the relevance of
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the visited Web pages during the search process, and the system records and analyzes
their clicks as in other implicit feedback based approaches.

An evaluation on a 44.7 million record click-through data set showed that CubeSVD,
thanks to high order associations identified by the algorithm, achieves better accuracy
compared with collaborative filtering and LSI-based approaches [20]. Although the
whole computation is remarkably time-consuming, it is part of an offline process that
does not affect the runtime activity. Nevertheless, the algorithm has to be periodically
run in order to take into consideration new click-through data.

Further offline approaches exploiting data mining techniques are discussed in Chap-
ter 3 of this book [57].

6.5 Personalization Based on Rich Representations of User Needs

This section presents three prototypes of personalized search systems based on com-
plex representations of user needs constructed using explicit feedback: ifWeb, Wifs and
InfoWeb. They are mostly based on frames and semantic networks, two AI structures
developed in order to represent concepts in a given domain, and the related relationships
between them. Even though these prototypes share some features, the mechanisms em-
ployed to build the profiles and the way the needs are represented are fairly different.
Therefore, we prefer to discuss them in distinct sections. Complex user modeling tech-
niques applied to the Web personalization are exhaustively discussed in Chapter 2 of
this book [29].

6.5.1 ifWeb

ifWeb [6] is a user model-based intelligent agent capable of supporting the user in Web
navigation, retrieval, and filtering of documents taking into account specific information
needs expressed by the user with keywords, free-text descriptions, and Web document
examples. The ifWeb system exploits semantic networks in order to create the user pro-
file.

More specifically, the user profile is represented as a weighted semantic network
whose nodes correspond to terms (concepts) found in documents and textual descrip-
tions given by the user as positive or negative examples, i.e., relevance feedback. Net-
work’s arcs link pairs of terms that co-occurred in some document. The use of the
semantic network and of the co-occurrence relationships allows ifWeb to overcome the
limitations of simple keyword matching, particularly polysemy.

The ifWeb prototype also performs autonomous focused crawling (see Chapter 7
[53] for details), collecting and classifying interesting documents. From specific doc-
uments pointed out by the user or identified through search engines, the system au-
tonomously performs an extended opportunistic navigation of the Web, then retrieves
and classifies documents relevant to the user profile. As a result, the system shows the
user the documents that have been classified as the most relevant ones, in decreasing
order of probable interest.

The user profile is updated and refined by explicit relevance feedback provided by
the user: ifWeb presents a collection of documents to the user (usually no more than
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ten for each feedback session), who then explicitly selects the ones that meet his needs.
Then, ifWeb autonomously extracts the information necessary to update the user profile
from the documents on which the user expressed some positive feedback. Moreover,
the prototype includes a mechanism for temporal decay called rent, which lowers the
weights associated with concepts in the profile that have not been reinforced by the
relevance feedback mechanism for a long period of time. This technique allows the
profile to be kept updated so that it always represents the current interests of the user.

6.5.2 Wifs

The Wifs system described in [54] is capable of filtering HTML or text documents
retrieved by the search engine ALTAVISTA3 in response to a query input by the user.
This system evaluates and reorders page links returned by the search engine, taking
into account the user model of the user who typed in the query. The user can provide
feedback on the viewed documents, and the system uses that feedback to update the
user model accordingly.

In short, the user model consists of a frame whose slots contain terms (topics), each
one associated with other terms (co-keywords) which form a simple semantic network.
Slot terms, that is, the topics, must be selected from those contained in a Terms Data
Base (TDB), created a priori by experts who select the terms deemed most relevant for
the pertinent domain. Figure 6.6a illustrates a simplified description of a hypothetical
user model.

The filtering system is based on a content-based approach, where the documents
retrieved by ALTAVISTA are assessed solely according to their contents. The document
modeling is not based on traditional IR techniques, such as the Vector Space Model,
due to the high variability of Web information sources.

The abstract representation of the document may be seen as described in Fig. 6.6b,
where active terms, or planets, T1, T2, ..., Tn are the ones contained both in the docu-
ment and TDB, whereas the satellite terms t1, t2, ..., tm are the terms included in the
document, but not in the TDB, but which co-occur with Ti’s. It is evident that the struc-
ture is similar to the user model one, but there are no affinity values between the planets
and the satellites. For each of these terms, however, document occurrence is calculated.
The occurrence value of a term t appearing in a retrieved document is given by the
following formula:

Occ(t) = c1 ∗ freqbody(t) + c2 ∗ freqtitle(t) (6.3)

where freqbody(t) is the frequency with which term t appears in the body, while
freqtitle(t) is the frequency with which term t appears in the document title, and c1

and c2 are two constants.

For the document evaluation, the
−→
Rel vector is built, where the element Reli repre-

sents a relevant value of term ti compared to user information needs. The user model,
the query, and the TDB are taken into account to draw the relevance.

This calculation is done as follows:
3 http://www.altavista.com
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Fig. 6.6. Representations of the User model (a) and Document model (b)

– Step 1. The term t’s relevance Relnew(t) (where the term t belongs to the document
and user model, as a slot topic) is calculated by intensifying the old relevance value,
Relold(t), through the following formula:

Relnew(t) = Relold(t) + c3 ∗
∑

j

wj ,∀wj : t ∈ slotj (6.4)

where c3 is a constant whose value is 2, calibrated experimentally, and wj the weight
associated to slot j containing term t as a topic. In a few words, the new relevance
value of term t is obtained from the old value plus the sum of all semantic network
weights of the user model containing term t as topic.

– Step 2. If the term, as well as belonging to the user model and document, also belongs
to the q query input by the user, then the term relevance value is further strengthened,
through the following formula:

Relnew(t) = Relold(t) ∗ wslot (6.5)

where wslot is the weight associated with topic t. This way, query q, which repre-
sents the user’s immediate needs, is used to effectively filter the result set to locate
documents of interest.

– Step 3. If term t belongs to query q, to document d, and to the TDB, but is not included
in the user model, then the only contribution to relevance is given by the following
formula:
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Relnew(t) = Relold(t) + c3 (6.6)

– Step 4. If term t is a topic for the slotj , then this step is considers the contributions
given by co-keywords. This is where the true semantic network contributes: all the
co-keywords K connected to topic t give a contribution, even if previously unknown
to the system, i.e., not currently belonging to the user model, nor to the TDB, but
only to the document.

Relnew(t) = Relold(t) + wj ∗
∑

i

Aj,i (6.7)

∀ co− keyword Li ∈ slotj : Ki ∈ doc ∀slotj : topicj ∈ d

In this stage, the system calculates the final relevance score assigned to the document
as follows:

Score(Doc) =
−→
Occ ·

−→
Rel=

∑

∀t∈Doc

Occ(t) ∗Rel(t) (6.8)

where
−→
Occ is the vector consisting of elements Occi, and

−→
Rel is the vector consisting

of elements Reli, evaluated in the previous steps.
This system is capable of dynamically updating the user model upon receipt of

relevance feedback on the viewed documents provided by the user. In addition, the
system uses a renting mechanism to decrease the weights of the terms appearing in the
model that do not receive positive feedback after a period of time. Further details on the
user model updates in Wifs are described in Chapter 2 of this book [29].

The Wifs system has been evaluated to determine the effectiveness of the user profile
in providing personalized reordering of the documents retrieved by ALTAVISTA. Con-
sidering the whole set of documents retrieved by the search engine following the query,
three relevance sorting structures are taken into account based on results provided by
ALTAVISTA, Wifs and the user. The metrics defined in [39, 90] have been employed, in
the perfect ranking hypothesis, to measure the gaps between user-AltaVista and user-
system sorting. By means of a non parametric test, it was shown that the two distribu-
tions are different, with the user-system variable giving lower values, which shows that
the alternative hypothesis is real. Hence, the system sorts sets of documents in a more
relevant way for user needs. The evaluation considered 15 working sessions (where for
each session a query was submitted) and 24 users. The ordering of the first 30 results
was considered. It shows that the system provides roughly a 34% improvement when
compared to the search engine’s non-personalized results (see [54] for details).

Another interesting experiment showed that the system is capable of responding
quickly to the user’s sudden interest changes, through the aforementioned dynamic up-
date mechanism, activated by relevance feedback supplied directly by the user.

6.5.3 InfoWeb

A further approach to personalization is taken by InfoWeb [30], an interactive system
developed for adaptive content-based retrieval of documents belonging to Web digital
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libraries. The distinctive characteristic of InfoWeb is its mechanism for the creation and
management of a stereotype knowledge base, and its use for user modeling. A stereo-
type [69] contains the vector representation of the most significant document belonging
to a specific category of users, initially defined by a domain expert. The system helps
the domain expert build the stereotypes through a k-means clustering technique [52],
which is applied to the whole document collection in an off-line phase. The clustering
starts with specific documents as initial seeds, each one acting as a representative cen-
troid for a class of users. InfoWeb uses the stereotypes exclusively for the construction
of the initial user model. The user’s profile evolves over time in accordance to the user’s
information needs, formulated through queries, using an explicit relevance feedback al-
gorithm that allows the user to provide an assessment of the documents retrieved by the
system.

The filtering system extends the traditional one based on the Vector Space model
because it also takes into account the co-occurrences of terms in the computation of
document relevance and involves user profiles to perform query expansion. The final
document evaluation process involves the representation of the documents, of the user
model, and of the expanded query. The results of the experiments are promising, both
in terms of performance and in the ability to adapt to the user’ shifting interests.

The InfoWeb prototype is specifically designed for digital libraries with an estab-
lished document collection and the presence of a domain expert. Nevertheless, some of
the proposed techniques, e.g., stereotypes and automatic query expansion, can be also
adapted to vast and dynamic environments, such as the Web.

6.6 Collaborative Search Engines

The EUREKSTER4 search engine includes a proprietary module named SearchParty
based on collaborative filtering to help users find the best pages related to a given query.
EUREKSTER implements social filtering by storing all the results selected by the users
for each query submitted to the search engine. Those results will be shared among the
community of users interested in the same topics.

In addition to the social filtering module, the EUREKSTER search engine stores all
the queries submitted by a user and the resources on which he clicks. If a certain amount
of time is spent on a particular resource, when the user re-submits the same query later
on, the previously clicked pages are ranked higher in the result list. Thus, the user does
not have to wade through a long list of search results again in order to find a previously
selected page.

A social adaptive navigation system called Knowledge Sea [89] exploits both the tra-
ditional IR approach, where documents and queries are represented through the Vector
Space Model, and social navigation based on past usage history and user annotations.

Users can search socially, referring to other users’ behavior and opinions, by ex-
amining the color lightness and exploring icons next to each result, which respectively
provide users with information about the popularity of the page and allow the user to
view any available annotations. For example, a dark background means that a document

4 http://www.eurekster.com
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Fig. 6.7. After having selected a particular topic, such as “Personalization of the Internet”, EU-
REKSTER is able to suggest results that other people have previously found useful. In this exam-
ple, the first two results are proposed by social filtering. (Reproduced with permission of Eurek-
ster.)

is popular or it has many annotations, while a light foreground color suggests that the
users have chosen to view the document less frequently than most. Even though the re-
sults of the search are not socially re-ranked, every result is annotated with social visual
cue according with the other users’ past searches.

In order for a search engine to employ a collaborative approach, it is important
to calculate similarity measures among user needs, which could be identified through
queries, and selected documents in result lists. Glance [31] states that the measure of re-
latedness among two queries should not depend on the actual terms in them, but on the
documents returned by the queries. Two queries could be considered synonymous, even
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though they contain no terms in common, such as ‘handheld devices’ and ‘mobile com-
puters’, by looking at the relationship between the documents returned by each. If the
search engine produces many common results for two syntactically different queries,
they should be considered semantically correlated. Zhao et al. [94] present a framework
where the similarity among queries is extended by analyzing the temporal characteris-
tics of the historical click-through, that is, the timestamps of the log data.

In the I-SPY collaborative search engine [76], the queries are considered sets of
unique terms on which the Jaccard measure is used to compute the similarity measure:

Sim(q1, q2) =
|q1 ∩ q2|
|q1 ∪ q2|

Two queries are considered similar if the value computed by the aforesaid formula ex-
ceeds a given similarity threshold. For example ’modem adsl’ and ’modem usb’ are con-
sidered to be duplicates above a 0.25 similarity threshold but not above a 0.5 threshold.

Based on the idea that specialized search engines, that is, engines focused on a par-
ticular topic, attract communities of users with similar information needs, it is possible
to build a statistical model of query-page relevance based on the probability that a page
p is selected by a user when returned as a result for a given query q. In practice, I-Spy
improves result lists from a traditional general purpose search engine analyzing the in-
terests of communities of users. A community may be identified by a query log of a
search box located on specialized Web sites.

This model allows the search engine to personalize search results without relying on
content-analysis techniques, but on the relative frequency with which a page has been
selected in the past in response to a given query. Results frequently selected by users
are promoted ahead of other results returned by a traditional search engines by means
of the following relevance:

Relevance(pj , qi) =
Hij∑
∀j Hij

where Hij indicates the number of users that have selected a page pj given the query qi

so far. The H matrix represents the statistical model of query-page relevance built with
data extracted from a specialized search engine, therefore different matrices are used
for different communities of users. For a closer examination of further group recom-
mendation approaches see Chapter 20 of this book [36].

Compass Filter [46] follows a similar collaborative approach, but it is based on
Web communities, that is, sets of Web documents that are highly inter-connected. A
pre-processing step identifies these communities analyzing the Web hyperlink struc-
ture, similarly to the HITS algorithm [42]. If the user has frequently visited documents
in a particular community X, when he submits a query about X, all the results that fall
into the same community are boosted by the collaborative service. Instead of perform-
ing a re-ranking process, a different approach uses Web communities in order to find
contextualization cues to be combined with the queries [4]. Claypool at al. [16] ex-
plores a possible combination of collaborative and content-based approaches by basing
the interest prediction of a document on a weighted average adapted to the individual
user. An evaluation has shown good results in the on-line newspaper domain.
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6.7 Adaptive Result Clustering

Traditional search engines show the query results in long lists ranked by the similarity
between query and page content. Users usually sift through the list sequentially, exam-
ining the titles and the textual snippets extracted from the pages, in order to find the
information matching their needs. Obviously, this activity might take a long time, es-
pecially if the user is not able to clearly formulate and submit to the search engine a
textual representation of what he is looking for.

Several Web search engines organize results into folders by grouping pages about
the same topics together, for example CLUSTY5 and KARTOO6. The former is based
on the VIVÍSIMO7 clustering engine that arranges results in the style of folders and sub-
folders. In addition to the traditional HTML layout, the meta search engine KARTOO
organizes the returned resources on a graphic interactive map. When the user moves
the pointer over those resources, a brief description of the site appears. The size of the
icons corresponds to the relevance of the site to the given query. As previously noticed,
search systems that arrange results into clusters can be considered personalized because
the users are able to customize the results by navigating and choosing selected clusters
based on their needs.

In the Web domain, clustering is usually performed after the retrieval of the query
results, therefore the whole process must be fast enough to be computed interactively,
while the user waits for results. For this reason, the clustering algorithms usually take
document snippets instead of whole documents as a representation of page contents.
Since, unlike classification, clustering does not require pre-defined categories, the num-
ber and the organization of the clusters should be chosen so that the user can navigate
easily through them. Finally, clustering should provide concise and accurate cluster de-
scriptions that allow the user to find the most useful ones, even in case of polysemous
or misleading queries. For a brief overview of clustering techniques, see Chapter 5 [55].

Further clustering systems are described in the literature, e.g., [91, 93]. The SnakeT
meta-search engine [25] includes an innovative hierarchical clustering algorithm with
reduced time complexity. It allows the users to select a subset of the clusters that are
more likely to satisfy their needs. Then, the system performs a query refinement, build-
ing and submitting a new query that incorporates keywords extracted by the system
from the selected clusters.

Scatter/Gather [19] uses a similar approach, where the user is able to select one or
more clusters for further analysis. The system gathers together all the selected groups
and applies the clustering again, scattering the Web sites into a small number of clusters,
which are again presented to the user. After a sequence of iterations, the clusters become
small enough and the resources are shown to the user.

5 http://www.clusty.com/
6 http://www.kartoo.com/
7 http://www.vivisimo.com/
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6.8 Hyperlink-Based Personalization

Based on one of the enhanced versions of the PageRank algorithm [37], Chirita et al.
[15] proposed a personal ranking platform called PROS that provides personalized rank-
ing of Web pages according to user profiles built automatically, using user bookmarks
or frequently-visited page sets.

In short, the PageRank (PR) is a vote assigned to a page A collected from all the
pages T1..Tn on the Web that point to it. It represents the importance of the page pointed
to, where a link to a page counts as a vote of support. The PageRank of a page A is given
as follows:

PR(A) = (1− d) + d

[
PR(T1)
C(T1)

+ ... +
PR(Tn)
C(Tn)

]

where the parameter d is the damping factor that can be set between 0 and 1 and C(Tn)
is defined as the number of links in the page Tn. The PR scores provide a priori im-
portance estimates for all of the pages on the Web, independent of the search query. At
query time, these importance scores are combined with traditional IR scores to rank the
query results.

Briefly, in PROS, the pages judged more interesting for the user are given to the
HubFinder module that collects hub pages related to the user topics, that is, pages that
contain many links to high-quality resources. That module analyzes just the link struc-
ture of the Web, running a customized version of Kleinberg’s HITS algorithm [42]. A
further algorithm, called HubRank, combines the PR value with the hub value of Web
pages in order to further extend the result set of HubFinder. The final page set is given
to the personalized version of PageRank [37] that re-ranks the result pages each time
the user submits a query.

The two algorithms, HubFinder and HubRank use the Web link structure to find
topic-related pages and to rank the Web pages needed to build the user profile for the
Personalized PageRank algorithm. The pages judged more interesting are collected and
the expanded sets are built automatically, using bookmarks and the most visited pages.
The process does not require explicit activity by the user.

In order to enable “topic sensitive” Web searches, in [34], the importance for each
page is calculated by tailoring the PageRank scores for each topic. Thus, pages consid-
ered important in some subject domains may not be considered important in others. For
this reason, the algorithm computes 16 topic-sensitive PageRank sets of values, each
based on URLs from the top-level categories of the OPEN DIRECTORY PROJECT. Each
time a query is submitted, it is matched to each of these topics and, instead of using
a single global PageRank value, a linear combination of the topic-sensitive ranks are
drawn, weighted using the similarities of the query to the topics. Since all the link-
based computation are performed off-line, the time spent for the process is comparable
to the original PageRank algorithm. Experiments led on this system concluded that the
use of topic-specific PageRank scores can improve Web search accuracy.

Qui and Cho [63] extends the Topic-Sensitive PageRank computing multiple ranks,
one for each OPD topic. When a query is submitted, the most suitable rank is selected
(that is, the rank of the topic that most closely matches the given query) and used for
ranking. A personalized version of PageRank based on DNS domains is proposed in
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[2], while a personalized system named Persona based on the ODP taxonomy, and
on an improved version of the HITS algorithm [14] that incorporates user feedback is
discussed in [81].

6.9 Combined Approaches to Personalization

Some prototypes provide personalized search combining more than one adaptive ap-
proach. For example Outride uses both the browsing history and the current context
in order to perform personalization, in the form of query modification and result re-
ranking. A second system, named infoFACTORY, uses an alerting approach trained ac-
cording to the categories explicitly selected by the user.

6.9.1 Outride

Outride Inc., an information retrieval technology company acquired by GOOGLE in
2001, introduced a contextual computing system for the personalization of search en-
gine results [62]. Contextualization and individualization are the two different compu-
tational techniques used to perform the personalization. The former is related to the
“interrelated conditions that occur within an activity”, e.g., the kind of information
available, the applications in use, and the documents currently examined, while indi-
vidualization refers to the “characteristics that distinguishes an individual”, such as his
goals, knowledge and behaviors assumed during the search.

Adomavicius and Tuzhilin [1] stress this division from the user profiling point of
view, identifying two components: behavioral and factual. The latter corresponds to
the output of the above-mentioned individualization process. In contrast, the behavioral
component contains information about the on-line activities of the user. For instance, a
common representation is based on association rules, where interesting associations or
correlation relationships among large set of usage data are extracted, e.g., when shop-
ping on Friday, user X usually spends more than $20 on DVDs. Further details can be
found in Chapter 3 of this book [57].

Outride’s user model includes both the contextualization and individualization tech-
nique, aiming at determining a measure of importance that differs from the traditional
relevance measures based, for example, on citation and hyperlink approaches. Those
measures are characterized by values that affect the results for the entire user popula-
tion, without taking into account any contextual or individual information on the user,
the change in the user’s interests and knowledge over time, or the documents he deems
relevant.

In practice, the Outride client is integrated into the sidebar of the Internet Explorer
browser. Its user model is based on the hierarchical taxonomy of the OPEN DIRECTORY

PROJECT, where a subset of categories are weighted according to the current user needs.
These weights are initially set by looking through links suggested by the user, and they
are kept updated each time the user clicks on a document, while a surfing history stores
the last 1,000 selected links. Therefore, both the explicit and implicit feedback have
been utilized.
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Fig. 6.8. The main page of the infoFACTORY monitoring service. From this page, the user can
access documents classified according to custom, user-defined categories (see the folder icons).
New recently discovered updates, are labeled with a NEW! icon. Users may have several profiles,
one per topic. A round green icon with a check mark inside indicates that the notification service
is enabled for that profile.

The user model is used both for query augmentation and result re-ranking. In the first
case, information from the selected categories from the ODP and the Web document
currently viewed are compared to the query. If they are similar, the submitted query
is related to topics the user has previously seen, an the system can improve it with
similar terms in order to disambiguate the query and suggest synonyms. The results
from a search engine are re-ranked according to the content of the user model and
the current user context, extracting textual information from the pages, e.g., titles and
other metadata, and comparing them with a VSM-based representation of the profile.
An evaluation of the time spent completing a given set of tasks shows that both novice
and expert users are able to find information more quickly using the Outride client than
using traditional tools.

6.9.2 infoFACTORY

Finally, it is worth mentioning that infoFACTORY [82] contains a large set of integrated
Web tools and services that are able to evaluate and classify documents retrieved fol-
lowing a user profile. This system suggests new, potentially interesting contents as soon
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as it is published on the Web. Thus, it is an application of personalized information pro-
vided by means of push technology, instead of the traditional pull technology employed
by search engines.

The infoMONITOR component of the system automatically and periodically moni-
tors a selected set of Web resources in order to discover and notify the user about new
and interesting documents. Examples of monitored resources include Web sites, portals
devoted to a particular topic, daily news sites, journals and magazines, UseNet news,
and search engines. Users are able to define their own custom categories, each one rep-
resented by a topic-specific profile. Documents are collected and classified into these
user-defined categories, which are then used to display the new information, as shown
in Fig. 6.8. The user can customize the notification service, requesting e-mail and/or
SMS alerting.

6.10 Conclusions

Personalized search on the Web is a research field that has been recently gaining in-
terest, since it is a possible solution to the information overload problem. The reason
is quite simple: information plays a crucial role for each user, and users are constantly
challenged to take charge of the information they need to achieve both their personal
and professional goals. The ability to filter and create a personalized collection of re-
sources simplifies the whole searching process, increasing search engine accuracy and
reducing the time the user has to spend to sift through the results for a given query.
The same personalization techniques could also be employed to provide advertisements
tailored to the current user activity or to proactively collect information on behalf of a
user. This chapter provides an introduction to that field, focusing on some of the most
interesting and promising approaches and techniques. Some of these researches have
been employed in real information systems, while others remain under exploration in
research labs. The novelty and liveliness of the personalization field suggests that, over
the next few years, new and interesting algorithms and approaches will be proposed and
probably transferred to the information systems with which users interact in every day
use, such as, search engines or desktop search tools. Ontologies and the Semantic Web8

are two important research fields that are beginning to receive attention in this context.
Gauch et al. [28] are investigating techniques that build ontology-based user profiles
without user interaction, automatically monitoring the user’s browsing habits. Dolog et
al. [22] are studying mechanisms based on logical mapping rules and description logics,
which allow metadata and ontology concepts to be mapped to concepts stored in user
profiles. This logical characterization formally enables the personalization techniques
in a common language, such as FOL, and the reasoning over the Semantic Web (for a
closer examination see Chapter 23 [23]).

If the user is working to achieve specific goals, successful systems should recognize
those goals and predict aspects of their future behavior. Since the system has expecta-
tions about the next user actions, if it is flexible it can adapt itself to the users, thus it
should be possible to considerably speed up human-computer interaction.

8 http://www.w3.org/2001/sw/
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The plan-recognition techniques applied during personalization usually attempt to
recognize patterns in user behavior, finding in the set of past actions the ones that are
likely to be taken next. For example, some statistical models based on random variables
make assumptions about unknown parameters, extrapolating them from observed sam-
ple results. These parameters could represent aspects of a user’s future behavior, such
as their goals, allowing the system to predict their forthcoming actions [95].

Language semantic analysis to understand the meaning of Web content and - more
importantly - how it relates to a user’s query is a further important field of research
in the personalization domain. Language Modeling and Question Answering are two
important Natural Language Processing (NLP) research areas that could lead to break-
throughs in the development of personalized search systems. New search engines based
on these technologies may be able to understand the users’ intention through the analy-
sis of user-supplied natural language questions. They may be able to better understand
keywords in the queries by recognizing various sentence types, analyze syntax, and dis-
ambiguate word senses in context. As a result, search results will be more accurate,
satisfactory, and reliable.
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21. Dieberger, A., Dourish, P., Höök, K., Resnick, P., Wexelblat, A.: Social navigation: tech-
niques for building more usable systems. Interactions 7(6) (2000) 36–45

22. Dolog, P., Henze, N., Nejdl, W., Sintek, M.: Towards the adaptive semantic web. In Bry,
F., Henze, N., Maluszynski, J., eds.: Principles and Practice of Semantic Web Reasoning,
International Workshop, PPSWR 2003, Mumbai, India, December 8, 2003, Proceedings.
Volume 2901 of Lecture Notes in Computer Science., Springer (2003) 51–68

23. Dolog, P., Nejdl, W.: Semantic web technologies for personalized information access on
the web. In Brusilovsky, P., Kobsa, A., Nejdl, W., eds.: The Adaptive Web: Methods and
Strategies of Web Personalization. Volume 4321 of Lecture Notes in Computer Science.
Springer-Verlag, Berlin, Heidelberg, and New York (2007) this volume

24. Dumais, S., Cutrell, E., Cadiz, J., Jancke, G., Sarin, R., Robbins, D.C.: Stuff i’ve seen: a
system for personal information retrieval and re-use. In: SIGIR ’03: Proceedings of the 26th
annual international ACM SIGIR conference on Research and development in informaion
retrieval, New York, NY, USA, ACM Press (2003) 72–79

25. Ferragina, P., Gulli, A.: A personalized search engine based on web-snippet hierarchical
clustering. In: WWW ’05: Special interest tracks and posters of the 14th international con-
ference on World Wide Web, New York, NY, USA, ACM Press (2005) 801–810

http://www.csee.umbc.edu/~ian/sigir99-rec/


6 Personalized Search on the World Wide Web 227

26. Freyne, J., Smyth, B.: An experiment in social search. In Bra, P.D., Nejdl, W., eds.: Adaptive
Hypermedia and Adaptive Web-Based Systems, Third International Conference, AH 2004,
Eindhoven, The Netherlands, August 23-26, 2004, Proceedings. Volume 3137 of Lecture
Notes in Computer Science., Springer (2004) 95–103

27. Furnas, G.W., Landauer, T.K., Gomez, L.M., Dumais, S.T.: The vocabulary problem in
human-system communication. Commun. ACM 30(11) (1987) 964–971

28. Gauch, S., Chaffee, J., Pretschner, A.: Ontology-based personalized search and browsing.
Web Intelligence and Agent System 1(3-4) (2003) 219–234

29. Gauch, S., Speretta, M., Chandramouli, A., Micarelli, A.: User profiles for personalized in-
formation access. In Brusilovsky, P., Kobsa, A., Nejdl, W., eds.: The Adaptive Web: Methods
and Strategies of Web Personalization. Volume 4321 of Lecture Notes in Computer Science.
Springer-Verlag, Berlin Heidelberg New York (2007) this volume

30. Gentili, G., Micarelli, A., Sciarrone, F.: Infoweb: An adaptive information filtering system
for the cultural heritage domain. Applied Artificial Intelligence 17(8-9) (2003) 715–744

31. Glance, N.S.: Community search assistant. In: IUI ’01: Proceedings of the 6th international
conference on Intelligent user interfaces, New York, NY, USA, ACM Press (2001) 91–96

32. Goldberg, D., Nichols, D., Oki, B.M., Terry, D.: Using collaborative filtering to weave an
information tapestry. Commun. ACM 35(12) (1992) 61–70

33. Golub, G.H., Loan, C.F.V.: Matrix computations (3rd ed.). Johns Hopkins University Press,
Baltimore, MD, USA (1996)

34. Haveliwala, T.H.: Topic-sensitive pagerank. In: WWW ’02: Proceedings of the 11th inter-
national conference on World Wide Web, New York, NY, USA, ACM Press (2002) 517–526
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Abstract. The large amount of available information on the Web makes it hard
for users to locate resources about particular topics of interest. Traditional search
tools, e.g., search engines, do not always successfully cope with this problem,
that is, helping users to seek the right information. In the personalized search
domain, focused crawlers are receiving increasing attention, as a well-founded
alternative to search the Web. Unlike a standard crawler, which traverses the Web
downloading all the documents it comes across, a focused crawler is developed
to retrieve documents related to a given topic of interest, reducing the network
and computational resources. This chapter presents an overview of the focused
crawling domain and, in particular, of the approaches that include a sort of adap-
tivity. That feature makes it possible to change the system behavior according to
the particular environment and its relationships with the given input parameters
during the search.

7.1 Introduction

Traditional search engines allow users to submit a query suggesting, as output, an or-
dered list of pages ranked according to a particular matching algorithm. The under-
lying Information Retrieval model’s goal is to allow users to find those documents
that will best help them meet information needs and make it easier to accomplish their
information-seeking activities. The query can be considered the user’s textual descrip-
tion of the particular information request. If the engine works in the Web domain, a
software system usually named crawler traverses it, collecting HTML pages or other
kinds of resources [69, 83]. It exploits the hyperlink structure in order to find all the
destination anchors (or targets) reachable from a given starting set of pages through the
outgoing links. The crawler also keeps the snapshot and the internal index of the search
engines up-to-date, periodically recrawling and updating the pages with fresh images.

General-purpose search engines employ crawlers to collect pages covering different
topics. At query time, the engine retrieves subsets of pages that are more likely to be
related to the user current needs expressed by means of sets of keywords. Models of the
user needs are usually not employed, therefore the search results are not personalized
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Fig. 7.1. A taxonomy of approaches to build specialized search engines, as shown in [80].

for the user. Basically, two users, with different interests, knowledge and preferences,
obtain the same results after having submitted the same query.

A first step toward a better search tool is developing specialized search engines,
which provide tailored information on particular topics or categories for focused groups
of people or individual users. The heavy constraints of a general-purpose search engine,
i.e., indexing billions of pages and processing thousands of queries per second, are no
longer required for these kinds of tools. New techniques can be included to represent
Web pages and to match these representations against the interests of users, e.g., al-
gorithms based on Natural Language Processing (NLP), usually avoided due to the
computational resources needed.

There are several approaches to build specialized search engines [80], as shown in
Fig. 7.1. Query modification and re-ranking exploit traditional search tools, filtering
their content by augmenting user queries with keywords, or re-ordering the results,
removing irrelevant resources. These techniques are widely discussed in Chapter 6 of
this book [61]. Specialized search engines are also based on focused indexes, which
contain only the documents related to the given topics of interest. To retrieve and index
those documents, it is possible to meta-search specialized databases, or perform an
autonomous search at query time. The most interesting technique is to perform focused
crawling on the Web. It concerns the development of particular crawlers able to seek out
and collect subsets of Web pages that satisfy some specific requirements. In particular,
if the goal is to collect pages related to a given topic chosen by the user, the crawlers
are usually named focused or topical [20, 17] (see Fig. 7.2). Focused crawlers are also
employed in different domains from specialized IR-based search engines, but usually
related to the retrieval and monitoring of useful hypertextual information, as shown later
on in this chapter.

The focused crawling approach entails several advantages in comparison with the
other approaches employed in specialized search engines. Performing an autonomous
search at query time considerably delays the retrieval of result lists. Meta-searching pro-
vides results from existing general-purpose indexes that often contain outdated versions
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Fig. 7.2. Focused crawling attempts to find out and download only pages related to given topics
(b), while standard crawlers employs traditional strategies (a), e.g., breadth-first search or further
techniques to balance the network traffic on Web servers.

of the available documents. Due to the reduced storage requirements, focused crawling
can employ techniques to crawl part of the deep Web (dynamically generated Web pages
not accessible by search engines, see Sect. 7.2) or to keep the stored information fresh
updating it frequently.

User queries, which usually consist of 2-3 keywords for traditional search engines
[51, 77, 7], can be enriched by further information, such as subsets of taxonomy classes
judged interesting by users, e.g. categories in the Open Directory Project1

(ODP) or Yahoo! Directory2, or by means of relevance feedback [75], see also
Chapter 2 [42] and 6 [61] of this book for details. Better representations of the user
needs help the focused crawlers to find out interesting pages, obtaining more accurate
results.

If a focused crawler includes learning methods to adapt its behavior to the partic-
ular environment and its relationships with the given input parameters, e.g. the set of
retrieved pages and the user-defined topic, the crawler is named adaptive. Non-adaptive
crawlers are usually based on classifiers whose learning phase ends before the search-
ing process starts. Even though some of them employ hypertextual algorithms, such
as HITS - which lead to better results, making more information available - the adapt-
ability is actually not manifest. Sometimes adaptive crawlers provide a sort of feedback
mechanism where useful information is extracted from the analyzed documents, and the
internal classifier updated consequently [18]. Other approaches can explicitly model the
set of pages around the topical ones. Such models capture important features that appear
in valuable pages, and describe the content of the pages that are frequently associated
with relevant ones. The searching process may benefit from those models, obtaining
better overall crawl performance [72, 32, 1].

1 www.dmoz.org
2 www.yahoo.com
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Adaptive focused crawlers are key elements in personalizing the human-computer
interaction. Traditional non-adaptive focused crawlers are suitable for communities of
users with shared interests and goals that do not change with time. In this case, it is easy
to recognize the requested topics and start a focused crawl to retrieve resources from
the Web. The adaptive crawler’s advantage is the ability to learn and be responsive to
potential alterations of the representations of user needs. This could happen when users
do not know exactly what they are looking for, or if they decide to refine the query dur-
ing the execution if the results are not deemed interesting. Therefore, adaptive focused
crawlers are more suitable for personalized search systems that include a better model
of the information needs, which keeps track of user’s interests, goals, preferences, etc..
As a consequence, adaptive crawlers are usually trained for single users and not for
communities of people.

A further advantage of adaptive crawlers is the sensitivity to potential alterations
in the environment. Web pages are constantly being updated, as well as the related
hyperlink structure. Therefore, a focused crawler should be able to monitor any change
in order to look for new and interesting information.

The related domains that can really benefit from the focused crawling are the so-
called vertical portals and studies on Web evolution. The former domain is related to
Web sites that provide information on a relatively narrow range of goods and services
for communities of users. Retrieving valuable, reliable and up-to-date information re-
sources for the user is a typical purpose of these portals, as well as offering personalized
electronic newspapers [10], personal shopping agents [34] or conference monitoring
services [48]. Research activities on the study of the evolution of Web hypertextual en-
vironment [54, 66] usually requires a constant monitoring of specific portions of Web
and of related changes during a given time interval, e.g., bursty communities of blogs
[49]. Both domains could really benefit from employing focused crawling systems to
retrieve information that meets the given input constraints, discovering properties that
combine the topical content of pages and the linkage relationship between them.

The remainder of the chapter is structured as follows: research on the WWW and
issues related to crawlers’ development are discussed in Sect. 7.2. Section 7.3 includes
references to focused crawlers where the adaptivity feature is not always explicitly in-
cluded. Section 7.3.1 briefly introduces the topical locality phenomenon, used by fo-
cused crawlers to look for pages related a given topic. Section 7.4 converges on the
adaptive focused crawling approaches explicitly based on AI agent or multi-agent sys-
tems, and particularly on genetic algorithms and Ant-paradigm based approaches. Sec-
tion 7.5 presents an overview of further focused crawling approaches that aim at ex-
tracting important features from the crawled pages in order to adapt the search behavior.
Finally, Sect. 7.6 gives a brief account on the methodologies chosen so far to evaluate
focused crawlers.

7.2 Crawlers and the World Wide Web

Analyzing a general search engine’s architecture, as pictured in Fig 7.3, it is possible
to recognize some sub-systems. An internal repository stores a copy of the retrieved
documents, which will be used to extract links and convert the plain text into an ad hoc
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Fig. 7.3. A general overview of a search engine architecture [2].

representation, called Inverted Index, used to provide quick responses for a given query.
This index makes it possible to build lists of documents containing a specific keyword
in a very short time. The global result list is drawn simply by merging all these sublists,
and by ranking each resource with a given weighting algorithm.

The crawler is a very important module of a search engine. It is a high-performance
system, expected to download hundreds of millions of pages over several weeks, min-
imizing the time spent for crash recoveries. Therefore, its design presents many chal-
lenges, such as I/O and network efficiency, robustness and manageability [15, 45, 64,
76, 33]. Moreover, it is meant to ensure a politeness policy that sets an interval between
two connections to the same Web server, in order to avoid excessive traffic that could
cause network congestions or software crashes.

Due to the peculiar characteristics of the Web domain, its vastness, heterogeneity
and owing to the authors quickly changing the page contents, many different research
fields focusing on the characteristics of this environment have been drawing a lot of in-
terest over the past years. Some of these works are important to understand and develop
focused crawlers, for this reason we report some references in the following sections.

7.2.1 Growth and Size of the Web

Estimating the size of the Web is a tough task. Central repositories of the Web content
are missing, therefore it is impossible to draw statistics of the size and growth. A recent
study revealed that at the beginning of 2005, the part of the Web considered potentially
indexable by major engines was at least 11.5 billion pages [43]. Previous studies came
to the conclusion that the size of the Web doubled in less than two years [52, 53].
A further consideration that has been widely accepted is that the network speed has
improved less than storage capacities, from the single user to big organizations.

Other works try to estimate how often the Web pages change during a given period.
For example, after having monitored a corpus of more than 0.7 million pages on a daily
basis for four months, it has been estimated that 40% of the page set changed within
a week, and 23% of the pages that fell into the .com domain changed daily [26]. An
extended analysis on 150 million pages can be found in [36].
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In order to keep results as fresh as possible, the search engines’ local copies of
remote Web pages must be kept up-to-date. It is possible to develop refresh policies that
guarantee a low consumption of computational and network resources by estimating the
change frequency of individual pages. Such estimation techniques are usually based on
analysis and models that predict the change frequency of pages, monitoring how often
it is updated over a given period and the last date of change [23, 24, 26]. Freshness
of the index and the size of the indexable Web are two interrelated parameters to take
under consideration when developing and tuning crawlers. A crawl may last for weeks,
so at some point crawlers should begin revisiting previously retrieved pages, to check
for changes. This strategy means that some pages could never be retrieved.

An attempt to automatically notify the search engine when particular pages change
or a new page is added to a Web site is Google Sitemaps3. The webmaster has to keep
up-to-date a simple XML file that lists the pages on the Web site and how often they
change. Pushing this information from the Web site to search engines reduces the time
they spend to find resources and adapts the re-crawling process optimizing the network
resources. This approach is particularly suitable for large Web sites of dynamically
generated pages, where the XML report can be periodically drawn up by the system.

Distributed Web crawling is another important research area that aims to develop
infrastructures where single computational units collaborate and distribute the crawling
in order to speed up the download and let the whole system tolerate possible crashes
[76, 11]. An important subtopic of Web crawling architectures is that of paralleliza-
tion policies. They regard the assignment of different sets of URLs to single crawling
processes in order to maximize the download rate, avoiding multiple downloads of the
same resources and minimizing the overhead from parallelization [25].

Nevertheless, after taking into consideration the estimate results on the size and the
growth of the Web, it is becoming a common opinion that crawling the Web is not trivial
because it is growing faster than our search engine technology. The frequent update of
some Web pages, which forces the crawler to re-download a great amount of data in a
short time is not the only matter.

7.2.2 Reaching the Web: Hypertextual Connectivity and Deep Web

Bailey et al. named dark matter all the information that a search engine is not able
to access [3]. The possible reasons range from the simple robot exclusion protocol4 (a
simple textual file stored on the Web server used by page authors to avoid undesired
visits by the search engines’ crawlers), to the lack of connectivity in the link graph [16].

Figure 7.4 shows a diagram where 200 million pages and 1.5 billions of links in a
1999 crawl were analyzed discovering four distinct page sets. The Strongly Connected
Component (SCC) is the larger component, accounting for 27%, consisting of pages
that can reach one another along directed links. The second and third sets are called IN
and OUT, each accounting for 21% approximately, and consist of pages that can reach
the SCC but cannot be reached from it, or that are accessible from the SCC but do not
link back to it respectively. The rest of the pages, a further 29%, cannot be reached and

3 http://www.google.com/webmasters/sitemaps/
4 http://www.robotstxt.org/
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Fig. 7.4. A study on the Web’s hypertextual connectivity shows three large sets, where from the
IN set a user can reach a page in OUT passing through SCC. The complete bow-tie diagram can
be found in [16].

do not reach SCC. It is obvious how some parts of the Web are not easily reachable. If
the crawler starts its navigation from the OUT set, it can reach just a fifth of whole Web.

Another important restriction that reduces the part of the Web available for crawlers
is due to the existence of dynamic page generators. For example, commercial Web sites
usually offer a text box where the user can submit a query in order to retrieve a list of
products. This phenomenon appears each time a page is generated by user interaction
with a Web server, an interaction which is more than a simple click of a link. Usually the
pages are built by querying an internal database where the information is stored. Deep
Web is used to indicate the set of all those pages, but sometimes the meaning of the deep
Web is expanded to include non-textual files, such as audio, movies, etc., for which a
traditional search engine would have problems assigning a content representation. It has
been estimated that public information on the deep Web is currently up to 550 times
larger than the normally accessible Web [8]. Crawlers can collect those product pages
in two different ways: generating and submitting a set of keywords capable of retrieving
most of the dynamically generated pages [71, 30, 67], and simulating the user’s surfing
behavior through agents [50].

Studies on search engine coverage confirm how the indexes contain only a small
fraction of the Web. In January 2005, among the top 4 search engines, the best was
Google, reaching more than 76% of the indexable Web, while Ask/Teoma reached ap-
proximately 58% approximately [43]. A previous study [53] assigned less than 40% of
the indexable Web to the best search engine. According to most of the search engine
experts, dynamically-generated Web pages and the related techniques used to uncover
that information during the crawls are currently ignored by search engines, keeping
them from being part of the query results. In other words, most of the huge amount of
information on the Web is not accessible to the user through search engines.

The vastness of the Web, and in particular of the Deep Web, which is not indexed by
traditional search tools, and the low freshness and coverage of search engines suggest
how different kind of crawlers have the chance to increase the performance and the ac-
curacy of the search results. Before analyzing focused crawlers in detail, we shall briefly
introduce some of the strategies evaluated on the Web domain to partially overcome the
aforesaid issues.
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Fig. 7.5. The backlink count metric assigns an importance to a page p based on the number of
Web pages pointing to it.

7.2.3 Crawling Strategies

Assuming that a search engine is unable to keep its index fresh due to the extent and
growth of the Web, research is focusing on the best strategies to prioritize the down-
loads. In other words, the crawlers can retrieve only a fraction of the Web pages within
a given period, so it becomes important to download the most important pages first, that
is, the pages that satisfy most of the queries submitted by users.

The implementation of a crawler includes a queue of URLs to be retrieved, fed
during the surfing with URLs extracted from pages, the URL QUEUE in Fig. 7.3. The
download strategy used by the crawler affects the queue ordering, moving ahead the
resources to be crawled first. In abstract terms, the strategy assigns a score to each
resource that denotes an estimate of the importance for the current crawl. Of course, at
any given moment that score is based only on the information gathered by the crawler
until then, that is, the part of the Web that has been crawled.

Cho et al. [27] compared three ordering metrics on a corpus of 179,000 pages col-
lected from an university Web site. The metrics are: Breadth-first search, Backlink count
and PageRank. The first metric coincides with the well-known search algorithm. If the
Web is represented by a graph of pages and a hyperlink structure of edges, the neighbors
of a starting edge are considered before analyzing the neighbors of the visited edges,
and so forth. Obviously, the edges are never visited twice.

The backlink count metric assigns an importance to each page to be downloaded as
a function of the number of the crawled pages that point to it, see Fig. 7.5. Intuitively, if
many Web authors decide to put a link to a given site, that site should be judged more
important than one that is seldom referenced. This simple metric derives from bibliom-
etry research, that is, the analysis of the citation graph of scholarly articles, and from
social network studies. The same research influenced HITS [47] and PageRank [68],
two iterative algorithms employed in the Web domain to assign relevance measures to
each resource, taking into account the hyperlink structures among pages. In huge col-
lections of documents, query results are often too numerous to be analyzed by users,
therefore it becomes important to accurately rank the most important pages. HITS and
PageRank try to cope with these problems exploiting the presence of the link structure
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between documents to unearth the new information used during the ranking process. A
better description of these algorithms is available in Chapter 5 of this book [62].

The evaluation in [27] shows that PageRank outperforms the backlink ordering if
the goal is to crawl the pages with the highest in-degree, that is, the most popular.
The authors show that backlink is more biased by the choice of the starting points,
usually reaching locally interesting pages instead of globally interesting ones, focusing
more on single clusters. Its behavior does not improve as the crawl proceeds and more
information becomes available. If the goal is to crawl pages with content matching a
given topic, breadth-first search ensures better performance. It is possible to explain
such a result by observing how pages usually point to other pages that share the same
topic.

The assets of the breadth-first search are discussed also in [65] where an extended
corpus of 328 million of pages has been examined. This strategy is able to discover the
highest quality pages assessed by means of the PageRank metric. The authors speculate
that there are usually many hosts pointing to high quality pages, and for this reason,
regardless of the host or page from which the crawl originates, they can be found sooner
during the search.

7.3 Focused Crawling

This section provides an overview of the most important references to focused crawling
systems. Even though some of them do not include any adaptivity form, it is useful to
analyze the proposed techniques and algorithms before introducing other approaches.

One of the features that characterizes a focused crawler is the way it exploits hyper-
textual information. Traditional crawlers convert a Web page into plain text extracting
the contained links, which will be used to crawl other pages. Focused crawlers exploit
additional information from Web pages, such as anchors or text surrounding the links.
This information is used to predict the benefit of downloading a given page. Because
we do not know anything about the page’s content, this prediction avoids to waste CPU
and network resources to analyze irrelevant documents.

Basically, all the focused crawlers are based on the topical locality phenomenon.
According to this phenomenon, Web pages on a given topic are usually clustered to-
gether, with many links that connect one page to another. Once a good page is found,
the crawler can analyze its cluster to retrieve pages on the same topic.

A brief description of the topical locality phenomenon and how the hypertextual
information is exploited by crawlers in the search activity opens this section.

7.3.1 Exploiting the Hypertextual Information

The Web consists of hypertextual resources, typically Web pages, connected by means
of links. Traditional IR content-based approaches take into consideration the textual
information inside each page in order to assign representations and match them with the
user needs. The hyper information [56], that is, the information related to a given page
that takes into account also the Web structure it is part of, is usually ignored. Besides
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Fig. 7.6. Some phenomena occurring in the hypertextual Web environment: A page is signifi-
cantly more likely to be topically related to the pages which point to it, (a), and sibling pages are
more similar when the links from the parent are located closer together (c) than far away (b).

improving the performance of traditional search engines [15], the information extracted
from the link structure is also employed by focused crawlers to navigate among pages
in order to find interesting pages. The topical locality phenomenon, the anchors and
two hypertextual algorithms, HITS and PageRank, are without doubt important topics
to examine in this context.

Topical Locality and Anchors. An important phenomenon that lays the foundations
of almost all the focused crawlers is Topical locality. Davison makes a deep empirical
evaluation along with a study on the proximal cues or residues extracted from links
[29], while Menczer extends the study, also considering the link-cluster conjecture, that
is, pages about the same topic clustered together [57]. Topical locality occurs each time
a page is linked to others with related content, usually because Web authors put a link
to another page, to allow users to see further related information or services.

Focused crawlers exploit this phenomenon crawling clusters of pages each time
they find an interesting one. A cluster consists of pages that can be reached by the
current page, extracting its links. The crawl usually stops when pages not correlated
with selected topics are discovered.

Empirical evaluations acknowledged that this phenomenon is largely common on
the Web (see also [28]). A page is much more likely to be topically related to the pages
which point to it, as opposed to other pages selected at random or other pages that
surround it. Further results show how sibling pages, namely those that share a page
that points to both of them, are more similar when the links from the parent are closer
together [29], as shown in Fig. 7.6.

The notion of proximal cues or residues corresponds to the imperfect information
at intermediate locations exploited by users to decide what paths to follow in order to
reach a target piece of information [37, 70]. In the Web environment, text snippets5,
anchor text or icons are usually the imperfect information related to a certain distant
content.

5 Snippets usually correspond with the short textual description that search engines associate
with each query results.
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Davison [29] shows how anchor text is often very informative about the contents of
documents pointed to by the corresponding URL, therefore it may be useful in discrim-
inating unseen child pages. That phenomenon has been exploited for several tasks, such
as inferring user information needs [41, 22], document summarization [31] and query
translation [55].

Some search engines associate the text of a link with the page the link points to
[15], including a partial representation of the linked page in the index, even though that
page has not been crawled, nor indexed yet, and despite it does not contain any textual
information to be indexed, e.g., Macromedia Flash-based homepages. Moreover, the
chance to include text usually written by different authors often provides more accurate
descriptions of Web pages and increases the retrieval performance; for details see the
related vocabulary problem [38].

HITS and PageRank. The wide research activity on citation analysis started by
Garfield in the 1950s is the foundation of two famous hypertextual algorithms, PageR-
ank [68] and HITS [47]. They all aim to assign measures of relevance relying only on
the structure of links extracted from sets of Web pages, ignoring the textual content.
Their effectiveness has been proved when coupled with traditional IR systems, e.g.,
[15]. They are employed in more than one crawling algorithm to assign a hypertextual-
based rank to the resources to be crawled, and finding new Seed sets, i.e., initial pages
where the search starts [27, 20, 74].

In general terms, when a huge collection of hypertextual documents needs to be
analyzed to retrieve a small set of resources that satisfy a given query, the ranking
becomes a very important process. The user usually scans a small number of documents.
In a large study on queries submitted to a search engine, it has been noticed that 28.6%
of users examine only one page of results, and 19% look at two pages only, therefore
half of the users do not check more than 20 URLs [78]. If there are many documents
that satisfy a query, the system may assign the same rank to the first results. For this
reason, further relevance measures that take into account the popularity, the prestige or
the authority of a page must be included in the ranking process.

These kinds of hypertextual algorithms can be successfully employed in focused
crawling systems. One of the goals of this type of crawler is to optimize the computation
resource to analyze a few pages, ignoring the part of the Web that is not interesting
or hardly relevant for the user. Moreover, unlike general-purpose search engines, the
number of retrieved pages per query is not an important parameter. Short result lists of
highly ranked documents are undoubtedly better than long lists of documents that force
the users to sift through them in order to find the most valuable information.

A description of the two link analysis algorithms, HITS and PageRank, is to be
found in Chapter 5 of this book [62].

7.3.2 An Overview of the Focused Crawling Approaches

Although one of the first focused crawlers dates back to 1994, we had to wait many
years before seeing other approaches in the literature. It is worth mentioning the Fish-
search algorithm [14, 13] because of its key principle that enhances the traditional
crawling algorithms.
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The algorithm takes as input one or more starting URLs and the user’s query. The
starting pages could be collected from the first results of search engines or user’s book-
marks, and correspond to the seed URLs. The crawler’s queue of pages to be down-
loaded becomes a priority list initialized with the seed URLs. At each step, the first
URL is popped from the queue and downloaded. When a text page becomes available,
it is analyzed by a scoring component, evaluating whether it is relevant or irrelevant with
respect to the search query. Based on that score, a heuristic decides whether to pursue
the exploration in the related direction or not. If it is not relevant, its links will be ig-
nored by further downloads. See Fig. 7.2 as an example of a focused crawl compared
with a crawl based on a breadth-first search.

In the Fish search, whenever a document is fetched, it is scanned for links. A depth
value is assigned to each linked page. If the parent is relevant, the depth of the children is
set to some predefined value. Otherwise, the depth is set to be one less than the parent’s
depth. When the depth reaches zero, the direction is dropped and none of its children
are inserted into the queue.

It is possible to limit the search to either a fixed period of time or to the retrieval of a
certain number of relevant pages. Although the authors provided a number of heuristics
to optimize the search, Web server operators noted that Fish-search is not far from an
exhaustive search. If all users were to employ a fish-search for every search, the overall
bandwidth demand would impose a heavy burden on Web servers.

Further details of the Fish algorithm plus the Shark-search description, which uses
a better measure of relevance to draw the similarity between documents and the given
query and several other improvements, can be found in [14, 13, 44].

This section also includes other important non-adaptive focused crawling ap-
proaches proposed in the literature. A first approach exploits Web taxonomies, such
as ODP or Yahoo!, and the HITS algorithm to predict the importance of the pages to
be crawled. Tunneling and Contextual crawling aim at discovering important features
to understand where the topical pages are located, following the paths they belong to.
Finally, a further approach targets the Semantic Web environment.

Taxonomies and Distillation. A popular focused crawler approach is proposed by
Chakrabarti et al. [20, 19]. This focused crawling system makes use of two hypertext
mining programs that guide the crawl: a classifier that evaluates the relevance of hy-
pertext documents regarding the chosen topics, and a distiller that identifies hypertext
nodes that are considered great access points to many relevant pages through a few
links, by means of the HITS algorithm.

After having collected a set of interesting pages, the user selects the best matching
nodes in the category tree of a classifier trained on a given taxonomy, e.g., Yahoo!.
The hierarchy helps filtering the correct pages during the crawl. Basically, after having
retrieved a document, an algorithm finds the leaf node of that tree with the highest
probability of similarity. If some ancestor of these nodes has been marked as interesting
(see Fig. 7.7), the URLs found in the document will be crawled in future, otherwise the
crawl is pruned at the document or a low priority is assigned to them.

Tunneling. Focused crawlers heavily rely on the topical locality phenomenon dis-
cussed in Sect.7.3.1. A page about a given topic is more likely to point to other pages
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Fig. 7.7. A link contained in a page on Maserati cars is visited if the user has selected the
Maserati topic, or one of its ancestors in the taxonomy, such as Sport, during the training of
the classifier.

about the same topic. Even though very useful and effective during the crawl, such a
phenomenon might generate some drawbacks. Sometimes, pages of the same topic do
not point directly one anther and therefore it is necessary to go through several off-topic
pages to get to the next relevant one. Bergmark et al. [9] suggest to allow the crawl to
follow a limited number of bad pages in order to reach the good ones, naming this
technique tunneling.

The authors use the terms nugget and dud to indicate pages correlated with at least
one of the given topic collections judged interesting, and the pages that do not match
any of the collections; 500,000 pages were downloaded and analyzed in order to find
patterns of document-collection correlations along link paths. The idea is to statistically
estimate an adaptive cutoff for the tunneling strategy, that is, how far the crawler is
allowed to go when starting from an interesting page. Once the cutoff is reached, the
crawl in that direction is halted.

The evaluation results show how a focused crawl with adaptive cutoff downloads
resources at a higher rate, therefore, exploring the Web faster than a fixed cutoff crawler.
At the same time, the adaptive version can limit the amount of irrelevant material it has
to crawl through. Briefly, the tunneling technique seems to improve the effectiveness of
searching by recognizing and pruning paths which look hopeless.

Contextual Crawling. Diligenti et al. [32] try a different approach address the very
problem of assigning the right importance to different documents along a crawl path
following a different approach. Given a set of interesting documents, by querying some
search engines they are able to build a representation of the pages that occur within a
certain link distance of those documents. In particular, the Web is backcrawled; the an-
alyzed pages are the ones that point to the set of interesting documents. All the retrieved
information is stored in a structure named context graph which maintains for each page
the related distance, defined as the minimum number of links necessary to traverse in
order to reach a page in the initial set.

The context graph is passed to a set of Naı̈ve Bayes classifiers that identify the cat-
egories according to the expected link distance from the page to the target documents.
In this way, given a generic document, the crawler predicts how many steps away from
a target document it is likely to be. Of course, documents that are expected to lead more
quickly to the interesting documents are crawled sooner. The only relevant drawback
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of the context-focused crawling approach is the need for search engines providing the
reverse link information needed to build the context graph.

Semantic Web. A further focused crawling approach [35] is related to the Semantic
Web6, the current effort to enhance the traditional Web presentation languages such as
HTML and help grasp the meaning of data, and let autonomous agents understand and
interact with information sources. Ontologies are one of the basic elements needed to
describe static domain knowledge in terms of common domain structures to be reused
by different systems. Basically, the crawling approach aims to define a relevance mea-
sure to map a Web page content with an existing ontology provided by users. Textual
matches against the ontology’s lexicon and taxonomic relationships between super and
sub-concepts for calculating accurate relevance scores are undoubtedly the core ele-
ments of that approach. The comparison between standard focused crawling approaches
and simple keyword matching shows relevant improvements in global performance.

7.4 Agent-Based Adaptive Focused Crawling

In recent years, the research community has tried to propose new original approaches
in order to build focused crawlers. Some of them speculate on the Web and the analogy
with huge environments where single autonomous units live and keep moving, looking
for interesting resources. From this point of view, the AI field has developed a wide
range of architectures, models and algorithms providing a solid foundation where it has
been possible to build interesting prototypes. This section provides information on two
algorithms, a genetic-based one and an ant paradigm-based one, including the related
focused crawling techniques.

7.4.1 Genetic-Based Crawling

One of the most renowned adaptive focused crawlers is InfoSpiders, also known as
ARACHNID (Adaptive Retrieval Agents Choosing Heuristic Neighborhoods for Infor-
mation Discovery) [58] based on genetic algorithms. Even though the prototype is de-
veloped using reinforcement learning [81], which will be discussed in Sect. 7.5.2, we
decided to discuss it in this section because it is also based on an agent-based approach.

Genetic algorithms have been introduced in order to find approximate solutions to
hard-to-solve combinatorial optimization problems. Those kinds of algorithms are in-
spired by evolutionary biology studies. Basically, a population of chromosomes en-
coded by means of a particular data structure evolves towards a potential solution
through a set of genetic operators, such as inheritance, mutation, crossover, etc.. The
chromosomes that get closer to best solutions have more chances to live and reproduce,
while the ones that are ill-suited for the environment die out. The initial set of chro-
mosomes is usually generated randomly and for this reason the first solutions are more
likely to be rather poor.

6 http://www.w3.org/2001/sw/
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Fig. 7.8. An Infospiders’s genotype (a) composed of a set of keywords K and weights W of
a neural network used to evaluate a link, that is, the anchor text plus the surrounding words,
contained in a Web page (b).

The random mutations between two chromosomes is an important feature of these al-
gorithms in preventing solution sets from converging to sub-optimal or local solutions.
For the same reason, even pairs of organisms that do not receive high fitness, namely,
not close to good solutions, have a chance to breed.

As in a real environment, if a lot of changes occur all of a sudden, many individuals
of the population risk dying out. On the contrary, if those changes take place gradually,
the species can gradually evolve along with it. The whole evolution process is repeated
until a solution that is judged fairly close to the optimal solution is found.

In InfoSpiders an evolving population of intelligent agents browses the Web driven
by user queries, imitating the humans during their browsing activities. The agents are
able to assess the relevance of resources with a given query and to reason autonomously
about future actions regarding the next pages to be retrieved, with little or no interaction
among them.

Each agent is built on top of a genotype (shown in Fig. 7.8), basically a set of
chromosomes, which determines its searching behavior. The same genotype takes part
in the offspring generation process. The first component of an agent’s genotype is a
parameter β that represents the extent to which an agent trusts the textual description
about the outgoing links contained in a given page. The other two components are: a set
of keywords K initialized with the query terms and a vector of real-valued weights W ,
initialized randomly with uniform distribution. The latter component corresponds to the
information stored in a feed-forward neural network used for judging what keywords in
the first set best discriminate the documents relevant to users. Basically, for each link
in a page, an agent extracts the set of keywords that appear around it and that are also
included in the genotype set. The set is the input to the neural network. The function
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in(), within the network, weights each word, counting their occurrences and calculating
their positions on the anchor text. More importance is given to terms that are closer to
the link.

The adaptivity is both supervised and unsupervised. If the user has previously sub-
mitted a relevance feedback on the document chosen by the agent, the related content is
used to evaluate the retrieved documents (supervised learning). Otherwise, the relevance
assessments are employed for training the neural network’s weights W , comparing the
outcome of the agent’s behavior with the initial query terms corresponding to the pro-
file of user interests. The network’s weights are updated through the backpropagation of
error [73] according to the agents’ actions, e.g., irrelevant pages are retrieved, in order
to alter the subsequent behavior of the agent.

Two functions, benefit() and cost() are employed to determine the energy gain re-
lated to a link selection. The former gets high values if the keywords K are contained
in the visited document, while the cost function is correlated to resources used during
the retrieving of documents, e.g., network load or document size. The whole crawling
process is summarized in Algorithm 1.

Algorithm 1. Pseudo-code of the InfoSpiders algorithm.
{initialize each agent’s genotype, energy and starting page}
PAGES ← maximum number of pages to visit
while number of visited pages < PAGES do

while for each agent a do
{pick and visit an out-link from the current agent’s page}
{update the energy estimating benefit()− cost()}
{update the genotype as a function of the current benefit}
if agent’s energy > THRESHOLD then
{apply the genetic operators to produce offspring}

else
{kill the agent}

end if
end while

end while

The second form of adaptivity to the environment is achieved by mutations and
crossovers among agents. They guarantee the inclusion of relevant resources, they
spawn new offspring and adapt agents to the environment. Each single agent learns
and exploits important local features of the environment. The multi-agent system as a
whole captures more general features, which represent resources that are relevant to
users.

The keyword vector K is subjected to mutation during the reproduction of the agent
population. A stochastic approach takes into consideration both local context, selecting
a word that describes documents that led to the energy increase, and global context,
selecting words from documents where the user has submitted relevance feedback. Ac-
cording to the authors, that form of keyword evolution, operated through local selection,
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mutation and crossover, implements a kind of selective query expansion. The neural net
is mutated by adding some random noise to the set of weights W .

Basically, a value corresponding to the agent’s energy is assigned at the beginning
of the search, and it is updated according to the relevance of the pages visited by that
agent. Both neural networks and genetic algorithms select terms from those documents
that are considered relevant. They are also responsible for using agents’ experience to
modify the behavior of the agents, and for identifying new links leading to the energy
increase. The energy determines which agents are selected for reproduction and the
ones to be killed amidst the population.

The agent architecture based on a set of computational units facilitates a multi-
process scalable implementation that can be adapted to the current resources, in terms
of available network bandwidth and CPU.

Chen et al. [21] compared a genetic-based focused crawler, called Itsy Bitsy spider,
with a Best-first search approach, where a function assigns a score to each outgoing link
from the collection of retrieved pages, corresponding to the priority to visit the link. The
links with the highest score are the ones the crawler visits first.

Starting from a set of pages related to the current user information needs, the
genetic-based crawler extracts words and links from that set. By means of a particu-
lar similarity measure among sets, it is possible to compare two different search space
states and evaluate the outcome of a system’s action, that is, the download of a particular
link. The similarity measure is the same one used as a priority function in the best-first
search approach.

The mutation operator is implemented performing a search on the YAHOO! database
in order to suggest new, promising unknown pages for further explorations. The
crossover operates on sets of pages connected to the seed set. The probability to per-
form one of the two operators during the crawl is a system’s parameter. In this way,
depending on whether the user prefers to locally crawl a part of the Web or aims at
the whole Web, the probability to use the mutation operator gets lower or higher values
with respect to crossover.

During the evaluation, the genetic approach does not outperform the best first
search. The recall values of the former are significantly higher than the best first search,
but precision is not statistically different. Nevertheless the mutation operator includes
resources that would be hardly retrievable through conventional search processes. This
kind of generation of new configurations is also considered in the Yang and Chen’s
crawler [82], where a hybrid version of simulated annealing is employed instead of ge-
netic algorithms. Simulated annealing is a generalization of the Monte Carlo method for
combinatorial problems inspired by the annealing process of liquids and metals [60]. A
further evaluation, where an improved version of InfoSpiders is compared against the
best-first search is discussed in [59].

It should be pointed out that the agent architecture and the adaptive representation
of InfoSpiders, consisting of a set of computation units with single genotypes, differ
considerably from the Itsy Bitsy spider approach. The neural network and the other
components of the genotype make it possible for a single agent to autonomously deter-
mine and adapt effectively its behavior according to both the local context of the search
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and the personal preferences of the user. That feature is basically missing in the Itsy
Bitsy spider.

Balabanović [6, 5] combines the collaborative and content-based approaches in a
single multi-agent recommender system named Fab. Collection agents search the Web
according to profiles representing their current topics. The users are grouped into clus-
ters according to the similarity of their profiles, which do not usually correspond to
the collection agents’ profile. The topic of a set of search agents can be of interest to
many users, while one user can be interested in many topics. The retrieved pages are
forwarded to those users whose profiles they match beyond some threshold. If a page is
highly rated by one user, it is passed to the users with similar profiles (user’s cluster).

Collection agents are based on topical locality, and perform a best-first search of
the Web. An agent follows the links in a given page if it is pertinent to the given topic.
Other kinds of agents construct queries to be submitted to various search engines and
randomly collect links from human-suggested cool Web sites.

The population of collection agents evolves by adapting to the population of users.
The agents that retrieve pages rarely seen or that receive low feedback scores by users
are killed. If the agent is able to retrieve good pages, it is given the chance to reproduce
itself. Hence, the population dynamically adapts to the user requests, to the environment
and to the available computing resources.

7.4.2 Ant-Based Crawling

Research on ant foraging behaviors inspired a different approach for building focused
crawlers. In [39, 40] an adaptive and scalable Web search system is described, based on
a multi-agent reactive architecture, stemming from a model of social insect collective
behavior [12]. That model has been created by biologists and ethologists to understand
how blind animals, such as ants, are able to find out the shortest ways from their nest
to feeding sources and back. This phenomenon can be easily explained, since ants can
release a hormonal substance to mark the ground, the pheromone, leaving a trail along
the followed path. This pheromone allows other ants to follow such trails, reinforcing
the released substance with their own.

Intuitively, the first ants returning to their nest from the feeding sources are those
which have chosen the shortest paths. The back-and-forth trip (from the nest to the
source and back) allows them to release pheromone on the path twice. The following
ants leaving the nest are attracted by this chemical substance. If they have to select a
path, they will prefer the one which has been frequently covered by the other ants that
followed it previously. This is the reason why they will direct themselves towards the
shortest paths, which are the first to be marked (see Fig. 7.9).

The decision-making of each computational unit is realized through a set of simple
behaviors, which allows the agents to wander from one document to another, choos-
ing the most promising paths, i.e., those leading to resources relevant for users. The
outcome of the agent exploration is indirectly handed out to other agents, which can
exploit it to improve future explorations. This form of social ability ensures the indis-
pensable adaptivity needed to to work in complex and dynamic environments, such as
the Web.
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Fig. 7.9. If two paths lead to an interesting page, the first agents that reach that page are the
ones that have followed the shortest path 〈b1, b2〉, and therefore they are the first to release the
pheromone that attracts the following agents to the same path.

Aside from the topical locality phenomenon (Sect. 7.3.1), a further observation widely
discussed in [63] is taken into consideration: to reach the current page, Web page au-
thors suppose that surfers have followed a special path and, therefore, have visited
and read certain pages too. Therefore, the contents of Web pages are often not self-
contained: they do not always contain all the information required to completely under-
stand and explain what they deal with. In order to satisfy user information needs, the
sequences of connected pages should be considered as a virtual information unit that
could be suggested to users [46]. For this reason, during an exploration, the pages on
the path through which a surfer reaches the page under examination, i.e., the current
context of the exploration, are not to be ignored [9].

Each agent corresponds to a virtual ant that has the chance to move from the hyper-
textual resource where it is currently located urli, to another urlj , if there is a link in
urli that points to urlj . At the end of each exploration, the pheromone trail is released
on the agent’s route, that is, sequence of URLs of the followed path. When the agent is
located in a certain resource, it can match the related content with the user’s needs, and
measure the amount of pheromone on the paths corresponding to the outgoing links.

The pheromone trails allows ants to make better local decisions with limited local
knowledge both on environment and group behavior. The ants employ them to commu-
nicate the exploration results one another: the more interesting resources an ant finds,
the more pheromone trail it leaves on the followed path. As long as a path carries rel-
evant resources, the corresponding trail will be reinforced and the number of attracted
ants will increase.

The system execution is divided into cycles; in each one of them, the ants make a
sequence of moves among hypertextual resources. The maximum number of allowable
moves depend proportionally on the value of the current cycle, that is, maxmoves =
k · currentcycle where k is a constant. At the end of a cycle, the ants update the
pheromone intensity values of the followed path as a function of the retrieved resource
scores.

This increases the number of the allowed movements and, consequently, the number
of the visited resources, as the number of cycles increases too. During the first cycles,
the trails are not so meaningful, due to the small set of crawled resources, so the ex-
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Fig. 7.10. When an agent selects a link to follow, it draws the transition probabilities Pij of all
the out-going links i → 1, i → 2, . . . , i → n from the current page pi, i.e., ∀j : (i, j) ∈ E,
according with the pheromone trails τij , as in Eq. 7.1.

ploration is basically characterized by a random behavior. But after a certain number of
cycles, the paths that permit to find interesting resources will be privileged with a major
intensity of pheromone, therefore, a great number of ants will have the chance to follow
them. In other words, the process is characterized by a positive feedback loop where
the probability to follow a particular path depends on the number of ants that followed
it during the previous cycles.

It is possible to describe the operations that the ant-agents perform with these task
accomplishing behaviors:

1. at the end of the cycle, the agent updates the pheromone trails of the followed path
and places itself in one of the start resources

2. if an ant trail exists, the agent decides to follow it with a probability which is func-
tion of the respective pheromone intensity

3. if the agent does not have any available information, it moves randomly

Intelligent behavior emerges from the interaction of these simple behaviors, and from
the interaction that agents establish with their environment. The resources from which
the exploration starts can be collected from the first results of a search engine, or the
user’s bookmarks, and correspond to the seed URLs.

To select a particular link to be followed, a generic ant located on the resource urli
at the cycle t, draws the transition probability value Pij(t) for every link contained in
urli that connects urli to urlj . The Pij(t) is considered by the formula:

Pij(t) =
τij(t)∑

l:(i,l)∈E τil(t)
(7.1)

where τij(t) corresponds to the pheromone trail between urli and urlj , and (i, l) ∈ E
indicates the presence of a link from urli to urll (see Fig. 7.10).
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To keep the ants from following circular paths, and to encourage page exploration,
each ant stores a list L containing the visited URLs. A probability related to the path
from urli to urlj , if the urlj belongs to L, is 0. At the end of every cycle, the list is
emptied out.

When the limit of moves per cycle is reached, the ants start the trail updating pro-
cess. The updating rule for the pheromone variation of the k-ant corresponds to the
mean of the visited resource scores:

∆τ (k) =

∑|p(k)|
j=1 score(p(k)[j])

|p(k)| (7.2)

where p(k) is the ordered set of pages visited by the k-ant, p(k)[i] is the i-th element of
p(k), and score(p) is the function that, for each page p, returns the similarity measure
with the current information needs: a [0, 1] value, where 1 is the highest similarity.

The process is completed with the τ value updates. The τij trail of the generic path
from urli to urlj at the cycle t+1 is affected by the ant’s pheromone updating process,
through the computed ∆τ (k) values:

τij(t + 1) = ρ · τij(t) +
M∑

k=1

∆τ (k) (7.3)

where ρ is the trail evaporation coefficient. It must be set to a positive value less than 1
to avoid unlimited accumulation of substance caused by the repeated positive feedback.
The summation widens to a subset of the N ants living in the environment. In order to
avoid the implementation of the third accomplishing behavior, at the beginning of the
execution, all the τij(0) values are set to a small constant τ0. Algorithm 2 shows each
step of the crawling process.

Algorithm 2. Pseudo-code of the Ant-based crawler.
{initialize each agent’s starting page}
PAGES ← maximum number of pages to visit
cycle← 1
t← 1
while number of visited pages < PAGES do

while for each agent a do
for move = 0 to cycle do
{calculate the probabilities Pij(t) of the out-going links as in Eq. 7.1}
{select the next page to visit for the agent a}

end for
end while
{update all the pheromone trails}
{initialize each agent’s starting page}
cycle← cycle + 1
t← t + 1

end while
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The developed architecture and, in particular, the trail updating process, permit to take
into consideration two empirical observations: Web pages on a given topic are more
likely to link to those on the same topic, and the content of Web pages is often not self-
contained. It is easy to notice how the pheromone attraction bears the ants’ exploration
toward pages linked to the most interesting ones. Moreover, if a path leads to a page
that is not deemed very interesting, the probabilities to follow its outgoing links could
be relevant just the same, because the pheromone trail on a link is function of all the
pages’ scores in the path. In this way, the context of a page, that is the content of the
pages from which it is possible to reach a page, is also inspected.

As for the adaptability, there is a twofold instance: the first concerns the opportunity
for users to refine queries during the execution when the results are not so satisfactory
or, in general, when users do not know how to input a query to express what they want.
The second form regards the possibility of analyzed hypertextual resource changes due
to environment instability. Of course, this adaptability does not directly concern the user
and variations of his/her needs, but it is related to the environment’s dynamics. These
two types of adaptivity are possible because at every cycle the value of pheromone
intensities τij(t) is updated according to the visited resource scores.

Once the query, or the content of the visited resources changes, the similarity mea-
sure changes affects the ∆τij(t) variation which influences, in its turn, τij(t) (see the
pheromone updating process), that is, the results of past explorations. Moreover, as
cycles go by, the current values of pheromone intensities tend to become ideal, i.e.
function of the current environmental status, with the pheromone evaporation effects.

For instance, given a particular path P , in case of a negative variation of the ∆τk
ij(t)

values (due to, for instance, a change of the user query), where the path from urli to
urlj belongs to P , the trails τij(t + 1) are subjected to a feedback which is reduced if
it is compared to the one in the former cycles. For this reason, a smaller number of ants
will be attracted, therefore, the ∆τk

ij(t + 2) increments are still further reduced, and so
forth. In other words, each change in the environment causes a feedback consequently
modifying the system behavior in order to adapt itself to the new conditions.

The major drawback of this approach is that agents need to start the crawl from the
same set of pages at the end of each cycle. As the crawl widens, many pages are re-
crawled many times before discovering new resources on the frontier, wasting network
and computational resources. Periodically updating the seed set with new pages is a
possible way to tackle this problem.

The proposed architecture is a reactive one, where the system’s rational behavior
emerges from the interaction and the cooperation of an agent population; therefore, it
must be attempted to completely understand the relationship between local and global
behavior. In particular, it is useful to be aware of the changes of the global behavior in
function of some parameter variations, such as the initial values and the decay of the
pheromone intensities, or the number of agents employed. For this purpose, the agents’
behavior has to be analyzed, i.e. how agents choose paths in function of interesting
resource positions, to see if they behave properly under all the possible circumstances.
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7.5 Machine Learning-Based Adaptive Focused Crawling

In the last section, two approaches based on genetic algorithms and animal foraging
models have been described. Other adaptive focused crawling approaches exploit dif-
ferent techniques in order to represent and recognize features that can drive the search
toward the interesting resources. In this section, some of these approaches based on
machine learning are briefly introduced.

7.5.1 Intelligent Crawling Statistical Model

Aggarwal et al. [1] introduce an interesting adaptive crawling framework, called Intel-
ligent Crawling. It aims to statistically learn the characteristics of the Web’s linkage
structure while performing the search. In particular, given an unseen page, a set of cus-
tomizable features named predicates (e.g., the content of the pages which are known to
link to the unseen URL, or tokens in the unseen page’s URL), are taken into considera-
tion. Those features are analyzed in order to understand how they are connected to the
probability that the related unseen page satisfies the information needs.

The feature set and the linkage structure of that portion of the Web which has al-
ready been crawled are the input of the statistical model. At the beginning of the search,
no statistical information is available and each single feature gets the same importance,
therefore the crawler virtually behaves randomly. As soon as an interesting page is
downloaded, its features are analyzed in order to find any possible correlation. For ex-
ample, if the fraction of pages about music composer Bach is 0.3%, and it is found that
10% of the pages that point to them contain the word Bach in their content, following
the terminology in [1], we may as well assert that:

P (C|E) > P (C) (7.4)

the particular knowledge E about a candidate URL, e.g., the 10% of pages that contain
the word Bach, increases the prior probability P(C) that a given Web page will be re-
lated to user needs. In order to understand if a given feature, namely, knowledge E, is
favorable to probability P (C), the interest ratio function is defined:

I(C,E) =
P (C|E)
P (C)

=
P (C ∩ E)
P (C)P (E)

(7.5)

An approximation of P (C ∩ E) and P (E) can be obtained using the information that
the crawler has retrieved so far, as well as P (C), fraction of retrieved pages that satisfy
the user defined predicate. The interest ratio gets values greater than 1 if a feature E is
favorable to the probability that the unseen page satisfies the user needs. Otherwise, if
event E is unfavorable, the interest ratio will be within the range (0, 1).

For example, the interest ratio for the event corresponding to the word Bach oc-
curring in the in-linking page is 0.1/0.03 = 3.33. Once those ratios identify the best
features to be taken into consideration, the crawler uses them to decide the candidate
pages that are more likely to satisfy the user’s needs.

The interesting point of this framework is that it does not need any collection of
topical examples for training. At the beginning, users specify their needs by means of
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some predicates, e.g., the page content or the title must contain a given set of keywords,
and the crawler adapts its behavior learning correlations among the given features. Nev-
ertheless, choosing the right set of predicates and/or adding new predicates besides the
ones proposed by authors might not be an easy task to accomplish.

7.5.2 Reinforcement Learning-Based Approaches

The idea of using textual information contained in pages that point to the ones to be
evaluated during the download is exploited also by Chakrabarti et al. [18]. Their work
starts from a traditional focused crawler [20], where a classifier evaluates the relevance
of a hypertextual document with respect to the chosen topics. The training of the clas-
sifier is done at the beginning of the crawl, where the user selects the best matching
nodes in the category tree of a hierarchical classifier. The enhancement of the crawler
concerns the inclusion of a second classifier called apprentice, which assigns priorities
to unvisited URLs in the crawl frontier. In order to draw these priorities, the classifier
extracts some features from a particular representation of structured documents, named
Document Object Model (DOM)7, of the pages that point to unvisited URLs.

The original focused crawler’s classifier, whose role was to assign a similarity mea-
sure to crawled pages given some user needs, now trains instances for the apprentice.
Basically, for each retrieved page v, the apprentice is trained on information from the
original classifier and on some features around the link extracted from crawled pages
that point to v. Those predictions are then used to calculate if it is worth traversing a
particular URL, and therefore order the queue of URLs to be visited. The evaluation
shows how the false positives decrease significantly between 30% and 90%.

In [72] reinforcement learning techniques are employed to map what actions have
generated a benefit during the crawling. That map becomes important each time the
system decides the next action to undertake, evaluating the future reward expected from
executing it.

The interesting documents found in the environment are the rewards, while follow-
ing a particular link corresponds to an action. The authors make some simplifying as-
sumptions concerning the representation of an environment state, that is, the remaining
set of interesting documents to be found, and the set of links that have been discovered,
in order to deal with the problem. Basically, the idea is to learn during the crawl the
text in the neighborhood of hyperlinks that are most likely to point to relevant pages.
For this reason, each link is replaced with the surrounding words, so it is possible to
generalize across different hyperlinks by comparing the related text. A collection of
Naı̈ve Bayes text classifiers perform the mapping by casting this regression problem as
classification.

7 The Document Object Model is an interface that allows programs and scripts to dynamically
access and process the document’s content and structure, see http://www.w3.org/DOM/
for details.
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7.6 Evaluation Methodologies

Defining an evaluation methodology for a standard crawler does not require a great ef-
fort. Once a subset of the Web is available, it is possible to run an instance of the crawl
on a workstation and monitor the most important parameters to measure its effective-
ness, such as: computation time to complete the crawl, or the number of downloaded
resources per time unit. Since the Web corpus is fixed, different crawling strategies and
the related results can be directly compared. Some technical issues must be addressed
in order to construct a collection that is a good sample of the Web [4]. Many important
elements should be considered when defining an evaluation methodology regarding a
focused crawling system. In this section, we briefly mention some of these elements,
referring to literature for a deeper analysis.

One of the first evaluation parameters to take into consideration is the soundness
of the retrieved documents. The traditional crawlers’ goal is to download as many re-
sources as possible, whereas a focused crawler should be able to filter out the docu-
ments that are not deemed related to the given topics of interest. All the research in the
information retrieval domain can help us define measures of soundness for the retrieved
results, but some of them, such as precision and recall, become meaningless in the Web
domain.

In order to evaluate the retrieval effectiveness, precision Pr corresponds to the frac-
tion of top r ranked documents that are relevant to the query over the total number of
retrieved documents, interesting and not:

Pr =
found

found + false alarm
(7.6)

while recall Rr is the proportion of the total number of relevant documents retrieved in
the top r over the total number of relevant documents available in the environment:

Rr =
found

found + miss
(7.7)

see also the diagram in Fig. 7.11.
As pointed out in [20], the recall indicator is hard to measure because it is impossible

to clearly derive the total number of relevant documents present on the Web.
The Information Retrieval community has identified many approaches based on

very large collections to provide objective testbeds for evaluations. A standard collec-
tion guarantees the reliability propriety, essential to obtain the same results when tests
are repeated under the same initial conditions and the chance to compare the results
among different systems. Moreover, it is possible to clearly point out the sets of relevant
documents and therefore calculate the traditional IR evaluation measures. Nevertheless,
focused crawlers should access the Web directly, to avoid that during the search some
paths be ignored because of some pages not being included in the collection. For this
reason, standard collections are rarely employed for evaluations of focused crawlers,
and it is almost impossible to make comparisons from results obtained by the different
algorithms.

In order to evaluate the goodness of the retrieved resources, many evaluations use
the same measures employed in the focused crawler’s algorithms. For example, the
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Fig. 7.11. The Web and the two sets, retrieved and relevant documents, which sometimes do not
correspond. Precision and recall aim at measuring this deviation.

classifiers’ outcome in [20], the VSM-based similarity measures in [39], and the impor-
tance metrics in [27] are employed both to guide the search of crawlers and to evaluate
the relevance of the retrieved resources. That approach may appear improper, but ac-
tually the measures are defined without considering the document set to be evaluated,
therefore, the results do not affect the definition of evaluation measures.

A further evaluation measure often employed during the evaluation is the percentage
of important pages retrieved over the progress of the crawl. The goal is to select relevant
pages only, avoiding to spend time crawling the uninteresting regions of the Web. If the
percentage is high, the crawler is able to save its computational resources and retrieve
a good page set. Chakrabarti et al. [20] consider the average quality measures of the
retrieved pages for different time slices of the crawl. In this way, it is possible to see if
crawlers get lost during the search or if they are able to constantly keep the crawl over
the relevant documents.

The time spent for crawling and analyzing the documents is another important el-
ement to measure. A focused crawler usually collects thousands of URLs per hour. Of
course, computational resources, such as the available network bandwidth, memory and
CPU, required for the processing, affect the crawl time. Some algorithms, such as HITS,
based on the link graph, need plenty of time to draw their relevance measures, especially
for complex graphs. Focused crawlers based on these algorithms, e.g., [27, 20, 74], are
expected to reduce the rate of page downloads as the crawl goes on.

In [79] an extended analysis of the literature about focused crawling suggests a
general framework for crawler evaluation research. That framework considers impor-
tant issues, such as the choice of seed pages where the crawls start. Of course, if seed
pages are related to the topic of the crawl, the search for related pages is much easier
because of the topical locality phenomenon (see Sect.7.3.1). The framework also pro-
vides a mechanism to control the level of difficulty of the crawl task by means of the
hypertextual structure among pages.

At present, focused crawling evaluations that also include adaptivity analysis are not
available. One of the reasons could be the difficulty to measure the reaction of crawlers
to user needs refinements, or alterations of sub-sets of Web pages. How long does it take
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to adapt the crawl to a user relevance feedback and provide new interesting documents?
How many environment alterations are tolerable before the crawling performance falls
below a given threshold? Standard methodologies to assess those features, thus allowing
to compare results, are yet to be developed.

7.7 Conclusions

Focused crawling has become an interesting alternative to the current Web search tools.
It concerns the development of particular crawlers able to seek out and collect subsets
of Web pages related to given topics. Many domains may benefit from this research,
such as vertical portals and personalized search systems, which provide interesting in-
formation to communities of users. Some of the most interesting approaches have been
described, along with important hypertextual algorithms, such as HITS and PageRank.

Particular attention has been given to adaptive focused crawlers, where learning
methods are able to adapt the system behavior to a particular environment and input
parameters during the search. Evaluation results show how the whole searching process
may benefit from those techniques, enhancing the crawling performance. Adaptivity is
a must if search systems are to be personalized according to user needs, in particular if
such needs change during the human-computer interaction.

Besides new crawling strategies that take into consideration peculiar characteristics
of the Web, such as topical locality, we can expect future research to head in several
directions. Some techniques used to look into the dark matter (hidden Web), and Natural
Language Processing (NLP) analysis can help understand the content of Web pages and
identify user needs. In this way, the effectiveness of crawlers can be improved both in
terms of precision and recall.

Extending the focused crawlers’ range to consider resources available on the Se-
mantic Web is a further research topic, which will gain importance as this new technol-
ogy that allows data to be shared and reused across applications becomes more popular
in the Web community. Current prototypes of focused crawlers do not consider the
reuse of past experience - namely, what crawlers have discovered and analyzed from
past crawls - in new explorations of the Web. The chance to exploit such data in the
crawling process could help retrieving information more quickly, reducing the network
and computational resources.
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Abstract. Adaptive navigation support is a specific group of technologies that 
support user navigation in hyperspace, by adapting to the goals, preferences and 
knowledge of the individual user. These technologies, originally developed in 
the field of adaptive hypermedia, are becoming increasingly important in sev-
eral adaptive Web applications, ranging from Web-based adaptive hypermedia 
to adaptive virtual reality. This chapter provides a brief introduction to adaptive 
navigation support, reviews major adaptive navigation support technologies and 
mechanisms, and illustrates these with a range of examples. 

8.1   Introduction 

Adaptive hypermedia [9] is a research area at the crossroads of hypermedia and user 
modeling. Adaptive hypermedia systems (AHS) offer an alternative to the traditional 
“one-size-fits-all” hypermedia and Web systems by adapting to the goals, interests, 
and knowledge of individual users as they are represented in the individual user mod-
els. This chapter is focused on adaptive navigation support technologies originally 
developed in the field of adaptive hypermedia. By adaptively altering the appearance 
of links on every browsed page, using such methods as direct guidance, adaptive 
ordering, link hiding and removal, and adaptive link annotation, these technologies 
support personalized access to information. Over the last 10 years, adaptive naviga-
tion support technologies have been used in many adaptive Web systems in a range of 
application areas from e-learning to e-commerce. The evaluation of these technolo-
gies has demonstrated their ability to allow users to achieve their goals faster, reduce 
navigational overhead, and increase satisfaction [7; 18; 50; 52; 71].  

After a brief introduction to the history of adaptive navigation support, this chapter 
offers a state-of-the-art overview of adaptive navigation support. The overview is 
divided into two parts. The first part focuses on adaptation technologies and attempts 
to answer the question: What kind of adaptation effects may be useful to provide 
guidance to the users of Web hypermedia systems? The second part focuses on adap-
tation mechanisms and attempts to answer the question: How can these adaptation 
effects be produced?  Both parts are illustrated with a range of examples. The last 
section discusses the prospects of extending adaptive navigation support beyond Web 
hypermedia. 
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8.2   Adaptive Navigation Support: From Adaptive Hypermedia 
to the Adaptive Web 

Research on adaptive navigation support in hypermedia can be traced back to the 
early 1990’s. By that time, several research teams had recognized standard problems 
found in static hypertext within different application areas, and had begun to explore 
various ways to adapt the behavior of hypertext and hypermedia systems to individual 
users. A number of teams addressed problems related to navigation in hypermedia— 
such as the problem of inefficient navigation or the problem of being lost—which had 
been discovered when the field of hypertext reached relative maturity at the end of the 
1980’s [46]. Within a few years, a number of navigation support technologies were 
proposed [4; 19; 33; 52]. While the proposed technologies were relatively different, 
they shared the same core idea: within a hypertext page (node), adapt the presentation 
of links to the goals, knowledge, and preferences of the individual user. The adaptive 
navigation support technologies introduced by early adaptive hypermedia systems 
were later classified as direct guidance, sorting, hiding, annotation, and map adapta-
tion [8]. Most of these systems used adaptation mechanisms based on manual page 
indexing and provided navigation support within a closed corpus of documents. 

The Web as "hypermedia for everyone" immediately provided an attractive plat-
form for adaptive hypermedia applications. The problem of navigation support in 
Web hypermedia attracted many new researchers to the field. A good number of these 
researchers were motivated by pre-Web adaptive hypermedia and focused on explor-
ing a set of known adaptive hypermedia technologies in the new Web context. Other 
researchers suggested new techniques such as link disabling and generation [9]. Sev-
eral new adaptation mechanisms were explored including content-based and social 
mechanisms that allowed navigation support in an open corpus.  As the Web has de-
veloped, the focus of work has also moved from exploring isolated techniques using 
"lab-level" systems to developing and exploring "real world" systems for different 
application areas such as e-learning, e-commerce, and virtual museums. 

Altogether, pre-Web and Web-based AHS with adaptive navigation support ex-
plored a broad range of adaptation technologies and mechanisms in many application 
areas. The knowledge of these technologies and mechanisms and their effectiveness is 
important for the developers of future adaptive Web systems. The next two sections 
attempt to summarize this knowledge, presenting the most popular adaptation tech-
nologies and mechanisms, and pointing out relevant empirical studies. 

8.3   Adaptive Navigation Support: Adaptation Technologies 

8.3.1   Direct Guidance 

Direct guidance is the simplest technology for adaptive navigation support. Direct 
guidance suggests the "next best" node (or sometimes, several alternative nodes) for 
the user to visit according to the user's goals, knowledge, or/and other parameters that 
have been represented in the user model. On the interface level, direct guidance can 
be presented to the user in two main forms. If the link to the suggested node is already 
present on the page, it can be outlined or emphasized in some other way. For example,  
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Fig. 8.1. Direct guidance in Personal WebWatcher. The recommended link (second from the 
top) is outlined by a pair of “curious eyes” icons. Used with permission from the author [62]. 

WebWatcher [1] and Personal WebWatcher [62] indicated the recommended link(s) 
by a pair of icons showing curious eyes (Fig. 8.1). Alternatively, the system can gen-
erate a dynamic "next" link which is connected to the "next best" node.  

A known problem with direct guidance is that it provides no support for users who 
don’t wish to follow the system's suggestions. Due to this problem, although direct 
guidance was popular in the early days of adaptive hypermedia, it is now mostly re-
placed by other navigation support technologies, which will be introduced below. The 
only group of systems where this approach remains popular are adaptive educational 
hypermedia systems, especially those that have roots in Intelligent Tutoring Systems 
such as HyperTutor [67], ELM-ART [75], or InterBook [14]. In this group, direct 
guidance became the hypermedia form of the traditional curriculum sequencing 
mechanisms. Several studies reviewed in [10] demonstrated that novice users with 
poor domain knowledge have problems in dealing with alternative navigation choices 
and can be best supported by direct guidance technology. 
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8.3.2   Link Ordering 

The idea of an adaptive sorting or ordering technology is to prioritize all the links 
of a particular page according to the user model and some user-valuable criteria: the 
closer to the top, the more relevant the link is. While adaptive sorting was first in-
troduced in 1990 in the Hypadapter system [49], the most frequently referred exam-
ple of this technology is HYPERFLEX [52]. HYPERFLEX attempts to order links 
from the current page to related pages according to the user-perceived relevance of 
these pages to the current one. If the user thinks that the presented order is incor-
rect, the links can be manually reordered by dragging. Manual link reordering is 
considered by the system as a means of relevance feedback and is used to update 
the user model. If the user selects the current search goal from the list of existing 
goals (new goals can also be introduced), link ordering on every page also takes 
into account link relevance to the selected goal. Most important to the HYPERLEX 
work was not the specific adaptation technology, but rather the study of the user’s 
link ordering, which was reported in the same paper [52]. The study demonstrated 
that adaptive link ordering significantly reduces navigation time and the number of 
steps that are required to locate the information that the user is looking for. These 
results helped to attract attention to link ordering and adaptive navigation support in 
general. It should be noted, though, that time reduction is not exclusively limited to 
sorting technologies. Similar time/steps reduction was later observed for other navi-
gation support technologies, such as link hiding and annotation [18; 64] and is cur-
rently considered to be one of the most important values of adaptive navigation 
support in general. 

Despite its demonstrated effectiveness, link sorting has not become very popular, 
due to its limited applicability. As shown in Table 8.1, it can be used for non-
contextual links, but is difficult to use for an index page or a table of contents (which 
usually have a predefined order of links), and can never be used with contextual links 
or maps. Another problem with adaptive ordering is that this technology makes the 
order of links unstable: it may change each time the user enters the page. Since the 
first introduction of link sorting, several user studies have demonstrated that unstable 
order of options in menus and toolbars creates problems for at least some categories 
of users [34; 53]. As a result, this technology is presently used in only a few contexts 
where the unstable order of links creates no problem.  

One such beneficial context is adaptation of link order to long-term user character-
istics. In this context, different users may see a different order for links, but it is stable 
for each user for the whole time they are working with the system. For example, sev-
eral adaptive e-learning systems order links to the different educational resources 
available for a topic according to the relevance of these resources to the user’s learn-
ing style [55].  

Another appropriate context includes several kinds of system where all or some 
pages have an unstable set of links. Since the set of links on a page is not fixed, a 
stable order does not exist anyway. In this situation the “conceptually stable” ordering 
offered by link sorting can become an attractive solution.  Good examples of this may 
be found among adaptive news systems reviewed in Chapter 18 of this book [3] and 
collaborative resource gathering systems such as CoFIND [39] or COMTELLA [26]. 
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Adaptive news systems typically present links to recommended news articles in a 
single list or on several pages by category. This list is unstable because new articles 
are constantly added and old articles removed. In this context, it is very natural to sort 
the links according to the modeled interests of the user. This ordering is typically 
performed by content-based mechanisms.  

In collaborative resource gathering systems, users collect useful Web resources by 
adding interesting links to topics. Each topic may have a short introduction and a 
collection of links that is unstable by its nature (since resources are constantly added 
and even sometimes removed). To present these links, the cited systems use social 
mechanisms to sort topic links according to the perceived community interests. For 
similar reasons, link sorting is frequently used in combination with link generation 
(see section 8.3.6 and Fig. 8.10 for examples of this combination).  

8.3.3   Link Hiding 

The purpose of navigation support by hiding is to restrict the navigation space by 
hiding, removing, or disabling links to irrelevant pages. A page can be considered 
irrelevant for several reasons: for example, if it is not related to the user's current 
learning goal or if it presents materials which the user is not yet prepared to under-
stand. Hiding protects users from the complexity of the whole hyperspace and reduces 
their cognitive overload. Educational hypermedia systems have been the main appli-
cation area where adaptive hiding techniques have been suggested and explored. In-
deed, beginning with just a part of the whole picture then introducing other compo-
nents step by step as the student progresses through the course is a popular educa-
tional approach and adaptive hiding offers a simple way to implement this. Early 
adaptive hypermedia systems used a very simple method of hiding links—essentially 
removing the link as well as the anchor from a page. A good example is the ISIS-
Tutor educational hypermedia system [18], which shows very few links when the 
student begins to work with the system but gradually makes more and more links 
visible, reacting to the growth of the student’s knowledge of the subject. De Bra and 
Calvi [29] later called the ISIS-Tutor approach link removal and have suggested sev-
eral other variants for link hiding based on the separation of three features of a link: 
the anchor, the visible indication, and the functionality. For example, link hiding 
preserves the link anchor (hot word), but removes all visual indications that it is a link 
(i.e., blue color and underline). Link disabling removes the functionality, i.e., the 
ability of the link to take the user to the related page. Both technologies (as well as 
their combination) extend the applicability of link hiding to contextual links where the 
anchor simply can’t be removed. An example of link hiding in De Bra’s AHA! 
framework is shown on Fig. 8.2. This example is taken from their adaptive paper, 
which presented their framework [31]. A number of studies of link hiding revealed 
that it is best used as a "unidirectional" technology. While gradual link enabling as 
used in ISIS-Tutor has been acceptable and effective, the reverse approach has been 
found questionable: users become very unhappy when previously available links 
become invisible or disabled. 
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Fig. 8.2. Link hiding in AHA! framework taken from the adaptive paper [31]. The upper frag-
ment shows several links leading to other sections of the paper. On the lower fragment these 
links are hidden—the purple color indicating the presence of a link is replaced by the black 
color of the surrounding text. 

8.3.4   Link Annotation 

The idea of adaptive annotation technology is to augment the links with some form of 
annotation, which lets the user know more about the current state of the nodes behind 
the annotated links. These annotations are most often provided in the form of visual 
cues. Manuel Excel [33] introduced link annotation with different icons, ISIS-Tutor 
[17] changed the color and intensity of the anchors, and Hypadapter [49] explored 
altering anchor font sizes. The Web generation of adaptive hypermedia systems intro-
duced several kinds of verbal annotations that could be shown next to the anchor [45], 
on the browser’s status bar [14], or as a gloss that popped up when the user moused 
over a link [79]. All of these approaches to link annotation are now in use, but the 
most popular are probably icon-based annotation and mouseovers. Naturally, annota-
tion can be used with all possible forms of links. This technology preserves a stable 
order to the links, thus avoiding problems with incorrect mental maps. Annotation is 
generally a more powerful technology than hiding: hiding can distinguish only two 
states for related nodes—relevant and non-relevant—while the currently existing 
annotation applications can distinguish up to six states. For all the above reasons, 
adaptive annotation has grown into the most frequently used adaptive navigation 
support technology.  

Some of the benefits of adaptive link annotation have been explored in several 
studies. For example, an early study of the ISIS-Tutor system [18] compared three 
versions of the ISIS-Tutor: non-adaptive, adaptive annotation, and a combination of 
both adaptive hiding and annotation. The results of the study demonstrated that the 
same educational goal is achieved with either of the adaptive versions with much less 
navigational overhead than with the non-adaptive version. The overall number of 
navigation steps, the number of unforced repetitions of previously studied concepts, 
and the number of task repetitions (i.e., trials to solve a previously visited task) were 
significantly smaller for both adaptive versions.  

A popular example of adaptive annotation in Web hypermedia is ELM-ART [20], 
which was one of the first Web-based systems with adaptive navigation support. 
ELM-ART introduced the traffic light metaphor for adaptive navigation support in 
educational hypermedia. In this metaphor, a green bullet in front of a link indicates 
recommended readings, while a red bullet indicates that the student may not be able to  
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Fig. 8.3. Adaptive navigation support in ELM-ART, an electronic textbook for learning LISP. 
Adaptive annotation in the form of colored bullets (a traffic light metaphor) shows the educa-
tional state of pages behind the links. Adaptive annotation in the form of progress bars visual-
izes the student’s demonstrated level of knowledge of related concepts. 

understand the information behind the link yet. Other colors, like yellow or white, 
indicate more educational states such as the lack of new knowledge behind the 
link.This kind of annotation is produced by an indexing-based mechanism and will be 
explained in more details in section 8.4.4. In addition to link annotation, ELM-ART 
also supports direct guidance. Fig. 8.3 shows adaptive annotation in the most recent 
version of ELM-ART [75]. This version augments the traffic-light annotation (which 
indicates the educational status of a page) with progress-based annotation (which 
indicates the level of user knowledge for a LISP concept associated with this page). A 
combination of these two kinds of annotations is currently very popular in adaptive 
educational hypermedia. A study of ELM-ART [75] demonstrated that casual users 
stay longer within a system when adaptive navigation support is provided. The study 
also provided evidence that direct guidance works best for users with little previous 
knowledge while adaptive annotation is most helpful for users with a reasonable 
amount of subject knowledge. 
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8.3.5   Link Generation 

Link generation is the “newest” adaptive navigation support technology. There has 
been little need to introduce link generation in the context of pre-Web adaptive 
hypermedia with its small, well-linked, closed corpus document collections. This 
technology was introduced in several early adaptive Web systems in 1996 [14; 75; 
78] and became very popular in Web hypermedia with its abundance of resources. 
Unlike classic annotation, sorting or hiding technologies that adapt the presentation 
of pre-authored links, link generation actually creates new, non-authored links on a 
page. There are three known kinds of link generation: (1) discovering new, useful 
links between the documents and adding them permanently to the set of existing 
links; (2) generating links for similarity-based navigation between items; and (3) 
the dynamic recommendation of links that are useful within the current context to 
the current user (i.e., the current goal, knowledge, or interests, as reflected in the 
user model). The first two kinds of link generation are typically non-adaptive. We 
should mention, however, several known projects that explored creating new links 
for a group of users as a result of an analysis of group navigation patterns [5; 59; 
78] and a few attempts to develop adaptive similarity-based navigation [23]. The 
third technology is naturally adaptive, since link generation is driven by the user’s 
profile and context.  

 Since link generation is now very popular in several kinds of adaptive Web-
based systems, this section is a good place to comment on the similarities and dif-
ferences between using this technology in adaptive navigation support systems and 
the various Web recommender systems that are presented in chapters 9, 10, 11, and 
12 of this book [24; 66; 69; 70]. Recommender systems attempt to suggest a list of 
items that are relevant to the user’s short- or long-term interests. These items may 
or may not be part of a hyperspace. If they are, the recommendation can be pre-
sented as a set of generated links. Even those systems that attempt to recommend 
items in hyperspace typically do not take the current user location in hyperspace 
(context) into account, and instead offer links that should be of interest in general. 
On the other hand, navigation support systems focus on helping users to find their 
way through hyperspace by adapting links on a page. Link adaptation can take into 
account various features of the user and may take many forms as well, including, as 
a specific case, link generation adapted to the user’s interests.  In all cases, naviga-
tion support techniques provide guidance that takes into account the user’s current 
location in hyperspace. So, when guidance is provided by link generation, a naviga-
tion support system attempts to introduce additional links that may be useful in the 
current context. Since navigation support systems focus on the interface and re-
commender systems focus on the underlying technology, the difference between 
these two groups is not clear-cut. Evidently, a small class of systems that generates 
links according to the user’s interests and takes into account the user’s current loca-
tion can be classified as both a Web recommender system and an adaptive navigation 
support system. A well-known example of this is Amazon.com (http://amazon.com). 
This system recommends links to products that were considered or purchased by 
other users who viewed the current product. 
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Fig. 8.4.  Link generation and link annotation in ALICE. Follow-up links are generated in the 
bottom right frame in three groups - next possible units, necessary background units, and all 
learned units. The example on the figure doesn’t suggest next possible units since the current 
unit “Pointers in Java” is not yet ready to be learned (note that it is annotated with red color on 
the table of contents in the left frame). 

A good example of link generation adapted to user knowledge is ALICE [54], an 
electronic textbook about the Java programming language. ALICE includes 13 chap-
ters and 97 sections devoted to different Java concepts and uses link generation as the 
main navigation support approach. There are no stable links between sections; in-
stead, the links are generated dynamically according to the current user level of 
knowledge. These dynamically-generated links are added to the end of the viewed 
section in three groups—next possible units, necessary background units, and all 
learned units (Fig 8.4). The system uses a sophisticated approach to model the user’s 
knowledge of Java, which is reviewed in more detail in Chapter 1 of this book [16]. 
The evaluation of navigation support in ALICE revealed that students who follow the 
generated navigation suggestions score better on tests.  

8.3.6   Comparing and Combining the Technologies 

The link adaptation technologies reviewed above have a lot in common, since they are 
motivated by the same need, guiding the user in hyperspace. At the same time, these 
technologies are quite different in their applicability. Part of this is due to the techni-
cal applicability of each specific technology for adapting different kinds of links. 
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Hypertext links (i.e., visible and "clickable" representations of the related pages to 
which the user can navigate) can be classified in several groups (Table 8.1): 

Contextual links or "real hypertext" links. This type comprises "hotwords" in texts, 
"hot spots" in pictures, and other kinds of links, which are embedded in the context of 
the page content and cannot be removed from it. These links and the corresponding 
anchors, can be annotated or disabled, but cannot be sorted or completely hidden. 

Local non-contextual links. This type includes all kinds of links on regular hyper-
media pages, which are not embedded in the context of the page. They can appear as a 
set of buttons, a list, or a pop-up menu. These links are easy to manipulate—they can 
be sorted, removed, generated, or annotated, although disabling or hiding this kind of 
links (with the anchor preserved) makes little sense. 

Links from index and table of contents. An index or a table of contents page can be 
considered to be a special kind of page, which contains only links that are organized 
in a specific order (content order for content pages and alphabetic order for index 
pages). As a rule, links from index and content pages are non-contextual, yet these 
links can’t be sorted and application of all hiding technologies in this context has 
questionable usability. 

Links on local maps and links on global hyperspace maps. Maps usually graphi-
cally represent a hyperspace or a local area of hyperspace as a network of nodes con-
nected by arrows. Using maps, the user can directly navigate to all nodes visible on 
the map by merely clicking on a representation of the desired node. From a navigation 
point of view, these clickable representations of nodes are navigational links, while 
paradoxically, the arrows serving as a representation of links are not used for direct 
navigation. 

In brief, the analysis of technical applicability demonstrates that some technologies 
have much wider applicability than others. It is not surprising that the most universal 
technologies—annotation and generation—are also currently the most popular. How-
ever, there is also another aspect to the applicability: A range of studies of adaptive 
navigation support systems indicates that the effect of a specific technology may be 
different for different classes of users. For example, a number of studies provide evi-
dence that direct guidance is beneficial to users with a low level of domain knowl-
edge, while link annotation works best with users who are already above the starting 
level of knowledge [10]. The applicability of different technologies is important to 
consider when developing adaptive navigation support systems. 

In addition to the applicability limits, different technologies may be best suited for 
the different needs of an adaptive system. As a result, we see fewer and fewer “purist” 
systems that use exactly one of the technologies. The majority of practical systems 
use different technologies in parallel or in different parts of the system. For example, 
among the systems already mentioned above, ISIS-Tutor uses direct guidance, hiding, 
and annotation; Hypadapter uses sorting, hiding, and annotation; AHA! uses hiding 
and annotation; ALICE uses generation and annotation, and both InterBook and 
ELM-ART use direct guidance, annotation, and generation. Sometimes different 
technologies used in the same system are based on different mechanisms, but more 
frequently the same mechanism powers all adaptation technologies in a system. An 
example of using an index–based mechanism to produce direct guidance, annotation, 
and generation in InterBook is reviewed in section 8.4.4. 
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Table 8.1.  Adaptive navigatßion support technologies and their applicability. 

 Direct 
guidance 

Sorting Hiding Annotation Generation 

Contextual links OK  Disabling OK  
Non-contextual links OK OK OK OK OK 

Table of contents OK   OK  
Index OK   OK  

Hyperspace maps OK  OK OK  

8.4   Adaptation Mechanisms for Adaptive Navigation Support 

8.4.1   Simple Adaptation Mechanisms 

To make the presentation complete, we must start with simple adaptation mechanisms 
that do not require advanced adaptation algorithms and yet can be of real use in a 
range of contexts. The most popular examples are history-based and trigger-based 
mechanisms 

History-Based Mechanisms. History-based mechanisms simply count how many 
times each node in the hyperspace is accessed and attempt to represent this informa-
tion visually. The oldest example is the rendering of visited links in an alternative 
color—a feature of every Web browser since Mosaic times (and actually inherited 
from hypertext research).  Early research on adaptive navigation support attempted to 
extract more value from the stored history. For example, the MANUEL EXCEL sys-
tem [33] dynamically annotated hypertext links with three different icons (a clear, 
gray, or black magnifying lens) to express the extent to which the area of hyperspace 
behind each link had previously been visited by the user (Fig. 8.5). Experiments with 
the system provided early evidence in favor of adaptive link annotation. 

Trigger-Based Mechanisms. A trigger-based mechanism can be considered as an 
extension of a simple history-based adaptation. The idea of trigger-based adaptation is 
to connect a link with some simple event. Once this event has happened, the state of a 
binary trigger associated with a link is changed, resulting in a changed link appear-
ance. A number of Learning Management Systems such as TopClass [74] use the 
simple trigger-based mechanism to control student access to learning content. A link 
to a section with learning content can be disabled or enabled at a specified time or 
after a specific quiz is completed by the user with a score under or above a threshold.  
A combination of these triggers allows teachers to provide some amount of class-level 
and individual personalization. 

Progress-Based Mechanisms. The power of simple history-based mechanisms can 
be expanded if the adaptive system is able to track user visit to a page on a deeper 
level. For example, an information system may track time spent reading a page [63] 
or amount of page exploration (using eye-tracking or mouse tracking). Educational 
systems can measure the success of user work, e.g., a quiz that a link leads to can be 
solved partially, completely, or not yet attempted. The progress can be shown graphi-
cally next to each link to pages with educational activities helping the user to decide  



274 P. Brusilovsky 

 

 
Fig. 8.5. Annotations for topic states in MANUEL EXCEL: not seen (clear magnifying lens), 
partially seen (grey lens), and completed (black lens). 

whether to visit these pages or not. The use of information about the hypertext struc-
ture can further expand the power of progress-based adaptation. For example, in a 
hierarchically organized hyperspace, progress can be propagated up the hierarchy. 
Visual presentation of user progress for the top-level hyperspace topics provides an 
easy-to-grasp overview of the current state of work.  

An example of using a progress-based mechanism with propagation in an educa-
tional context is provided by QuizGuide [21]. This system attempts to guide stu-
dents to the most relevant self-assessment quizzes.  Quizzes are grouped into topics. 
Once a topic link is “expanded,” the links to all topic quizzes become available. 
Adaptive navigation support is provided on the topic level. The system traces cor-
rect and incorrect answers for all questions, calculating mastery levels for each 
quiz. These levels are propagated to the topic level, forming the mastery view of the 
whole topic. The icon annotating the link to the topic expresses this mastery in a 
target-arrow metaphor: the more arrows, the higher the level of mastery achieved 
for the topic (Fig. 8.6). These annotations allow students to see which topics are 
sufficiently mastered and which require additional work. The color of the target in 
QuizGuide attempts to express how important it is to attend to the topic, from the 
perspective of the class schedule. Current topics are marked by bright blue targets, 
their prerequisites by light blue targets, and other past topics by gray targets. Topics 
that are not yet introduced in class are crossed out, suggesting that the student is not 
ready to attempt them. This kind of annotation is supported by a trigger-based 
mechanism controlled by the teacher through the class schedule. The evaluation of 
progress-based navigation support in QuizGuide demonstrated that this technology  
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Fig. 8.6. Progress-based adaptive navigation support in QuizGuide. Depending on the percent-
age of correct answers to questions belonging to a topic, the icon annotating the link to the topic 
shows from zero to three arrows. 

has succeeded in guiding the user to the most appropriate quizzes (as demonstrated by 
an increased rate of correct answers). In addition, the provision of adaptive visual 
cues significantly increased user motivation to work with the system, more than dou-
bling the amount of non-mandatory work with the self-assessment quizzes that the 
students were willing to do [22]. 

8.4.2   Content-Based Mechanisms 

Content-based adaptive navigation support mechanisms make a decision whether to 
suggest the user a path to a specific page by analyzing page content. Most of these 
mechanisms process pages to obtain keyword vectors and compare them with the 
profile of user interests. Link following is treated as an expression of user interests 
and is used for updating the user profile. More information on user profiles and 
document modeling can be found in Chapters 2 and 5 of this book [44; 60].  

Content-based approaches were rarely used in pre-Web hypermedia. Interest in this 
area was attracted by the development of several pioneer systems in 1995-1996, such 
as WebWatcher [1], Letizia [58], Syskill & Webert [65], and Personal WebWatcher 
[62]. These systems influenced a number of more recent projects on both Web re-
commenders and content-based navigation support. While some of the pioneer sys-
tems with content-based navigation support were applied in the closed corpus context 
(i.e., a single Web site), others clearly demonstrated the most important innovation of 
content-based approaches: the ability to work with the open corpus Web. This idea 
was most clearly spelled out in the Letizia system, which was designed as an agent 
assisting user browsing by “running ahead” of the user, checking the content of pages 
behind the links, and suggesting the most relevant links to follow. 
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Fig. 8.7. Content-based navigation support in Syskill & Webert. Thumb icons identify pages 
that were previously rated, smiley icons point to a potentially interesting but not yet visited 
page. Used from [65] with author’s permission. 

It is probably due to this common root that a number of systems with content-based 
navigation use essentially the same decision-making mechanisms as content-based 
recommender systems. A review of these mechanisms is provided in Chapter 10 of 
this book [66]. A good example of the application of content-based recommender 
approaches in the context of navigation support is provided by the Syskill & Webert 
system [65]. Syskill & Webert attempts to learn user interests related to several topics 
while assisting user browsing. To provide relevance feedback to the system, the user 
explicitly rates encountered pages as hot, cold, or lukewarm. User ratings along with 
page representations as a bag-of-words are used to build a profile of user interests on 
different topics. As soon as the topic profile is discovered, the system starts suggest-
ing interesting links on the current page by pre-fetching pages behind the links and 
classifying them according to the profile. Navigation support is provided by link an-
notation, i.e., links annotated with icons. Several different icons allow the user to 
differentiate previously rated pages and new, potentially interesting pages (Fig. 8.7). 
The prefetching-classification-annotation approach suggested in Syskill & Webert is 
straightforward, powerful, and universal. It could be used to recommend links on any 
page, whether a regular hypertext page with embedded links, a generated page with 
recommended links, or a page with links returned by a search engine in response to a 
query. Syskill & Webert demonstrated this flexibility by providing link annotation on 
a page generated by the Lycos search engine. 

An example of content-based navigation support that differs from Syskill & We-
bert in several aspects is ScentTrails [64]. To start with, this system adapts to the 
user’s search goal (formulated as a query), not to user interests. While this system 
also applies link annotations, it uses font size, not icons, in order to express more 
levels, when judging the relevancy of the path started by this link to the user goal 
(Fig. 8.8). However, most importantly, ScentTrails demonstrates the ability to look 
more than one step ahead when guiding users in hyperspace. The size of the link 
font shows the cumulative relevance of a whole region of hyperspace behind this 
link, i.e., a larger link font may indicate that the relevant page is not directly behind  
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Fig. 8.8. Content-based navigation support in ScentTrails. The size of the link font indicates 
how relevant the region of hyperspace behind this link is to the user’s search goal. Used from 
[64] with the author’s permission. 

the link, but several steps ahead, on the path started by this link. The system is able 
to generate this advanced level of guidance by taking into account not only page 
content but also links between pages. The mechanism used in ScentTrails is based on 
the idea of an information scent. The simple scent of a page is its relevance to the user 
goal (a query) that is calculated using traditional information retrieval techniques. The 
full scent of pages in a connected set is calculated by propagating simple scents along 
the links. The assumption is that scent emanates equally from a page along each of its 
links, but decreases on each iteration. Potentially, this approach can work in the open 
corpus context by calculating information scent on the fly, but it is very time consum-
ing due to the large number of pages that have to be processed. To keep response time 
small, the authors suggested a scent-calculating approach that is based on a relevance 
matrix recursively computed in advance. This effectively restricted the scope of this 
approach to a closed corpus context, such as a Web site. The evaluation of ScentTrails 
demonstrated that a full-scent version of the system allowed the user to achieve their 
goal significantly faster and with a much higher rate of success. 
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8.4.3   Social Mechanisms 

Social mechanisms are based on the idea of social navigation, which capitalizes on 
the natural tendency of people to follow the direct and indirect cues of the activities of 
others, e.g., going to a restaurant that seems to draw many customers, or asking others 
what movies to watch. Social navigation in information space was originally intro-
duced by Dourish and Chalmers as “moving towards clusters of people” or “selecting 
subjects because others have examined them” [38]. Social navigation support can be 
offered in a direct or indirect form. Direct social navigation means the direct interac-
tion of users with each other in an information space. Indirect social navigation traces 
the activities of the community of users in the information space to guide new users in 
the system. 

A typical approach to implement direct social navigation in hyperspace is to anno-
tate links to pages that are currently being visited by other users with special icons. 
Several projects suggested technical solutions on how to augment links with this in-
formation [2]. Once visiting the same page, the users can typically communicate with 
each other. An elaborate implementation of this approach, using link annotation on a 
document map, was implemented in the EDUCO system [56]. 

Systems with indirect social navigation are typically classified into two groups: 
history-enriched environments and collaborative filtering systems [36]. History-
enriched environments provide support for navigating through an information space by 
making the aggregated or individual action of others visible. This form is predominantly 
used by social navigation support mechanisms. The term history-rich information space 
was introduced by Wexelblat and Maes who implement this concept in their Footprints 
system [77], which visualizes usage paths throughout a web site. With the Footprints 
system, new users can see the popularity of each link on the current page and make 
navigation decisions. This approach is based on counting user passage through a link or 
user visits to a page and is known as a footprint-based approach. It was later imple-
mented in several other systems such as CoWeb [37] and the first version of Knowledge 
Sea II [11]. A more recent version of the Knowledge Sea II system [40; 41] extended 
the footprint-based approach and explored annotation-based social navigation support. 
The extended version of the footprint-based approach takes into account time spent 
reading each page in order to scale footprints left by incomplete and accidental page 
visits and to obtain more reliable evidence of this page’s relevance to the community of 
users [40]. Annotation-based social navigation support creates a history-rich environ-
ment by visualizing page annotations made by a community of users. This system is 
presented in more detail in Chapter 22 of this book [15]. 

Collaborative filtering is a technique for providing recommendation based on ear-
lier expressed preferences or the interests of similar users. Collaborative filtering 
mechanisms are frequently powered by explicit user ratings, although recent systems 
have explored the use of implicit interest indicators [28]. While collaborative filtering 
mechanisms are mostly used in collaborative Web recommender systems reviewed in 
Chapter 9 of this book [69], a few of systems used it for providing social navigation 
support. A straightforward example of navigation support based on community rat-
ings is provided by collaborative resource gathering systems such as CoFIND [39] or 
COMTELLA [26], which were reviewed in section 8.3.2 above. A more elaborate 
example is shown by the CourseAgent system [42].  
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Fig. 8.9. Social navigation support in the schedule view of the CourseAgent system. Thumbs-
up icons express the predicted usefulness of the course for the student. Darker background 
colors (blue and gold) indicate previously taken or planned courses. 

CourseAgent attempts to recommend relevant courses to graduate students in Infor-
mation Science taking into account the ratings of users who already took these 
courses. To make recommendations more reliable, the system uses a taxonomy of 
career goals. Every user is expected to select several career goals. Every course is 
rated independently in regard to each career goal of the rater. To predict the useful-
ness of a course for a student with a specific set of career goals, the system integrates 
existing ratings of this course in regard to these career goals. Course ratings are pre-
sented to students through link annotation. Wherever a link to a useful course is 
shown in the system (i.e., in a course schedule for the current semester or in a course 
catalog), it is augmented with thumb-up icons. The number of icons (one to three) 
expresses the predicted usefulness of the course (Fig. 8.9). The system also applies 
simple history-based navigation support, using special background colors to mark 
previously taken (gold) or planned (blue) courses.  

8.4.4  Indexing-Based Mechanisms 

Indexing-based mechanisms are the most popular and powerful mechanisms for pro-
viding adaptive navigation support in adaptive hypermedia. The idea of the indexing-
based approach is similar to that of the content-based approach: represent some in-
formation about each page that can be matched to the user model and used to make a 
decision about whether and how to provide guidance. The difference between these 
two appoaches come from the representation. Content-based mechanisms use auto-
matically-produced word-level document representations (presented in Chapter 5 of 
this book [60]) and similar user profiles (presented in Chapter 2 of this book [44]). 
Indexing-based mechanisms use manually-produced concept-level document repre-
sentation and concept-level overlay models (presented in Chapter 1 of this book [16]). 
Concept-level representation is more powerful and precise, but due to involved man-
ual processing it is rather expensive, which limits the application of indexing-based 
mechanisms to the closed corpus context. 

The concept-level page representation is produced by expressing the content of 
each page in terms of external concept-level models. It means that each page is con-
nected (associated) to one or more concepts that describe some aspect of this page. 
This process is known as indexing, because specifying a set of underlying concepts 
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for every page is similar to indexing a page with a set of keywords. To provide a 
match between page indexing and user models, the same external model must be used 
for both building an overlay user model and page indexing. In the majority of adap-
tive hypermedia systems, the external model used for indexing is simply a concept-
level domain model introduced in Chapter 1 of this book [16]. However, a number of 
systems use different kinds of models for indexing, such as a hierarchy of tasks, a 
taxonomy of learning styles, etc. These models are reviewed as generalized models in 
Chapter 1 of this book [16]. Since the aspects of page representation by indexing are 
not covered anywhere else in this book, the following subsections provide a brief review 
of these indexing approaches.  For simplicity, this section refers to the elements of the 
external models as concepts regardless of their nature. Following this review, we pre-
sent an example of using the indexing-based approach in the InterBook system. 

Classification of Indexing Approaches. There are three attributes that are important 
to distinguish different indexing approaches, from the adaptive navigation support 
perspective: cardinality, expressive power, and navigation. 

From the cardinality aspect, there are essentially only two different cases: single-
concept indexing, where each page is related to one and only one external model 
concept; and multi-concept indexing, where each page can be related to many con-
cepts. Single-concept indexing (categorization) is simpler and more intuitive for the 
authors. Multi-concept indexing is more powerful, but it makes the system more 
complex and requires more elaborate external models. In many cases, the choice of 
single or multi-concept indexing is a design decision for the authors of the system. To 
provide some simple navigation support functionalities the authors can use or build a 
coarse-grain model and use single-concept indexing. To provide more elaborate adap-
tations, they may need a finer-grained model and apply multi-concept indexing. 

The Navigation aspect is important when distinguishing between cases where the 
link between a concept and a page exists only on a conceptual level (used only by 
internal adaptation mechanisms of the system) from cases where each link also de-
fines a navigation path.  

Expressive power concerns the amount of information that the authors can associ-
ate with every link between a concept and a page. Of course, the most important in-
formation is the very presence of the link. This case could be called flat indexing and 
is used in the majority of existing systems. Still, some systems with a large hyper-
space and advanced adaptation techniques may want to associate more information 
with every link by using roles and/or weights. Assigning a role to a link helps distin-
guish several kinds of connections between concepts and pages. For example, some 
systems want to distinguish whether a page provides an introduction, a core explana-
tion or a summary of a concept. Other systems use prerequisite role to mark the case 
when the concept is not presented on a page, but instead, the page is a required pre-
requisite for understanding the concept [14]. A case for a more elaborate indexing 
with multiple roles can be found in [12]. Another way to increase the expressive 
power of the indexing is to specify the weight of the link between a concept and a 
page. The weight may specify, for example, the percentage of knowledge about a 
concept presented on this page [30; 68].  

Existing AH systems suggest various ways of indexing that differ in all the aspects 
listed above. However, for simplicity, all this variety can be described in terms of two 
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basic approaches that are described in the remaining part of this section. Systems 
using the same indexing approach have a similar hyperspace structure and share spe-
cific adaptation techniques that are based on this structure. Thus the indexing ap-
proach selected by developers to a large extent defines the navigation support func-
tionality of the system. 

Concept-Based Hyperspace. The simplest approach to organizing connections be-
tween external models and hyperspace pages is known as concept-based hyperspace. 
This approach is naturally appearing in any system that uses single-concept indexing. 
It is useful to distinguish simple and enhanced concept-based hyperspace. Simple 
concept-based hyperspace is used in systems that have exactly one page for every 
concept. With this approach, the hyperspace is built as an exact replica of the external 
model. Each concept of the external model is represented by exactly one node of the 
hyperspace, while the semantic links between the concepts constitute main paths 
between hyperspace nodes [17; 19; 49]. The simple concept based approach was quite 
popular among early educational AH systems that have their roots in the ITS field. 
For these systems the concept-based hyperspace was simply the easiest and the most 
natural way to produce a well-structured hyperspace. Currently it is rarely used in AH 
systems in its pure form because it requires each page of the hyperspace to be devoted 
to exactly one concept. It is very appropriate for developing encyclopedically struc-
tured hyperspaces such as encyclopedias [6; 61] or glossaries [14], but too restrictive 
for other cases. 

With an enhanced concept-based hyperspace design approach, each concept has a 
corresponding “hub” page in the hyperspace. The concept hub page is connected by 
links to all pages categorized with this concept. For example, news articles can be 
classified by category and presented on a dedicated category page; Web links can be 
assembled under Web directory categories. The links can be typed or weighted [68]. 
This approach is typical for adaptive e-learning systems with rich content. In this 
context, a variety of educational resources can be used to present different aspects of 
the same topic in different ways. Each page (resource) can be typed with the kind of 
material (video, audio, text, etc) and this typing is used for both presenting and adap-
tive ordering of links. With the enhanced concept-based approach users can navigate 
between concept pages along links that connect concepts in external models and from 
concept pages to the pages categorized under the concept. This approach was used for 
creating relatively large hyperspaces with quite straightforward structure and mean-
ingful adaptation techniques. 

The concept-based hyperspace design approach sets strong requirements to the ex-
ternal model. It always requires a model with established links between concepts 
(preferably, several types of links) that will be used to establish hyperlinks. Another 
restriction is that this approach can hardly be used "post-hoc" to turn an existing tradi-
tional hypermedia system into an AH system. It has to be used from the early steps of 
a hypermedia system design [76]. However, this approach is quite powerful and pro-
vides excellent opportunities for adaptation. With concept-based approach, the system 
knows exactly the type and content of each page and the type of each link. This 
knowledge can be used by various adaptive navigation support techniques. Annota-
tion is the most popular technology here. For example, ISIS-Tutor [17], ELM-ART 
[75], InterBook [14] use different kinds of link annotation to show the current educa-
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tional state of the concept (not known, known, well known). ISIS-Tutor, ELM-ART, 
and a number of other systems use annotation to show that a concept page is not 
ready to be learned (i.e., its prerequisite concepts are not learned yet). Hiding tech-
nology can be used to hide links to concept pages that are not relevant to the user 
knowledge or interests. For example, links to news categories that the user wants to 
ignore, links to concepts that do not belong to the current educational goal [17] or 
with not yet learned prerequisite concepts [17; 43].  

Note that the concept-based hyperspace is just one of the possible design ap-
proaches for AHS with single concept indexing. There are a few known systems, 
especially among early AHS [67] with single concept indexing but without concept-
based navigation. The concept-based hyperspace in these systems is not formed since 
concepts have no external hyperspace representation and/or links between concepts 
and pages are purely conceptual and not used for hyperspace navigation. However, 
once discovered, the concept-based hyperspace approach became most popular in 
systems with single-concept indexing. 

Page Indexing. Page indexing is the standard design approach for systems with 
multi-concept indexing. With this approach, the hypermedia page is indexed with 
several external model concepts. In other words, links are created between a page 
and each concept that describes the page. The simplest indexing approach is flat, 
content-based indexing when a concept is included in a page index if it expresses 
some aspect of page content. For example, the content is relevant to a specific task 
(a concept in a taxonomy of tasks) [73] or it presents knowledge designated by a 
specific domain concept [17; 47; 57]. A more general but less often used way to 
index the pages is to add the role for each concept in the page index (role-based 
indexing) as was discussed above. 

Page indexing can be applied even to vector external models that have no links be-
tween concepts [32; 57]. At the same time, indexing is a very powerful mechanism, 
because it provides the system with knowledge about the content of its pages. With 
content-based indexing, the system knows quite reliably what each page is about. This 
knowledge can be used in multiple ways by various navigation support techniques.  

Concept-Based Navigation. An interesting combination of concept-based hyper-
space and page indexing known as concept-based navigation was introduced in Inter-
Book [14]. This approach merges a hyperspace of multi-concept-indexed pages and a 
hyperspace of concepts. Each concept used to index hyperspace pages becomes a 
node in the hyperspace and a navigation hub. Every link between a page and the con-
cept established during indexing becomes visible as a two-way navigational link be-
tween this page and the hub page of the concept. Thus, from any content page, users 
can navigate to hubs of all concepts used to index this page. Vice versa, the concept 
hub page provides links to all content pages indexed with this concept. This approach 
creates rich navigation opportunities. A user can start from a content page, move to 
one of the related concepts and then move to another page connected to the same 
concept. Concept hubs are used here as bridges for navigation to concept-related 
pages that have no direct hypertext links. A similar tag-based navigation approach is 
now popular in collaborative tagging systems, in order to navigate from one resource 
to another resource through tags. 
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The Indexing-Based Mechanism in InterBook. The InterBook system [18], the first 
authoring platform for Web-based adaptive hypermedia, refined the ideas of the adap-
tive electronic textbook introduced by ELM-ART (see section 8.3.4). A document 
collection in InterBook was formed by grouping several hierarchically structured 
textbooks into bookshelves. The books on the same shelf shared the same domain 
model. This domain model was used to create an overlay model of user knowledge 
(see Chapter 1 of this book [16])and to index each section of each book on the shelf. 
Connections between pages and concepts were typed: a concept served either as a pre-
requisite of a page or as an outcome. Following the concept-based navigation approach, 
each domain model concept was represented in the hyperspace as a glossary page that 
contained a brief description of the concept and links to all pages indexed by this con-
cept. To complete concept-based navigation, every book page included a sidebar with 
links to all concepts used to index this page. In both contexts, the links were grouped by 
type, i.e., prerequisite and outcome links were not intermixed (Fig. 8.10). 

InterBook offered several kinds of navigation support. The most important was 
link annotation, using the traffic light metaphor for adaptive navigation support in 
educational hypermedia (Fig. 8.10). Propagated by ELM-ART and InterBook, this 
metaphor has later been used in numerous adaptive educational hypermedia systems, 
including AST [72], KBS-HyperBook [48], and SIGUE [25]. The traffic-light annota-
tion was produced taking into account the current model of user knowledge and the 
type of links between pages and concepts. A page with all outcome concepts already 
learned was marked with a white bullet. A page with at least some outcome concepts 
not learned, but with all prerequisite concepts learned was marked with a green “go” 
bullet. A page with at least one prerequisite concept not yet learned was marked with 
a red “stop” bullet. Regardless of the type of annotation, all links were functional; 
there was no hiding, removing or disabling. Surprisingly, the study recorded that 
some percentage of users most frequently chose the red link. However, it harmed their 
performance on tests [13]. In addition, concepts links on the concept bar were anno-
tated with checkmarks of several difference sizes, where each size corresponded to a 
specific knowledge level. This feature allowed the users to see immediately which 
new concepts are introduced on a page and which unknown prerequisite concepts 
made this page hard to understand.  

For users who have troubles selecting a link, the system offered direct guidance using 
a “teach me” button. The sequencing algorithm was simple: the system selected the 
most sequentially close green link. Finally, the system included link generation to an-
swer help requests. The idea of providing help was to assemble a list of links to pages 
that could be useful for understanding the current not-ready-to-be-learned page. To 
assemble this list, the system collected all pages that might be useful for teaching the 
missing prerequisite concepts of the current page and ordered them adaptively, accord-
ing to a polynomial “usefulness” measure. The measure took into account how many 
goal concepts were introduced on a page (the more, the better), how many non-goal 
concepts (the fewer, the better), and what the page’s current state was (green is better 
than red). In addition to adaptive ordering, all links were also annotated (Fig. 8.10).  

Altogether, InterBook produced several kinds of navigation support using the same 
concept-level models for the user and the documents. A study of InterBook demon-
strated that adaptive navigation support encourages non-sequential navigation and helps 
users who follow the system's guidance achieve a better level of knowledge [13]. 
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Fig. 8.10. Adaptive Navigation support in InterBook. Icons using the traffic light metaphor 
annotate links to book pages. Checkmarks annotate links to glossary items. By user “help” 
request, links to pages that can help the student to understand the current page were adaptively 
generated, ordered, and annotated (lower left window). 

8.5  Beyond Hypermedia: Adaptive Navigation Support for Virtual 
Environments 

Adaptive navigation support techniques have demonstrated their ability to help indi-
vidual users of hypermedia and Web systems. A review of adaptation techniques and 
mechanisms provided in this chapter could possibly serve as a collection of useful 
recipes for future developers of Web hypermedia systems who are interested in pro-
viding personalized assistance to users. However, a hyperspace of connected pages—
which is the context of existing AH technologies—is not the only kind of "virtual 
space" that is available for Internet users. Even in the early days of the Internet, a lot 
of people were navigating in text-based virtual environments, now called MUDs and 
MOOs (http://www.moo.mud.org/moo-faq/) that are currently still accessible over the 
Web. More recently, Web-based virtual reality has become an alternative type of 
virtual environment for browsing and exploration on the Web. While MUD/MOO, 
hypermedia, and the 3D virtual environments are quite different in their nature, all 
these environments are targeted for user-driven navigation and exploration. As a re-
sult, in all these contexts, users can benefit from the navigation support provided by 
an adaptive system. We believe that the theories behind adaptive navigation support 
go beyond the scope of hypermedia, although a different set of technologies may be 
required to provide support in these different contexts. 
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A pioneer attempt to develop navigation support in the MOO context, using social 
navigation mechanisms was done by Dieberger [35] in his system Juggler. While 
Juggler’s concept of employing history-rich environments has been explored before, 
Juggler suggested a unique implementation of this idea adapted to the narrative, text-
based information presentation context of MOO. A number of more recent projects 
explored the use of navigation support in the context of Web virtual reality. For exam-
ple, [51] attempted to develop virtual reality analogs to direct guidance and link annota-
tion. A review of work in this direction is presented in Chapter 14 of this book [27]. 
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Abstract.  One of the potent personalization technologies powering the adap-
tive web is collaborative filtering. Collaborative filtering (CF) is the process of 
filtering or evaluating items through the opinions of other people. CF technol-
ogy brings together the opinions of large interconnected communities on the 
web, supporting filtering of substantial quantities of data. In this chapter we in-
troduce the core concepts of collaborative filtering, its primary uses for users of 
the adaptive web, the theory and practice of CF algorithms, and design deci-
sions regarding rating systems and acquisition of ratings.  We also discuss how 
to evaluate CF systems, and the evolution of rich interaction interfaces. We 
close the chapter with discussions of the challenges of privacy particular to a 
CF recommendation service and important open research questions in the field. 

9.1  Introduction 

Collaborative Filtering is the process of filtering or evaluating items using the opin-
ions of other people. While the term collaborative filtering (CF) has only been around 
for a little more than a decade, CF takes its roots from something humans have been 
doing for centuries - sharing opinions with others.  

For years, people have stood over the back fence or in the office break room and 
discussed books they have read, restaurants they have tried, and movies they have 
seen – then used these discussions to form opinions. For example, when enough of 
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Amy’s colleagues say they liked the latest release from Hollywood, she might decide 
that she also should see it. Similarly, if many of them found it a disaster, she might 
decide to spend her money elsewhere. Better yet, Amy might observe that Matt rec-
ommends the types of films that she finds enjoyable, Paul has a history of recom-
mending films that she despises, and Margaret just seems to recommend everything. 
Over time, she learns whose opinions she should listen to and how these opinions can 
be applied to help her determine the quality of an item. 

Computers and the web allow us to advance beyond simple word-of-mouth. In-
stead of limiting ourselves to tens or hundreds of individuals the Internet allows us to 
consider the opinions of thousands. The speed of computers allows us to process these 
opinions in real time and determine not only what a much larger community thinks of 
an item, but also develop a truly personalized view of that item using the opinions 
most appropriate for a given user or group of users. 

      
Fig. 1. MovieLens uses collaborative filtering to predict that this user is likely to rate the movie 
“Holes” 4 out of 5 stars. 

9.1.1  Core Concepts 

While this chapter considers a variety of CF systems, we introduce the topic through 
MovieLens1. MovieLens is a collaborative filtering system for movies. A user of 
MovieLens rates movies using 1 to 5 stars, where 1 is “Awful” and 5 is “Must See”. 
MovieLens then uses the ratings of the community to recommend other movies that 
user might be interested in (Fig. 1), predict what that user might rate a movie, or per-
form other tasks.  

To be more formal, a rating consists of the association of two things – user and 
item – often by means of some value. One way to visualize ratings is as a matrix 
                                                           
1  http://www.movielens.org/ 
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(Table 1). Without loss of generality, a ratings matrix consists of a table where each 
row represents a user, each column represents a specific movie, and the number at the 
intersection of a row and a column represents the user’s rating value. The absence of a 
rating score at this intersection indicates that user has not yet rated the item. 

Table 1. A MovieLens ratings matrix. Amy rated the movie Sideways a 5. Matt has not seen 
The Matrix 

 
The Matrix 

Speed Sideways Brokeback 
Mountain 

Amy 1 2 5  
Matt  3 5 4 
Paul 5 5 2 1 
Cliff 5 5 5 5 

 

The term user refers to any individual who provides ratings to a system. Most often, 
we use this term to refer to the people using a system to receive information (e.g., 
recommendations) although it also refers to those who provided the data (ratings) 
used in generating this information. 

Collaborative filtering systems produce predictions or recommendations for a 
given user and one or more items. Items can consist of anything for which a human 
can provide a rating, such as art, books, CDs, journal articles, or vacation destinations. 

Ratings in a collaborative filtering system can take on a variety of forms.  

• Scalar ratings can consist of either numerical ratings, such as the 1-5 stars provided 
in MovieLens or ordinal ratings such as strongly agree, agree, neutral, disagree, 
strongly disagree. 

• Binary ratings model choices between agree/disagree or good/bad. 
• Unary ratings can indicate that a user has observed or purchased an item, or other-

wise rated the item positively. The absence of a rating indicates that we have no in-
formation relating the user to the item (perhaps they purchased the item somewhere 
else). 

Ratings may be gathered through explicit means, implicit means, or both. Explicit 
ratings are those where a user is asked to provide an opinion on an item. Implicit 
ratings are those inferred from a user’s actions. For example, a user who visits a 
product page perhaps has some interest in that product while a user who subsequently 
purchases the product may have a much stronger interest in that product. The issues of 
design decisions and tradeoffs regarding collection of different types of ratings are 
discussed in section 9.4. 

9.1.2  The Beginning of Collaborative Filtering 

As a formal area of research, collaborative filtering got its start as a means to handle 
the shifting nature of text repositories.  As content bases grew from mostly "official" 
content, such as libraries and corporate document sets, to "informal" content such as 
discussion lists and e-mail archives, the challenge of finding quality items shifted as 
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well. Pure content-based techniques were often inadequate at helping users find the 
documents they wanted. Keyword-based representations could do an adequate job of 
describing the content of documents, but could do little to help users understand the 
application of the keywords or the quality of those documents. Hence, a keyword 
search for “Chicago Rocks” might yield not only scholarly articles by the Chicago 
Rocks and Minerals Society but also the “shallower” posting to a music bulletin board 
regarding one visitor’s opinion of the 1970s rock band.    

In the early 1990s there seemed to be two possible solutions to this new challenge:  

1. wait for improvements in artificial intelligence that would allow better automated 
classification of documents, or  

2. bring human judgment into the loop.  

While the challenges of automated classification have yet to be overcome, human 
judgment has proved valuable and relatively easy to incorporate into semi-automated 
systems2.  

The Tapestry system, developed at Xerox PARC, took the first step in this direc-
tion by incorporating user actions and opinions into a message database and search 
system [19]. Tapestry stored the contents of messages, along with metadata about 
authors, readers, and responders. It also allowed any user to store annotations about 
messages, such as "useful survey" or "Phil should see this!" Tapestry users could form 
queries that combined basic textual information (e.g. contains the phrase "recom-
mender systems") with semantic metadata queries (e.g. written by John OR replied to 
by Joe) and annotation queries (e.g. marked as "excellent" by Chris). This model has 
become known as pull-active collaborative filtering, because it is the responsibility of 
the user who desires recommendations to actively pull the recommendations out of 
the database.  

Soon after the emergence of Tapestry, other researchers began to recognize the po-
tential for exploiting the human "information hubs" that seem to naturally occur 
within organizations. Maltz and Ehrlich [42] developed a push-active collaborative 
filtering recommender system that made it easy for a person reading a document to 
push that document on to others in the organization who should see it. This type of 
push-recommender role has become popular, with many people today serving as "joke 
hubs" who receive jokes from all over and forward them to those they believe would 
appreciate them (though often with far less discriminating thought than was envi-
sioned).  

A limitation of active collaborative filtering systems is that they require a commu-
nity of people who know each other. Pull-active systems require that the user know 
whose opinions to trust; push-active systems require that the user know to whom 
particular content may be interesting. Automated collaborative filtering (ACF) sys-
tems relieve users of this burden by using a database of historical user opinions to 
automatically match each individual to others with similar opinions.  

The early ACF systems included GroupLens [51,34] in the domain of Usenet 
newsgroup articles, Ringo [57] in the domain of music and musical artists, and Bell-
core’s Video Recommender [27] in the domain of movies.  While a more formal dis-
                                                           
2  For a slightly more broad discussion on the differences between collaborative filtering and 

content filtering, see Section 9.2.4 of this chapter. 
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cussion of recommendation algorithms follows in section 9.3, each of these systems 
follow a process of gathering ratings from users, computing the correlations between 
pairs of users to identify a user’s “neighbors” in taste space, and combining the rat-
ings of those neighbors to make recommendations. GroupLens used a very explicit 
interface where ratings of Usenet newsgroup articles were entered manually by key-
stroke or button, and ratings were displayed numerically or graphically (Fig. 2).  Tak-
ing this a step further, both Ringo and Video Recommender were accessible through 
the web and email and provided simple features for community interaction.  

 
Fig. 2. A modified Xrn news reader.  The GroupLens project added article predictions (lines of 
0-9 #s on the top right) and article rating buttons (bottom) 

9.1.3  Collaborative Filtering and the Adaptive Web 

These early collaborative filtering systems were designed to explicitly provide users 
with information about items.  That is, users visited a website for the purpose of re-
ceiving recommendations from the CF system.  Later, websites began to use CF sys-
tems behind the scenes to adapt their content to users, such as choosing which news 
articles a website should be presenting prominently to a user.  
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Providers of information on the web must deal with limited user attention and lim-
ited screen space. Collaborative filtering can predict what information users are likely 
to want to see, enabling providers to select subsets of information to display in the 
limited screen space. By placing that information prominently, it enables the user to 
maximize their limited attention. In this way, collaborative filtering enables the web 
to adapt to each individual user’s needs. 

The remainder of this chapter will discuss collaborative filtering in more depth by 
considering: 

• The tasks for which users might use a CF system, things a CF system is good at, 
and the kinds of domains for which CF is appropriate (Section 9.2) 

• Algorithms that CF systems employ (Section 9.3) 
• How types of ratings in a CF system affect design choices (Section 9.4) 
• How to evaluate and compare recommenders (Section 9.5) 
• Trends in the development of more interactive and explicitly social interfaces (Sec-

tion 9.6)  
• The challenges to privacy and trust within CF systems (Section 9.7) 
• Open questions in the continuing development of CF systems (Section 9.8) 

9.2  Uses for Collaborative Filtering 

Thus far, we have only briefly introduced collaborative filtering systems.  However, 
we may have still left readers asking the question “for what purposes is CF appropri-
ate?”  In this section we consider this question by exploring user tasks that CF sup-
ports, then the services that CF systems provide, and finally, contrasting CF with 
content filtering, a technique that supports many of the same tasks, but using different 
technology. Throughout, we explore both well-understood technologies, and thought-
provoking proposals that are not as well understood. 

9.2.1  User Tasks 

Designers of web services should carefully identify the possible tasks users may wish 
to accomplish with their site as different tasks may require different design decisions. 
From a marketing perspective, this is the value added by the CF system. In this sec-
tion, we consider user tasks for which collaborative filtering is useful.  

Tasks for which people use collaborative filtering that have been studied include: 

1. Help me find new items I might like. In a world of information overload, I cannot 
evaluate all things. Present a few for me to choose from. This has been applied 
most commonly to consumer items (music, books, movies), but may also be ap-
plied to research papers, web pages, or other ratable items.  

2. Advise me on a particular item. I have a particular item in mind; does the commu-
nity know whether it is good or bad?   

3. Help me find a user (or some users) I might like. Sometimes, knowing who to 
focus on is as important as knowing what to focus on.  This might help with form-
ing discussion groups [39], matchmaking, or connecting users so that they can ex-
change recommendations socially.  



 9  Collaborative Filtering Recommender Systems 297 

4. Help our group find something new that we might like. CF can help groups of people 
find items that maximize value to group as a whole [46].  For example, a couple 
that wishes to see a movie together or a research group that wishes to read an ap-
propriate paper. 

5. Help me find a mixture of “new” and “old” items. I might wish a “balanced diet” 
of restaurants, including ones I have eaten in previously; or, I might wish to go to a 
restaurant with a group of people, even if some have already been there; or, I might 
wish to purchase some groceries that are appropriate for my shopping cart, even if 
I have already bought them before. 

6. Help me with tasks that are specific to this domain. For example, a research paper 
recommender [60] might also wish to support tasks such as “recommend papers 
that my paper should cite” and “recommend papers that should cite my paper.”  
Similarly, a recommender for a movie and a restaurant might be designed to dis-
tinguish between recommendations for a first date versus a guys’ night out.  Re-
commenders for some domain-specific tasks have been explored; many have not. 
To date, much research has focused on more abstract tasks (like “find new 
items”) while not probing deeply into the underlying user goals (like “find a 
movie for a first date”). 

9.2.2  Collaborative Filtering System Functionality 

There are also broad abstract families of tasks that CF systems support. It is no acci-
dent that this system functionality is related to the user tasks of the previous section. 
Ideally, the system would support all user tasks, although mapping a real application 
to the functionality of an actual CF system can be challenging. In any case, here are 
the broad families of common CF system functionality: 

1. Recommend items. Show a list of items to a user, in order of how useful they might 
be. Often this is described as predicting what the user would rate the item, then 
ranking the items by this predicted rating. However, some successful recommenda-
tion algorithms do not compute predicted rating values at all. For example, Ama-
zon’s recommendation algorithm aggregates items similar to a user’s purchases 
and ratings without ever computing a predicted rating [38]. Instead of displaying a 
personalized predicted rating, their user interface displays the average customer 
rating. As a result, the recommendation list may appear out of order with respect to 
the displayed average rating value. In many applications, picking the top few items 
well is crucial; producing predicted values is secondary. 

2. Predict for a given item. Given a particular item, calculate its predicted rating. 
Note that prediction can be more demanding than recommendation. To recommend 
items, a system only needs to be prepared to offer a few alternatives, but not all. 
Some algorithms take advantage of this to be more scalable by saving memory and 
computation time [38, 52]. To provide predictions for a particular item, a system 
must be prepared to say something about any requested item, even rarely rated 
ones. How does a system decide how a particular user would rate a requested item 
if very few users – let alone users similar to the particular user – have rated the 
item?  Personalized predictions may be challenging, if not impossible.   
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3. Constrained recommendations: Recommend from a set of items. Given a particular 
set or a constraint that gives a set of items, recommend from within that set. For 
example:  

“Consider the following scenario. Mary's 8-year-old nephew is visiting 
for the weekend, and she would like to take him to the movies. She 
would like a comedy or family movie rated no "higher" than PG-13. 
She would prefer that the movie contain no sex, violence or offensive 
language, last less than two hours and, if possible, show at a theater in 
her neighborhood. Finally, she would like to select a movie that she 
herself might enjoy.” [55] 

Schafer et al. [55] propose a “meta-recommendation system” that generates rec-
ommendations from a blending of multiple recommendation sources.   Users define 
preferences and requirements through a web form that restricts the set of potential 
candidate items.  Recommendations are based on a ranking of how well the items 
within this set match the provided preferences.   Adomavicius et al. [1] call this 
“flexibility,” and propose a SQL-like language as a desired extension in a “next-
generation” recommendation system.  Such a system might accept queries such as 
“RECOMMEND Movie TO User BASED ON Rating FROM MovieRecommender 
WHERE Movie.Length < 120 AND Movie.Rating < 3 AND User.City = 
Movie.Location.”   Similar techniques are discussed in Chapter 11 of this book [58]. 

9.2.3  Properties of Domains Suitable for Collaborative Filtering 

One might simply take a user application, implement it with a CF system, and hope it 
will work. However, CF is better known to be effective in domains with certain prop-
erties. It seems useful to acquaint ourselves with them, and consider whether the user 
application is a good fit. We group these properties below into data distribution, un-
derlying meaning, and data persistence. 

Note that with special consideration, CF can be successfully applied in domains that 
do not have some of the properties below. We simply list them to provoke thought and 
discussion about what domains are easy or hard with collaborative filtering. 

Data Distribution.  These properties are about the numbers and shape of the data: 
1. There are many items. If there are few items to choose from, the user can learn 

about them all without need for computer support. 
2. There are many ratings per item. If there are few ratings per item, there may not be 

enough information to provide useful predictions or recommendations. 
3. There are more users rating than items to be recommended. A corollary of the 

previous paragraph is that often you will need more users than the number of items 
that you want to be able to capably recommend. More precisely, if there are few 
ratings per user, you will need many users. Lots of systems are like this. For exam-
ple, this makes web pages a challenging domain, especially if the system requires 
explicit ratings. Google3, a popular search engine, claims to index 8 billion web 
pages at present, which is more than the number of people in the world, not to 

                                                           
3  http://www.google.com/ 
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mention the number who have access to computers. As another example, with one 
million users, a CF system might be able to make recommendations for a hundred 
thousand items, but may only be able to make confident predictions for ten thou-
sand or fewer, depending on the distribution of ratings across items. The ratings 
distribution is almost always very skewed: a few items get most of the ratings, a 
long tail of items that get few ratings. Items in this long tail will not be confidently 
predictable. 

4. Users rate multiple items. If a user rates only a single item, this provides some 
information for summary statistics, but no information for relating the items to 
each other.  

Underlying Meaning.  These properties are of the underlying meaning of the data: 
1. For each user of the community, there are other users with common needs or 

tastes. CF works because people have needs or tastes in common. If a person has 
tastes so unique that they are not shared by anybody else, then CF cannot provide 
any value. More generally, CF works better when each user can find many other 
users who share their tastes in some fashion.  

2. Item evaluation requires personal taste. In cases where there are objective criteria 
for goodness that can be automatically computed, those criteria may be better ap-
plied by means other than collaborative filtering, e.g., search algorithms. Collabo-
rative filtering allows users with similar tastes to inform each other. CF adds sub-
stantial value when evaluation of items is largely subjective (e.g., music), or when 
those items have many different objective criteria that need to be subjectively 
weighed against each other (e.g., cars). Sometimes there are objective criteria that 
can help (e.g., only recommend books written in English), but if recommendation 
can be performed using only objective criteria, then CF is not useful. 

3. Items are homogenous. That is to say, by all objective consumption criteria they 
are similar, and they differ only in subjective criteria. Music albums are like this. 
Most are similarly priced, similar to buy, of a similar length. Books or research pa-
pers are also like this. Items sold at a department store are not like this: some are 
cheap, some very expensive. For example, if you buy a hammer, perhaps you 
should not be recommended a refrigerator.  

Data Persistence.  These are properties of how long the data is relevant: 
1. Items persist. Not only does a CF system need a single item to be rated by many 

people, but also requires that people share multiple rated items – that there is over-
lap in the items they rate.  Consider the domain of news stories.  Many appear per 
day, and many probably are only interesting for a few days.  In order for a CF sys-
tem to generate a prediction for me regarding a recently appeared news story, a 
typical CF algorithm requires that a) one or more users have rated the story and b) 
these users have also rated some other stories that I have also rated.  In a domain like 
news stories, stories are most interesting when they are new, fresh, and unfortunately, 
not as likely to have been rated by a large number of people.  All of this means that if 
items are only important for a short time, these requirements are hard to meet.  

2. Taste persists. CF has been most successful in domains where users’ tastes don’t 
change rapidly: e.g., movies, books, and consumer electronics. If tastes change fre-
quently or rapidly, then older ratings may be less useful. An example might be 
clothing, where someone’s taste from five years ago may not be relevant. 
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The properties of the preceding sections represent simplifications of the world where 
CF is most easily applied. In fact, applying CF in domains where these properties do 
not hold can provide both interesting applications and interesting research areas. For 
example, one might try to apply CF to non-homogenous items by using constrained 
recommendations, or applying external constraints (called business rules in the busi-
ness world). Likewise, in order to perform system tasks for non-persistent items, one 
might try to apply content filtering, which is explored in the next section. 

9.2.4 Comparing Collaborative Filtering to Content-Based Filtering 

Collaborative filtering uses the assumption that people with similar tastes will rate 
things similarly. Content-based filtering uses the assumption that items with similar 
objective features will be rated similarly. For example, if you liked a web page with 
the words “tomato sauce,” you will like another web page with the words “tomato 
sauce.” The challenge is to cleanly extract the features of items that are most predictive. 
One then builds a user profile of features from the items a user has rated, and then 
compares that user profile to item profiles of new items whose features are extracted [4].   
Content-based recommendations are discussed in Chapter 10 of this book [48].  

Content-based filtering and collaborative filtering have long been viewed as com-
plementary [1]. Content-based filtering can predict relevance for items without ratings 
(e.g., new items, high-turnover items like news articles, huge item spaces like web 
pages); collaborative filtering needs ratings for an item in order to predict for it. On 
the other hand, content-based filtering needs content to analyze.  For many domains 
content is either scarce (e.g., restaurants and books without text reviews available) or 
it is difficult to obtain and represent that content (e.g., movies and music).  Collabora-
tive filtering does not require content. A content filtering model can only be as com-
plex as the content to which it has access.  For instance, if the system only has genre 
metadata for movies, the model can only incorporate this one extremely coarse di-
mension.  Furthermore, if there is no easy way to automatically extract a feature, then 
content-based filtering cannot consider that feature.  For example, while people find 
the quality of multimedia data (e.g., images, video, or audio) for web pages important, 
it is difficult to automatically extract this information [4]. Collaborative filtering al-
lows evaluation of such features, because people are doing the evaluation. 

Content-based filtering may over-specialize. Items are recommended that match 
the content features in the user's interest profile or query. Items that do not contain the 
exact features specified in the interest profile may not get recommended even if they 
are similar (e.g., due to synonymy in keyword terms). Researchers generally believe 
collaborative filtering leads to more unexpected or different items that are equally 
valuable. Some people call this property of recommendations novelty or serendipity 
[24]. (See 9.5.2 for a more complete discussion.) However, collaborative filtering has 
also been shown to over-specialize in some cases [62]. 

Content-based filtering (CBF) and collaborative filtering may be manually com-
bined by the end-user specifying particular features, essentially constraining recom-
mendations to have certain content features [55]. More often they are automatically 
combined, sometimes called a hybrid approach. There are many ways to combine 
them, and no consensus exists among researchers [5, 12, 13, 21, 49]. However, such 
systems generally use the content analysis to identify items that meet the immediate 
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need of the user, and use CF to try and capture features like quality that are hard to 
automatically analyze.   For a more detailed look at these techniques, refer to Chapter 
12 of this book [10]. 

9.3  Collaborative Filtering Algorithms: Theory and Practice 

Over the past decade, collaborative filtering algorithms have evolved from research 
algorithms intuitively capturing users’ preferences to algorithms that meet the per-
formance demands of large commercial applications.  In this section we explore some 
of the most widely known collaborative filtering algorithms.  Although a good deal of 
theoretical literature describes CF algorithms, little information is available to assist 
practitioners in building CF systems. We highlight not only the theoretical definition 
of these algorithms but their practical challenges and, where applicable, suggest tech-
niques to address these challenges.   

Breese et al. [9] describes CF algorithms as separable into two classes: memory-
based algorithms that require all ratings, items, and users be stored in memory and 
model-based algorithms that periodically create a summary of ratings patterns offline. 
Pure memory-based models do not scale well for real-world application.  Thus, al-
most all practical algorithms use some form of pre-computation to reduce run-time 
complexity. As a result, current practical algorithms are either pure model based algo-
rithms or a hybrid of some pre-computation combined with some ratings data in 
memory. 

Here, we explore a different organization of collaborative filtering algorithms:  
non-probabilistic algorithms and probabilistic algorithms.  We consider algorithms to 
be probabilistic if they are based on an underlying probabilistic model.  That is, they 
represent probability distributions when computing predicted ratings or ranked rec-
ommendation lists.  In general, non-probabilistic models are widely used by practitio-
ners.  Probabilistic models have been gaining favor, however, particular in the ma-
chine learning community. 

9.3.1  Non-probabilistic Algorithms 

The most well-known CF algorithms are nearest neighbor algorithms. We introduce 
the two different classes of nearest neighbor CF algorithms: user-based nearest 
neighbor and item-based nearest neighbor. We also explore more briefly non-
probabilistic algorithms that transform or cluster the ratings space to reduce the rat-
ings space dimensionality.  Other commonly cited algorithms not discussed here include 
graph-based algorithms [2], neural networks [8], and rule-mining algorithms [23]. 

User-Based Nearest Neighbor Algorithms 
Early algorithms generated predictions for users based on ratings from similar us-

ers. We call these similar users neighbors. If a user n is similar to a user u, we say that 
n is a neighbor of u. User-based algorithms generate a prediction for an item i by 
analyzing ratings for i from users in u’s neighborhood. Naively, we could average all 
neighbors’ ratings for item i. Equation 1 gives this average-user formulation, where 

nir  is neighbor n’s rating for item i. 
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Equation 1 is considered naïve because it fails to account for the fact that some mem-
bers of u’s neighborhood have a higher level of similarity to u than others.  We should 
be able to generate more accurate predictions by weighting ratings from users who are 
similar to u more heavily. Thus, if userSim(u,n) is a measure of the similarity between 
a target user u and a neighbor n, a prediction can be given by equation 2. 

∑ ⊂ ⋅= )( ),(),( uneighborsn nirnuuserSimiupred  (2) 

Unfortunately, if the similarities of the neighbors do not add up to one, this prediction 
will be incorrectly scaled. Accordingly equation 3, normalizes the prediction by divid-
ing by the sum of the neighbors’ similarities. 
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Finally, users vary in their use of rating scales. That is, one optimistic happy user may 
consistently rate things 4 of 5 stars that a pessimistic sad user rates 3 of 5 stars.  They 
mean the same thing (“one of my favorite moves”), but use the numbers differently. 

To compensate for ratings scale variations, equation 4 average adjusts for users’ 
mean ratings. 
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The GroupLens system for Usenet newsgroups, one of the first CF systems, defined 
userSim() in equation 4 using the Pearson correlation [51]. The Pearson correlation 
coefficient is calculated by comparing ratings for all items rated by both the target 
user and the neighbor (e.g. corated items).  Equation 5 gives the formula for Pearson 
correlation between user u and neighbor n, where CRu,n. denotes the set of corated 
items between u and n. 

∑∑

∑

⊂⊂

⊂

−−

−−
=

nu,nu,

nu,

CR
2

CR
2

CR

)()(

)()(
),(

i nnii uui

i nniuui

rrrr

rrrr
nuuserSim  

(5) 

Pearson correlation ranges from 1.0 for users with perfect agreement to -1.0 for per-
fect disagreement users. Negative correlations are generally believed to not be valu-
able in increasing prediction accuracy [25] and one may choose to not use negative 
correlations.  
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Practical Challenges of User-Based Algorithms 
The user-based nearest neighbor algorithm captures how word-of-mouth recommen-
dation sharing works and it can detect complex patterns given enough users; however 
it has practical challenges. 

Ratings data is often sparse, and pairs of users with few coratings are prone to 
skewed correlations. For example, if users share only three corated items, it is not 
uncommon for the ratings to match almost exactly (a similarity score of 1). If such 
similarities are not adjusted, these skewed neighbors can dominate a user’s neighbor-
hood. 

Another problem with Pearson correlation is that it fails to incorporate agreement 
about a movie in the population as a whole. For instance, two users agreement about a 
universally loved movie is much less important than agreement for a controversial 
movie.  Pearson correlation does not capture this distinction. Some user-based algo-
rithms account for global item agreement by including weights inversely proportional 
to an item’s popularity when calculating user correlations [9].  

The original user-based algorithm as implemented in GroupLens included all users 
in a CF system in a prediction neighborhood [50]. Later algorithms improved accu-
racy and efficiency by limiting the prediction calculation to a user’s closest k 
neighbors [25]. 

Most importantly, calculating a user’s perfect neighborhood is expensive - requir-
ing comparison against all other users. Thus, in a naïve implementation, the time and 
memory requirements of user-based algorithms scale linearly with the number of 
users and ratings. Amazon.com has tens of millions of customers and probably wishes 
recommendations to take no more than a small fraction of a second.  It would be im-
mensely resource intensive to scan the ratings of millions of customers to return a 
recommendation under this time constraint. 

Researches have tried many techniques to reduce processing time and memory 
consumption: 

• Subsampling - In sampling, a subset of users is selected prior to prediction compu-
tation. Neighborhood computation time remains fixed, and schemes have been 
proposed to intelligently choose neighbors in order to achieve virtually identical 
accuracy. 

• Clustering - Clustering algorithms have been used to quickly locate a user's 
neighbors [38]. In these schemes, a user is compared to groups of users, rather than 
individual users. Clusters of users similar to the target are quickly discovered, and 
nearest neighbors can be selected from the most similar clusters. Both k-means 
clustering [40], and hierarchical divisive [31] and agglomerative clustering [35] 
can segment users into clusters. One challenge in using clustering is that clustering 
schemes use distance functions, such as Pearson correlation, to both form the clus-
ters and measure distance from a cluster. However, due to missing data, distance 
functions generally do not obey the triangle equality and are not true mathematical 
metrics4. This can lead to unintuitive and unstable clustering. 

                                                           
4  A distance metric has four properties: it is non-negative, the identity distance is 0, it is re-

flexive, and the triangle equality holds.  The triangle equality is generally most difficult re-
quirement to meet. 
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Item-Based Nearest Neighbor Algorithms 
Item-based nearest neighbor algorithms are the transpose of the user-based algo-
rithms. While user-based algorithms generate predictions based on similarities be-
tween users, item-based algorithms generate predictions based on similarities between 
items [52].  The prediction for an item should be based on a user’s ratings for similar 
items.  Consider the ratings matrix shown in Table 2. Assume we are trying to predict 
a rating for “Speed” for user #3 (marked by the X).  First, we observe that the ratings 
for “Speed” are very similar to the ratings for “Sideways”, but not as similar to the 
ratings for “The Matrix.”  We now try to predict the rating “X” by building a 
weighted average of user #3’s other ratings (3 for “The Matrix” and 4 for “Side-
ways”).  Since “Speed” is similar to “Sideways,” we might guess that the rating for 
“Sideways” is more important.  We conclude that a good guess is 0.25*3 + 0.75*4 = 
3.75. 

Table 2. An item-based nearest-neighbor algorithm generates predictions based on similarities 
between items.  Observe that “Speed” is fairly similar to “Sideways” and moderately similar to 
“The Matrix.” 

 
 The Matrix 

Speed Sideways Brokeback 
Mountain 

User 1 5 4 3  
User 2 4 5 5 3 
User 3 3 X 4  
User 4 5 3 3 4 

 

We have just outlined the item-based prediction algorithm, which we formalize in 
equation 6.  A prediction for a user u and item i is composed of a weighted sum of the 
user u’s ratings for items most similar to i. 
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Note that in equation 6, itemSim() is a measure of item similarity, not user similarity. 
Average correcting is not needed when generating the weighted sum because the 
component ratings are all from the same target user. 

Several variations exist for calculating the similarity for a pair of items (i, j). Ad-
justed-cosine similarity, the most popular (and believed to be most accurate) similar-
ity metric, is computed using all users who have rated both item i and j.  Equation 7 
gives the formula for adjusted-cosine similarity, where RBi,j denotes the set of users 
who have rated both item i and item j.  
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The only difference from Pearson correlation is that average adjusting is performed 
with respect to the user, not the item. As in the user Pearson correlation, the correla-
tion value ranges from –1.0 to 1.0. 

There is evidence that item-based nearest neighbor algorithms are more accurate in 
predicting ratings than their user-based counterparts [52]. 

Practical Challenges in Item-Based Algorithms 
Theoretically, the size of the model could be as large as the square of the number of 
items.  In practice, we can substantially reduce this size by only storing correlations 
for item pairs with more than k coratings. Sarwar et al. prune the model even further 
by only retaining the top n correlations for each item.  Such modifications yield item-
based algorithms that are relatively efficient in both memory usage and CPU per-
formance. Note that pruning many of the correlations means that it may be more diffi-
cult to make a prediction for a given target item and user, since the items correlated 
with the user’s ratings may not contain the target item. 

As in the user algorithm, item pairs with few coratings can lead to skewed correla-
tions and care must be exercised to not let skewed correlations dominate a prediction.  

Non-probabilistic Dimensionality Reduction Algorithms 
Large CF applications may support millions of users and items [38]. Other domains 
may have such a sparsity of ratings that there are few coratings.  Several algorithms 
reduce domain complexity by mapping the item space to a smaller number of underly-
ing “dimensions.”  Intuitively, these dimensions might represent the latent topics or 
tastes present in those items. The smaller “latent” dimensions reduce run-time per-
formance needs and lead to larger numbers of co-rated dimensions. These techniques 
define a mapping between a user's ratings and their underlying tastes. An item’s pre-
diction can then be generated based on a user’s underlying tastes. Mapping functions 
generally consist of simple vector operations, and predictions for an item can be cal-
culated in constant time. Vector-based techniques for extracting underlying dimen-
sions include support vector decomposition [53], principal component analysis [20], 
and factor analysis [11]. 

Practical Challenges in Dimensionality Reduction Algorithms 
Mathematical dimensionality reduction techniques such as singular value decomposi-
tion [53] and principal component analysis [20] require an extremely expensive off-
line computation step to generate the latent dimensional space. Practical implementa-
tion of these techniques generally requires the use of heuristic methods for 
incrementally updating the latent dimensional space without having to entirely re-
compute – such as the folding-in technique for singular value decomposition [7, 16]. 
However, the primary challenge to utilizing such techniques is the mathematical 
complexity – which can lead to challenges debugging and maintaining software utiliz-
ing those techniques. While there is some evidence that these techniques can improve 
accuracy in predicting ratings [54], for the most part, the improvement has not been 
substantial enough to overcome the practical challenges of complexity.  
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Association Rule Mining 
Association mining techniques build models based on commonly occurring patterns 
in the ratings matrix [23, 37].  For example, we may observe that users who rated item 
1 highly often rate item 2 highly.  A particular rule is represented by an input condi-
tion (e.g. item 1 rated highly) and a result condition (e.g. item 2 rated highly).  The 
support of a rule represents the fraction of users who have rated both the input and 
result conditions, and the confidence of a rule is the fraction of users with the input 
condition that exhibit the result condition. 

In order to generate a predicted rating for a user u and item i, we first select the 
rules with a result condition of item i that only include items rated by user u.  We then 
use a heuristic to translate the support, accuracy, and ratings for input conditions into 
a predicted rating.  

For more information, refer to Chapter 3 of this book [44]. 

Practical Challenges in Association Rule Mining 
Naïve association rules can treat each rating value as independent.  For example, a rat-
ing of 1 for a particular item is different than a rating of 2, even though both may be 
interpreted as the user indicating dissatisfaction with the item.  This independence can 
dramatically increase the sparsity of an already sparse space.  To overcome this, imple-
menters generally place “similar” ratings into bins using one of several strategies: 

• High and low ratings bins – Divide ratings into two bins; those above and those 
below a user’s average rating. 

• High ratings – Only consider ratings above a user’s average when building rules. 
• All ratings – Treat all ratings as identical when building rules. 

A general drawback in association mining is that, since rating bins are treated dis-
cretely, we lose any notion of the numeric relationship among ratings.  Although this 
relationship is theoretically meaningful, in practice it seems to have little impact. 

Association rule mining in non-CF domains often looks for input patterns consist-
ing of multiple items (e.g. if the user rated items 1 and 2 highly, they will rate item 3 
highly).  While these patterns may be useful, mining the patterns is too slow in CF 
domains due to the extremely high dimensionality. 

9.3.2  Probabilistic Algorithms  

Probabilistic CF algorithms explicitly represent probability distributions when com-
puting predicted ratings or ranked recommendation lists. In general, probabilistic 
algorithms try to leverage well-understood formalisms of probability. 

Most probabilistic CF algorithms calculate the probability that, given a user u and a 
rated item i, the user assigned the item a rating of r: p(r|u,i).  We calculate a predicted 
rating based on either the most probable rating value or the expected value of r.  
Equation 8 gives the formula for user u’s expected rating for item i. 

∑ ⋅=
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The most popular probabilistic framework involves Bayesian-network models that 
derive probabilistic dependencies among users or items.  Some of the earliest prob-
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abilistic CF algorithms were proposed by Breese et al., who describe a method for 
deriving and applying Bayesian networks using decision trees to compactly represent 
probability tables [9].  For example, Fig. 3 shows that users who do not watch “Bev-
erly Hills, 90210” are very likely to not watch Melrose Place.   A separate tree is 
constructed for every recommendable item.  The branch chosen at a node in the tree is 
dependent on the user's rating (or lack of rating) for a particular item.  Nodes in the 
tree store a probability vector for user's ratings of the predicted item.  In theory, non-
naïve Bayesian networks improve upon standard item-based algorithms by modeling 
dependencies between input items used to calculate a prediction. However for multi-
valued ratings, there has been no published evidence of Bayesian networks consis-
tently outperforming item-based nearest neighbor algorithms.  

 
 

Fig. 3. A decision tree regarding whether a user watches “Melrose Place” based on whether or 
not they watch “Friends” and/or “Beverly Hills, 90210.”  Probabilities for Watched vs. Not 
Watched are displayed at the leaves of the tree and are dependent on the condition of viewing 
the programs at the parent nodes.  (From [9].  Used with permission.) 

There has also been a good amount of work on developing probabilistic cluster-
ing/dimensionality reduction techniques. Probabilistic dimension reduction techniques 
introduce a hidden variable p(z|u) that represents the probability a user belongs to the 
hidden class z.  Equation 9 gives the formula for calculating the probability of user u 
rating item i value r. 
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The corresponding prediction is the expectation of the rating value (equation 10). 
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Hoffman presents an expectation maximization (EM) algorithm for CF that estimates 
latent classes z with Gaussian probability distributions [29]. Clustering algorithms 
also have been used to estimate latent classes [61]. 

One advantage of probabilistic algorithms is that they can produce a probability 
distribution across possible rating values – information that captures the likelihood of 
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each possible rating value. From this information, not only can you compute the most 
probable rating, you can also compute a likelihood of that rating being correct – thus 
capturing the algorithm’s confidence. There has been a recent attempt to create a 
hybrid approach that utilizes the nearest neighbor algorithm, but represents ratings as 
discretized probability distributions rather than a point rating [41]. 

9.3.3  Over-Arching Practical Concerns 

Regardless of choice of algorithm, real-world CF systems need to address several 
problems that are generally not covered in research literature. 

Adjust for Few Ratings 
Items and users with few ratings can inappropriately bias CF results. Algorithms may 
take steps to adjust for users, items, and user and item pairs with few co-ratings (we 
will generally call these rarely-rated entities). We will compare techniques for adjust-
ing for rarely-rated entities, using a user-based algorithm as an example: 

1. Discard rarely-rated entities – Algorithms often only incorporate data with greater 
than k ratings. In a user-based algorithm, for example, we would discard neighbors 
with fewer than k co-ratings with the target user. Although this is a simple and 
clean approach it can decrease the coverage of the CF system. 

2. Adjust calculations for rarely-rated entities– This technique adjusts calculations 
for rarely-rated entities by pulling them closer to an expected mean. For instance, 
Pearson similarities for users with few co-ratings may be adjusted closer to 0. CF 
systems often make the adjustment amount inversely proportional to the number of 
ratings. Although adjustment can be effective, tuning adjustment parameters can be 
difficult and unstable. 

3. Incorporate a prior belief – We can avoid skew by incorporating artificial data 
points that match an expected distribution. For example, we may believe that user’s 
ratings will generally match a probability distribution p. We can incorporate this 
prior belief into user correlation calculation by including k artificial co-rated items 
whose ratings are independently drawn from p. 

Prediction Versus Recommendation  
Prediction and Recommendation tasks place different requirements on a CF system. 
To recommend items, a system must be prepared to know about a subset of items, but 
perhaps not all. Some algorithms save memory and computation time by taking ad-
vantage of this [38, 52]. To provide predictions for a particular item, a system must 
store information about every item, even rarely rated ones. Algorithms that are re-
quired to present personalized predictions for many items often have larger memory 
requirements. 

On the other hand, recommendation tasks require calculation of predictions or 
some scoring function for many (if not all) items. A single prediction request can 
therefore afford a more expensive prediction calculation than a recommendation 
request. 
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Confidence Metrics 
CF systems can supply a confidence metric that indicates the support for a particular 
prediction. Applications may choose to not display predictions with confidence meas-
ures below a certain threshold. 

Confidence measures can also be used when selecting items for recommendation. 
CF algorithms generally choose to recommend those items with highest predicted 
ratings. Some CF systems may choose to tradeoff items with high predictions and low 
confidence for items with less-high predictions and high confidence. 

Confidence measures are specific to each CF algorithm. Probabilistic algorithms 
may be able to use their computed probability distributions to estimate confidence. 
User-based algorithms often use confidence measures that incorporate the agreement 
for an item in a user’s neighborhood, and the number of corated items between 
neighbors and the user. Item-based algorithms may measure the number of ratings for 
correlated pairs of items contributing to a prediction.  

9.4  Acquiring Ratings: Design Tradeoffs 

Ratings data from users on items are what enable collaborative filtering. In this sec-
tion we will discuss in more depth the different kinds of ratings data that can be used 
and key concepts and decisions involved with acquiring ratings for collaborative fil-
tering systems.  

9.4.1  Explicit Versus Implicit Ratings: Tradeoff 

Explicit ratings provided by users offer the most accurate description of a user’s pref-
erence for an item with the least amount of data. However, because explicit ratings 
require additional work from the user, it can be challenging to collect ratings – par-
ticularly when creating a new CF service. On the other hand, implicit ratings – obser-
vations of user behavior from which preference can be inferred – are collected with 
little or no cost to the user, but ratings inference may be imprecise. As an example, 
consider using “time spent reading information about a product” as an implicit rating 
for that product. Intuitively, if a user spends a lot of time reading about a product, we 
might conclude that they would be interested in purchasing that product. However, 
there are reasons that this inference could be inaccurate – the user may have taken a 
coffee break just after opening the product info page, or the user may have concluded 
that the product was inappropriate after spending time to read about it. Thus if im-
plicit ratings are used, there is more uncertainty in the computation. Other examples 
of implicit ratings are discussed in Oard and Kim [45]. 

The more ratings you have, the more uncertainty in the ratings you can handle. Un-
certainty in rating values, including implicit ones is handled by aggregating ratings – 
collecting multiple observations of variables that are predictive of a rating and com-
bining them into a single estimated rating – either by voting [17] or averaging [51, 
57]. Thus if you are able to collect large numbers of ratings, then the errors introduced 
by uncertainty of implicit ratings can be canceled out by aggregation. In such a situa-
tion, you may be able to build a very successful CF system without explicit ratings. 
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Examples from the music domain are AudioScrobbler5 and MusicStrands6, which 
track every single song you play. With music, after enough ratings (plays) have been 
accumulated, these implicit ratings may represent user taste much better than small 
explicit ratings scales. A five point rating scale only allows you to group a user’s 
rated items into five ranks – the CF system cannot distinguish difference in taste be-
tween items with the same rating value. When using the implicit play count, user may 
play individual songs thousands of times, and since each song is likely to be played a 
different number of times, a more complete ranking of items a user likes can be cre-
ated. If you cannot capture large numbers of implicit ratings, then you will most likely 
need some form of explicit rating.  

9.4.2  The Challenge of Collecting Explicit Ratings 

Explicit ratings require dedicated attention of the user. Early researchers believed that 
users would not invest the time rating items required for CF systems. From an eco-
nomic perspective it would appear that if incremental recommendations are free, then 
everybody would wait for others to identify what was good and there would be insuf-
ficient ratings [3]. However, during the past decade, experience has demonstrated that 
collecting explicit ratings is not as challenging as previously thought. 

The first reason is that – in order to succeed – a CF system doesn’t need lots of rat-
ings from all people. Instead you just need a relatively small number of “early adopt-
ers” who rate frequently and continuously. These early adopters provide sufficient 
information to generate recommendations for the remaining users of the system. The 
remaining users must each then just provide a limited number of ratings in order for 
the system to learn their preferences. 

The second reason that collecting explicit ratings is easier than previously expected 
is that users appear to gain many benefits from rating other than higher quality rec-
ommendations. Researchers and practitioners have proposed that users gain the fol-
lowing rewards from rating [22]: 

• An increased feeling of having contributed to advancing a community 
• Gratification from having one’s opinion’s voiced and valued 
• An ability to use the CF system as an extension of their memory of what they like 

and dislike.  

Maintainers of CF systems sometimes use incentives to encourage users to provide 
more explicit ratings.  For example, sites may exchange user ratings for “site points.”  
These site points can be exchanged for rewards (e.g. t-shirts and hats) or privileges 
(e.g. the right to view privileged content).  While incentives may increase the num-
ber of ratings provided by users we are unaware of any studies that confirm this 
correlation.  
                                                           
5  AudioScrobbler is owned by Last.fm which can be found at http://www.last.fm/index.php 
6  http://www.musicstrands.com/ 
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9.4.3 Rating Scales 

Another significant design decision involves choosing the explicit rating scale. The 
finer grained the scale, the more information you will have regarding each user’s 
preference. Finer grained scales require more complex user interfaces.  The most 
common types of ratings are shown in Table 3. 

At some point, increasing the precision of the rating scale further may fail to add 
value. If a very precise scale is selected, such as 1-100, you are unlikely to get a user 
to give the same rating for an item if you ask them at different points in time – thus 
you increase the uncertainty in the rating. Perhaps the most important consideration is 
the desires of the user population. It may also be that people desire a fine-grained 
ratings scale in order to rank different movies (I liked ‘The Matrix’ a little better than 
‘Sideways’ so I’ll rate it 4.5 instead of 4), even if that added granularity does not help 
predictive accuracy.  Users may feel that they cannot fully describe their tastes with 
too few possible rating values. In MovieLens, users were frustrated that they were not 
able to give ratings as precise as the systems predictions of their ratings – predicted 
ratings were to the closest half point while user ratings were integers [14]. 

Table 3. Most common explicit rating scales 

Rating Scale Description 
Unary Good or “don’t know” 
Binary Good or Bad 
Integer “Likert”-like  Integers: 1-5, 1-7, or 1-10 

9.4.4 Cold Start Issues 

The “cold-start” problem describes situations in which a recommender is unable to 
make meaningful recommendations due to an initial lack of ratings.  This problem can 
significantly degrade CF performance.  It can occur under three scenarios. 

New User. When a user first registers with a CF service, they have no ratings on 
record. Thus no personalized predictions can be given. For example, a new user to 
MovieLens has no ratings in the system, so a neighborhood of similar users can not be 
calculated.  This may be solved in several ways. For example, by a) having the user 
rate some initial items before they can use the service; b) displaying non-personalized 
recommendations (population averages) until the user has rated enough; c) asking the 
user to describe their taste in aggregate, e.g., “I like science fiction movies”; d) asking 
the user for demographic information, or e) using ratings of other users with similar 
demographics as recommendations.  

New Item. When a new item is added to a CF system, it has no ratings, so it will 
not be recommended. For example, MovieLens is unable to recommend new Holly-
wood releases until someone has entered an initial rating.  Unfortunately, in many 
domains, users are less likely to rate items that are not recommended to them. In 
many domains this is not a show-stopper because most good items can be discovered 
through means other than the CF system and will get eventually rated.   However, in 
domains with high item turnover (such as news articles)  the cold-start problem can be 
particularly troublesome. 
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Users also tend to be forgiving of systems that don’t recommend obscure items. 
However, in domains where there may be many “sleepers” (unrated items that are 
very good) several techniques can be used, including: a) recommending items through 
non-CF techniques such as content analysis or metadata, and b) randomly selecting 
items with few or no ratings and asking users to rate those items.   

New Community. The biggest cold-start problem is bootstrapping a new commu-
nity. If a new service’s value is in its personalized CF recommendations, then without 
ratings it may not have sufficient differentiating value – thus not retain users long 
enough to build up ratings. The most common solution is to provide rating incentives 
to a small “bootstrap” subset of the community, before inviting the entire community 
to use the service. Other approaches are to maintain users’ interest through alternate 
services, initially generate recommendations using non-CF approaches, or to start 
with a set of ratings from another source outside the community.   

9.5  Evaluation  

Evaluation measures how well a collaborative filtering system is meeting its goals, 
either in absolute terms or in relation to alternative CF systems. Unfortunately, there 
is no well-accepted metric that can evaluate all-important criteria related to the per-
formance of a CF system. The appropriate metric to choose may depend on the type 
of items being recommended, the user tasks supported by the CF system, and any 
external goals that the service providers may have (e.g., promotional or inventory 
depletion). An in-depth discussion of evaluation considerations of collaboration filter-
ing systems can be found in Herlocker et al. [24]. In this section, we first discuss 
accuracy, which is generally considered the most important criteria to evaluate, and 
then briefly deal with some of the other criteria that may be important to evaluate and 
their associated metrics. 

9.5.1  Accuracy 

The most prominent evaluation metrics in the research literature measure the accu-
racy of the system's predictions. Accuracy can either be measured as the magnitude of 
error between the predicted rating and the true rating, or the magnitude of error be-
tween the predicted ranking and the “true” ranking. Predictive accuracy is the ability 
of a collaborative filtering system to predict a user's rating for an item. The standard 
method for computing predictive accuracy is mean absolute error (MAE) – the aver-
age absolute difference between the predicted rating and the actual rating given by a 
user. The advantage of MAE is that it is simple, well understood, and traditional sig-
nificance tests can be applied to it. Furthermore, MAE seems to intuitively capture the 
quality of a CF system – system builders want predictions to be as close as possible to 
the true ratings. However, MAE has proven to be an unreliable measure of a ranked 
recommendation list [41]. Users perceive errors at the top of a recommendation list as 
much more costly than similar errors at the bottom of lists. MAE does not differenti-
ate between errors at the top and errors at the bottom of lists. 

Rank accuracy metrics attempt to compute the utility of a recommendation list to a 
user. Common rank accuracy metrics include precision [41, 52] and half-life utility 
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[9]. Precision is the percentage of items in a recommendation list that the user would 
rate as useful. In CF, it is often computed at varying lengths of recommendation list 
(1, 3, 5, etc). The half-life utility metric computes a value for a ranked list that is in-
tended to capture percentage of the maximum utility achieved by the ranked list in 
question. The maximum utility is achieved if all of the items rated as useful appear 
above all the items rated as not useful. In the half-life utility metric, mistakes at the 
top of the ranked list are weighted exponentially greater than mistakes further down 
the list.  

If the user interface of the collaborative filtering system primary provides ranked 
lists of “best-bet” recommendations, then the accuracy of the system should be evalu-
ated with a rank accuracy metric. If the system displays predictions of ratings directly 
to the user, then it is important to evaluate the system with a predictive accuracy met-
ric. In many cases, it may make sense to use both.  

9.5.2  Beyond Accuracy 

While many of the published evaluations of CF systems measure accuracy, research-
ers and practitioners have come to learn that accuracy is not the only criteria of inter-
est, and in some cases, may not even be the most important. Several other evaluation 
criteria have been explored.  

• Novelty is the ability of a CF system to recommend items that the user was not 
already aware of.  While non-novel recommendations can still be valuable, for 
many applications novelty is one of the most valued characteristics of the CF 
system’s recommendations. Even stronger than novelty is the idea of serendipity, 
where users are given recommendations for items that they would not have seen 
given their existing channels of discovery. To illustrate the distinction, consider a 
news article recommender. A traditional content-based personalization system 
may generate recommendations that are not novel, because if I say I like a par-
ticular news article, then it will recommend other news articles with similar text, 
including stories about the exact same news event. A system tuned for novelty 
will actively avoid recommending news stories of which I am already aware. A 
serendipitous system would recommend to me news articles about topics that I 
have never read about before.  Researchers have studied how to adjust algorithms 
to promote serendipity and novelty [32], but measuring novelty is challenging 
because it requires live user studies where participants indicate if a recommenda-
tion was novel.  

• Coverage is the percentage of the items known to the CF system for which the CF 
system can generate predictions. It is also possible to compute variants such as the 
percentage of items that have the potential of being recommended to users, as per-
formance optimizations in recommendations may prevent certain items from ever 
being recommended [54]. 

• Learning Rate measures how quickly the CF system becomes an effective predic-
tor of taste as data begins to arrive. Generally these are computed per-user, measur-
ing the number of ratings that a user has to provide before they are getting high 
quality personalized predictions [56]. 
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• Confidence describes a CF system’s ability to evaluate the likely quality of its 
predictions. Most CF systems generate rankings based on the most probable pre-
dicted rating. A CF system that can accurately compute its confidence in a predic-
tion has the ability to limit recommendations to high confidence ones, leading to a 
tradeoff of fewer false positives in return for decreased coverage and possibly de-
creased novelty. If confidence in predictions can be computed, it can be displayed 
to users to help them decide if the risk-return ratio is appropriate [26].  

• User satisfaction metrics. The metrics described above are only a sample of possi-
ble evaluation metrics. In particular there are many more metrics that can be ap-
plied if researchers have the ability to present a system to users, and measure how 
users perceive the system.  This can be accomplished either by surveying the users 
or measuring retention and use statistics. Good examples include Swearingen and 
Sinha [59] and Dahlen et al. [15]. 

• Site performance metrics.  In addition to the more mathematical and often “offline” 
metrics described above, websites may choose to use fairly simple site analysis 
metrics when adding a recommender to a site or modifying the design of an exist-
ing recommender.  Such metrics might include tracking an increase in items pur-
chased or downloaded, an increase in overall user revenue, or an increase in overall 
user retention.  While such trends are easy to track and measure, they may be diffi-
cult to correlate to specific changes to an active website. 

In conclusion, it is best to select a suite of metrics that will evaluate the criteria that 
are most important for the successful operation of a particular CF system. For ex-
ample, if you are using CF to generate a top-5 recommendations list for your web-
site, then you might compute precision at top-5, top-3, and top-1. Furthermore, if 
the goal of your website recommendations is to introduce your users to new things, 
then you might also do some user studies where you shown recommendation lists to 
users and ask them to rate the novelty of those recommendations. Predictive accu-
racy metrics like MAE may not be so useful if you are not displaying predicted rating 
values to users. 

9.6  Rich Interfaces and Social Navigation 

Early user interfaces for CF systems simply provided ranked list of recommendations, 
potentially with predicted ratings. The recommendation engine was a “black-box” – 
there was no transparency into how a prediction was computed [15, 19, 27, 51]. A 
critical trend in recent years is the exploration of user interfaces that enable more rich 
interaction with the underlying data of a collaborative filtering system, and CF sys-
tems that expose more information about the users from whom recommendations are 
(or can be) generated. In this section, we describe explanation and social navigation – 
two of these trends, and why they are so important.  

One limitation of the black box approach was that the user interfaces to the CF sys-
tems were unable to communicate to the user when predictions were more or less 
risky than normal. Yet the need for this was common – when users were new or when 
items were new, predictions are more risky because there is less data on which to base 
inferences. More generally, the black box approach does not expose the reasoning or 
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the data used in a recommendation. As a result, the user has little data on which to 
base decisions such as a) should they trust the recommendation process, b) is the 
current recommendation highly confident – either through trusted sources or over-
whelming evidence, or c) is this recommendation appropriate for the user’s immediate 
context or need.  

9.6.1  Explanation 

Initial work on the use of explanation in CF recommendations was promising [26], 
and has more recently been adopted commercially by Amazon.com, which has a link 
“why was I recommended this item” – the link will list previous ratings or purchases 
that you made that strongly influenced the recommendation at hand (Fig. 4).  Expla-
nations of CF recommender systems are challenging because the underlying predic-
tive models are complex aggregations of large quantities of data, often with signifi-
cant probabilistic reasoning. Yet initial research suggests that users are overwhelmed 
if they are presented with too much data within an explanation [26]. While the current 
work on recommendations is far from conclusive, promising approaches that have 
been explored include: showing histograms of a user’s neighbors’ ratings for the rec-
ommended item and showing key items that the user rated that influenced the recom-
mendation.  

There is also a correlation between persuading a user that the recommendation is 
correct and explaining the recommendation to them. For many contexts, it may be 
sufficient to supply data from other sources not used in the recommendation that con-
firms the recommendations – such as reviews from critics. This may help persuade 
the user that the recommendation is good, yet reveals nothing about the reasoning 
behind the recommendations.  

9.6.2  Social Navigation 

Most of the CF systems we have discussed so far have been systems that use the 
group as a whole to help each individual user.  Such systems tend to ignore the impor-
tance of the groups themselves. Social navigation systems encompass a variety of 
techniques that help people work together to help each other by making the aggregate 
behavior of the community visible.  Users can employ this behavior to find their way 
through often crowded web spaces.   

Höök et al. consider one type of social navigation system in which each visitor to a 
website leaves “footprints” – telltale signs regarding what information the visitor 
considered and how frequently or in-depth.  These footprints help other users find 
their way more readily through that same space [30]. This type of visualization has 
been called “read-wear” or “edit-wear” [28]. Early users leave footprints that help 
later users make sense of the wealth of alternatives available to them. Later users 
benefit from the footprint, because they are able to direct their attention to the parts of 
the site that are most valuable to them.  As information spaces become more crowded 
with users it may become important to have systems that show us only those foot-
prints that are most useful to us.  
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Fig. 4. Amazon.com provides customers with list of previous purchases and ratings that 
strongly influenced a particular recommendation 

While these early CF and social navigation systems were clearly “collaborative,” they 
almost always have provided “implicit” collaboration.  Users benefited from the rat-
ings and footprints left by other users in an anonymous and virtually untraceable 
manner.   Some second generation collaborative filtering services have begun to ex-
periment with allowing more “explicit” collaboration by exposing more of the identity 
of the other members of the community whose ratings are being used to generate a 
user’s recommendations.  

One example is epinions.com, which is a site designed to help users make purchas-
ing decisions. On epinions.com, users rate and review products that they have pur-
chased and these reviews are made available as recommendations to others. When a 
user views a recommendation/review, she can also look at the profile of the user who 
made the review, seeing information such as what other reviews they have written and 
how other people have responded to those reviews.  She can explicitly state that she 
“trusts” a user as a reviewer.  She can also “block” a reviewer, so that user’s rat-
ings/reviews are not shown.  

Interfaces like epinions.com attempt to mimic more accurately the social process of 
word-of-mouth recommendations.  A user could choose those people whose tastes he 
agreed with to provide recommendations, yet could choose different people to trust 
for different contexts. He could base his trust of another user on his observations of 
their activity within the community (their ratings) or on other’s expressed opinions of 
their value. As users began to rate each other, explicit social networks could be ex-
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pressed – “webs of trust.” Users could then navigate these social networks in their 
search for items or products that would meet their needs.  

CF web services that offered this social navigation often evolved to be much more 
than recommendation sites. Particularly interesting was that the CF aspects of the 
system would bring together communities of common interest that would then engage 
in direct social interaction through discussion groups, chat rooms, or email. In theory, 
this direct social connection is the ultimate rich interface for recommendation. The CF 
software enables a user to navigate a potentially immense social network and find 
exactly those people who most closely share their tastes.  

9.7  Ongoing Challenges to Collaborative Filtering 

9.7.1   Privacy and Security 

In order to provide personalized information to users, CF systems need to know 
things about those users.  In fact, the more the system knows about a user, the better 
predictions it can provide to that user.  With this increased information stored by a 
system often comes an increased concern on the part of the user regarding what in-
formation is collected, where and how it is stored, and how it is used.  In centralized 
CF architectures, a single repository stores all user ratings. If the central server be-
comes compromised or corrupt, a user's anonymity can be destroyed. Users must trust 
that the CF provider will not use their preferences except for providing ratings and 
recommendations. 

Distributed architectures may deploy ratings or models to each user, risking expo-
sure of information to every peer [51]. To protect against this, researchers have devel-
oped security techniques building on encryption and shared keys [11]. In these 
schemes, a user can encrypt their ratings, and peers can tally encrypted ratings. Once 
ratings are totaled, distributed agents use shared keys to decrypt the rating tallies, 
without being able to see the original ratings. 

Even systems that maintain the security of their users' ratings can be exploited to 
reveal personal information, particularly for users with unusual tastes. Ramakrishnan 
et al [50] use a graph-theoretic framework to explore these concerns. They found that 
“weak ties” (users who connect clusters of different tastes) are most susceptible to 
exploitation. Unfortunately, it is often these esoteric users that are most valuable to 
recommender systems, because they can provide users with unexpectedly novel rec-
ommendations.  For more on the issue of privacy, see Chapter 21 of this book [33]. 

9.7.2   Trust 

Recommender systems may break trust when malicious users give ratings that are not 
representative of their true preferences. What happens to a CF system if one or more 
users decide to “attack” an item by purposefully lowering their rating(s) of the item?  
What happens if a company bombards a recommender with inflated ratings of its own 
products (e.g. Sony using quotes from made-up critics to promote its films [6])? There 
have been many examples of these “shilling” attacks. O’Mahoney et al [47] showed 
that users could, in fact, artificially raise and lower predicting ratings. User-based 
algorithms are more susceptible to shilling than item-algorithms, as are new or rarely 
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rated items. Unfortunately, this vulnerability remains a significant challenge to col-
laborative filtering systems.  Methods researchers use to detect attacks are not even 
sensitive enough to detect harsh attacks [32]. 

While these shilling attacks may seem slightly benign on the surface, further re-
search has suggested that their effect may be more influential than originally feared.  
Cosley et al. demonstrated that users may not only perceive biases in ratings, but also 
adjust their own ratings to match recommenders’ biases [14]. This observation indi-
cates that shilling effects may be compounded as having viewed predictions based on 
the biased ratings potentially skews later users’ ratings. More research is needed to 
understand how to identify attacks and protect systems from them. 

For more on the issues of Privacy and Trust, see [18][36]. 

9.8  Open Questions 

This section discusses some open questions in the field of collaborative filtering. They 
are grouped into algorithmic questions (with an emphasis on temporal questions), and 
questions of broader access to collaborative filtering systems.  

9.8.1  Algorithmic Questions 

Evaluation metrics. There have been many metrics of recommendation quality pro-
posed [24]. Which ones capture what people perceive as good quality? Which ones 
are important? 

Predicting well and recommending well at the same time. As we discussed in Sec-
tion 2.2, efficient algorithms for recommendation may choose not to produce pre-
dicted values at all, or may choose to only store a small amount of information neces-
sary to recommend some items. However, predicting a rating for a given user and 
item is an appealing application. Are there efficient, scalable algorithms that both 
recommend and predict well? 

Tagging. Social systems such as flickr and del.icio.us, which allow users to tag 
things (photos and websites, respectively) with keywords, are increasing in popularity 
and have captured the imagination of many people. These are collaborative filtering 
systems surely, though without much automation as yet. Other tagging systems have 
been around for years (e.g., IMDB’s movie “keywords”). There are many interesting 
research questions. How can collaborative filtering algorithms be applied to tags? Can 
tags be used in conjunction naturally with ratings? 

Tags without ratings are missing information. Tagging a movie “high-speed car 
chase” does not indicate whether that was a good thing or not. Is there a hybrid solu-
tion, where tags have associated explicit or inferred ratings? 

9.8.2 Temporal Questions 

These questions are about the behavior of a collaborative filtering system over time.  
1. Item lifecycle 

a) When does an item have enough ratings to be accurately recommendable? 
b) When is an item a rising trend, falling trend, or a fad? Are many items like 

that? 
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2. User lifecycle 
a) When does a user have enough ratings to get good recommendations? 
b) Can one identify the items for which it is possible to give good recom-

mendations for a given user? 
c) At what point do additional user ratings fail to improve his recommendations 

because the system has built a sufficiently accurate model (diminishing 
returns)?  Can users detect this point and do they change the way they use 
the system? 

d) Are more ratings useful again as items are added? 
e) How do old ratings affect a user’s recommendations, versus new ratings? Do 

user tastes shift over time? Can we detect it? 
3. Ratings database lifecycle 

a) When is a rating “stale” (i.e., no longer reflective of the opinion of the rater)? 
b) When does a database have enough ratings to give good recommendations? 
c) Can one identify which items are likely recommendable? 
d) How does the transition from not enough ratings to enough ratings look? Is 

there a critical threshold? 
e) Is it useful to expire (not use) ratings for the purposes of recommendations? 

9.8.3  Broader Access 

Collaborative filtering systems have been around for at least a decade. However, for 
the most part only large companies or research labs actually run them, because they 
require unusual expertise, considerable resources, or both. Many more people might 
be interested in giving opinions to each other in an automated system if appropriate 
infrastructure were present, and the range of items, domains, and opinions might be 
far more diverse. What are other effective ways to access or deliver the power of 
collaborative filtering? 

User Interfaces 
The most well-known collaborative filtering systems are centralized web-based appli-
cations with explicit ratings. Other interfaces are emerging that bring the technology 
closer to users, who are more likely to use it if it is easy. Wikipedia  and SourceForge 
list several applications with embedded collaborative filtering. For example, Audio-
scrobbler offers a plug-in to several music players (Winamp, Windows Media Player, 
iTunes, and several others) that collects data about which songs are played, sends it to 
a central website, and produces music recommendations (Fig. 5.) 

Other systems have been proposed, but are not yet well studied. Miller investigates 
algorithms for portable, user-controlled, accurate recommendations on palmtop-sized 
devices [43]. These allow the users to remain anonymous and autonomous. 



320 J.B. Schafer et al. 

 
Fig. 5. After installing an Audioscrobbler plugin for your media player (eg: Winamp,) informa-
tion about every song you listen to on your computer is sent to Last.fm to update your profile 

Libraries or Toolkits 
Once well understood, a technology can be bundled into a library or toolkit7 available 
for embedding into an application.  In addition to companies that do this commer-
cially, there are several free, open-source alternatives8.  However, there are no CF 
toolkits or libraries that have wide usage, as Apache and Internet Information Server 
(IIS) do in the web server space.  Even though many designers see clear value in re-
commenders, and there seems to be increasing numbers of them on the web, few 
toolkits or libraries are gaining wide use. Why is this? What is the right functionality 
and interface for a toolkit suitable for a wide audience? 

Data 
Increased public availability of ratings datasets will enable more effective research 
into collaborative filtering, will allow practitioners to prototype CF system, as well as 
solve the “cold-start” problem for communities. Organizations often keep that data 
private, whether for competitive advantage or privacy concerns. Some are starting to 
open up their data. The EachMovie movie rating dataset was the most popular CF 
dataset until it was retired in October 2004. Remaining freely available datasets in-
clude MovieLens, Jester, and Book Crossing9.  
                                                           
7  For more information on collaborative filtering toolkits, consult http://en.wikipedia.org/wiki/ 

Collaborative_filtering#Software_libraries. 
8  Open source toolkits include CoFe (http://eecs.oregonstate.edu/iis/CoFE/), MultiLens 

(http://www.cs.luther.edu/~bmiller/dynahome.php?page=multilens), and Taste (http://taste. 
sourceforge.net/). 

9  All three data sets are available from http://www.grouplens.org/ 
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9.9  Summary 

Collaborative filtering is one of the core technologies that will power the adaptive 
web. Content-based personalization can be effective in limited circumstances, but for 
the most part, it will likely be decades or longer before our hardware and software 
technology can begin to automatically recognize the subtleties of information that are 
important to people – particularly aspects of aesthetic taste. Until then, in order to 
filter information based on such complex dimensions, we need to include people in 
the loop, who analyze the information and condense their opinions into data that can 
be easily processed by software – ratings. In this chapter, we have attempted to pro-
vide a snapshot of the current understanding of collaborative filtering systems and 
methods. By necessity, as masses of information become ubiquitously available, col-
laborative filtering will also become ubiquitous. In the process, we will continue to 
gain a deeper understanding of the dynamics of collaborative filtering. 
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Abstract. This chapter discusses content-based recommendation systems, i.e., 
systems that recommend an item to a user based upon a description of the item 
and a profile of the user’s interests. Content-based recommendation systems 
may be used in a variety of domains ranging from recommending web pages, 
news articles, restaurants, television programs, and items for sale. Although the 
details of various systems differ, content-based recommendation systems share 
in common a means for describing the items that may be recommended, a 
means for creating a profile of the user that describes the types of items the user 
likes, and a means of comparing items to the user profile to determine what to 
recommend. The profile is often created and updated automatically in response 
to feedback on the desirability of items that have been presented to the user. 

10.1  Introduction 

A common scenario for modern recommendation systems is a Web application with 
which a user interacts. Typically, a system presents a summary list of items to a user, 
and the user selects among the items to receive more details on an item or to interact 
with the item in some way. For example, online news sites present web pages with 
headlines (and occasionally story summaries) and allow the user to select a headline 
to read a story. E-commerce sites often present a page with a list of individual prod-
ucts and then allow the user to see more details about a selected product and purchase 
the product. Although the web server transmits HTML and the user sees a web page, 
the web server typically has a database of items and dynamically constructs web 
pages with a list of items. Because there are often many more items available in a 
database than would easily fit on a web page, it is necessary to select a subset of items 
to display to the user or to determine an order in which to display the items. 

Content-based recommendation systems analyze item descriptions to identify items 
that are of particular interest to the user. Because the details of recommendation sys-
tems differ based on the representation of items, this chapter first discusses alternative 
item representations. Next, recommendation algorithms suited for each representation 
are discussed. The chapter concludes with a discussion of variants of the approaches, 
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the strengths and weaknesses of content-based recommendation systems, and direc-
tions for future research and development. 

10.1.1  Item Representation 

Items that can be recommended to the user are often stored in a database table. Table 
10.1 shows a simple database with records (i.e., “rows”) that describe three restau-
rants. The column names (e.g., Cuisine or Service) are properties of restaurants. These 
properties are also called “attributes,” “characteristics,” “fields,” or “variables” in 
different publications. Each record contains a value for each attribute. A unique iden-
tifier, ID in Table 10.1, allows items with the same name to be distinguished and 
serves as a key to retrieve the other attributes of the record. 

Table 10.1. A restaurant database 

ID Name Cuisine Service Cost 
10001 Mike’s Pizza Italian Counter Low 
10002 Chris’s Cafe French Table Medium 
10003 Jacques Bistro French Table High 
 

The database depicted in Table 10.1 could be used to drive a web site that lists and 
recommends restaurants. This is an example of structured data in which there is a 
small number of attributes, each item is described by the same set of attributes, and 
there is a known set of values that the attributes may have. In this case, many machine 
learning algorithms may be used to learn a user profile, or a menu interface can easily 
be created to allow a user to create a profile. The next section of this chapter discusses 
several approaches to creating a user profile from structured data. 

Of course, a web page typically has more information than is shown in Table 10.1, 
such as a text description of the restaurant, a restaurant review, or even a menu. These 
may easily be stored as additional fields in the database and a web page can be cre-
ated with templates to display the text fields (as well as the structured data). However, 
free text data creates a number of complications when learning a user profile. For exam-
ple, a profile might indicate that there is an 80% probability that a particular user would 
like a French restaurant. This might be added to the profile because a user gave a posi-
tive review of four out of five French restaurants. However, unrestricted text fields are 
typically unique and there would be no opportunity to provide feedback on five restau-
rants described as “A charming café with attentive staff overlooking the river.” 

An extreme example of unstructured data may occur in news articles. Table 10.2 
shows an example of a part of a news article. The entire article can be treated as a 
large unrestricted text field. 

Table 10.2. Part of a newspaper article 

Lawmakers Fine-Tuning Energy Plan  
SACRAMENTO, Calif. -- With California's energy reserves remaining all but de-
pleted, lawmakers prepared to work through the weekend fine-tuning a plan Gov. 
Gray Davis says will put the state in the power business for "a long time to come." 
The proposal involves partially taking over California's two largest utilities and sign-
ing long-term contracts of up to 10 years to buy electricity from wholesalers. 
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Unrestricted texts such as news articles are examples of unstructured data. Unlike 
structured data, there are no attribute names with well-defined values. Furthermore, 
the full complexity of natural language may be present in the text field including 
polysemous words (the same word may have several meanings) and synonyms (dif-
ferent words may have the same meaning). For example, in the article in Table 10.2, 
“Gray” is a name rather than a color, and “power” and “electricity” refer to the same 
underlying concept. 

Many domains are best represented by semi-structured data in which there are 
some attributes with a set of restricted values and some free-text fields. A common 
approach to dealing with free text fields is to convert the free text to a structured rep-
resentation. For example, each word may be viewed as an attribute, with a Boolean 
value indicating whether the word is in the article or with an integer value indicating 
the number of times the word appears in the article. 

Many personalization systems that deal with unrestricted text use a technique to 
create a structured representation that originated with text search systems [34]. In this 
formalism, rather than using words, the root forms of words are typically created 
through a process called stemming [30]. The goal of stemming is to create a term that 
reflects the common meaning behind words such as “compute,” “computation,” 
“computer” “computes” and “computers.” The value of a variable associated with a 
term is a real number that represents the importance or relevance. This value is called 
the tf*idf weight (term-frequency times inverse document frequency). The tf*idf 
weight, w(t,d), of a term t in a document d is a function of the frequency of t in the 
document (tft,d), the number of documents that contain the term (dft) and the number 
of documents in the collection (N).1 
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Table 10.3 shows the tf*idf representation (also called the vector space representation) 
of the complete article excerpted in Table 10.2. The terms are ordered by the tf*idf 
weight. The intuition behind the weight is that the terms with the highest weight occur 
more often in that document than in the other documents, and therefore are more central 
to the topic of the document. Note that terms such as “util” (a stem of “utility”), 
“power,” “megawatt,” are among the highest weighted terms capturing the meaning.  

                                                           
1  Note that in the description of tf*idf weights, the word “document” is traditionally used since 

the original motivation was to retrieve documents. While the chapter will stick with the 
original terminology, in a recommendation system, the documents correspond to a text de-
scription of an item to be recommended. Note that the equations here are representative of 
the class of formulae called tf*idf. In general, tf*idf systems have weights that increase 
monotonically with term frequency and decrease monotonically with document frequency. 
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Table 10.3. tf*idf representation of the article in Table 10.2 

util-0.339 power-0.329 megawatt-0.309 electr-0.217 energi-0.206 california-0.181 
debt-0.128 lawmak-0.128 state-0.122 wholesal-0.119 partial-0.106 consum-0.105 
alert-0.103 scroung-0.096 advoc-0.09 testi-0.088 bail-out-0.088 crisi-0.085 amid-
0.084 price-0.083 long-0.082 bond-0.081 plan-0.081 term-0.08 grid-0.078 reserv-
0.077 blackout-0.076 bid-0.076 market-0.074 fine-0.073 deregul-0.07 spiral-0.068 
deplet-0.068 liar-0.066. 
 
Of course, this representation does not capture the context in which a word is used. It 
loses the relationships between words in the description. For example, a description of 
a steak house might contain the sentence, “there is nothing on the menu that a vege-
tarian would like” while the description of a vegetarian restaurant might mention 
“vegan” rather than vegetarian. In a manually created structured database, the cuisine 
attribute having a value of “vegetarian” would indicate that the restaurant is indeed a 
vegetarian one. In contrast, when converting an unstructured text description to struc-
tured data, the presence of the word vegetarian does not always indicate that a restau-
rant is vegetarian and the absence of the word vegetarian does not always indicate that 
the restaurant is not a vegetarian restaurant. As a consequence, techniques for creating 
user profiles that deal with structured data need to differ somewhat from those tech-
niques that deal with unstructured data or unstructured data automatically and impre-
cisely converted to structured data. 

One variant on using words as terms is to use sets of contiguous words as terms. 
For example, in the article in Table 10.2, terms such as “energy reserves” and “power 
business” might be more descriptive of the content than these words treated as indi-
vidual terms. Of course, terms such as “all but” would also be included, but one would 
expect that these have very low weights, in the same way that “all” and “but” individu-
ally have low weights and are not among the most important terms in Table 10.3. 

10.2  User Profiles 

A profile of the user’s interests is used by most recommendation systems. This profile 
may consist of a number of different types of information. Here, we concentrate on 
two types of information: 

 
1. A model of the user’s preferences, i.e., a description of the types of items that 

interest the user. There are many possible alternative representations of this de-
scription, but one common representation is a function that for any item predicts 
the likelihood that the user is interested in that item. For efficiency purposes, this 
function may be used to retrieve the n items most likely to be of interest to the user. 

2. A history of the user’s interactions with the recommendation system. This may 
include storing the items that a user has viewed together with other information 
about the user’s interaction, (e.g., whether the user has purchased the item or a rat-
ing that the user has given the item). Other types of history include saving queries 
typed by the user (e.g., that a user searched for an Italian restaurant in the 90210 
zip code). 
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There are several uses of the history of user interactions. First, the system can simply 
display recently visited items to facilitate the user returning to these items. Second, 
the system can filter out from a recommendation system an item that the user has 
already purchased or read.2 Another important use of the history in content-based 
recommendation systems is to serve as training data for a machine learning algorithm 
that creates a user model. The next section will discuss several different approaches to 
learning a user model. Here, we briefly describe approaches of manually providing 
the information used by recommendation systems: user customization and rule-based 
recommendation systems. 

In user customization, a recommendation system provides an interface that al-
lows users to construct a representation of their own interests. Often check boxes 
are used to allow a user to select from the known values of attributes, e.g., the cui-
sine of restaurants, the names of favorite sports teams, the favorite sections of a 
news site, or the genre of favorite movies. In other cases, a form allows a user to 
type words that occur in the free text descriptions of items, e.g., the name of a mu-
sician or author that interests the user. Once the user has entered this information, a 
simple database matching process is used to find items that meet the specified crite-
ria and display them to the user.  

There are several limitations of user customization systems. First, they require ef-
fort from the user and it is difficult to get many users to make this effort. This is par-
ticularly true when the user’s interests change, e.g., a user may not follow football 
during the season but then become interested in the Superbowl. Second, customiza-
tion systems do not provide a way to determine the order in which to present items 
and can find either too few or too many matching items to display. 

Figure 10.1 shows book recommendations at Amazon.com. Although Amazon.com 
is usually thought of as a good example of collaborative recommendation (see Chap-
ter 9 of this book [35]), parts of the user’s profile can be viewed as a content-based 
profile. For example, Amazon contains a feature called “favorites” that represents the 
categories of items preferred by users. These favorites are either calculated by keep-
ing track of the categories of items purchased by users or may be set manually by the 
user. Figure 10.2 shows an example of a user customization interface in which a user 
can select the categories. 

In rule-based recommendation systems, the recommendation system has rules to 
recommend other products based on the user history. For example, a system may 
contain a rule that recommends the sequel to a book or movie to people who have 
purchased the early item in the series. Another rule might recommend a new CD by 
an artist to users that purchased earlier CDs by that artist. Rule-based systems may 
capture several common reasons for making recommendations, but they do not offer 
the same detailed personalized recommendations that are available with other recom-
mendation systems. 

                                                           
2  Of course, in some situations it is appropriate to recommend an item the user has purchased 

and in other situations it is not. For example, a system should continue to recommend an 
item that wears out or is expended, such as a razor blade or print cartridge, while there is lit-
tle value in recommending a CD or DVD a user owns. 
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Fig. 10.1. Book recommendations by Amazon.com. 

 

 
 

Fig. 10.2. User customization in Amazon.com 
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10.3  Learning a User Model 

Creating a model of the user’s preference from the user history is a form of classifica-
tion learning. The training data of a classification learner is divided into categories, 
e.g., the binary categories “items the user likes” and “items the user doesn’t like.” 
This is accomplished either through explicit feedback in which the user rates items via 
some interface for collecting feedback or implicitly by observing the user’s interac-
tions with items. For example, if a user purchases an item, that is a sign that the user 
likes the item, while if the user purchases and returns the item that is a sign that the 
user doesn’t like the item. In general, there is a tradeoff since implicit methods can 
collect a large amount of data with some uncertainty as to whether the user actually 
likes the item. In contrast, when the user explicitly rates items, there is little or no 
noise in the training data, but users tend to provide explicit feedback on only a small 
percentage of the items they interact with. 

Figure 10.3 shows an example of a recommendation system with explicit user 
feedback. The recommender “MyBestBets” by ChoiceStream is a web based inter-
face to a television recommendation system. Users can click on the thumbs up or 
thumbs down buttons to indicate whether they like the program that is recom-
mended. By necessity, this system requires explicit feedback because it is not inte-
grated with a television [1] and cannot infer the user’s interests by observing the 
user’s behavior. 

 
 

Fig. 10.3. A recommendation system using explicit feedback 
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The next section reviews a number of classification learning algorithms. Such algo-
rithms are the key component of content-based recommendation systems, because 
they learn a function that models each user’s interests. Given a new item and the user 
model, the function predicts whether the user would be interested in the item. Many 
of the classification learning algorithms create a function that will provide an estimate 
of the probability that a user will like an unseen item. This probability may be used to 
sort a list of recommendations. Alternatively, an algorithm may create a function that 
directly predicts a numeric value such as the degree of interest. 

Some of the algorithms below are traditional machine learning algorithms de-
signed to work on structured data. When they operate on free text, the free text is first 
converted to structured data by selecting a small subset of the terms as attributes. In 
contrast, other algorithms are designed to work in high dimensional spaces and do not 
require a preprocessing step of feature selection. 

10.4  Decision Trees and Rule Induction 

Decision tree learners such as ID3 [31] build a decision tree by recursively partition-
ing training data, in this case text documents, into subgroups until those subgroups 
contain only instances of a single class. A partition is formed by a test on some fea-
ture -- in the context of text classification typically the presence or absence of an 
individual word or phrase. Expected information gain is a commonly used criterion to 
select the most informative features for the partition tests [38]. 

Decision trees have been studied extensively in use with structured data such as 
that shown in Table 10.1. Given feedback on the restaurants, a decision tree can easily 
represent and learn a profile of someone who prefers to eat in expensive French res-
taurants or inexpensive Mexican restaurants. Arguably, the decision tree bias is not 
ideal for unstructured text classification tasks [29]. As a consequence of the informa-
tion-theoretic splitting criteria used by decision tree learners, the inductive bias of 
decision trees is a preference for small trees with few tests. However, it can be shown 
experimentally that text classification tasks frequently involve a large number of 
relevant features [17]. Therefore, a decision tree’s tendency to base classifications on 
as few tests as possible can lead to poor performance on text classification. However, 
when there are a small number of structured attributes, the performance, simplicity 
and understandability of decision trees for content-based models are all advantages. 
Kim et al. [18] describe an application of decision trees for personalizing advertise-
ments on web pages. 

RIPPER [9] is a rule induction algorithm closely related to decision trees that 
operates in a similar fashion to the recursive data partitioning approach described 
above. Despite the problematic inductive bias, however, RIPPER performs competi-
tively with other state-of-the-art text classification algorithms. In part, the perform-
ance can be attributed to a sophisticated post-pruning algorithm that optimizes the 
fit of the induced rule set with respect to the training data as a whole. Furthermore, 
RIPPER supports multi-valued attributes, which leads to a natural representation for 
text classification tasks, i.e., the individual words of a text document can be repre-
sented as multiple feature values for a single feature. While this is essentially a 
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representational convenience if rules are to be learned from unstructured text docu-
ments, the approach can lead to more powerful classifiers for semi-structured text 
documents. For example, the text contained in separate fields of an email message, 
such as sender, subject, and body text, can be represented as separate multi-valued 
features, which allows the algorithm to take advantage of the document’s structure 
in a natural fashion. Cohen [10] shows how RIPPER can classify e-mail messages 
into user defined categories. 

10.5  Nearest Neighbor Methods 

The nearest neighbor algorithm simply stores all of its training data, here textual de-
scriptions of implicitly or explicitly labeled items, in memory. In order to classify a 
new, unlabeled item, the algorithm compares it to all stored items using a similarity 
function and determines the "nearest neighbor" or the k nearest neighbors. The class 
label or numeric score for a previously unseen item can then be derived from the class 
labels of the nearest neighbors. 

The similarity function used by the nearest neighbor algorithm depends on the type 
of data. For structured data, a Euclidean distance metric is often used. When using the 
vector space model, the cosine similarity measure is often used [34]. In the Euclidean 
distance function, the same feature having a small value in two examples is treated the 
same as that feature having a large value in both examples. In contrast, the cosine 
similarity function will not have a large value if corresponding features of two exam-
ples have small values. As a consequence, it is appropriate for text when we want two 
documents to be similar when they are about the same topic, but not when they are 
both not about a topic. 

 
Fig. 10.4. Gixo presents personalized news based on similarity to articles that have previously 
been read 
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The vector space approach and the cosine similarity function have been applied to 
several text classification applications ([11], [39], [2]) and, despite the algorithm’s 
unquestionable simplicity, it performs competitively with more complex algorithms. 
The Daily Learner system uses the nearest neighbor algorithm to create a model of the 
user’s short term interests [7]. Gixo, a personalized news system, also uses text simi-
larity as a basis for recommendation (Figure 10.4). The headlines are preceded by an 
icon that indicates how popular the item is (the first bar) and how similar the story is 
to stories that have been read by the user before (the second bar). The fact that these 
bars differ shows the value of personalizing to the individual. 

10.6  Relevance Feedback and Rocchio’s Algorithm 

Since the success of document retrieval in the vector space model depends on the 
user’s ability to construct queries by selecting a set of representative keywords [34], 
methods that help users to incrementally refine queries based on previous search re-
sults have been the focus of much research. These methods are commonly referred to 
as relevance feedback. The general principle is to allow users to rate documents re-
turned by the retrieval system with respect to their information need. This form of 
feedback can subsequently be used to incrementally refine the initial query. In a man-
ner analogous to rating items, there are explicit and implicit means of collecting rele-
vance feedback data. 

Rocchio’s algorithm [33] is a widely used relevance feedback algorithm that oper-
ates in the vector space model. The algorithm is based on the modification of an ini-
tial query through differently weighted prototypes of relevant and non-relevant docu-
ments. The approach forms two document prototypes by taking the vector sum over 
all relevant and non-relevant documents. The following formula summarizes the algo-
rithm formally: 
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Here, Qi is the user’s query at iteration i, and α, β, and γ are parameters that control 
the influence of the original query and the two prototypes on the resulting modified 
query. The underlying intuition of the above formula is to incrementally move the 
query vector towards clusters of relevant documents and away from irrelevant docu-
ments. While this goal forms an intuitive justification for Rocchio’s algorithm, 
there is no theoretically motivated basis for the above formula, i.e., neither per-
formance nor convergence can be guaranteed. However, empirical experiments 
have demonstrated that the approach leads to significant improvements in retrieval 
performance [33].  

In more recent work, researchers have used a variation of Rocchio’s algorithm in 
a machine learning context, i.e., for learning a user profile from unstructured text 
([15], [3], [29]). The goal in these applications is to automatically induce a text 
classifier that can distinguish between classes of documents. In this context, it is 
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assumed that no initial query exists, and the algorithm forms prototypes for classes 
analogously to Rocchio’s approach as vector sums over documents belonging to the 
same class. The result of the algorithm is a set of weight vectors, whose proximity 
to unlabeled documents can be used to assign class membership. Similar to the 
relevance feedback version of Rocchio’s algorithm, the Rocchio-based classifica-
tion approach does not have any theoretic underpinnings and there are no perform-
ance or convergence guarantees. 

10.7 Linear Classifiers 

Algorithms that learn linear decision boundaries, i.e., hyperplanes separating in-
stances in a multi-dimensional space, are referred to as linear classifiers. There are a 
large number of algorithms that fall into this category, and many of them have been 
successfully applied to text classification tasks [20]. All linear classifiers can be de-
scribed in a common representational framework. In general, the outcome of the 
learning process is an n-dimensional weight vector w, whose dot product with an n-
dimensional instance, e.g., a text document represented in the vector space model, 
results in a numeric score prediction. Retaining the numeric prediction leads to a 
linear regression approach. However, a threshold can be used to convert continuous 
predictions to discrete class labels. While this general framework holds for all linear 
classifiers, the algorithms differ in the training methods used to derive the weight 
vector w. For example, the equation below is known as the Widrow-Hoff rule, delta 
rule or gradient descent rule and derives the weight vector w by incremental vector 
movements in the direction of the negative gradient of the example's squared error 
[37]. This is the direction in which the error falls most rapidly.  
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The equation shows how the weight vector w can be derived incrementally. The inner 
product of instance xi and weight vector wi is the algorithm’s numeric prediction for 
instance xi. The prediction error is determined by subtracting the instance’s known 
score, yi, from the predicted score. The resulting error is then multiplied by the origi-
nal instance vector xi and the learning rate η to form a vector that, when subtracted 
from the weight vector w, moves w towards the correct prediction for instance xi. The 
learning rate η controls the degree to which every additional instance affects the pre-
vious weight vector. 

An alternative algorithm that has experimentally been shown to outperform the ap-
proach above on text classification tasks with many features is the exponentiated 
gradient (EG) algorithm. Kivinen and Warmuth [19] prove a bound for EG’s error, 
which depends only logarithmically on the number of features. This result offers a 
theoretic argument for EG’s performance on text classification problems, which are 
typically high-dimensional.  

An important advantage of the above learning schemes for linear algorithms is that 
they can be performed on-line, i.e., the current weight vector can be modified incre-
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mentally as new instances become available. This is a crucial advantage for applica-
tions that operate under real-time constraints. 

Finally, it is important to note that while the above approaches tend to converge on 
hyperplanes that separate the training data accurately, the hyperplane’s generalization 
performance might not be optimal. A related approach aimed at improving generaliza-
tion performance is known as support vector machines [36]. The central idea underly-
ing support vector machines is to maximize the classification margin, i.e., the distance 
between the decision boundary and the closest training instances, the so-called sup-
port vectors. A series of empirical experiments on a variety of benchmark data sets 
indicated that linear support vector machines perform particularly well on text classi-
fication tasks [17]. The main reason for this is that the margin maximization is an 
inherently built-in overfitting protection mechanism. A reduced tendency to overfit 
training data is particularly useful for text classification algorithms, because in this 
domain high dimensional concepts must often be learned from limited training data, 
which is a scenario prone to overfitting. 

10.8  Probabilistic Methods and Naïve Bayes 

In contrast to the lack of theoretical justifications for the vector space model, there has 
been much work on probabilistic text classification approaches. This section describes 
one such example, the naïve Bayesian classifier. Early work on a probabilistic classi-
fier and its text classification performance was reported by Maron [24]. Today, this 
algorithm is commonly referred to as a naïve Bayesian Classifier [13]. Researchers 
have recognized Naïve Bayes as an exceptionally well-performing text classification 
algorithm and have frequently adopted the algorithm in recent work ([27], [28], [25]). 

The algorithm’s popularity and performance for text classification applications 
have prompted researchers to empirically evaluate and compare different variations of 
naïve Bayes that have appeared in the literature (e.g. [26], [21]). In summary, 
McCallum and Nigam [26] note that there are two frequently used formulations of 
naïve Bayes, the multivariate Bernoulli and the multinomial model. Both models 
share the following principles. It is assumed that text documents are generated by an 
underlying generative model, specifically a parameterized mixture model:  
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Here, each class c corresponds to a mixture component that is parameterized by a 
disjoint subset of θ, and the sum of total probability over all mixture components 
determines the likelihood of a document. Once the parameters θ have been learned 
from training data, the posterior probability of class membership given the evidence 
of a test document can be determined according to Bayes’ rule: 
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While the above principles hold for naïve Bayes classification in general, the multi-
variate Bernoulli and multinomial models differ in the way p(di|cj; θ) is estimated 
from training data. 

The multivariate Bernoulli formulation was derived with structured data in mind. 
For text classification tasks, it assumes that each document is represented as a binary 
vector over the space of all words from a vocabulary V. Each element Bit in this vector 
indicates whether a word appears at least once in the document. Under the naïve 
Bayes assumption that the probability of each word occurring in a document is inde-
pendent of other words given the class label, p(di|cj; θ) can be expressed as a simple 
product: 
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Bayes-optimal optimal estimates for p(wt|cj; θ) can be determined by word occurrence 
counting over the data: 
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In contrast to the binary document representation of the multivariate Bernoulli model, 
the multinomial formulation captures word frequency information. This model as-
sumes that documents are generated by a sequence of independent trials drawn from a 
multinomial probability distribution. Again, the naïve Bayes independence assump-
tion allows p(di|cj; θ) to be determined based on individual word probabilities: 
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Here, Nit is the number of occurrences of word wt in document di. Taking word fre-
quencies into account, maximum likelihood estimates for p(wt|cj; θ) can be derived 
from training data: 
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Empirically, the multinomial naïve Bayes formulation was shown to outperform the 
multivariate Bernoulli model. This effect is particularly noticeable for large vocabu-
laries (McCallum and Nigam, 1998).  

Even though the naïve Bayes assumption of class-conditional attribute independ-
ence is clearly violated in the context of text classification, naïve Bayes per-forms 
very well. Domingos and Pazzani [12] offer a possible explanation for this paradox by 
showing that class-conditional feature independence is not a necessary condition for 
the optimality of naïve Bayes. The naïve Bayes classifier has been used in several 
content-based recommendation systems including Syskill & Webert [29].  

10.9 Trends in Content-Based Filtering 

Belkin & Croft [5] surveyed some of the first content-based recommendation systems 
and noted that they made use of technology related to information retrieval such as 
tf*idf and Rocchio’s method. Indeed, some of the early work on content-based rec-
ommendation used the term “query” to refer to user models. In this view, a user 
model is a saved query (or a set of saved queries) that can retrieve additional or new 
information of interest to the user. Some representative early systems include a sys-
tem at Bellcore [14] that found new technical reports related to previously read re-
ports and LyricTime [22] that recommended songs in a multimedia player based on a 
profile learned from the user’s feedback on prior songs played. 

The creation and rapid growth of the World Wide Web in the mid 1990s made 
access to vast amounts of information possible and created problems of locating and  

 

 

 
Fig. 10.5. The Syskill & Webert system learns a model of the user’s preference for web pages 



 10  Content-Based Recommendation Systems 339 

identifying personally relevant information. Some in the Machine Learning com-
munity applied traditional machine learning methods to user modeling of document 
interests. These methods reduced the text training data to a few hundred highly rele-
vant words using techniques such as information theory or tf*idf. Some representative 
systems included WebWatcher [16] and Syskill & Webert [29]. 

10.10 Limitations and Extensions 

Although there are different approaches to learning a model of the user’s interest with 
content-based recommendation, no content-based recommendation system can give 
good recommendations if the content does not contain enough information to distin-
guish items the user likes from items the user doesn’t like. In recommending some 
items, e.g., jokes or poems, there often isn’t enough information in the word frequency 
to model the user’s interests. While it would be possible to tell a lawyer joke from a 
chicken joke based upon word frequencies, it would be difficult to distinguish a funny 
lawyer joke from other lawyer jokes. As a consequence, other recommendation tech-
nologies, such as collaborative recommenders [35], should be used in such situations.  

In some situations, e.g., recommending movies, restaurants, or television pro-
grams, there is some structured information (e.g., the genre of the movie as well as 
actors and directors) that can be used by a content-based system. However, this in-
formation might be supplemented by the opinions of other users. One way to include 
the opinions of other users in the frameworks discussed in Section 10.2 is to add addi-
tional data associated to the representation of the examples. For example, Basu et al. 
[4] add features to examples that indicate the identifiers of other users who like an 
item. Ripper was applied to the resulting data that could learn profiles with both col-
laborative and content-based features (e.g., a user might like a science fiction movie if 
USER-109 likes it). Although not strictly a content-based system, the same technol-
ogy as content-based recommenders is used to learn a user model. Indeed, Billsus and 
Pazzani [6] have shown that any machine learning algorithm may be used as the basis 
for collaborative filtering by transforming user ratings to attributes. Chapter 12 of this 
book [8] discusses a variety of other approaches to combining content and collabora-
tive information in recommendation systems. 

A final usage of content in recommendations is worth noting. Simple content-based 
rules may be used to filter the results of other methods such as collaborative filtering. 
For example, even if it is the case that people who buy dolls also buy adult videos, it 
might be important not to recommend adult items in a particular application. Simi-
larly, although not strictly content-based, some systems might not recommend items 
that are out of stock. 

10.11 Summary 

Content-based recommendation systems recommend an item to a user based upon a 
description of the item and a profile of the user’s interests. While a user profile may 
be entered by the user, it is commonly learned from feedback the user provides on 
items. A variety of learning algorithms have been adapted to learning user profiles, 
and the choice of learning algorithm depends upon the representation of content. 
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Abstract. Recommender systems try to help users access complex information
spaces. A good example is when they are used to help users to access online prod-
uct catalogs, where recommender systems have proven to be especially useful for
making product suggestions in response to evolving user needs and preferences.
Case-based recommendation is a form of content-based recommendation that is
well suited to many product recommendation domains where individual products
are described in terms of a well defined set of features (e.g., price, colour, make,
etc.). These representations allow case-based recommenders to make judgments
about product similarities in order to improve the quality of their recommenda-
tions and as a result this type of approach has proven to be very successful in
many e-commerce settings, especially when the needs and preferences of users
are ill-defined, as they often are. In this chapter we will describe the basic ap-
proach to case-based recommendation, highlighting how it differs from other
recommendation technologies, and introducing some recent advances that have
led to more powerful and flexible recommender systems.

11.1 Introduction

Recently I wanted to buy a new digital camera. I had a vague idea of what I wanted—a
6 mega-pixel digital SLR from a good manufacturer—but it proved difficult and time
consuming to locate a product online that suited my needs, especially as these needs
evolved during my investigations. Many online stores allowed me to browse or nav-
igate through their product catalog by choosing from a series of static features (e.g.,
manufacturer, camera type, resolution, level of zoom etc.). Each time I selected a fea-
ture I was presented with the set of cameras with this feature and I could then go on
to choose another feature to further refine the presented products. Other stores allowed
me to search for my ideal camera by entering a query (e.g. “digital slr, 6 mega-pixels”)
and presented me with a list of results which I could then browse at my leisure.

Both of these access options were helpful in different ways—in the beginning I
preferred to browse through catalogs but, after getting a feel for the various features
and compromises, I tended to use search-based interfaces—however neither provided
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me with the flexibility I really sought. For a start, all of the stores I tried tended to
slavishly respect my queries. This was especially noticeable when no results could be
returned to satisfy my stated needs; this is often referred to as stonewalling [17]. For
instance, looking for a 6 mega-pixel digital SLR for under $200 proved fruitless—
unsurprising perhaps to those ‘in the know’—and left me with no choice but to start
my search again. This was especially frustrating when there were many cameras that
were similar enough to my query to merit suggestion. Moreover, stonewalling is further
compounded by a diversity problem: I was frequently presented with sets of products
that were all very similar to each other thus failing to offer me a good set of alternatives.
At other times I would notice a camera that was almost perfect, aside from perhaps one
or two features, but it was usually difficult to provide this form of feedback directly.
This feedback problem prevented me from requesting “another camera like this one but
with more optical zoom and/or a lower price”, for instance.

In all, perhaps one of the most frustrating aspects of my search was the apparent
inability of most online stores to learn anything about my preferences over time. In my
opinion shopping for an expensive item such as a digital camera is an exercise in pa-
tience and deliberation, and one that is likely to involve many return visits to particular
online stores. Unfortunately, despite the fact that I had spent a significant time and effort
searching and browsing for cameras during previous visits none of the stores I visited
had any facility to remember my previous interactions or preferences. For instance, my
reluctance to purchase a very expensive camera—I never accepted recommendations
for cameras above $1000—should have been recognised and factored into the store’s
recommendations, but it was not. As a result many of my interactions turned out to be
requests for less expensive suggestions. This preference problem meant that starting my
searches from scratch became a regular feature of these visits.

Recommender systems are designed to address many of the problems mentioned
above, and more besides, by offering users a more intelligent approach to navigat-
ing and searching complex information spaces. They have been especially useful in
many e-commerce domains with many stores using recommendation technologies to
help convert browsers into buyers by providing intelligent and timely sales support
and product suggestions; see for example Chapter 16 of this book [38] for a survey
of recommendation techniques in an e-commerce setting. One of the key features of
many recommendation technologies is the ability to consider the needs and preferences
of the individual when it comes to generating personalized recommendations or sug-
gestions. We will return to this issue later in this chapter but also refer the interested
reader to related work on the development of personalization technologies. For exam-
ple, Chapters 2 [35] and 4 [44] of this book consider different approaches to learning
and modeling the preferences of users while Chapters 3 [62], 6 [61], and 18 [8] of this
book consider different ways in which user models may be harnessed to provide users
with more personalized access to online information and services. Indeed, while many
recommendation and personalization technologies focus on the needs of the individual,
some researchers have begun to consider group recommendation scenarios where the
potentially competing preferences of a number of individuals need to be considered;
see for example Chapter 20 [41] of this book.
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Recommendation techniques come in two basic flavours. Collaborative filtering ap-
proaches rely on the availability of user ratings information (e.g. “John likes items A,
B and C but dislikes items E and F” and make suggestions for a target user based on
the items that similar users have liked in the past, without relying on any information
about the items themselves other than their ratings; see Chapter 9 [83] of this book for
a more detailed account of collaborative filtering approaches. In contrast content-based
techniques rely on item descriptions and generate recommendations from items that are
similar to those the target user has liked in the past, without directly relying on the pref-
erences of other users; see Chapter 10 [69] of this book for a detailed account of pure
content-based approaches.

Case-based recommenders implement a particular style of content-based recom-
mendation that is very well suited to many product recommendation scenarios; see also
[16]. They rely on items or products being represented in a structured way using a
well defined set of features and feature values; for instance, in a travel recommender a
particular vacation might be presented in terms of its price, duration, accommodation,
location, mode of transport, etc. In turn the availability of similarity knowledge makes
it possible for case-based recommenders to make fine-grained judgments about the sim-
ilarities between items and queries for informing high-quality suggestions to the user.
Case-based recommender systems are the subject of this chapter, where we will draw
on a range of examples from a variety of recommender systems, both research proto-
types and deployed applications. We will explain their origins in case-based reasoning
research [1, 31, 46, 101] and their basic mode of operation as recommender systems.
In particular, we will look at how case-based recommenders deal with the issues high-
lighted above in terms of their approach to selection similarity, recommendation diver-
sity, and the provision of flexible feedback options. In addition we will consider the use
of case-based recommendation techniques to produce suggestions that are personalized
for the needs of the individual user and in this way present case-based approaches as
one important solution for Web personalization problems; see also Chapters 2 [35], 3
[62], and 16 [38] in this book for related work in the area of Web personalization.

11.2 Towards Case-Based Recommendation

Case-based recommender systems have their origins in case-based reasoning (CBR)
techniques [1, 46, 101, 48, 99]. Early case-based reasoning systems were used in a
variety of problem solving and classification tasks and can be distinguished from more
traditional problem solving techniques by their reliance on concrete experiences instead
of problem solving knowledge in the form of codified rules and strong domain models.
Case-based reasoning systems rely on a database (or case base) of past problem solving
experiences as their primary source of problem-solving expertise. Each case is typically
made up of a specification part, which describes the problem at hand, and a solution
part, which describes the solution used to solve this problem. New problems are solved
by retrieving a case whose specification is similar to the current target problem and
then adapting its solution to fit the target situation. For example, CLAVIER [39] is
a case-based reasoning system used by Lockheed to assist in determining the layout
of materials to be cured in an autoclave (i.e., a large convection oven used, in this
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Fig. 11.1. CLAVIER uses CBR to design layout configurations for a set of parts to be cured in
an autoclave. This is a complex layout task that does not lend itself to a traditional knowledge-
based approach. However a case base of high-quality past layouts can be readily assembled. New
layouts for a target parts-list can then be produced by retrieving a case with a similar parts-list
and adapting its layout. If successful this new layout can then be learned by storing it in the case
base as a new case.

case, for the curing of composite materials for aerospace applications). CLAVIER has
the job of designing a good layout—one that will maximise autoclave throughput—
for a new parts-list. The rules for determining a good layout are not well understood
but previous layouts that have proved to be successful are readily available. CLAVIER
uses these previous layout examples as the cases in its case base. Each case is made
up of a parts-list (its specification) and the particular layout used (its solution). New
layouts for a new parts-list are determined by matching the new parts-list against these
cases and adapting the layout solution used by the most similar case; see Figure 11.1.
CLAVIER has been a huge practical success and has been in use for a number of years
by Lockheed, virtually eliminating the production of low-quality parts that must be
scrapped, and saving thousands of dollars each month.

Case-based recommenders borrow heavily from the core concepts of retrieval and
similarity in case-based reasoning. Items or products are represented as cases and rec-
ommendations are generated by retrieving those cases that are most similar to a user’s
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query or profile. The simplest form of case-based recommendation is presented in Fig-
ure 11.2. In this figure we use the example of a digital camera recommender system,
with the product case base made up of detailed descriptions of individual digital cam-
eras. When the user submits a target query—in this instance providing a relatively vague
description of their requirements in relation to camera price and pixel resolution—they
are presented with a ranked list of k recommendations which represent the top k most
similar cases that match the target query. As a form of content-based recommendation

Product Case-Base

Price: 1000

Pixel: 6

Target Query, t

Case

Retrieval

Similarity

Knowledge

c1,…cn

Product

Recommendations

c1 {sim(t, c1)},

:

ck {sim(t, c1)},

c1,…ck

Fig. 11.2. In its simplest form a case-based recommendation system will retrieve and rank product
suggestions by comparing the user’s target query to the descriptions of products stored in its case
base using similarity knowledge to identify products that are close matches to the target query.

(see, for example, [5, 26, 63, 78, 94] and also Chapter 10 [69] of this book) case-based
recommenders generate their recommendations by looking to the item descriptions,
with items suggested because they have similar descriptions to the user’s query. There
are two important ways in which case-based recommender systems can be distinguished
from other types of content-based systems: (1) the manner in which products are rep-
resented; and (2) the way in which product similarity is assessed. Both of these will be
discussed in detail in the following sections.

11.2.1 Case Representation

Normally content-based recommender systems operate in situations where content
items are represented in an unstructured or semi-structured manner. For example, the
NewsDude content-recommender, which recommends news articles to users, assumes
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text-based news stories and leverages a range of keyword-based content analysis tech-
niques during recommendation; see for example, [9] and Chapter 18 [8] in this book.
In contrast, case-based recommender systems rely on more structured representations
of item content. These representations are similar to those used to represent case-
knowledge in case-based reasoners. For example, they often use a set of well-defined
features and feature values to describe items, rather than free-form text. This reliance on
structured content means that case-based recommenders are particularly well adapted
to many consumer recommendation domains, particularly e-commerce domains, where
detailed feature-based product descriptions are often readily available.

Fig. 11.3. An example product case from a digital camera product catalog.

Figure 11.3 shows one such example product case from a catalog of cameras. The case
is for a Canon digital camera and, as can be seen, the product details are captured us-
ing 11 different features (e.g., manufacturer, model, memory type, price, etc.) with each
feature associated with one of a well-defined space of possible feature values (e.g., the
manufacturer feature values are drawn from a well-defined set of possible manufactur-
ers such as Canon, Nikon, Sony etc.). The example also highlights how different types
of features can be used within a product description. In this case, a mixture of numeric
and nominal features are used. For instance, price is an example of a numeric feature,
which obviously represents the cost of the camera, and can take on values anywhere in a
range of possible prices, from about $100 to upwards of $3000. Alternatively, memory
type is a nominal feature, whose values come from a well-defined set of alternatives
corresponding to the 4 or 5 different memory card options that are commonly used
by digital cameras. The Entree recommender is another good example of a case-based
recommender system. This system will be explored in more detail in Section 11.4 but
suffice it to say that Entree is designed to make restaurant suggestions; see Figure 11.4.
In terms of its core representation, Entree also uses a structured case format—although
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Fig. 11.4. Entree [21, 22] recommends restaurants to users based on a variety of features such as
price, cuisine type, atmosphere, etc..

the presentation in Figure 11.12 is largely textual the basic case representation is fun-
damentally feature-based—using features such as price, cuisine type, atmosphere, etc.
to represent each restaurant case.

11.2.2 Similarity Assessment

The second important distinguishing feature of case-based recommender systems re-
lates to their use of various sophisticated approaches to similarity assessment when it
comes to judging which cases to retrieve in response to some user query. Because case-
based recommenders rely on structured case representations they can take advantage of
more structured approaches to similarity assessment than their content-based cousins.
For example, traditional content-based techniques tend to use keyword-based similar-
ity metrics, measuring the similarity between a user query and a product in terms of
the frequency of occurrence of overlapping query terms within the product text. If the
user is looking for a “$1000 6 mega-pixel DSLR” then cameras with all of these terms
will be rated highly, and depending on the strength of the similarity criterion used, if
no cameras exist with all of these terms then none may be retrieved. We have already
highlighted this type of retrieval inflexibility (stonewalling) as a critical problem in the
introduction to this chapter. Any reasonable person would be happy to receive a recom-
mendation for a “$900 6.2 mega-pixel digital SLR”, for the above query, even though
strictly speaking there is no overlap between the terms used in this description and the
query.

Case-based recommenders can avail of more sophisticated similarity metrics that
are based on an explicit mapping of case features and the availability of specialised
feature level similarity knowledge. An online property recommender might use case-
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based techniques to make suggestions that are similar to a target query even when exact
matches are not available. For example, a user who looking for a “2 bedroom apartment
in Dublin with a rent of 1150 euro” might receive recommendations for properties that
match the bedroom feature and that are similar to the target query in terms of price and
location; the recommendations might offer slightly higher or lower priced properties in
a nearby location when no exact matches are available.

Similarity(t,c) = ∑i=1..n wi ∗ simi(ti,ci)
∑i=1..n wi

(11.1)

Assessing similarity at the case level (or between the target query and a candidate case)
obviously involves combining the individual feature level similarities for the relevant
features. The usual approach is to use a weighted sum metric such as that shown in
Equation 11.1. In brief, the similarity between some target query, t and some candi-
date case (or item), c, is the weighted sum of the individual similarities between the
corresponding features of t and c, namely ti and ci. Each weight encodes the relative
importance of a particular feature in the similarity assessment process and each indi-
vidual feature similarity is calculated according to a similarity function that is defined
for that feature, simi(ti,ci). For instance, looking to the property recommender example
above, if rent is very important to the user then the weight associated with this feature
will be higher than the weights associated with less important features. In turn, when
it comes to comparing the query and a case in terms of their rent the recommender
system may draw on a specialised similarity metric designed for comparing monthly
rents. A different metric might be used for comparing the number of bedrooms or the
property type.

We must also consider the source of the individual feature level similarities and
how they can be calculated. For example, returning to our camera recommender system,
consider a numeric feature such as pixel resolution. The target query and a candidate
case might be compared in terms of this feature using a similarity metric with the sort
of similarity profile shown in Figure 11.5(a); maximum similarity is achieved when the
pixel resolution of a candidate case matches that of the target query, and for cases with
higher or lower pixel resolution there is a corresponding decline in similarity. This is
an example of a symmetric similarity metric because there is no bias in favour of either
higher or lower resolution cases.

simprice(pt , pc) = 1− |pt − pc|
max(pt , pc)

(11.2)

Sometimes symmetric similarity metrics are not appropriate. For instance, consider the
price feature: it is reasonable to expect that a user will view cameras with prices (pc)
that are lower than their target price (pt) to be preferable to cameras with higher prices,
all other things being equal. The similarity metric in Equation 11.2 is used in many
recommender systems (e.g., see [52, 75]) as one way to capture this notion and the
metric displays a similarity profile similar to that shown in Figure 11.5(b). For instance,
consider a $1000 target price and two candidate cases, one with a price of $500 and one
for $1500. In terms of the symmetric similarity metric represented by Figure 11.5(a), the
latter candidate corresponds to the point x in Figure 11.5(a) and the former to point y.
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Fig. 11.5. Two example similarity profiles for numeric similarity metrics: (a) corresponds to a
standard symmetric similarity metric; (b) corresponds to an asymmetric metric that gives prefer-
ence to features values that are lower than the target’s value.

For both cases the similarity assessment is the same, reflecting that both differ from
the target price by the same amount, $500, with no preference given to whether a case
is less or more expensive. These cases are plotted in the same way in Figure 11.5(b)
but now we see that the more expensive case (point x) has a lower similarity than the
cheaper camera (point y). Even though both candidates differ by $500, preference is
given to the cheaper case.

To evaluate the similarity of non-numeric features in a meaningful way requires
additional domain knowledge. For example, in a vacation recommender it might be im-
portant to be able to judge the similarities of cases of different vacation types. Is a skiing
holiday more similar to a walking holiday than it is to a city break or a beach holiday?
One way to make such judgments is by referring to suitable domain knowledge such
as an ontology of vacation types. In Figure 11.6 we present part of what such an on-
tology might look like with different feature values represented as nodes and similar
feature values grouped near to each other. In this way, the similarity between two ar-
bitrary nodes can be evaluated as an inverse function of the distance between them or
the distance to their nearest common ancestor. Accordingly, a skiing holiday is more
similar to a walking holiday (they share a direct ancestor, activity holidays) than it is to
a beach holiday, where the closest common ancestor is the ontology root node.

11.2.3 Acquiring Similarity Knowledge

Similarity assessment is obviously a key issue for case-based reasoning and case-
based recommender systems. Of course the availability and use of similarity knowledge
(feature-based similarity measures and weighting functions) is an important distinguish-
ing feature of case-based recommendation. Although further detailed discussion of this
particular issue is beyond the scope of this chapter, it is nonetheless worth consider-
ing the origin of this knowledge in many systems. For the most part this knowledge is
hand-coded: similarity tables and trees, such as the vacation ontology above, are made
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Fig. 11.6. A partial ontology of vacation types can be used as the basis for similarity judgments
for non-numeric features.

available and codified by a domain knowledge expert. Similarly, importance weights
might be assigned by the user at retrieval time or by the domain expert during sys-
tem design. Hand-coding this knowledge is, of course, expensive and so increasingly
researchers have begun to explore how machine learning techniques can be used to
relieve these knowledge acquisition costs.

A number of researchers have looked at the issue of automatically learning the fea-
ture weights that are be used to influence the level of importance of different features
during the case similarity calculations. Wettschereck and Aha [102], for example, de-
scribe an evaluation of a number of weight-learning algorithms that are knowledge-
poor, in the sense that they avoid the need for detailed domain knowledge to drive the
learning process. They show how even these knowledge-poor techniques can result in
significant improvements in case-based classification tasks and present a general frame-
work for understanding and evaluating different weight-learning approaches; see also
the work of [42, 81] for approaches to local weight-learning in CBR based on reinforce-
ment learning.

Stahl [96] also looks at feature-weight learning but describes an alternative approach
in which feedback is provided by a “similarity teacher” whose job it is to evaluate the
ordering a given retrieval set. For example, in a recommender context a user may play
the role of the similarity teacher because her selections can be interpreted as retrieval
feedback; if our user selects product number 3 in the list of recommendations first then
we can conclude that the correct ordering should have placed this product at the top
of the list. Stahl’s learning algorithm attempts to minimise the average ordering error
in retrieval sets. The work of Cohen et al. [25] looks at the related issue of learning
to order items given feedback in the form of preference judgements. They describe a
technique for automatically learning a preference function to judge how advisable it is
to rank some item i ahead of item j, and go on to show how a set of items can then
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be ranked by attempting to maximise agreements with this learned preference function;
see also the work of [13].

Finally, it is worth highlighting recent similarity learning work by O’Sullivan et al.
[66, 67, 68]. This work has not been used directly by case-based recommenders but in-
stead has been used to improve the quality of collaborative filtering recommenders (see
Chapter 9 [83] in this book) by using case-based style similarity metrics when evalu-
ating profile similarities. Normally a collaborative filtering recommender system can
only evaluate the similarity between two profiles if they share ratings. For example in a
TV recommender two users that have both rated ER and Frasier can be compared. But
if one user has only rated ER and the other has only rated Frasier then they cannot be
compared. O’Sullivan et al. point out that the ratings patterns within a collaborative fil-
tering database can be analysed to estimate the similarity between programmes like ER
and Frasier. They show that by using data-mining techniques it is possible to discover
that, for example, 60% of the people who have liked ER have also liked Fraiser, and
use this as a proxy for the similarity between these two programmes. They demonstrate
how significant improvements in recommendation accuracy can be obtained by using
these similarity estimates with more sophisticated case-based profile similarity metrics.

11.2.4 Single-Shot Recommendation

Many case-based recommenders operate in a reactive and single-shot fashion, present-
ing users with a single set of recommendations based on some initial query; thus the
user is engaged in a single (short-lived) interaction with the system. For example, the
Analog Devices OpAmp recommender presents a user with a set of available OpAmps
that closely match the user’s query [100, 103]. The online property recommender re-
ferred to earlier operate similarly, responding with a selection of suitable apartments in
response to a user’s rental constraints; see also the DubLet system by [40].

The point to make here is that single-shot recommendation has its shortcom-
ings. In particular, if users do not find what they are looking for among the initial
recommendations—as is frequently the case—then their only option is to revise their
query and start again. Indeed the pure similarity-based nature of most case-based rec-
ommender systems increases the chances of this happening in certain situations be-
cause, as we discussed earlier, the top ranked recommendations may differ from the
target query in more or less the same ways. As a result they will be very similar to
each other—they will lack diversity—and if the user doesn’t like the first recommenda-
tion she is unlikely to be satisfied with the similar alternatives either. In the remaining
sections of this chapter we will explore how this simple model of case-based recommen-
dation has been extended to provide a more sophisticated recommendation framework,
one that provides for more sophisticated interaction between recommender and user,
generating personalized recommendations that are more diverse, through an extended
dialog with the user.
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11.3 Similarity and Beyond

Let us look at a concrete example of the diversity problem referred to above. Consider
a vacation recommender where a user submits a query for a 2-week vacation for two
in the sun, costing less than $750, within 3 hours flying time of Ireland, and with good
night-life and recreation facilities on-site. The top recommendation returned is for an
apartment in the Hercules complex in the Costa Del Sol, Spain, for the first two weeks
in July. A good recommendation by all accounts, but what if the second, third, and
fourth recommendations are from the same apartment block, albeit perhaps for differ-
ent two-week periods during the summer, or perhaps for different styles of apartments?
While the k (k = 4 in this case) best recommendations are all very similar to the target
query, they are also very similar to each other. The user has not received a useful set of
alternatives if the first recommendation is unsuitable. This scenario is not uncommon

c3c2
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t c3
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t
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t

Fig. 11.7. Similarity vs diversity during case retrieval: (a) a case base with highlighted target
query, t; (b) a conventional similarity-based retrieval strategy returns the cases that are individu-
ally closest to the target query, thus limiting their potential diversity; (c) an alternative retrieval
strategy that balances similarity to the target and the relative diversity of the selected cases pro-
duces a more diverse set of recommendations.

in recommender systems that employ similarity-based retrieval strategies: they often
produce recommendation sets that lack diversity and thus limit user options (see Figure
11.7(a&b)). These observations have led a number of researchers to explore alternatives
to similarity-based retrieval, alternatives that attempt to explicitly improve recommen-
dation diversity while at the same time maintaining query similarity. 1

11.3.1 Similarity vs. Diversity

How then can we improve the diversity of a set of recommended cases, especially since
many of the more obvious approaches are likely to reduce the similarity of the selected

1 Incidentally, related concerns regarding the primacy of similarity in other forms of case-based
reasoning have also come to light, inspiring many researchers to look for alternative ways to
judge the utility of a case in a given problem solving context (e.g. [7, 19, 34, 45, 49, 91]).
For example, researchers have looked at the importance of adaptability alongside similarity,
arguing that while a case may appear to be similar to a target problem, this does not mean it
can be successfully adapted for this target (see [49, 91]).
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cases compared to the target query? In case-based recommenders, which implement a
similarity-based retrieval strategy, the trade-off between similarity and diversity is often
straightforward when we look at the similarity and diversity characteristics for the top
k items. For low values of k, while similarity to the target query tends to be high, the
diversity between the top k recommendations tends to be very low. In other words, the
top ranking cases are often similar to the target query in more or less the same ways; of
course what we really need is a set of recommendations that are equally similar to the
target query but in different ways. As we move through the top ranking recommenda-
tions we tend to find cases that are similar to the target query but increasingly different
from those that have gone before. These are the interesting cases to consider from a
recommendation diversity perspective.

We attempt to capture this visually in Figure 11.8(a) by depicting a list of the top 9
recommendations in decreasing order of their similarity to the target query. Each rec-
ommendation is shaded to reflect its diversity relative to the others. For example, the top
3 recommendations are all shaded to the same degree, indicating that the are all very
similar to each other. Hence there is little variation among the top 3 results; perhaps
these are all examples of vacation suggestions for the same Spanish apartment complex
for the first few weeks of July. It should be clear in this example how more diverse
recommendations only begin to appear for higher values of k. Recommendations 4, 6
and 9, for example, are more diverse alternatives; perhaps these suggestions correspond
to vacations in Tuscany or on the Costa Brava. One solution then is to look for ways
of identifying and promoting these more diverse recommendations so that the user is
presented with a more diverse list of suggestions, which still remain true to their target
query. Figure 11.8(b) illustrates this: recommendations from positions 4,6 and 9 in Fig-
ure 11.8(a) are promoted to positions 2, 3 and 4 (or perhaps the less diverse suggestions
of 2, 3, and 5 are simply removed from the suggestion list) thus providing the user with
variation in the top recommendations.

One way to improve diversity is to simply select k random cases from the top bk
most similar cases to the target query. This so-called bounded random selection strategy
was proposed by [92] but it was shown to result in an unacceptable drop in query sim-
ilarity, and so is hardly practical in many recommendation scenarios. However, more
principled approaches are available, which rely on an explicit model of diversity. We
can define the diversity of a set of retrieved cases, c1, ...ck, to be the average dissimilar-
ity between all pairs of these cases (Equation 11.3). Then the bounded greedy selection
strategy proposed by [92] offers a way to improve diversity, while at the same time
maintaining target query similarity; see also [11]. This strategy incrementally builds a
diverse retrieval set of k cases, R, by starting from a set of the bk most similar cases to
the target query. During each step the remaining cases are ordered according to their
quality with the highest quality case added to R. The key to this algorithm is a quality
metric that combines diversity and similarity (Equation 11.4). The quality of a case c
is proportional to the similarity between c and the current target t, and to the diversity
of c relative to those cases so far selected, R = {r1, ...,rm}; see Equation 11.5. The first
case to be selected is always the one with the highest similarity to the target. However
during subsequent iterations, the case selected is the one with the highest combination
of similarity to the target and diversity with respect to the set of cases selected so far.
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Fig. 11.8. Typical approaches to similarity-based recommendation tend to produce recommenda-
tion lists with limited diversity characteristics, such as the list shown in (a). Individual items are
shaded to reflect their diversity characteristics so that in (a) items 1,2,3 and 5 are very similar to
each other as are items 4 and 7 and items 6 and 8. In (b) a different ordering of items is presented,
one that maximises the diversity of the top items.

Diversity(c1, ...cn) =
∑i=1..n ∑ j=i..n(1−Similarity(ci,c j))

n
2 ∗ (n−1)

(11.3)

1. define BoundedGreedySelection (t, C, k, b)
2. begin
3. C' := bk cases in C that are most similar to t
4. R := {}
5. For i := 1 to k
6. Sort C' by Quality(t,c,R) for each c in C'
7. R := R + First(C')
8. C’ := C’ - First(C')
9. EndFor
10. return R
11. end

1. define BoundedGreedySelection (t, C, k, b)
2. begin
3. C' := bk cases in C that are most similar to t
4. R := {}
5. For i := 1 to k
6. Sort C' by Quality(t,c,R) for each c in C'
7. R := R + First(C')
8. C’ := C’ - First(C')
9. EndFor
10. return R
11. end

Fig. 11.9. The Bounded Greedy Selection strategy for producing a diverse set of k: t refers to the
current target query; C refers to the case base; k is the size of the desired retrieval/recommendation
set; b refers to the bound used for the initial similarity-based retrieval.

Quality(t,c,R) = Similarity(t,c)∗RelDiversity(c,R) (11.4)

RelDiversity(c,R) = 1 i f R = {};
= ∑i=1..m(1−Similarity(c,ri))

m
,otherwise (11.5)
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Empirical studies presented in [11, 92] demonstrate the diversity benefits of the
above approach. In particular, the bounded greedy algorithm is found to provide a cost
effective diversity enhancing solution, resulting in significant improvements in recom-
mendation diversity against relatively minor reductions in target query similarity. For
example, [11, 92] applied the technique in a number of different recommender systems
including a vacation recommender and a recruitment advisor. In the vacation recom-
mender, examining the similarity and diversity characteristics of the top 3 recommenda-
tions reveals that the bounded greedy technique manages to achieve a 50% improvement
in relative diversity when compared to the standard similarity-based recommendation
approach but suffers a minor loss of less than 10% in similarity to the target query.
Similar results are found in the recruitment domain and in practice users are seen to
benefit from a much more varied selection of alternatives that remain similar to their
stated needs.

11.3.2 Alternative Diversity-Preserving Approaches

The bounded greedy technique discussed above was among the first practical attempts
to explicitly enhance the diversity of a set of recommendations without significantly
compromising their query similarity characteristics; although it is worth noting that
some loss of similarity is experienced with this approach. In parallel Shimazu [86, 87]
introduced an alternative method for enhancing the diversity of a set of recommenda-
tions. In brief, a set of 3 recommendations, c1, c2 and c3, are chosen relative to some
query q such that c1 is maximally similar to q, c2 is maximally dissimilar to c1 and then
c3 is maximally dissimilar to c1 and c2. In this way, the triple of cases are chosen to be
maximally diverse but, unlike the bounded greedy technique above, the similarity of c2

and c3 to the query is likely to be compromised. As such the value of this approach is
limited to situations where the set of recommended cases is drawn from a set of cases
that are all sufficiently similar to the user query to begin with.

L
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Discarded Case

Fig. 11.10. The approach described in [55, 56] partitions the case base into similarity layers—
groups of cases with equivalent similarity to the target query—and the retrieved cases are chosen
starting with the highest similarity layer and until k cases have been selected. The final cases
selected from the lowest necessary similarity layer are chosen based on an optimal diversity
maximizing technique.
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Recently a number of alternative diversity enhancing selection techniques have been
proposed. For example, [55] shows that it is sometimes possible to enhance diversity
without loss of query similarity and a related approach based on the idea of similarity
layers is described [56]. Very briefly, a set of cases, ranked by their similarity to the
target query are partitioned into similarity layers, such that all cases in a given layer
have the same similarity value to the query. To select a set of k diverse cases, the low-
est similarity layer that contributes cases to the recommendation set is identified and
a subset of cases from this layer are selected for inclusion in the final recommended
set with all cases in higher similarity layers automatically included; see Figure 11.10.
Cases are selected from this lowest similarity layer using an optimal diversity maxi-
mizing algorithm. This approach has the ability to improve diversity while at the same
time fully preserving the similarity of cases to the user query. However, the diversity
improvements obtained are typically less than those achieved by the bounded greedy al-
gorithm, because all cases from higher similarity layers are always included without any
diversity enhancement. An alternative, and more flexible, diversity enhancing approach
is also introduced based on the analogous notion of similarity intervals; see also [56].
The advantage of this approach is that it can achieve greater diversity improvements
by relaxing the constraint that query similarity must be preserved. Query similarity is
reduced but within a tolerance level defined by the width of the similarity intervals.

It is also worth noting that a retrieval technique may not be designed to explicitly
enhance diversity but may nonetheless have a beneficial effect by its very nature. Order-
based retrieval is a good example of such a technique [14, 17]. It is based on the idea
that the relative similarities of cases to a query of ideal feature values is one way of
ordering a set of cases for recommendation. Order-based retrieval constructs an order-
ing relation from the query provided by the user and applies this relation to the case
base of products returning the k items at the top of the ordering. The order relation is
constructed from the composition of a set of canonical operators for constructing par-
tial orders based on the feature types that make up the user query. While the technical
details of order-based retrieval are beyond the scope of this chapter the essential point
to note is that an empirical evaluation of order-based retrieval demonstrates that it has
an inherent ability to enhance the diversity of a set of retrieval results; that is, the cases
at the top of the ordering tend to be more diverse than an equivalent set of cases ranked
based on their pure similarity to the user query.

In [58] McSherry proposes a compromise-driven approach to retrieval in recom-
mender systems. This approach is inspired by the observation that the most similar
cases to the user’s query are often not representative of compromises that the user may
be prepared to accept. Compromise-driven retrieval is based on a variation of the usual
similarity assumption: that a given case is more acceptable than another if it is more
similar to the user’s query and it involves a subset of the compromises that the other
case involves. As well as being less likely to be contradicted by user behaviour, this as-
sumption serves as the basis for a more principled approach to deciding which cases are
included in the retrieval set than setting an arbitrary similarity threshold over the candi-
date cases. For example, no case is included in the retrieval set if there is a more similar
case that involves a subset of the compromises it involves. Though not relying explicitly
on diversity as an additional measure of recommendation quality, compromise-driven
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retrieval does offer users a better (usually more diverse) set of recommendation alterna-
tives. Moreover, the recommendation set is guaranteed to provide full coverage of the
available cases in the sense that for any case that is not included in the retrieval set,
one of the recommended cases is at least as good in terms of its similarity to the user’s
query and the compromises it involves. While the size of the retrieval set required to
provide full coverage cannot be predicted in advance, experimental results suggest that
retrieval-set sizes tend to remain within reasonable limits even for queries of realistic
complexity; see [58].

In summary then, we have seen how recent developments in case-based recommen-
dation have relaxed the conventional wisdom of the similarity assumption, in favour of
retrieval strategies that are more likely to deliver a recommendation set that offers users
a more diverse set of alternatives. In the next section will will revisit the diversity issue
in a slightly different context. While accepting the value of diversity during recommen-
dation, we will question whether it should always be used as a retrieval constraint or
whether there are occasions when it is more useful to focus on similarity or diversity.

11.4 The Power of Conversation

As mentioned earlier, the single-shot model of recommendation, whether similarity-
based or diversity-enhanced, is limited to a single interaction between the user and the
recommender system. If the user is not satisfied with the recommendations they receive
then their only option is to modify their query and try again. Indeed the single-shot
approach also makes the assumption that the user is in a position to provide a detailed
query from the start, an assumption that does not often hold in practice. For example,
in many product recommendation scenarios users may start with an initial query, which
they will ultimately come to adapt and refine as they learn more about a particular
product-space or the compromises that might be possible in relation to certain product
features. Sometimes a user will come to disregard features that, initially at least, were
important, as they recognise the value of other features, for example. These observations
have motivated the development of conversational recommender systems which engage
the user in an extended, interactive recommendation dialog during which time they at-
tempt to elicit additional query information in order to refine recommendations2. Today
most case-based recommenders employ conversational techniques, engaging users in
an extended dialog with the system in order to help them navigate through a complex
product space by eliminating items from consideration as a result of user feedback; note
that these dialogs are normally restricted in the form of feedback solicited from the user,
rather than offering free form natural language style dialogs.

Two different forms of conversational recommender systems can be distinguished
according to the type of feedback that they solicit from users. In the nomenclature of
Shimazu [86, 87], conversational recommenders can adopt a navigation by asking or a
navigation by proposing style approach. In the case of the former, recommenders ask

2 Conversational recommender systems have their origins in conversational case-based rea-
soning (CCBR) [3, 4, 12, 64], which apply similar techniques to elicit query information in
problem solving domains and diagnostic tasks.
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their users a series of questions regarding their requirements; this form of feedback is
sometimes termed value elicitation. For example, a digital camera recommender might
ask “What style of camera do you want? Compact or SLR?” or “How much optical
zoom do you need?”. Alternatively, systems that employ navigation by proposing avoid
posing direct questions in favour of presenting users with interim recommendations
and asking for their feedback, usually in the form of a simple preference or a rating.
Both styles of conversation have their pros and cons when it comes to user costs and
recommendation benefits as we shall discuss in the following sections.

11.4.1 Navigation by Asking

Navigation by asking is undoubtedly the most direct way to elaborate a user’s require-
ments and can lead to very efficient conversational dialogs in many situations. The
Adaptive Place Advisor, which helps users to choose destinations such as restaurants,
is good example of a system that employs navigation by asking [37, 98]. For instance,
Figure 11.11 shows a sample Adaptive Place Advisor conversation between the user
(the inquirer) and the recommender system (the advisor). Clearly, the Adaptive Place
Advisor supports a sophisticated form of conversational dialog, employing natural lan-
guage processing techniques in order to respond to freeform user answers. In addition,
it is worth highlighting that its conversational form allows the user to ask questions of
the recommender system too (see Line 3 of Figure 11.11), something that we will return
to in Section 11.4.3, under the heading of mixed-initiative systems. The essential point
is that each question that the Adaptive Place Advisor asks is designed to narrow down
the possible recommendations that might be suggested to the user. Indeed in this system
recommendations are only finally made when a few items remain.

One of the key issues that must be addressed with this style of recommendation con-
cerns the important issue of what sets of questions should be asked during each session.
For instance the order and number of questions can have a significant impact on usabil-
ity and user effort. Doyle & Cunningham were among the first to report experimental
results on this topic within CBR [32] by evaluating different question-selection criteria,
including an entropy-based method which evaluates the informativeness or information
gain of given features and is inspired by the decision-tree building work of [71, 73]; see
also [86, 87]. Schmitt and his colleagues [84] propose an alternative approach, called
simVar, that is especially tailored to e-commerce recommendation scenarios. Instead of
using entropy-based information gain measures, this approach considers the influence
that a given feature can have on the similarity of cases in the case base. Thus questions
are asked of features that are deemed to have the highest influence on the similarity of
cases. In addition, an estimate of the user’s likely ability to answer such questions is also
considered. Evaluations show that SimVar is capable of producing question dialogs that
successfully prioritise questions that are both important and easy for the user to answer
and that these can be more effective in product recommendation scenarios than those
produced by entropy-based approaches; see also [6] for other useful dialog criteria. In
Section 11.5 we will discuss how personalization techniques are used by the Adaptive
Place Advisor to improve its conversational efficiency by eliminating the need to pose
certain questions in situations where a learned model of the particular user can provide
the answers.
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1. Inquirer: Where do you think I should eat tonight?

2. Advisor: What type of food w ould you like?

3. Inquirer: What types are there?

4. Advisor: You can say things like Chinese, Indian, and Mediterranean.

5. Inquirer: Oh, maybe a cheap Indian place.

6. Advisor: What kind of parking w ould you like?

7. Inquirer: I don’t care, as long as it’s in Palo Alto.

8. Advisor: I’m sorry, I don’t know of any restaurants like that, w ould you like to search

for any price?

9. Inquirer: No, I think I’d like Chinese instead.

10. Advisor: How does Mandarin Gourmet on 420 Ramona sound?1

11. Inquirer: No, what else do you have?

12. Advisor: How about Jing-Jing Szechwan Hunan Gourmet on 443 Emerson Street?

13. Inquirer: Sure, that sounds fine.

Fig. 11.11. An example of the type of conversational dialog between a user (the inquirer) and the
Adaptive Place Advisor recommender system (the advisor) in which the user is trying to decide
on a restaurant for dinner.

The value elicitation approach adopted in navigation by asking has its origins in the
classification and diagnosis tasks that are the focus of many conversational case-based
reasoning systems (see for e.g., [3, 4, 12, 64]), but its use in recommendation tasks is
not always appropriate. For example, users are often less inclined to tolerate protracted
lists of direct questions. Oftentimes they will not know the answers to questions that
demand a high-level of domain knowledge or they may reject questions that ask for
sensitive or personal information. Moreover, providing answers to direct questions can
impose a significant interfacing burden. For example, expecting users to respond with
textual answers is not appropriate in the context of recommender systems that operate
over mobile devices such as PDAs and mobile phones.

11.4.2 Navigation by Proposing

The above value elicitation issues have led to an increased interest in other forms of
user feedback that are amenable to the navigation by proposing style of conversational
recommendation. The key feature of navigation by proposing is that the user is pre-
sented with one of more recommendation alternatives, rather than a question, during
each recommendation cycle, and they are invited to offer feedback in relation to these
alternatives. In general terms there are 3 important types of feedback. Ratings-based
feedback (see [43, 89, 90]) involves the user providing an explicit rating of a recom-
mendation, but this form of feedback is more commonly found in collaborative fil-
tering style recommender systems (see Chapter 9 [83] in this book) and shall not be
discussed further here. Alternatively, feedback might be expressed in the form of a con-
straint over certain features of one of the recommendations (critique-based feedback)
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Fig. 11.12. Entree [21, 22] recommends restaurants to users and solicits feedback in the form
of feature critiques. The screenshot shows a recommendation for Planet Hollywood along with
a variety of fixed critiques (less$$, nicer, cuisine etc.) over features such as the price, ambiance
and cuisine of the restaurant.

[21, 22, 33, 50, 51, 70, 75]. Even simpler again is preference-based feedback in which
the user expresses a preference for one alternative over the others [52].

Critique-Based Feedback. Critiquing-based recommenders allow users to provide
feedback in the form of a directional feature constraint. For example, a digital cam-
era shopper might ask for a camera that is cheaper than the current recommendation,
cheaper being a critique over the price feature. The FindMe systems [21, 22] were
among the first recommenders to champion critiquing as an effective form of feed-
back in conversational recommender systems. For instance, the Entree recommender
suggests restaurants in Chicago and each recommendation allows the user to select
from seven different critiques; see Figure 11.12. When a user selects a critique such as
cheaper, Entree eliminates cases (restaurants) that do not satisfy the critique from con-
sideration in the next cycle, and selects that case which is most similar to the current
recommendation from those remaining; thus each critique acts as a filter over the cases.
As a form of feedback, critiquing has much to recommend it. It proves to be an effec-
tive way to guide the recommendation process and yet provides users with a straight-
forward mechanism to provide feedback, one that requires limited domain knowledge
on the part of the user and it is easy to implement with even the simplest of interfaces.
The FindMe systems evaluate this form of conversational recommendation and feed-
back in a variety of contexts including movie, car, and accommodation recommenda-
tion [22]. In the Car Navigator recommender system, for example, individual critiques
were also designed to cover multiple features, so that, for instance, a user might request
a sportier car than the current recommendation, simultaneously constraining features
such as engine size and acceleration. These compound critiques obviously allow the
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Compound Critiques

Unit Critiques

Fig. 11.13. A screenshot of the digital camera recommender system evaluated in [75, 50, 51]
which solicits feedback in the form of fixed unit critiques and a set of dynamically generated
compound critiques. The former are indicated on either side of the individual camera features,
while the latter are presented beneath the main product recommendation as a set of 3 alternatives.

recommender to take larger steps through the product-space, eliminating many more
cases than would be possible with a single-feature, unit critique, in a single recommen-
dation cycle. Indeed recently the work of [50, 51, 75] has investigated the possibility
of automatically generating dynamic compound critiques based on the remaining cases
and the user’s progress so far; see for example Figure 11.13. In short, this so-called
dynamic critiquing approach uses data mining techniques to identify groups of unit cri-
tiques that reflect common difference patterns between the remaining cases. Evaluation
results suggest that using these groups of critiques as compound critiques has the po-
tential to offer significant improvements in recommendation performance by allowing
users to navigate more efficiently through complex product-spaces.

Preference-Based Feedback. Perhaps the simplest form of feedback involves the user
indicating a simple preference for one recommendation over another. It is also particu-
larly well suited to domains where users have very little domain knowledge, but where
they can readily express a preference for what they like when it is recommended. For
example, Figure 11.14 shows a set of recommendations from a prototype recommenda-
tion service that uses preference-based feedback to help brides-to-be to chose a wedding
dress. During each cycle 3 different suggestions are presented along with a set of tech-
nical features, and the user can select one recommendation as their preference as a lead
into the next cycle. This is a good example of a domain where the average shopper
is likely to have limited domain knowledge, at least in terms of the type of technical
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Fig. 11.14. A set of wedding dress suggestions from a prototype recommender system. During
each recommendation cycle 3 suggestions are made and the user can indicate which they prefer
as a way to initiate the next recommendation cycle.

features that are presented alongside the recommendations. However most brides-to-be
will be willing and able to select a preference for one dress over another.

Unfortunately, while this approach carries very little feedback overhead, from a
user’s perspective, it is ultimately limited in its ability to guide the recommendation
process. For example, it will not always be clear why a user has selected one recom-
mendation over another, in terms of the features behind these recommendation. They
both may have many features in common and many features that distinguish them. To
address this issue the comparison-based recommendation work of [52] proposes a vari-
ety of query revision strategies that are designed to update the current query as a result
of preference-based feedback. For example the most straightforward strategy (more like
this) simply adopts the preferred case as the new query and proceeds to retrieve the k
most similar cases to it for the next cycle. This approach is not very efficient however
as it does little to infer the user’s true preferences at a feature level. An alternative ap-
proach only transfers features from the preferred case if these features are absent from
all of the rejected cases, thus allowing the recommender to focus on those aspects of
the preferred cases that are unique in the current cycle. Yet another strategy attempts to
weight features in the updated query according to how confident the recommender can
be that these features are responsible for the user’s preference. One particular weight-
ing strategy proposed by [52] depends on the number of alternatives for a given feature
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within the current recommendation set. For example, in a digital camera recommender
system, if the preferred camera is a Nikon, and if there are many alternative manufac-
turers listed amongst the other k− 1 recommendations in the current cycle, then the
recommender can be more confident that the user is genuinely interested in Nikons than
if say one or two of the rejected cases were also Nikons. Both of these alternative strate-
gies allow for more efficient recommendation sessions than the default more like this
strategy.

11.4.3 Conversational Management and Mixed-Initiative Systems

Of course while there is a clear distinction between the navigation by asking and navi-
gation by proposing styles of conversation, and between the different forms of feedback
that they adopt, this does not limit recommender systems from implementing strategies
that combine different conversational styles and methods of feedback. For example,
ExpertClerk [86, 87] is designed to mimic the type of interactions that are commonly
observed between shoppers and sales clerks in real-life shopping scenarios, and imple-
ments a mixture of navigation by asking and navigation by proposing. During the early
stages of the recommendation session the user is asked a number of questions in order
to identify their broad requirements. Questions are selected using an information theo-
retic approach based on ID3’s information gain heuristic [72, 73]. This is followed by
a navigation by proposing stage that includes critiquing-based feedback. Experiments
indicate that this combination of navigational styles provides for more efficient recom-
mendation sessions than either approach on its own and, it is argued, constitutes a more
natural form of recommendation dialog.

The work of [53, 54, 93] proposes a different departure from the conventional ap-
proaches to conversational recommendation. Instead of combining different forms of
feedback and conversation style, the adaptive selection technique proposes a diversity-
enhanced approach to retrieval that has its origins in the work described in [11, 92];
see also Section 11.3 of this chapter. However, rather than simply combining similarity
and diversity during each recommendation cycle, diversity is selectively introduced de-
pending on whether or not the current recommendation cycle is judged to be on target
with respect to the user’s preferences. If the current set of recommendations are not
judged by the user to be an improvement on previous recommendations then diversity
is increased during the next recommendation cycle in order to provide a broader set
of recommendations. The goal is to try to refocus the recommender system on a more
satisfactory region of the product-space. If, however, the latest recommendations do
appear to be on target then a similarity-based approach to retrieval is used to provide
for a more fine-grained exploration of the current region of the product-space. Judging
whether or not the current recommendations are on target is achieved using a technique
called preference carrying. Specifically, the previously preferred product case is carried
to the next cycle and if it is reselected then the system assumes that an improvement has
not been achieved by the other cases recommended as part of this new cycle. The ap-
proach has been shown to have the potential to improve recommendation performance
by offering significant reductions in recommendation session lengths when used with
either preference-based or critiquing forms of feedback.
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In an attempt to further improve the interactive nature of conversational recom-
mender systems researchers have begun to look at how these systems might accommo-
date a wider variety of conversational moves [15], above and beyond the provision of
simple forms of user feedback. For example, the Adaptive Place Advisor [37, 98] con-
templates a number of different conversational moves in the form of dialog operators.
One such operator, ASK-CONSTRAIN allows the recommender to ask the user for a
particular feature value (standard value elicitation). A different operator (the QUERY-
VALUES operator) allows the user to ask the recommender for the possible values of
a product feature. For example, the recommendation session presented in Figure 11.11
shows examples of the recommender requesting certain feature values and also the user
asking for information about the permissible values. Within recommendation sessions
the availability of these operators facilitates more flexible interaction models which al-
low either user or system to seize and cede initiative in a more flexible manner than
conventional conversational recommender systems.

This more flexible approach to the development of conversational recommender
systems is closely related to recent developments in the area of mixed-initiative in-
telligent systems (see, for example, [2, 97]), which attempt to integrate human and
automated reasoning to take advantage of their complementary reasoning styles and
different computational strengths. Important issues in mixed-initiative systems include:
the division of task responsibility between the human and the intelligent agent; how
control and initiative might shift between human and agent, including the support of
interrupt-driven or proactive behaviour. Mixed-initiative systems need to maintain a
more sophisticated model of the current state of the human and agent(s) involved and
require a well-defined set of protocols to facilitate the exchange of information between
human and agent(s). For example, the mixed-initiative recommender system, Sermo
[15], draws on ideas from conversational analysis techniques in the service of a recom-
mendation framework that combines a conversational recommendation strategy with
grammar-based dialog management functions; see also [12]. Sermo’s dialog grammar
captures the set of legal dialogs between user and recommender system, and the use
of a conversational policy facilitates a reasonable balance between over-constrained
fixed-role recommendation dialogs and interrupt-driven dialogs that are not sufficiently
constrained to deliver coherent recommendation sessions.

11.5 Getting Personal

Personalization technologies promise to offer users a more engaging online experience,
one that is tailored to their long-term preferences as well as their short-term needs, both
in terms of the information that is presented and the manner in which it is presented.
By reading this volume you will gain a detailed understanding of how personalisation
techniques have been explored in a wide variety of task contexts, from searching and
navigating the Web (see Chapter 6 [61] in this book) to e-commerce (see Chapter 16
[38] in this book), healthcare (see Chapter 15 [23]) and e-learning (Chapter 1 [18] in
this book) applications.

Personalization and recommendation technologies are also intimately connected.
The ultimate promise of recommendation technology goes beyond the provision of
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flexible, conversational information access. Indeed, arguably, the provision of a truly
effective recommendation service demands an ability to respond to more than just the
short-term needs of the individual. A user’s personal preferences should also be con-
sidered as an important source of context with which to guide the recommendation
process. Ultimately the benefits of personalization in a recommendation context come
down to the potential for an improved experience for the user. In theory, personalized
recommender systems should be able to respond effectively to users with less feedback;
in this sense a user’s learned preferences can “fill in the gaps”, or at least some of them,
during a recommendation dialog, leading to shorter recommendation sessions. For ex-
ample, recognising that a user is a fan of water sports will help a travel recommender
to make more targeted recommendations without soliciting feedback on preferred va-
cation activities. Moreover, the quality of recommendations should improve because
the recommender has access to long-term preference information that may never nor-
mally be disclosed during any individual session. For example, as a member of the One
World Alliance air-miles programme our holiday-maker may prefer to fly with certain
carriers to avail of air-miles. This information may be missing from their query but be-
cause it is reflected in their long-term profile these carriers can be promoted during the
recommendation process.

Personalized recommender systems are distinguished by their ability to react to the
preferences of the individual. Obviously there is a sense in which every recommender
system reacts to the preferences of the individual, but does this make it personalized?
For example, all of the conversational recommender systems discussed above react to
feedback provided by users within each session. As such they react to the personal
needs of the user, captured from their direct feedback, and so deliver some degree of
personalization in their recommendations. However this is what might be termed weak
personalization because the absence of a persistent user profile outside of the scope
of an individual session precludes the recommender from adapting to preferences that
may not be disclosed in that session. Such recommender systems can provide in-session
personalization only and two users who respond in the same way within a session will
receive the same recommendations even if they differ greatly in terms of their long-term
preferences. Recommender systems that adopt a model of strong personalization must
have access to persistent user profiles, which can be used to complement any in-session
feedback to guide the recommendation process.

The key then to building a personalized recommender system relies on an ability
to learn and maintain a long-term model of a user’s recommendation preferences. A
wide variety of approaches are available in this regard. For example, user models can
represent stereotypical users [24], or they can reflect the preferences of actual users by
learning from questionnaires, user ratings or usage traces (e.g., [47, 90]). Moreover,
user models can be learned by soliciting long-term preference information from the
user directly; for example, by asking the user to weight a variety of areas of interest.
Alternatively, models can be learned in a less obtrusive manner by mining their normal
online behaviour patterns (e.g., [65, 85]). Further discussion of the user modeling re-
search literature is beyond the scope of this chapter but the interested reader is directed
to Chapters 2 [35] and 4 [44] of this book for further material on this important topic.
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11.5.1 Case-Based Profiling

Case-based recommendation techniques facilitate a form of case-based user profiling
that leverages available content descriptions as an intrinsic part of the user profiles. Ac-
cordingly a user profile is made up of a set of cases plus some indication of whether
the user has liked or disliked these cases. These profiles can then be used in different
ways to help influence subsequent recommendations as we will see. First, it is worth
highlighting how this approach to profiling stands in contrast to the type of ratings-
based profiles that are exploited by collaborative filtering systems (see, for example
[5, 30, 47, 74, 77, 85, 89] and also Chapter 9 [83] of this book). Ratings-based pro-
files are content-free, in the sense that they are devoid of any item content; ratings may
be associated with a particular item identifier but the information about the item itself
(other than the ratings information) is generally not available, at least in pure collabora-
tive filtering systems. In contrast, case-based profiles do contain information about the
items themselves because this information is stored within the item cases.

Fig. 11.15. The CASPER case-based recommender system combines case-based recommenda-
tion and user profiling in an online recruitment application.

CASPER is online recruitment system (see Figure 11.15) that uses single-shot case-
based recommendation to suggest jobs to users based on some initial query. It monitors
the responses of users to these recommendations in order to construct case-based pro-
files that can be used to personalise future recommendation sessions; see [10, 74, 88].
Upon receiving a job recommendation a user has various action choices. For example,
they might choose to save the advert, or email it to themselves, or submit their resume
online. These actions are interpreted by CASPER’s profiling mechanism as examples
of positive feedback and stored in a persistent profile as rating-case pairs. Each action
is translated into a rating according to how reliable an indicator of user interest it is; for
example, submitting a resume as part of an online application is treated as the highest
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level of interest. In addition, negative ratings can be provided by rating adverts directly.
Thus each user profile is made up of a set of job cases and their ratings for a given user.

CASPER’s recommendation process is a two-step one. As indicated in Figure 11.15,
CASPER first generates a set of recommendations based on similarity to the user query.
Ordinarily these similarity-based results would be suggested to the user. However, the
availability of a user profile allows CASPER to further process these recommendations
in order to re-rank them according to the preferences encoded in the user’s profile. To
do this CASPER scores each new recommendation according to how similar it is to the
cases stored in the user’s profile (see Figure 11.16). This score measures the relevance
of a new recommendation to the user in question. Recommendations that are similar
to cases that the user has liked are preferred over recommendations that are similar to
cases that the user has disliked, for example. Thus, if, over time the user has responded
positively to jobs in a particular region, or with a particular salary range then, in the
future, recommendations that include similar features will tend to be prioritised even if
these features are absent from the current query.

Fig. 11.16. To judge the relevance of a new recommendation, which has been suggested because
of its similarity to the target query, CASPER compares the recommendation to the other cases
that are similar in the user’s profile and score the recommendation according to the relative dis-
tribution of positive and negative ratings within this set of similar cases.

The final ordering of recommendations can then be influenced by a combination of their
similarity to the user’s target query and their relevance to the user’s past preferences.
Live and artificial-user studies have demonstrated that this form of personalization has
the potential to significantly improve the quality of CASPER’s recommendations. As
an aside, it is worth highlighting that in CASPER profiles are stored and updated on the
client-side and the personalized re-ranking is performed as a client-side process. This
enhances the system’s privacy characteristics because personal preferences do not have
to be revealed to the recommendation server.

A similar form of case-based profiling is used in the Personal Travel Assistant (PTA)
[27, 28]. Like CASPER, the Personal Travel Assistant uses its profiles to re-order an
initial set of recommendations based on the preferences that are encoded within a pro-
file. A complimentary approach to recommendation reordering is proposed by [79, 80],



11 Case-Based Recommendation 369

but instead of relying on the target user’s profile, reordering is performed with reference
to a set of similar recommendation sessions that have occurred in the past with similar
users.

11.5.2 Profiling Feature Preferences

The methods discussed in the previous section refer to the uses of cases themselves as
part of the user profile; the user profile is made up of a set of positive (and possibly
negative) cases. Collectively these rated cases capture a user’s preferences. An alter-
native, and somewhat more direct approach to profiling in case-based recommender
systems, sees the use of user profiles that attempt to capture feature level preferences.
For example, the user models employed in the Adaptive Place Advisor [37, 98] cap-
ture the preferences that a user may have in relation to items, attributes and their values
including the relative importance of a particular attribute, the preferred values for a par-
ticular attribute, and specific preferred items encoded as frequency distributions. For
instance, for a restaurant, the user model might indicate that the type of cuisine has
an importance weight of 0.4, compared to say the parking facilities, which might have
a preference weight of only 0.1. Moreover a user may have a 0.35 preference weight
for Italian cuisine but only a 0.1 weighting for German food. Individual item pref-
erences are represented as the proportion of times that an item has been accepted in
past recommendations. These preferences then guide the recommendation engine dur-
ing item selection. Item, attribute and value preferences are all expressed as part of an
item selection similarity metric so that items which have been preferred in the past, or
that have important attributes and/or preferred values for these attributes, are prioritised
over items that have weaker preferences.

When it comes to updating the user model, the Adaptive Place Advisor interprets
various user actions as preferences for or against certain items, attributes or values. For
example, when a user accepts a recommendation, this is interpreted as a preference,
not just for this item, but also for its particular attributes and values. However, when
a user rejects an item, this is interpreted as a rejection of the item itself, rather than a
rejection of its attribute-value combinations. Early evaluations indicate that the com-
bination of Adaptive Place Advisor’s conversational recommendation technique and
its personalization features has the potential to improve recommendation performance,
with efficiency improvements noted as subjects learned how to interact with the system
and as their user models were updated as a result of these interactions.

11.6 Conclusions

Case-based recommendation is a form of content-based recommendation that empha-
sises the use of structured representations and similarity-based retrieval during recom-
mendation. In this chapter we have attempted to cover a number of important lines
of research in case-based recommendation, from traditional models of single-shot,
similarity-based recommendation to more sophisticated conversational recommenda-
tion models and personalization techniques. This research has helped to distinguish
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case-based recommendation techniques from their content-based and collaborative fil-
tering cousins.

Of course it has only been possible to scratch the surface of this vibrant area of
research and many emerging topics have been omitted. For example, there is now an
appreciation that no one recommendation technology or strategy is likely to be opti-
mal in any given recommendation scenario. As a result considerable attention has been
paid to the prospect of developing hybrid recommendation strategies that combine indi-
vidual approaches, such as content-based and collaborative filtering techniques; see for
example Chapter 12 [20] in this book.

Another area of recent focus concerns the ability of case-based recommender sys-
tems (and indeed recommender systems in general) to explain the results of their reason-
ing. Certainly, when it comes to buying expensive goods, people expect to be skillfully
steered through the options by well-informed sales assistants that are capable of bal-
ancing the user’s many and varied requirements. But in addition users often need to be
educated about the product space, especially if they are to come to understand what is
available and why certain options are being recommended by the sales-assistant. Thus
recommender systems also need to educate users about the product space: to justify their
recommendations and explain the reasoning behind their suggestions; see, for example,
[29, 36, 57, 59, 60, 76, 82, 95]

In summary then, case-based recommendation provides for a powerful and effective
form of recommendation that is well suited to many product recommendation scenar-
ios. As a style of recommendation, its use of case knowledge and product similarity,
makes particular sense in the context of interactive recommendation scenarios where
recommender system and user must collaborative in a flexible and transparent manner.
Moreover, the case-based approach enjoys a level of transparency and flexibility that is
not always possible with other forms of recommendation.
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Abstract. Adaptive web sites may offer automated recommendations generated 
through any number of well-studied techniques including collaborative, con-
tent-based and knowledge-based recommendation. Each of these techniques has 
its own strengths and weaknesses. In search of better performance, researchers 
have combined recommendation techniques to build hybrid recommender sys-
tems. This chapter surveys the space of two-part hybrid recommender systems, 
comparing four different recommendation techniques and seven different hy-
bridization strategies. Implementations of 41 hybrids including some novel 
combinations are examined and compared. The study finds that cascade and 
augmented hybrids work well, especially when combining two components of 
differing strengths. 

12.1   Introduction 

Recommender systems are personalized information agents that provide recommen-
dations: suggestions for items likely to be of use to a user [18, 41, 42]. In an e-
commerce context, these might be items to purchase; in a digital library context, they 
might be texts or other media relevant to the user's interests.1 A recommender system 
can be distinguished from an information retrieval system by the semantics of its user 
interaction. A result from a recommender system is understood as a recommendation, 
an option worthy of consideration; a result from an information retrieval system is 
interpreted as a match to the user's query. Recommender systems are also distin-
guished in terms of personalization and agency. A recommender system customizes 
its responses to a particular user. Rather than simply responding to queries, a recom-
mender system is intended to serve as an information agent.2 

                                                           
1  In this chapter, I use the e-commerce term "products" to refer to the items being recom-

mended, with the understanding that other information-seeking contexts are also pertinent. 
2  Techniques such as relevance feedback enable an information retrieval engine to refine its 

representation of the user’s query, and therefore can be seen as a simple form of recommen-
dation. The search engine Google (http://www.google.com) blurs this distinction further, us-
ing “authoritativeness” criteria in addition to strict matching [6]. 
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A variety of techniques have been proposed as the basis for recommender systems: 
collaborative, content-based, knowledge-based, and demographic techniques are sur-
veyed below. Each of these techniques has known shortcomings, such as the well-
known cold-start problem for collaborative and content-based systems (what to do 
with new users with few ratings) and the knowledge engineering bottleneck in knowl-
edge-based approaches. A hybrid recommender system is one that combines multiple 
techniques together to achieve some synergy between them. For example, a collabora-
tive system and a knowledge-based system might be combined so that the knowledge-
based component can compensate for the cold-start problem, providing recommenda-
tions to new users whose profiles are too small to give the collaborative technique any 
traction, and the collaborative component can work its statistical magic by finding 
peer users who share unexpected niches in the preference space that no knowledge 
engineer could have predicted. This chapter examines the landscape of possible re-
commender system hybrids, investigating a range of possible hybridization methods, 
and demonstrating quantitative results by which they can be compared.  

Recommendation techniques can be distinguished on the basis of their knowledge 
sources: where does the knowledge needed to make recommendations come from? In 
some systems, this knowledge is the knowledge of other users' preferences. In others, 
it is ontological or inferential knowledge about the domain, added by a human knowl-
edge engineer.  

Previous work [10] distinguished four different classes of recommendation tech-
niques based on knowledge source3, as shown in Figure 12.1: 

• Collaborative: The system generates recommendations using only information 
about rating profiles for different users. Collaborative systems locate peer users 
with a rating history similar to the current user and generate recommendations us-
ing this neighborhood. Examples include [17, 21, 41, 46].  

• Content-based: The system generates recommendations from two sources: the 
features associated with products and the ratings that a user has given them. Con-
tent-based recommenders treat recommendation as a user-specific classification 
problem and learn a classifier for the user's likes and dislikes based on product fea-
tures [14, 22, 25, 38]. 

• Demographic: A demographic recommender provides recommendations based on a 
demographic profile of the user. Recommended products can be produced for dif-
ferent demographic niches, by combining the ratings of users in those niches [24, 
36] 

• Knowledge-based: A knowledge-based recommender suggests products based on 
inferences about a user’s needs and preferences. This knowledge will sometimes 
contain explicit functional knowledge about how certain product features meet user 
needs. [8, 9, 44]. 

Each of these recommendation techniques has been the subject of active exploration 
since the mid-1990's, when the first recommender systems were pioneered, and their 
capabilities and limitations are fairly well known.  
                                                           
3  It should be noted that there is another knowledge source: context, which has not yet become 

widely used in web-based recommendation, but promises to become important particularly 
for mobile applications. See, for example, [7]. 
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All of the learning-based techniques (collaborative, content-based and demographic) 
suffer from the cold-start problem in one form or another. This is the well-known 
problem of handling new items or new users. In a collaborative system, for example, 
new items cannot be recommended to any user until they have been rated by some 
one.. Recommendations for items that are new to the catalog are therefore considera-
bly weaker than more widely rated products, and there is a similar failing for users 
who are new to the system. 

The converse of this problem is the stability vs. plasticity problem. Once a user’s 
profile has been established in the system, it is difficult to change one’s preferences. 
A steak-eater who becomes a vegetarian will continue to get steakhouse recommenda-
tions from a content-based or collaborative recommender for some time, until newer 
ratings have the chance to tip the scales. Many adaptive systems include some sort of 
temporal discount to cause older ratings to have less influence [4, 45], but they do so 
at the risk of losing information about interests that are long-term but sporadically 
exercised. For example, a user might like to read about major earthquakes when they 
happen, but such occurrences are sufficiently rare that the ratings associated with last 
year’s earthquake might no longer be considered by the time the next big one hits. 
Knowledge-based recommenders respond to the user’s immediate need and do not 
need any kind of retraining when preferences change. 

Researchers have found that collaborative and demographic techniques have the 
unique capacity to identify cross-genre niches and can entice users to jump outside of 
the familiar. Knowledge-based techniques can do the same but only if such associa-
tions have been identified ahead of time by the knowledge engineer. However, the 
cold-start problem has the side-effect of excluding casual users from receiving the full 
benefits of collaborative and content-based recommendation. It is possible to do sim-
ple market-basket recommendation with minimal user input: Amazon.com’s “people 
who bought X also bought Y” but this mechanism has few of the advantages com-
monly associated with the collaborative filtering concept. The learning-based tech-
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Fig. 12.1. Recommendation techniques and their knowledge sources 
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nologies work best for dedicated users who are willing to invest some time making 
their preferences known to the system. Knowledge-based systems have fewer prob-
lems in this regard because they do not rely on having historical data about a user’s 
preferences.  

Hybrid recommender systems are those that combine two or more of the tech-
niques described above to improve recommendation performance, usually to deal with 
the cold-start problem.4 This chapter will examine seven different hybridization tech-
niques in detail and evaluate their performance. From a large body of successful re-
search in the area, we know that hybrid recommenders can be quite successful. The 
question of interest is to understand what types of hybrids are likely to be successful 
in general or failing such a general result, to determine under what domain and data 
characteristics we might expect different hybrids to work well. While this chapter 
does by necessity fall short of providing a definitive answer to such questions, the 
experiments described below do point the way towards answering this important 
question for recommender system design. 

12.2   Strategies for Hybrid Recommendation 

The term hybrid recommender system is used here to describe any recommender sys-
tem that combines multiple recommendation techniques together to produce its out-
put. There is no reason why several different techniques of the same type could not be 
hybridized, for example, two different content-based recommenders could work to-
gether, and a number of projects have investigated this type of hybrid: NewsDude, 
which uses both naive Bayes and kNN classifiers in its news recommendations is just 
one example [4]. However, we are particularly focused on recommenders that combine 
information across different sources, since these are the most commonly implemented 
ones and those that hold the most promise for resolving the cold-start problem. 

The earlier survey of hybrids [10] identified seven different types: 
• Weighted: The score of different recommendation components are combined nu-

merically. 
• Switching: The system chooses among recommendation components and applies 

the selected one. 
• Mixed: Recommendations from different recommenders are presented together. 
• Feature Combination: Features derived from different knowledge sources are com-

bined together and given to a single recommendation algorithm. 
• Feature Augmentation: One recommendation technique is used to compute a fea-

ture or set of features, which is then part of the input to the next technique. 
• Cascade: Recommenders are given strict priority, with the lower priority ones 

breaking ties in the scoring of the higher ones. 
• Meta-level: One recommendation technique is applied and produces some sort of 

model, which is then the input used by the next technique. 

                                                           
4  Some hybrids combine different implementations of the same class of technique – for exam-

ple, switching between two different content-based recommenders. The present study only 
examines hybrids that combine different types of recommenders. 
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The previous study showed that the combination of the five recommendation ap-
proaches and the seven hybridization techniques yields 53 possible two-part hybrids, 
as shown in Table 12.1. This number is greater than 5x7=35 because some of the 
techniques are order-sensitive. For example, a content-based/collaborative feature 
augmentation hybrid is different from one that applies the collaborative part first and 
uses its features in a content-based recommender. The complexity of the taxonomy is 
increased by the fact that some hybrids are not logically distinguishable from others 
and other combinations are infeasible. See [10] for details. 

The remainder of this section will consider each of the hybrid types in detail before 
we turn our attention to the question of comparative evaluation. 

12.2.1   Weighted 

The movie recommender system in [32] has two components: one, 
using collaborative techniques, identifies similarities between rating 
profiles and makes predictions based on this information. The sec-
ond component uses simple semantic knowledge about the features 
of movies, compressed dimensionally via latent semantic analysis, 
and recommends movies that are semantically similar to those the 
user likes. The output of the two components is combined using a 
linear weighting scheme.  

 

Table 12.1. The space of possible hybrid recommender systems (adapted from [10]) 

 Weight. Mixed Switch. FC Cascade FA Meta 
CF/CN        
CF/DM        
CF/KB        
CN/CF        
CN/DM        
CN/KB        
DM/CF        
DM/CN        
DM/KB        
KB/CF        
KB/CN        
KB/DM        

FC = Feature Combination, FA = Feature Augmentation 
CF = collaborative, CN = content-based, DM = demographic, KB = knowledge-based 

 
 Redundant 
 Not possible 
 Existing implementation 
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Perhaps the simplest design for a hybrid system is a weighted one. Each component of 
the hybrid scores a given item and the scores are combined using a linear formula. 
Examples of weighted hybrid recommenders include [15] as well as the example 
above. This type of hybrid combines evidence from both recommenders in a static 
manner, and would therefore seem to be appropriate when the component recom-
menders have consistent relative power or accuracy across the product space.. 

We can think of a weighted algorithm as operating in the manner shown in Fig-
ure 12.2. There is a training phase in which each individual recommender processes 
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the training data. (This phase is the same in most hybrid scenarios and will be omit-
ted in subsequent diagrams.) Then when a prediction is being generated for a test 
user, the recommenders jointly propose candidates. Some recommendation tech-
niques, such as content-based classification algorithms, are able to make predictions 
on any item, but others are limited. For example, a collaborative recommender can-
not make predictions about the ratings of a product if there are no peer users who 
have rated it. Candidate generation is necessary to identify those items that will be 
considered.  

The sets of candidates must then be rated jointly. Hybrids differ in how candidate 
sets are handled. Typically, either the intersection or the union of the sets is used. If 
an intersection is performed, there is the possibility that only a small number of can-
didates will be shared between the candidate sets. When union is performed, the sys-
tem must decide how to handle cases in which it is not possible for a recommender to 
rate a given candidate. One possibility is to give such a candidate a neutral (neither 
liked nor disliked) score. Each candidate is then rated by the two recommendation 
components and a linear combination of the two scores computed, which becomes the 
item's predicted rating. Candidates are then sorted by the combined score and the top 
items shown to the user. 

Usually empirical means are used to determine the best weights for each compo-
nent. For example, Mobasher and his colleagues found that weighting 60/40 seman-
tic/collaborative produced the greatest accuracy in their system [32]. Note that there is 
an implicit assumption that each recommendation component will have uniform per-
formance across the product and user space. Each component makes a fixed contribu-
tion to the score, but it is possible that recommenders will have different strengths in 
different parts of the product space. This suggests the application of the next type of 
hybrid, one in which the hybrid switches between its components depending on the 
context. 

12.2.2   Mixed 

PTV recommends television shows [48]. It has both content-based and 
collaborative components, but because of the sparsity of the ratings 
and the content space, it is difficult to get both recommenders to pro-
duce a rating for any given show. Instead the components each pro-
duce their own set of recommendations that are combined before be-
ing shown to the user. 

 
A mixed hybrid presents recommendations of its different components side-by-side in 
a combined list. There is no attempt to combine evidence between recommenders. 
The challenge in this type of recommender is one of presentation: if lists are to be 
combined, how are rankings to be integrated? Typical techniques include merging 
based on predicted rating or on recommender confidence. Figure 12.3 shows the 
mixed hybrid design. 

It is difficult to evaluate a mixed recommender using retrospective data. With other 
types of hybrids, we can use user's actual ratings to determine if the right items are 
being ranked highly. With a mixed strategy, especially one that presents results side-
by-side, it is difficult to say how the hybrid improves over its constituent components 
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without doing an on-line user study, as was performed for PTV. The mixed hybrid is 
therefore omitted from the experiments described below, which use exclusively retro-
spective data. 

12.2.3   Switching 

NewsDude [4] recommends news stories. It has three recommend-
ation components: a content-based nearest-neighbor recommender, 
a collaborative recommender and a second content-based algorithm 
using a naive Bayes classifier. The recommenders are ordered. The 
nearest neighbor technique is used first. If it cannot produce a rec-
ommendation with high confidence, then the collaborative recom-
mender is tried, and so on, with the naive Bayes recommender at the 
end of line. 
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A switching hybrid is one that selects a single recommender from among its constitu-
ents based on the recommendation situation. For a different profile, a different re-
commender might be chosen. This approach takes into account the problem that com-
ponents may not have consistent performance for all types of users. However, it as-
sumes that some reliable criterion is available on which to base the switching deci-
sion. The choice of this switching criterion is important. Some researchers have used 
confidence values inherent in the recommendation components themselves as was the 
case with NewsDude and van Setten's Duine system [49]; others have used external 
criteria [33]. The question of how to determine an appropriate confidence value for a 
recommendation is an area of active research. See [13] for recent work on the assess-
ing the confidence of a case-based recommender system. 
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As shown in Figure 12.4 the switching hybrid begins the recommendation process 
by selecting one of its components as appropriate in the current situation, based on its 
switching criteria. Once that choice is made, the component that is not chosen has no 
role in the remaining recommendation process.  

A switching recommender requires a reliable switching criteria, either a measure of 
the algorithm's individual confidence levels (that can be compared) or some alterna-
tive measure and the criterion must be well-tuned to the strengths of the individual 
components.  

12.2.4   Feature Combination 

Basu, Hirsh and Cohen [3] used the inductive rule learner Ripper 
[16] to learn content-based rules about user's likes and dislikes. They 
were able to improve the system's performance by adding collabora-
tive features, thereby treating a fact like "User1 and User2 liked 
Movie X" in the same way that the algorithm treated features like "Ac-
tor1 and Actor2 starred in Movie X". 

 
The idea of feature combination is to inject features of one source (such as collabo-
rative recommendation) into an algorithm designed to process data with a different 
source (such a content-based recommendation). This idea is shown schematically in 
Figure 12.5. Here we see that in addition to a component that actually makes the 
recommendation, there is also a virtual "contributing recommender". The features 
which would ordinarily be processed by this recommender are instead used as part 
of the input to the actual recommender. This is a way to expand the capabilities of a 
well-understood and well-tuned system, by adding new kinds of features into the 
mix [3, 34].  

The feature combination hybrid is not a hybrid in the sense that we have seen be-
fore, that of combining components, because there is only one recommendation com-
ponent. What makes it a hybrid is the knowledge sources involved: a feature combi-
nation hybrid borrows the recommendation logic from another technique rather em-
ploying a separate component that implements it. In the example above from Basu, 
Hirsh and Cohen, the content-based recommender works in the typical way by build-
ing a learned model for each user, but user rating data is combined with the product 
features. The system has only one recommendation component and it works in a con-
tent-based way, but the content draws from a knowledge source associated with col-
laborative recommendation.  

12.2.5   Feature Augmentation 

Melville, Mooney and Nagarajan [30] coin the term "content-
boosted collaborative filtering." This algorithm learns a content-
based model over the training data and then uses this model to gen-
erate ratings for unrated items. This makes for a set of profiles that is 
denser and more useful to the collaborative stage of recommendation 
that does the actual recommending. 
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Feature augmentation is a strategy for hybrid recommendation that is similar in some 
ways to feature combination. Instead of using features drawn from the contributing 
recommender's domain, a feature augmentation hybrid generates a new feature for 
each item by using the recommendation logic of the contributing domain. In case-
based recommendation, for example, Smyth and his colleagues [35, 50] use associa-
tion rule mining over the collaborative data to derive new content features for content-
based recommendation. 

This difference can be seen in the schematic diagram (Figure 12.6). At each step, 
the contributing recommender intercepts the data headed for the actual recommender 
and augments it with its own contribution, not raw features as in the case of feature 
combination, but the result of some computation. A feature augmentation recom-
mender would be employed when there is a well-developed strong primary recom-
mendation component, and a desire to add additional knowledge sources. As a practi-
cal matter, the augmentation can usually be done off-line, making this approach at-
tractive, as in the case of feature combination, when trying to strengthen an existing 
recommendation algorithm by adjusting its input.  

Fig. 12.5. Feature combination hybrid 
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There are a number of reasons why a feature augmentation hybrid might be preferred 
to a feature combination one. It is not always easy or even possible to create a feature 
combination hybrid for all possible hybrid combinations: the feature augmentation 
approach is more flexible. Also, the primary recommender in a feature combination 
hybrid must confront the added dimensionality of the larger training data, particularly 
in the case of collaborative ratings data. An augmentation hybrid adds a smaller num-
ber of features to the primary recommender's input.  

Still, it is not always immediately obvious how to create a feature augmentation 
recommender for any two recommendation components. A recommendation com-
ponent, after all, is intended to produce a predicted score or a ranking of items, not 
a feature for consumption by another process. What is required, as in feature com-

Fig. 12.6. Feature augmentation hybrid 
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bination, is attention to the knowledge sources and recommendation logic. In the 
example above, a content-based recommender uses the features of the items in a 
profile to induce a classifier that fits a particular user. The classifier can then be 
used to rate additional items on the user's behalf, making for a denser and more 
fleshed-out set of ratings, which then become input for a collaborative algorithm – 
we can more precisely describe this as a content-based / collaborative feature aug-
mentation hybrid. 

12.2.6   Cascade 

The knowledge-based Entree restaurant recommender [10] was found 
to return too many equally-scored items, which could not be ranked 
relative to each other. Rather than additional labor-intensive knowl-
edge engineering (to produce finer discriminations), the hybrid En-
treeC was created by adding a collaborative re-ranking of only those 
items with equal scores. 

 
The idea of a cascade hybrid is to create a strictly hierarchical hybrid, one in which a 
weak recommender cannot overturn decisions made by a stronger one, but can merely 
refine them. In its order-dependence, it is similar to the feature augmentation hybrid, 
but it is an approach that retains the function of the recommendation component as 
providing predicted ratings. A cascade recommender uses a secondary recommender 
only to break ties in the scoring of the primary one. Figure 12.7 shows a schematic 
depiction of this style of hybrid. 

Many recommendation techniques have real-valued outputs and so the probability 
of actual numeric ties is small. This would give the secondary recommender in a cas-
cade little to do. In fact, the literature did not reveal any other instances of the cascade 
type at the time that the original hybrid recommendation survey was completed in 
2002. In the case of EntreeC, the knowledge-based / collaborative cascade hybrid 
described above, the knowledge-based component was already producing an integer-
valued score, and ties were observed in every retrieval set, so the cascade design was 
a natural one. 

The cascade hybrid raises the question of the uncertainty that should be associ-
ated with the real-valued outputs of a recommendation algorithm. It is certainly not 
the case that our confidence in the algorithms should extend to the full 32 bit preci-
sion of double floating point values. And, if the scoring of our algorithms is some-
what less precise, then there may be ties in ranks to which the cascade design can be 
applied. As we shall see below, recommenders operating at reduced numeric preci-
sion do not suffer greatly in accuracy and so the cascade hybrid is a reasonable 
option. McSherry [29] uses a similar idea in creating regions of similarity in which 
scores vary no more than a given ε to satisfy the goal of increasing recommendation 
diversity.  
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12.2.7   Meta-level 

Pazzani [36]  used the term "collaboration through content" to refer 
to his restaurant recommender that used the naive Bayes technique to 
build models of user preferences in a content-based way. With each 
user so represented, a collaborative step was then be performed in 
which the vectors were compared and peer users identified. 

Fig. 12.7. Cascade recommender 
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A meta-level hybrid is one that uses a model learned by one recommender as input for 
another. Another classic example is Fab [1], a document recommender that used the 
same "collaboration through content" structure. Figure 12.8 shows the general sche-
matic for this type of recommender. Note that this type is similar to the feature aug-
mentation hybrid in that the contributing recommender is providing input to the actual 
recommender, but the difference is that in a meta-level hybrid, the contributing re-
commender completely replaces the original knowledge source with a learned model 
that the actual recommender uses in its computation. The actual recommender does 
not work with any raw profile data. We can think of this as a kind of "change of ba-
sis" in the recommendation space.  
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It is not always straightforward (or necessarily feasible) to derive a meta-level hy-
brid from any given pair of recommenders. The contributing recommender has to 
produce some kind of model that can be used as input by the actual recommender and 
not all recommendation logics can do so. 

12.3   Comparing Hybrids 

There have been a few studies that compared different hybrids using the same data. 
Pazzani's study is notable for comparing both a meta-level and a weighted scheme for 
hybrid recommenders using content, collaborative and demographic data. He found a 
significant improvement in precision for both hybrid techniques. Good and colleagues 
[18] examined an assortment of hybrids involving collaborative, content-based and 
very simple knowledge-based techniques in the movie recommendation domain. The 
study did find that a hybridized recommender system was better than any single algo-
rithm and that multi-part hybrids could be successful.  

To compare the full scope of the hybrid design space from Table 12.1 would re-
quire recommendation components of each of the four types: collaborative, content-
based, knowledge-based and demographic. Given appropriate rating and product data, 
collaborative and content-based components can easily be constructed and most stud-
ies of hybrid recommendation have looked at just these components. Constructing a 
demographic recommendation component is more difficult as it requires access to 
users' personal demographic data, which is not found in the commonly-used ratings 
data sets used for evaluating recommender systems, such as MovieLens5. Construct-
ing a knowledge-based recommendation component is a matter of knowledge engi-
neering, and while there are a number of extant examples, there is only one that is 
associated with publicly-available user profile data, namely the Entree restaurant 
recommender system [8, 9]. 6 

The benefit of using the Entree data is that it allows us to examine some of the par-
ticularly under-explored portions of the hybrid design space – those with knowledge-
based components. The tradeoff is that this data set has some peculiarities (discussed 
in detail below), which may limit the applicability of the results. However, the ex-
periments do allow us to examine some of the interactions between recommendation 
approaches and hybridization techniques, and hopefully to provide some guidance to 
researchers and implementers seeking to build hybrid systems. 

12.3.1   The Entree Restaurant Recommender 

To understand the evaluation methodology employed in this study and the operation 
of the knowledge-based recommendation component, we will need to examine the 
characteristics of the Entree restaurant recommender and the Entree data set. Entree is 
a restaurant recommendation system that uses case-based reasoning [23] techniques to 
select and rank restaurants. It operated as a web utility for approximately three years 
starting in 1996. The system is interactive, using a critiquing dialog [11, 47] in which 
                                                           
5  The MovieLens data sets are at http://www.cs.umn.edu/research/GroupLens/index.html. 
6 The Entree data set is available from the UC Irvine KDD archive at  

http://kdd.ics.uci.edu/databases/entree/entree.html 
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users' preferences are elicited through their reactions to examples that they are shown. 
Recent user studies [39] have shown this technique to be an effective one for product 
catalog navigation, and the refinement of this model is an area of active research. See, 
for example, [28, 40]. 

Consider a user who starts browsing by entering a query in the form of a known 
restaurant, Wolfgang Puck’s “Chinois on Main” in Los Angeles. As shown in Figure 
12.9, the system finds a similar Chicago restaurant that combines Asian and French 
influences, “Yoshi’s Cafe,” as well as other similar restaurants that are ranked by their 
similarity. Note that the connection between “Pacific New Wave” cuisine and its 
Asian and French culinary components is part of the system’s knowledge base of 
cuisines. The user might however be interested in a cheaper meal, selecting the “Less 
$$” button. The result would be a creative Asian restaurant in a cheaper price bracket, 
if one could be found. Note that the critiques are not “narrowing” the search in the 
sense of adding constraints, but rather changing the focus to a different point in the 
feature space. The user can continue browsing and critiquing until an acceptable res-
taurant has been located. 

12.3.2   The Entree Data Set 

Each user session in the Entree data set therefore consists of an entry point, which 
may be a restaurant or a query, a series of critiques, and finally an end point. For 
example, the session that began in Figure 12.9 might consist of three actions 

 
Fig. 12.9. Results of a query to the Entree restaurant recommender 
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(<"Chinois on Main", entry>, <"Yoshi's", too expensive>, <"Lulu's", end>). To turn 
this action sequence into a rating profile, we make the simplifying assumption that the 
entry and ending points are "positive" ratings and the critiques are "negative" ones. 
(Earlier research showed that a more nuanced interpretation of the critiques was not 
helpful [10].) If we look at a session consisting of ten interactions, we would have 
eight or nine negative ratings and one or two positive ratings. This is quite different 
than the typical recommender system that has a more even mix of ratings and usually 
more positive than negative ratings [45]. The Entree data set is also much smaller than 
some other data sets used for collaborative filtering research, containing about 50,000 
sessions/users and a total of just under 280,000 ratings. The small number of ratings 
per user (average 5.6) means that collaborative and especially content-based algo-
rithms cannot achieve the same level of performance as is possible when there is more 
training data. 

Another way to look at the data set however is that it foregrounds the most vexing 
problems for recommender systems, the twin "cold start" problems of new users 
(short profiles) and new items (sparse ratings). Since the major motivation for using 
recommendation hybrids is to improve performance in these cold start cases, the En-
tree data set is a good trial for the effectiveness of hybrids in precisely these condi-
tions. It is also the case that users are often reluctant to allow lengthy personal profiles 
to be maintained by e-commerce sites, so good performance with single session pro-
files is important. 

The assumption that the end point is a positive rating is a rather strong assumption. 
Effectively, this assumption amounts to the proposition that most users are satisfied 
with the recommendations that they receive. It is of course possible that users are 
abandoning their searches in frustration. To examine the validity of this assumption, 
we experimented with a subset of the data that contains entry point ratings. Entry 
points can be confidently labeled as implicit positive ratings – users would not ask for 
restaurants similar to those they did not like. Experiments found extremely strong 
correlation (0.92) between the two conditions, demonstrating that the behavior of the 
algorithms does not differ markedly when exit points are treated as positive ratings. 
Therefore, in the experiments below, we will use the full data set and assume that 
both entry and exit points are positive ratings, with the understanding that there is 
some noise associated with this assumption. 

12.3.3   Evaluation 

[20] is a recent survey that compares a variety of evaluation techniques for collabora-
tive filtering systems, and although this article looks at a larger class of recommenda-
tion systems, these results are still informative. Herlocker and colleagues identify 
three basic classes of evaluation measures: discriminability measures, precision 
measures and holistic measures. In each group, many different metrics were found to 
be highly correlated, effectively measuring the same property. For restaurant recom-
mendation, we are interested in a precision-type measure, and Herlocker's results tell 
us that we need not be extremely picky about how such a measure is calculated. 

With short sessions and a dearth of positive ratings, there are some obvious con-
straints on how the Entree sessions can be employed and recommendations evalu-
ated. An evaluation technique that requires making many predictions for a given 
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user will not be applicable, because if many ratings are held out for testing, there 
would not be enough of a profile left on which a recommender could base its pre-
diction. This rules out such standard metrics as precision/recall and mean absolute 
error. Ultimately, in order to find good recommendations, the system must be able 
to prefer an item that the user rated highly. How well the system can do this is a 
good indicator of its success in prediction. We would like to measure how well each 
system is able to give a good item as a recommendation. So, the method used here 
is to record the rank of a positively-rated test item in a recommendation set. Aver-
aging over many trials we can compute the "average rank of the correct recommen-
dation" or ARC. The ARC measure provides a single value for comparing the per-
formance of the hybrids, focusing on how well each can discriminate an item 
known to be liked by the user from the others.7 

To calculate this value for each recommender system design, the set of sessions is 
divided randomly into training and test parts of approximately equal size. This parti-
tion was performed five times and results from each test/training split averaged. Each 
algorithm is given the training part of the data as its input and handles it in its own 
way. Evaluation is performed on each session of the test data. From the session, a 
single item with a positive rating is chosen to be held back.8 This item will be the test 
item on which the recommender's performance will be evaluated. All of the other 
ratings are considered part of the test profile.  

The recommendation algorithm is then given the test profile without the posi-
tively-rated item, and must make its recommendations. The result of the recom-
mendation process is a ranked subset of the product database containing those items 
possibly of interest to the user. From this set, we record the rank of the positively-
rated test item. Ideally, that rank would be a low as possible – the closer to the front 
the preferred item is placed, the more precisely the recommender is reflecting the 
user's preferences. 

12.3.4   Sessions and Profiles 

The Entree data contains approximately 50,000 sessions of widely differing lengths. 
Some sessions consist of only an entry and exit point, others contain dozens of cri-
tiques. To examine differences in recommender performance due to profile size, we 
fix the session size for each evaluation test set, discarding sessions shorter than this 
size and randomly discarding negative ratings from longer sessions.  

Longer profiles are available if we examine user behavior over multiple visits. 
There are approximately 20,000 multi-session profiles. These longer multiple-visit 
profiles are somewhat less reliable as user profiles because they are collated using IP 
address alone [31]. So, we understand that they will be noisier than the ones derived 
from single visits. 

The evaluation examined six different session sizes: three from single visits and 
three from multi-visit profiles. We used 5, 10 and 15 rating sessions from single vis-
                                                           
7  The significance of ARC results is computed with paired ANOVA analysis using the Bon-

ferroni t test for rank with α = 0.01. The significance calculations were performed in SAS 
8.0 using the Generalized Linear Model procedure. (http://www.sas.com/) 

8  If there are no positive ratings, the session is discarded. We cannot evaluate a recommenda-
tion if we have no information about what the user prefers. 
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its; and 10, 20 and 30 rating sessions from multi-visit profiles. In the figures below, 
the single-visit profiles will be marked with a capital "S" and the multi-visit profiles 
with a capital "M". In the case of 5-rating sessions, we used a 50% sample of the data 
for testing due to the large number of profiles of this size. 

12.3.5   Baseline Algorithms 

Four basic algorithms were used in the study. 
 
Collaborative Pearson – CFP. This algorithm recommends restaurants based on a 
collaborative filtering algorithm using Pearson's correlation coefficient to compute the 
similarity between users [18]. A threshold is used to select similar users and the top 
50 are retained as the user's peer group. The restaurants rated by this peer group and 
not rated by the user are considered the candidate set. These candidates are scored 
using the average rating from the peer group.9 
 
Collaborative Heuristic – CFH. This recommender uses a collaborative variant that 
computes the similarity between users, taking into account the semantics of the Entree 
ratings. This algorithm is described more fully in [9]. Rather than treating all of the 
critiques in each user session as negative ratings (as is done in the CFP algorithm), the 
heuristic algorithm has a distance matrix for comparing critiques directly. For exam-
ple, a "nicer" critique and a "cheaper" critique are considered dissimilar, while a 
"nicer" and "quieter" critique are considered similar. Earlier experiments suggested 
that this variant was more effective than methods that treat the ratings as binary-
valued. 

 
Content-Based – CN. This technique uses the naive Bayes algorithm to compute the 
probability that a restaurant will be liked by the user. The training data is used to 
compute prior probabilities and the test session data is used to build a user-specific 
profile. In most recommender systems, the profile is then used to classify products 
into liked and disliked categories and the liked category becomes the candidate set, 
with the classification score becoming the rating. Because of the skewed distribution 
of ratings, however, this approach was not found to be effective – too few restaurants 
are rated as "liked". In these experiments, I instituted a candidate generation phase 
that retrieves all those restaurants with some features in common with the "liked" 
vector of the naive Bayes profile. Some of these restaurants would not be rated as 
"liked", but restaurants that do not have at least one such feature cannot be assigned to 
the "liked" category. The ranking of candidates is then determined by the prediction 
of the "liked" classifier. 

 
Knowledge-Based (KB). The knowledge-based recommender recommends restau-
rants using Entree's knowledge-based retrieval. Entree has a set of metrics for knowl-
edge-based comparison of restaurants. It knows, for example, that Thai and Vietnam-
ese food are more similar to each other than Thai and German food would be. Other 

                                                           
9  Weighting user's rating by the proximity to the test user as some authors suggest [5] was not 

found to be effective. 
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knowledge enables it to reason about price, atmosphere and other characteristics of 
restaurants. In order to evaluate this component from historical user sessions, the 
system reissues the last query or critique present in the session and returns the candi-
date set and its scores. Because longer sessions are truncated, the query will rarely cor-
respond to the one immediately prior to the exit point (which may or may not be the test 
item) but it will be the available rating chronologically closest to the exit point. 

12.3.6   Baseline Evaluation 

A starting point for analysis of the hybrids is the evaluation of the four basic algo-
rithms, and for a baseline, we can also examine the performance of the "average" 
recommender, which recommends restaurants based on their average rating from all 
users, and does not take individual user profiles into account.  

Table 12.2 shows the average rank of the correct recommendation (ARC) for each 
of the basic algorithms over the six different session size conditions. Figure 12.10 
shows the same data in graphical form. (Brackets above the bars indicate places 
where differences between algorithm performance are not significant.) There are 
several points to make about these results. First, we should note that this recommen-
dation task is, as expected, rather difficult. The best any of these basic algorithms can 
manage is average rank of 80 for the correct answer. The primary reason is the pau-
city of data. With only a small number of ratings to work from, collaborative algo-
rithms cannot narrow their matching neighborhoods to precise niches, and the con-
tent-based algorithm has fewer patterns from which to learn. It is not surprising that 
the results are not exactly inspiring in an e-commerce context where the user might be 
expected only to look at the first dozen results or so. The top result for single-visit 
profiles is obtained by the heuristic collaborative algorithm. However, when we look 
at multiple visit profiles, the standard collaborative algorithm is preferred. In three of 
the six cases, however, the differences are not significant.  

This data also demonstrates something of the task-focused nature of the Entree 
data, a characteristic that it shares with other consumer-focused recommendation 
domains. Users coming to the Entree system are planning for a particular dining occa-
sion and their preferences undoubtedly reflect many factors in addition to their own 
particular tastes. (Since restaurant meals are often taken in groups, the task is effec-
tively one of group recommendation [27].) These extra-individual factors may change 
radically from session to session and therefore add to the difficulty of extracting a 

Table 12.2. Average rank of correct recommendation (ARC) for basic recommendation algo-
rithms at each session size. 

 5S 10S 15S 10M 20M 30M 
CFH 80 83 124 229 231 230 
CFP 113 99 158 183 213 240 
KB 207 220 154 298 305 311 
CN 296 276 273 313 310 336 
Ave 294 304 307 316 317 317 
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consistent multi-session profile. We can see this in the performance of the naive 
Bayes (CN) recommender across the different session sizes from 5S to 15S, where it 
improves steadily, but as we step up to the multi-session profile of size of 30, we see 
that the performance of this recommender actually goes down, not statistically better 
than the simple average. Also, the performance of the knowledge-based recommender 
is weaker in the multi-session profiles, due most likely to the same lack of user con-
sistency across visits: the constraints that the recommender can use to find restaurants 
in one session may not be valid in a later one. 

There are two conclusions to be drawn from the performance of the basic algo-
rithms. One is that the techniques vary widely in their performance on the Entree data. 
The content-based technique is generally weak. The knowledge-based technique is 
much better on single-session profiles than on multi-session ones. The heuristic col-
laborative technique may have a relative advantage over the correlation-based one for 
short profiles but does not have it for multi-visit ones. The second point is that there is 
much room for improvement in the results shown by these algorithms acting alone. 
This is particularly the case for the multi-session profiles. 

12.4   Results 

This section describes the general findings of a comparative study, examining 41 
different types of hybrid recommenders using the four basic components evaluated 
above. Full details are omitted for resasons of space, but can be found in [11]. 
There are no results for "Mixed" hybrids as it is not possible to evaluate retrospec-
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tively its effectiveness from usage logs. There is no demographic data in the Entree 
data set, and so no demographic components were examined. The study did not 
examine hybrids combining recommenders of the same type, such as CFP/CFH, 
and some designs that are theoretically possible were not implemented due to con-
straints of the existing algorithms and knowledge-bases. In the interest of a level 
playing field, no enhancements were added that would specifically benefit only 
certain hybrid types. 

Table 12.3 shows the two best results from each hybrid type. Grey cells indicate 
conditions in which no synergy was found: the hybrid was no better than one of its 
components taken individually. Figure 12.11 shows the ARC results for the top hy-
brid of each type. 

12.4.1   Weak Performers 

The weighted, switching, feature combination and meta-level hybrids were not par-
ticularly effective designs for this data set. They showed only scant and spotty im-
provement over the unhybridized algorithms, and in the case of meta-level designs, no 
synergy whatsoever. 

Weighted. The weighted hybrid was created by setting the component weights em-
pirically, determining which weighting yielded the best ARC value over the training 
data. The results were rather surprising, although [49] found a similar effect. In only 
10 of the 30 conditions was the performance of the combined recommenders better 
than the best component working alone. The CN/CFP hybrid does show consistent 
synergy (5 of 6 conditions), as [36] also found. The most likely explanation is that the 
recommenders, especially KB and CFH, do not have uniform performance across the 
product and user space.  

Switching. A switching hybrid is one that selects a single recommender from 
among its constituents and uses it exclusively for a given recommendation situation. 
For a different profile, a different recommender might be chosen. This approach 
takes into account the problem that components may not have consistent perform-
ance for all types of users. However, it assumes that some reliable criterion is avail-
able on which to base the switching decision: a confidence value. Each of the re-
commenders in the experimental set required a different confidence calculation. 
(See [11] for additional details.) However, none of the switching hybrids were par-
ticularly effective, perhaps due to the lack of reliable switching criteria: only the 
KB/CFP hybrid showed overall synergy.  

Feature Combination. Feature combination requires that we alter the input of a rec-
ommendation component to use data from another knowledge source. Such an ar-
rangement will, by necessity, be different for each pair of techniques being combined. 
The content-based recommender with a contributing collaborative part (CF/CN) was 
built by augmenting the representation of each restaurant with new features corre-
sponding to the reaction of each profile in the training data to that restaurant. For 
example, if profiles A and B had negative ratings for restaurant X and profile C had a 
positive rating, the representation of restaurant X would be augmented with three new 
features, which can be thought of as A-, B- and C+. Now an ordinary content-based 
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algorithm can be employed using the test user's profile to learn a model of user inter-
ests, but this model will now take into account similarities between restaurants that  
 

have a collaborative origin. The CF/CN feature combination hybrid showed mod-
estimprovement over the hybridized CN algorithm but it still falls far short of the 
basic collaborative algorithms. 10 

A collaborative recommender with a contributing content-based component turns 
this process around and creates artificial profiles corresponding to particular content 
features; these are sometimes called "pseudo-users" [43] or "genreBots" (Good et al. 
1999). For example, all of the restaurants with Tex-Mex cuisine would be brought 
together and a profile created in which the pseudo-user likes all of the Tex-Mex res-
taurants in the database. Similar profiles are generated for all the other content fea-
tures.11 The CN/CFH and CN/CFP results are nearly identical to the non-hybrid re-
sults as one might expect given that the pseudo-users add only about 1% more data to 
the training set. Even when the training data was downsampled, the contribution of 
the psuedo-users was minimal.  

                                                           
10  The naive Bayes implementation performed poorly with this augmented model, including 

over 5,000 new collaborative features in addition to the 256 content ones. So, for this hybrid 
only, the Winnow algorithm was used [26], because of its ability to handle large numbers of 
features. Winnow was found to be inferior to naive Bayes for the other content-based rec-
ommendation tasks. 

11  Other possibilities for feature combination hybrids turn out to be either illogical or infeasible. 

Table 12.3. Top two best results for each hybrid type. (Meta-level omitted.) Grey cells indicate 
conditions in which synergy was not achieved. 

  5S 10S 15S 10M 20M 30M 
Basic CFH 80 83 124 229 231 230 
 CFP 113 99 158 183 213 240 
Weighted CN/CFP 102  142 168 202 224 
 CFP/KB   90 92   238 
Switching CFH/KB 65  65 205 203 211 
 KB/CFP 65 93 79   239 
Feature 
Comb. CN/CFP 111 98 143 184 215 228 
 CN/CFH 80 83 117 233 224 228 
Feature 
Aug. CN/CFP 23 23 24 31 33 40 
 KB/CFP 18 19 20 30 31 37 
Casacade CFP/CN 20 16 23 29 31 38 
 CFP/KB 19 16 22 30 32 38 
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Meta-level. The construction of a meta-level hybrid is highly dependent on the char-
acteristics of the recommendation components being combined. It is not always feasi-
ble to derive a meta-level hybrid from any given pair of recommenders. Because none 
of the basic recommenders are particularly good on their own, we might expect low 
reliability in any learned model they might produce. This expectation is borne out by 
experiment: none of the six meta-level hybrids examined in the study achieved syn-
ergy in any condition, and these results are omitted from Table 12.3 and Figure 12.11. 
It is evident that to build a working meta-level hybrid, both recommendation compo-
nents must be strong individual performers. 

12.4.2   Cascade 

Our recommendation components all produce real-valued outputs, making them un-
suitable at first glance for the use of the cascade, which uses a secondary recom-
mender to break ties. However, reduced-precision versions of these algorithms were 
implemented in which predicted ratings were limited to two decimal digits. The re-
duction in precision was found to have minimal impact on accuracy, and these ver-
sions of the algorithms were used to produce output that could contribute to a cascade.  

The cascade hybrid was designed for a strong recommender to get a boost from a 
weaker one. It assumes that the primary recommender is the more reliable of its com-
ponents. Therefore, it is not surprising that the collaborative-primary cascade hybrids 
work well. These implementations, especially the CFP/KB and CFP/CN hybrids, 
show great improvement over the other hybrids seen so far and over the basic recom-
menders.  
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12.4.3   Feature Augmentation 

In feature augmentation, we seek to have the contributing recommender produce 
some feature or features that augment the knowledge source used by the primary 
recommender. To preserve the recommendation logic of our recommenders in this 
study required some ingenuity to create the eight hybrids studied. Several different 
methods are used as described in detail below. In each, the goal was to preserve the 
comparative nature of the study, to avoid adding new recommendation logic to the 
hybrid – where it was unavoidable, the simplest possible technique was employed, 
which in some cases was unsupervised clustering. 
 
Content-Based Contributing / Collaborative Actual – CN/CF. A content-based 
recommender uses the features of the items in a profile to induce a classifier that fits a 
particular user. The features that such a classifier can produce are classifications of 
items into liked / disliked categories. This capability is used as follows: 

1. The content-based algorithm is trained on the user profile. 
1. The collaborative algorithm retrieves candidate restaurants from users with similar 

profiles. 
2. These candidates are rated by the content-based classifier and those ratings are 

used to augment the profile thus filling it out with more ratings. 
3. Then the collaborative recommendation process is performed again with a new 

augmented profile. This is Melville's "content-boosted collaborative filtering" [30]. 
 
Collaborative Contributing – CF/CN and CF/KB. A collaborative recommender 
deals with similarities between users. The other recommenders are interested in com-
paring restaurants, so the problem for a collaborative recommender contributing to a 
knowledge-based or content-based hybrid is how to turn user data into features asso-
ciated with restaurants. One way to do this is to cluster restaurants into groups based 
on user preferences about them. The cluster to which a given restaurant belongs can 
be considered a new feature that augments the restaurant representation. To incorpo-
rate these new features into the knowledge-based recommendation, the recom-
mender's domain knowledge was augmented with a simple metric that prefers restau-
rants that share the same cluster id. 
 
Knowledge-Based Contributing – KB/CF and KB/CN. A knowledge-based re-
commender can be used like the content-based one to classify restaurants into liked / 
disliked categories by assuming that the restaurants retrieved by the recommender are 
in the "liked" category and all others are disliked. The algorithm given above for the 
CN/CF hybrid can then be employed.  

This is not an adequate solution for a KB / CN feature augmentation hybrid where 
the knowledge-based recommender needs to augment the representation of restaurants 
rather than user profiles. In this case, however, we treat the knowledge-based system 
as a source of "profiles". For each restaurant, we retrieve a set of similar restaurants 
known to the system. Each such set is treated like a user profile, and this profile ma-
trix can be transposed and clustered as in the collaborative case. 
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Results. The feature augmentation hybrids show the best performance seen so far, 
particularly where the content-oriented recommenders are contributing to the collabo-
rative ones. The KB and CN recommenders did not make good primary components, 
as might be expected from the performance of the basic algorithms and none of these 
hybrids showed synergy. Both strong components were greatly enhanced by the addi-
tion of content-derived features. Performance is particularly good for the multi-
session profiles for which none of the previous hybrids were adequate.  

12.5   Discussion 

Given this survey of 41 different hybrid recommenders, we can return to our initial 
purpose in this survey, to determine the best hybrids for the Entree data and to deter-
mine if any lessons can be learned that apply to the construction of hybrids in the 
more general case. 

It is quite clear, as others have also shown, that there is an unqualified benefit to 
hybrid recommendation, particularly in the case of sparse data. This can be seen in 
Figure 12.11. Nowhere was this effect more striking than in the noisy multi-session 
profiles, which proved so much more difficult for even the stronger basic algorithms. 
Where the best results obtained on the 30-rating sessions by a basic algorithm was only 
an ARC of 227, the top hybrids all have ARC scores under 40. Note that this synergy is 
found under the twin difficulties of smaller profile size and sparse recommendation 
density, showing that hybridization does help conquer the cold start problem. 

Of course, not all hybrid designs were successful, leading to a second question: 
What is the best hybrid type? This answer can be found by examining the relative 
performance over all the hybrids on the different conditions. If we rank the hybrids by 
their ARC performance and look at the top hybrids in each condition, feature augmen-
tation and cascade recommenders dominate. None of the other hybrid types achieve a 
rank higher than 9th best for any condition, and the only non-FA or cascade hybrids 
that appears twice in the top ten are two switching recommenders: CFH/KB and 
KB/CFP. Table 12.4 shows the top ten hybrids ranked by their average ARC over all 
conditions. Beyond the top four (two feature-augmentation and two cascade), per-
formance drops off markedly.  

In retrospect, given the performance of the basic algorithms, the performance of 
the cascade recommenders is fairly predictable. The KB and CN algorithms are rela-
tively weak, but do take into account different knowledge sources than the collabora-
tive algorithms. A cascade design allows these recommenders to have a positive im-
pact on the recommendation process with little risk of negative impact – since they 
are only fine-tuning the judgments made by stronger recommenders. What is particu-
larly interesting is that this performance was achieved by explicitly sacrificing nu-
meric precision in the scoring of the primary recommender. The other top performing 
hybrids were the feature augmentation hybrids. Again, we see that the feature aug-
mentation design allows a contributing recommender to make a modest positive im-
pact without the danger of interfering with the performance of the better algorithm.  

Generalizing from these results is by necessity speculative, since all we have are 
results in a particular product domain with a somewhat sparse and unorthodox data 
set. These experiments show that standard recommenders with widely varying per-
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formance can be combined to achieve strong synergies on a fairly difficult recom-
mendation task with limited data. In particular, it is clear that even recommendation 
algorithms with weak knowledge sources can have a strong positive impact on per-
formance if they are combined in an appropriate hybrid.  

No hybrids were tested in which both components could be considered strong, and 
while it seems likely that the feature augmentation and cascade designs would work 
well in this best case strong-strong scenario, it is seems likely that other techniques 
such as the meta-level hybrid would also succeed. Clearly, other researchers have had 
success with meta-level designs [1, 36, 45]. 

We see significant differences between the hybridization techniques, particularly 
their sensitivity to the relative strength and consistency of each component part. Some 
hybrids can make the most of a weak-strong combination; others cannot. Some hy-
brids work under the assumption that their components have uniform performance 
across the recommendation space (weighted, augmentation, meta-level); others are 
effective even if this is not true. In choosing a hybrid recommendation approach, 
therefore it seems particularly important to examine the design goals for a hybridized 
system (overall accuracy, cold-start performance, etc.) and evaluate the relative per-
formance of each component of the hybrid under those conditions. For example, con-
sider an implementer interested in improving collaborative recommendation results 
for cold-start users by building a hybrid that adds a content-based technique. We 
know that new users would have small usage profiles and the content-based recom-
mender would be weak in these cases. This situation would suggest a cascade or fea-
ture augmentation approach.  

Another consideration in the choice of hybridization techniques for recommenda-
tion is efficiency, particularly run-time efficiency, since recommendations are typi-
cally made on the fly to users expecting a quick interactive response. Of the basic 
algorithms, the collaborative algorithms are the slowest since they must compare the 
user's profile against the database of other users. A number of approaches have been 
developed to improve the efficiency of collaborative algorithms, for example cluster-
ing and indexing [31] and these would be of interest in any hybrid scheme as well. Of 
the hybrid designs, the weighted approach is the least efficient since it requires that 

Table 12.4. Top ten hybrids by ARC 

Type Recommenders used Average ARC 
FA KB/CFP 25.8 
Cascade CN/CFP 26.2 
Cascade KB/CFP 26.3 
FA CN/CFP 29.0 
FA KB/CFH 79.9 
Cascade CN/CFH 91.1 
Cascade KB/CFH 92.2 
FA CN/CFH 95.1 
Switching CFH/KB 139.1 
Switching KB/CFP 155.6 
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both recommenders process every request; depending on the implementation, a meta-
level hybrid may have the same drawback. Among the strong performers, the cascade 
hybrid also requires computation from both recommenders, but since the secondary 
recommender is only breaking ties, it is not required to retrieve any candidates and 
need only rate those items that need to be further discriminated. This can be done on 
demand as the user requests portions of the retrieval set. On the other hand, the other 
top performing hybrid, the feature augmentation hybrid, the contributing recom-
mender operates by adding features to the underlying representation. This step can be 
performed entirely off-line. So, the feature augmentation hybrid offers accuracy on 
par with the cascade hybrid with virtually no additional on-line computation. 

12.6   Conclusion 

This chapter has more fully characterized each of 53 hybrid types shown in Table 
12.1 and described experiments that compare the performance of a subset of the de-
sign space. The experiments cover the space of possible hybrid recommender systems 
available with four basic recommendation algorithms: content-based, standard col-
laborative, heuristic collaborative and knowledge-based. Six types of combinations 
were explored: weighted, switching, feature combination, feature augmentation, cas-
cade and meta-level, for a total of 41 different systems. Due to data and methodologi-
cal limitations, demographic recommendation and mixed hybrids were not explored. 
Because two different collaborative algorithms were explored, the 41 systems evalu-
ated represent 24 of the 53 spaces in this table, including 12 recommenders with no 
previous known examples. 

Of course, any such study is by its nature limited by the peculiarities of the data 
and the recommendation domain. The Entree data set is relatively small (just over ¼ 
million ratings), the profiles are short and the ratings are implicit and heavily skewed 
to the negative. It would be valuable to repeat this study in a different recommenda-
tion domain with different products and a set of user profiles with different character-
istics. In particular, it is unfortunate that the circumstances of this study allow only 
very limited findings with respect to meta-level recommendation. 

Three general results, however, can be seen. First, the utility of a knowledge-based 
recommendation engine is not limited strictly to its ability to retrieve appropriate 
products in response to user queries. Such a component can be combined in numerous 
ways to build hybrids and in fact, some of the best performing recommenders seen in 
these experiments were created by using the knowledge-based component as a secon-
dary or contributing component rather than as the main retrieval component. Second, 
cascade recommendation, although rare in the hybrid recommendation literature, turns 
out to be a very effective means of combining recommenders of differing strengths. 
Adopting this approach requires treating the scores from a primary recommender as 
rough approximations, and allowing a secondary recommender to fine-tune the re-
sults. None of the weak/strong cascade hybrids that were explored ranked less than 
eighth in any condition, and in the average results, they rank in four of the top seven 
positions. This is despite the fact that the primary recommender was operating in a 
state of reduced precision. Finally, the six hybridization techniques examined have 
very different performance characteristics. An implementer should evaluate the rela-
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tive accuracy and consistency of each component of the hybrid to determine its best 
role in a hybrid system. 
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Abstract. In this chapter we describe techniques for adaptive presentation of 
content on the Web. We first describe techniques to select and structure the 
content deemed to be most relevant for the current user in the current interac-
tion context. We then illustrate approaches that deal with the problem of how to 
adaptively deliver this content. 

13.1 Introduction 

Previous chapters in this book have described types of adaptation for Web-based 
systems that include adaptive navigation support (see Chapter 8 of this book [8]), 
adaptive search (see Chapter 6 of this book [39]) and personalized recommendation of 
items of interest (see Chapters 9 [47], 10 [42], 11 [49], and 12 [9] of this book). In 
this chapter, we will focus on an additional type of adaptation widely known as adap-
tive presentation of content: how to present Web-based content in a manner that best 
suits individual users’ needs.  This type of adaptation involves determining, based on 
the user and context, what information the system should present and how the infor-
mation should be organized and displayed. While adaptive presentation of content can 
serve many purposes, as we will demonstrate throughout the chapter, it can also com-
plement several of the adaptation types discussed in previous chapters.  For instance, 
the content of Web pages pointed to by a tailored link in a system that provides adap-
tive navigation support (Chapter 8 of this book [8]), or returned by adaptive search 
(Chapter 6 of this book [39]), can be modified to highlight the parts that are more 
interesting for the current user. Similarly, the description of the items returned by a 
recommender system (see Chapters 9 [47], 10 [42], 11 [49], and 12 [9] of this book) 
and can be adapted to play up the items’ features that are more relevant to the user’s 
needs, or changed to be more suitable to the user’s level of familiarity with the items.  

The focus of this chapter will be on computational techniques necessary to provide 
the user with a tailored presentation of content, rather than implementation details and 
technologies. Also, the chapter is not limited to techniques currently used in adaptive 
Web-based applications. It aims to suggest areas of future research by discussing 
alternative approaches that have a strong potential to augment the set of existing tech-
niques for adaptive presentation on the Web.  
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The process of adapting content to specific user needs comprises two sub proc-
esses: content adaptation and presentation. Content adaptation involves deciding 
what content is most relevant to the current user and how to structure this content in a 
coherent way, before presenting it to the user. The second sub process of content 
presentation involves deciding how to most effectively adapt the presentation of the 
selected content to the user. 

The chapter is structured as follows. In section 13.2, we address techniques for 
content adaptation. Although traditionally these techniques required the existence of 
pre-crafted versions of the relevant content, new techniques are emerging which can 
automatically adapt content from abstract knowledge sources. Given that the latter 
lead to greater flexibility and robustness, our discussion focuses on these. In section 
13.3, we discuss techniques for content presentation. We first introduce techniques 
that deal with the problem of how to present this content so that user focus/attention is 
drawn to the most relevant information (possibly defined by using any of the tech-
niques described in section 13.2) while still preserving the contextual information that 
can often be provided by content of secondary importance. We then discuss tech-
niques to decide which media/modality to use to best convey the selected content. 

13.2  Techniques for Content Adaptation 

Content adaptation involves identifying the content most relevant to a given user and 
context (jointly referred to as the interaction context), as well as how this content 
should be organized.  Relevant properties of the interaction context can include the 
user’s preferences, interests, and expertise, as well as the presentation goals.   Content 
adaptation of Web pages can be characterized along the following key dimension: the 
nature of the content provided as input. Along this dimension, we first briefly describe 
two rather simple approaches in which adaptation is achieved by selecting appropriate 
canned pages or page fragments. These approaches are referred to in the literature as 
page and fragment variants respectively, and they have been extensively discussed in 
previous surveys (e.g., [32]). After a brief description of page and fragment variants, 
we provide an in-depth discussion of more sophisticated approaches to content adap-
tation in which the input is abstract information, since to the best of our knowledge, 
these approaches have never been covered in detail in any previous survey on adap-
tive hypermedia.  

13.2.1 Approaches Based on Page and Fragment Variants  

The simplest form of content adaptation is the page-variant approach [32]. Here, the 
input of the adaptation process consists of different versions of each page that is to be 
adapted along with a model of the interaction context. These versions have to be writ-
ten in advance. At runtime, the adaptation mechanism selects and presents the page 
version that is most appropriate to the current interaction context.  Clearly, this ap-
proach does not scale up to complex adaptation. If several aspects of the page must be 
adapted in many different ways, an unmanageably large number of variants need to be 
written. Nevertheless, in some domains, where only high-level adaptation is needed, 
this approach has been effectively applied. For instance, in the ORIMUHS system 
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[14] page variants are applied to support user interaction in two complex software 
systems: a CAD modeler and a medical application. Page variants are also applied in 
the KBS Hyperbook system [24] to develop educational courseware on Java pro-
gramming.  

Moving up in the ladder of adaptation complexity, we have the fragment-variant 
approach. In this approach, the adaptation is performed at a finer level of granularity. 
More specifically, the page presented to the user is not selected from a pool of fixed 
pages. Rather, it is constructed by selecting and combining an appropriate set of 
fragments, where each fragment typically corresponds to a self-contained information 
element, such as a text paragraph or a picture.  As with the page-variant approach, 
these fragments are written in advance.  Two common strategies for fragment variants 
are: optional fragments and altering fragments. In optional fragments, a page is speci-
fied as a set of fragments, where each fragment is associated with a set of applicabil-
ity conditions. At runtime, the page is generated by selecting only those fragments 
whose conditions are satisfied in the current interaction context. For instance in [16], 
different optional fragments are selected depending on the user’s knowledge, interests 
and abilities. Altering fragments are rather different from optional fragments. In alter-
ing fragments, a page is specified as a set of constituents, and for each constituent 
there is a corresponding set of fragments. At runtime, the page is created by selecting 
for each constituent the fragment that is most appropriate in the current interaction 
context.  Altering fragments are applied, for instance, in the AHA system [13], in 
which different presentations of the same entity can be selected depending on whether 
the target user has the necessary background knowledge. 

In general, a noticeable disadvantage of fragment variants compared to page vari-
ants is that the selection and assembly of a suitable set of fragments may involve a 
substantial overhead at runtime. Furthermore, it may sometimes be difficult to com-
bine the set of independently selected fragments into a coherent whole. On the other 
hand, the key advantage of this approach is that, once a set of fragments and their 
applicability conditions have been written, a large number of pages can be automati-
cally generated to cover a corresponding large number of interaction contexts. For 
pointers to specific techniques to implement the fragment-variant approach the reader 
should refer to [32]. 

Note that because in the two approaches above the units of content adaptation are 
either whole pages or predefined page components, the two sub processes of content 
adaptation and presentation actually coincide. That is, the decision of what content is 
most relevant to the user (i.e. the page to be displayed) uniquely identifies what will 
be presented to the user. On the one hand, this simplifies and speeds up the complete 
adaptation process. On the other hand, it reduces flexibility because it eliminates the 
possibility to further tailor the information through adaptive presentation techniques 
once the first level of adaptive content presentation, content selection, has been 
achieved, as we will see in section 13.3. 

13.2.2  Approaches Based on Abstract Information 

Although many adaptive Web systems have been designed in recent years by relying 
only on page or fragment variants, in this section we describe more sophisticated 
adaptation techniques that allow a system to reason about the input content and the 
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interaction context, both of which are expressed in more abstract terms.  These tech-
niques permit the adaptation to be more flexible, robust and scalable. Notice that part 
of the research on sophisticated content adaptation has been developed in the field of 
Natural Language Generation (NLG) [43], which investigates how natural language 
text can be generated from abstract non-linguistic information. 

Sophisticated content adaptation, also called tailoring in NLG, requires an abstract 
representation of the domain from which the content is selected, as well as the fea-
tures of the interaction context to which the content is tailored. Several formalisms 
have been used in the literature, including: 

• Traditional Knowledge Bases [46] expressing domain entities and relationships 
between them. For instance, one application of the ILEX system [40] generates tai-
lored jewel labels by relying on a large object-centered knowledge base about jew-
elers, materials, designers, etc. This knowledge base includes both abstract propo-
sitions, such as the fact that a necklace is a jewel, and specific propositions, such as 
the fact that a particular jewel was made in Birmingham in 1905. 

• Bayesian Networks [46] expressing probabilistic relationships between random 
variables representing the domain. For instance, one application of the NAG sys-
tem [33],[55] generates arguments about the expected rate of a researcher’s future 
publications by relying on a Bayesian Network. This network specifies probabilis-
tic relationships between the publication rate of a researcher and the factors that in-
fluence it, such as the strength of the institution from which the researcher gradu-
ated (e.g., the stronger the institution, the higher the likelihood of a high publica-
tion rate). 

• Preference Models [46] expressing the user’s preferences about different aspects of 
the domain. For instance, one application of the GEA system [10] generates user-
tailored arguments on whether the user will like/dislike a given house by relying on 
a model specifying what aspects of a house the user cares most about (e.g., loca-
tion, amenities). The  PRACMA system [29] also employs a model of user prefer-
ences to tailor its description of an individual recommended item (e.g., a car) by 
focusing on the aspect (e.g., price) that will have the largest impact on the user’s 
overall evaluation of that item.  

 
Depending on the application, the same or different formalisms can be used to represent 
the domain model and the interaction context. For instance, in NAG [55], a system for 
generating factual arguments (claiming that something is or is not the case), both the 
domain and user model are represented as Bayesian Networks. Similarly, in HYLITE+ 
[5], a system for generating adaptive hypertext encyclopedia-style explanations, both the 
domain and the user models are expressed as traditional knowledge bases, more precisely 
as conceptual graphs [50]. In contrast, in GEA, a system for generating evaluative argu-
ments (claiming that something is good vs. bad), the domain model is represented as a 
traditional knowledge base while the user model is expressed as a value tree [46], which 
is a preference model commonly used in decision theory. 

The process of sophisticated content adaptation involves the two conceptually dis-
tinct phases of content selection/determination and content structuring, also jointly 
referred to as content planning. Although we will describe them separately to simplify 
the presentation, it should be noted that content selection and structuring are often 
implemented as one single process that simultaneously performs both phases [43]. 
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Content Selection. During content selection, a subset of the domain knowledge is 
identified as relevant for the current user and situation. Strategies for content selection 
rely on domain-specific knowledge to different degrees. For instance, the content 
selection strategy used in STOP, a system for generating smoking cessation letters, 
is quite domain specific as it refers to psychological knowledge about addictive 
behavior and smoking [44]. In contrast, the content selection strategy used by the 
GEA system does not rely on any domain-specific knowledge (as we will see later 
in this section) and can be therefore applied in any domain [10]. Because of their 
generality, in this section we focus on strategies that are primarily domain-
independent. For a discussion of more domain-specific strategies and in particular 
of how they can be acquired, the reader should refer to [43]. 

In practice, most domain-independent strategies for content selection compute a 
measure of relevance for each content element (i.e., fact) and then use this measure 
to select an appropriate subset of the available content.  Content adaptation is 
achieved by having this measure of relevance take into account features of the cur-
rent user and context. For illustration, let's consider three systems that provide a 
representative overview of how the measure of relevance can be computed and how 
it can be used for content selection. 

The Intelligent Labeling Explorer (ILEX). We start with ILEX [40], a system for 
generating contextually-relevant hypertext descriptions of objects (e.g., museum 
artifacts, computer components). In ILEX, the measure of relevance for content 
selection combines a measure of structural relevance of a knowledge element/fact 
with its intrinsic score. Structural relevance takes into account the structure of the 
domain knowledge base - a semantic net.  More specifically, structural relevance is 
computed starting from the focal entity (i.e., the entity being described) by consid-
ering two basic heuristics: (i) information becomes less relevant the more distant it 
is from the focal object, in terms of semantic links; (ii) different semantic link types 
(e.g., GENERALISE) maintain relevance to different degrees. The intrinsic score of 
a knowledge element combines numerical estimates of three factors: (i) the poten-
tial interest of the information to the current user, (ii) the importance of the infor-
mation to the system's informational goals and (iii) to what degree the user may 
already know this information. Once the two measures of structural relevance and 
intrinsic score have been computed, they are combined in a single measure of rele-
vance by straight multiplication. 

In ILEX, the content selection strategy is then to return the n most relevant knowl-
edge elements. However, if the selection process based on relevance cannot find a 
sufficient number of knowledge elements, additional content selection routines are 
activated. For instance, one technique applied by ILEX is to identify an entity which 
is sufficiently similar to the focal entity, so that an interesting comparison between the 
two can be also selected for presentation. In general, when the goal of a content selec-
tion component is to return a fixed amount of content, it may be necessary to supple-
ment the main selection strategy with a set of ancillary strategies. 
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The Generator of Evaluative Arguments (GEA). As mentioned before, GEA is a sys-
tem for generating evaluative arguments (claiming that something is good vs. bad). 
Here the measure of relevance is computed by applying a quantitative model of the 
user’s preferences to the entity being evaluated. Generally speaking, GEA's user 
model relies on the notion that if something is valued, it is valued for multiple rea-
sons. More specifically, for each user, the model specifies a decomposition of the 
user’s overall assessment of entities in a given class (e.g., houses) into a hierarchy of 
aspects of the entities (e.g., location, number-of-bedrooms). The model hierarchy is 
annotated with numerical weights and functions that specify the relative impor-
tance/preferability of each attribute and domain-value (e.g., two bedrooms) for the 
particular user. Once the model is applied to an entity, it is possible to compute for 
each attribute how much its evaluation contributes to the overall evaluation of that 
entity for the current user. Based on this, a measure of relevance is defined by assum-
ing that an attribute is relevant either because of its strength or because of its weak-
ness in contributing to the value of the entity. For instance, if distance-from-work is 
an important attribute for the current user, this attribute will have high relevance with 
respect to the evaluation of a house that is very close to the user’s workplace (because 
of its strong contribution), as well as to the evaluation of a house that is very far from 
it (because of its weak contribution). 

Once the relevance of all attributes is assessed, the content selection strategy in 
GEA is to return for each level in the user model hierarchy, only those attributes 
whose relevance is greater than a (customizable) threshold. By setting this threshold 
to different values it is possible to generate, in a principled way, arguments that con-

 

 
Fig. 13.1. GEA system [10]: arguments about the same house tailored to the same user contain-
ing an increasing (or equal) amount of content. 
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tain different amounts of user-tailored relevant content, as shown in Fig. 13.1 (see 
[10] for details).  
The Responsive Information Architect (RIA).  In RIA [53], a multimedia conversation 
system to support information-seeking tasks, content selection is formalized as an 
optimization problem.  The goal is to identify the most desirable subset of data di-
mensions (e.g., price and style in the real-estate domain) in the current interaction 
context. The desirability of each data dimension is computed as the linear combina-
tion of a large set of feature-based metrics that characterize how important the dimen-
sion is with respect to the interaction context. Most of these features are labeled as 
content-relevance features and include features of the data (e.g., inherent importance 
of the dimension in the domain, such as the importance of price in the real-estate 
domain), and features of the user (e.g., relation of the dimension to the user’s inter-
ests, such as how much the user cares about price).  There are also features relating 
the dimension to the user request (e.g., the user may be requesting information on a 
particular dimension, such as explicitly requesting information on price) and to the 
interaction history, which tries to maintain a coherent presentation of dimensions 
across multiple queries. So, in RIA, desirability is fundamentally what we have been 
referring to as a measure of content relevance. Once all the available data dimensions 
have been assigned their desirability, RIA’s content-selection strategy returns the set 
of data dimensions such that their overall desirability is maximized and their cost is 
within the given space and time allocated for the target presentation. Special tech-
niques are introduced to take care of dependencies between data dimensions. For 
instance, some groups of dimensions are considered as a single bundle (e.g., number 
of bedrooms and number of bathrooms) and are either all included or all excluded 
from the final presentation.  

Fig. 13.2 shows how RIA, given the same query, selects different data dimensions 
for two users with different preferences in the real estate domain. 

 
Fig. 13.2. RIA system [53]: examples of queries and user-tailored responses for two users with 
different preferences. 
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To summarize, we have seen three ways in which a measure of content relevance can be 
computed and three prototypical ways in which such measures can be used for content 
selection. In general, there is no accepted set of guidelines in the field to choose the 
most appropriate measure of relevance and selection strategy given a target application. 
For any new application, designers should first consider solutions presented in the litera-
ture (of which the systems we have just described provide a representative sample), and 
devise alternative solutions only if no existing one is satisfactory. 

Content Structuring.  Once the most relevant content elements are selected they 
must be organized in order to be effectively communicated/presented. This involves 
not only ordering and grouping them, but also specifying what discourse relations 
(e.g., contrast, evidence) [31] must hold between the resulting groups. Schemas [43] 
are the method of choice to accomplish all these tasks and are commonly imple-
mented with task-decomposition planners (technically referred to as HTN planners 
[46]).  

With respect to content selection, we provide a much more limited treatment of 
content structuring because adaptation of the latter is rather less common than adapta-
tion of the former. One form of structure adaptation is to rely on the measure of rele-
vance used in content selection for ordering the selected content elements. For instance, 
in GEA the selected elements are ordered according to the measure of relevance by 
following principles from argumentation theory [10]. Another form of content structur-
ing adaptation is the selection of the discourse relations. For instance, in GEA a given 
fact can be selected as supporting or contrasting evidence depending on the user’s pref-
erence for that fact, as determined by the evaluation of the user model. 

Note that any structuring information derived from this phase of content adaptation 
can serve as a guide to decide how to actually present the selected content to the user.  
The various techniques for adaptive content presentation that we will overview in the 
next section can be used to adaptively render the information defined by content 
structuring. For instance, techniques for content emphasis can be used to express 
relevance information implicit in content ordering. Discourse structure can be used to 
identify portions of texts that can be made available on demand instead of being dis-
played up-front [41]. Finally, relationship information can be used to define which 
medium to use to display the related content (e.g., graphics to highlight quantitative 
relationships such as a comparison between two sets of numbers [30]). In practice, 
most previous and current work on adaptive content presentation relies on simpler 
text-based fragments, which are selected according to a simple user model. However, 
we believe that work on integrating adaptive content structuring with adaptive content 
presentation promises to be of great value for the advancement of adaptive content 
presentation on the Web. 

We conclude this section on content adaptation from abstract information with a 
brief discussion of issues related to knowledge acquisition and evaluation. While all 
of the techniques for content adaptation from abstract information discussed so far 
have been engineered by researchers, recent and promising work is exploring how 
content adaptation strategies can be learned from user feedback on sample (multime-
dia) presentations [20]. This work relies on machine learning techniques that have 
been already successfully used in other NLG adaptation tasks [51].  As for evaluation, 
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recent years have witnessed a surge of interest in empirically testing techniques for 
content adaptation from abstract information. Human judges [11], human designers 
[53] and task efficacy (e.g., [5], [10]) are the three basic methods that have been ap-
plied to evaluate such techniques. These methods are described under the category 
"controlled experiments" in Chapter 24 of this book [18], which provides a compre-
hensive overview of all empirical and non-empirical evaluation methods for adaptive 
Web systems. 

13.3  Techniques for Content Presentation  

In the previous section we discussed techniques to identify and structure the content 
most relevant to the interaction context. Here, we focus on techniques to effectively 
present content once its degree of relevance and its structure have been determined by 
content adaptation. In particular, we present techniques that decide how to present 
content based on its relevance, and techniques to select the type of media most appro-
priate to deliver the content, given the interaction context. 

13.3.1  Relevance-Based Techniques 

Most of the techniques that we categorize here as relevance-based were introduced in 
[7] and [32] as ways to manage canned content fragments.  Following [52], in this 
section we will discuss them along two general dimensions, which we see as critical 
to both canned and generated content: 

• Maintaining focus, i.e., how these techniques emphasize the content that has been 
classified as most relevant for the current user.  

• Maintaining context, i.e., if and how they allow for access of the less relevant con-
tent so as to preserve the contextual information that it may provide. 

There is an obvious tradeoff between these two dimensions: context is more easily 
maintained if much of the original content is visible to the user. However, the more 
content is shown, the higher the chance of generating information overload and reduc-
ing attention to the most relevant information, defeating one of the very reasons for 
having adaptive hypermedia in the first place.  

The techniques we present here can be grouped in two main categories, depending 
upon how they address the context-focus tradeoff: Priority on Focus and Priority on 
Context. 

Priority on Focus.  All of the techniques in the Priority on Focus category choose to 
maximize focus by (a) showing the user only the content that is deemed most rele-
vant, and (b) precluding access to the rest of the content. They include not only the 
fragment-variant techniques that we discussed in the previous section (i.e., optional 
fragments and altering fragments), but also any strategy for sophisticated content 
selection in which only the most relevant knowledge elements are presented to the 
user (see for instance Fig. 13.1 and Fig. 13.2 in section 13.2).   

In addition to potentially loosing contextual information when limiting the content 
the user can see, Priority on Focus techniques suffer from two main drawbacks: 
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• They are highly impacted by the validity of the adaptation mechanism, as the user 
has no way to recover from bad adaptation. 

• They do not allow for user control, one of the dimensions that defines usability in 
human-computer interaction and that significantly influences acceptance of adap-
tive interfaces ([27] and [28]). 

Priority on Focus techniques seem to be mostly used in Adaptive Educational Hyper-
media (see [13] and [38]), possibly because these systems are less subject to the above 
drawbacks.  The pedagogical nature of the interaction makes it both easier for the 
system to create an accurate user model of relevant user traits, and possibly more 
acceptable for the user to have limited control over the computer tutor’s adaptation 
decisions.   

Priority on Context. The Priority on Context category includes the techniques 
known as (1) stretchtext, (2) dimming fragments 3) colouring fragments, 4) sorting 
fragments and 5) scaling fragments. The first four techniques have been around for a 
while and were previously addressed in adaptive hypermedia reviews (e.g.,[7]). The 
scaling fragments technique is a more recent attempt to adapt the well known fisheye 
visualization technique [17] to content organization in adaptive hypermedia. For this 
reason, we will describe it in slightly more detail than the other four. In general, all 
techniques presented in this section try to preserve the context around the most rele-
vant content by providing different ways to make the less relevant information visible 
without distracting the user from the primary content. They differ, however, along the 
following dimensions:  1) whether or not the surrounding context is visible, 2) 
whether or not they permit structural information to be maintained, and 3) whether or 
not they can convey different levels of relevance and/or priority information.  We first 
describe the techniques and then discuss how they differ along these key dimensions. 

Stretchtext, arguably the most well established of the techniques, relies on place-
holders to signal the presence of and allow access to information of secondary impor-
tance (see for instance [6] and [26]). Usually the place holders are short headers 
summarizing the hidden information, as shown in the screen shot of the Push system 
[26] in Fig. 13.3 (see items labeled as IE – Information Entities – and Hotlist). While 
this technique has been mostly used with text (hence the name), researchers have 
started generalizing it to the adaptive presentation of multimedia content, for instance 
in Interactive TV applications [36].  

Stretchtext preserves focus by hiding the less relevant content when a page is first 
presented.  In contrast, the remaining four techniques deemphasize rather then hide 
the less relevant content.  Dimming deemphasizes the less relevant content by fading 
its color [6].  Colouring, which has traditionally been used for adaptive navigation 
support (see Chapter 8 of this book [8]), highlights the more relevant content using 
one or more colours. Sorting, also most frequently used for adaptive navigation sup-
port, deemphasizes less relevant content through fragment ordering.  [25]. Scaling 
deemphasizes by reducing size.  In scaling, size increases as a function of the Degree 
of Interest (DOI) of each content fragment for the user [52], as assessed by a similar-
ity measure between vectors representing the user’s focus of interest and the content 
of each available fragment.  In this respect, scaling is a variation of the fisheye visu-
alization technique, with the following differences: 
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• In a traditional fisheye visualization, there is a unique focal point, based on the 

user’s current focus of attention. In scaling, there can be multiple focal points 
based on the user’s focus of interest. 

• In traditional fisheye views, DOI (and thus content size) decreases with geometri-
cal distance from the focal point, while in scaling, DOI decreases with semantic 
distance. 

Fig. 13.4 shows an example of scaling from [52]. Here the user’s focus of interest is 
assessed to be theater, thus paragraphs with different degree of relation with this topic 
are presented in different font sizes.   

Table 13.1 compares the five techniques discussed in this section.  Of the five 
techniques, stretchtext is the only technique that does not make the surrounding con-
text visible, while sorting is the only one that doesn’t maintain structural information.  
As a result, sorting is suitable only for fragments that are not structurally  

Hotword

Hotlist

Closed
IE

Open
IE

 
Fig. 13.3. Example of stretchtext-based adaptation in the Push system [26]. 
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related, such as bulleted lists or self-contained sub topics.  In terms of conveying 
priority information, the existing incarnations of dimming equally deemphasize all of 
the less relevant content; the same is true of stretchtext.  In comparison, scaling, 

sorting and colouring do allow priority information to be displayed.  In scaling, 
size conveys different degrees of relevance. With sorting, the order of appearance on 
the page conveys the relative relevance.  With colouring, more than one colour can be 
used; however, there is a limit to the number of colours to which the user will be able 
to attribute meaning. 

 
Fig. 13.4. Example of scaling-based adaptation from [52] 

Table 13.1. Comparision of Priority on Context techniques 
 

Technique Context Visi-
ble 

Structural 
Information 
Preserved 

Priority Conveyed 

Strechtext No Yes No 
Dimming Yes Yes No 
Colouring Yes Yes To a limited degree 
Sorting Yes No Yes 
Scaling Yes Yes Yes 
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Although all five techniques in this category do provide more contextual informa-
tion than those in the Priority on Focus category, their relative effectiveness in differ-
ent applications is still an open question.  

The scaling technique preserves distinctive structural elements of the deempha-
sized information (such as pictures, layout, number and relative length of paragraphs), 
and thus has better potential to provide contextual cues than stretchtext.  Tsandilas 
and Shraefel [52] conducted a preliminary study to compare stretchtext and scaling, 
but the small number of subjects does not allow drawing general conclusions. They 
found no difference in terms of task completion time, but identified a potential inter-
action between technique effectiveness and page size. Because stretchtext generally 
presents less content, it performed better on large pages, where scaling required more 
scrolling to access relevant content. However, 4 out of the 6 subjects in the study gave 
a higher overall score to scaling because they felt it provided better information on the 
content of the deemphasized paragraphs.  

Like scaling, dimming and colouring also preserve distinctive structural elements 
of the available content, but do not reduce page size (like stretchtext and scaling do). 
Thus, they may require additional scrolling to access the content of interest, poten-
tially reducing focus. Finally, sorting does not preserve structure, however, placing 
the more relevant material at the top of the page has the advantage that scrolling is 
necessary for only the less relevant content.  Further evaluations are needed to better 
understand the pros and cons of the above techniques.    

Even as more empirical results become available, practitioners interested in adopt-
ing these techniques should be aware that their effectiveness depends on a number of 
design elements that should be carefully tested before drawing general conclusions on 
each technique’s overall effectiveness. These elements include: 

1. Quality of the headers used to indicate the presence of stretchtext ([26] and 
[48]) 

2. Cost associated with reading the deemphasized content (e.g., fatigue gener-
ated by reading small or faded text) 

3. Presence and quality of ways to summarize deemphasized content so that a 
user can get contextual information without reading it (see for instance the 
mouse-over glosses described in [52]) 

4. Presence and effectiveness of mechanisms provided to the user to change 
content emphasis (e.g., double clicking on deemphasized content to bring it 
in focus [52]) 

In relation to the first element above, we describe a technique that, although currently 
not used in adaptive hypermedia, has an interesting potential for enriching the Priority 
on Context category. This technique, known as summary thumbnail [35] has been 
devised to address the problem of how to display Web pages designed for desktop-
sized monitors on small screen devices. One common way to address this problem is 
to rescale the page to fit the width of the small screen, thus creating what is known as 
a thumbnail view. The idea is that the user should use this view to rapidly identify the 
content of interest and then use provided zooming mechanisms to view it. The prob-
lem is that often text in the thumbnail view becomes unreadable, forcing the user to 
resort to zooming to browse the content. Summary thumbnail addresses this problem 
by adding fragments of readable text to the thumbnails (as opposed to shrinking the 
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text of the original page). The text is automatically generated from the original Web 
page, by either removing common words (as defined in a standard word frequency 
list) or by cropping paragraphs, so as to maintain the total number of lines and overall 
page layout.   

Lam and Baudisch [35] showed that this technique generated better user perform-
ance and satisfaction in a browsing task, compared to two other standard techniques 
for page reduction. This indicates that having readable, although incomplete and pos-
sibly not fully coherent text is an effective place holder for hidden content. Thus, this 
technique could be adapted as a variation of stretchtext for adaptive content presenta-
tion, where place holders for hidden text are summary thumbnails.  However, it 
should be noted that in Lam and Baudisch’s experiment [35], all content was equally 
reduced. In order to verify the applicability of this technique to adaptive approaches, 
it will be necessary to test whether it remains effective when summary thumbnails are 
used in combination with fully-displayed content during adaptive presentation. 

13.3.2  Techniques for Media Adaptation 

The previous sections discussed techniques to adaptively select, structure, and present 
relevant information.  Presentation has been addressed, however, with respect only to 
the problem of how to highlight relevant information and how to allow the user access 
to relevant context.  Here we will address a different form of presentation tailoring: 
adapting the medium (e.g., text, graphics, spoken language) through which the se-
lected information is conveyed to the user.  We begin by discussing factors that can 
influence a system's choice of media.  We then provide illustrative examples of adap-
tive hypermedia systems that adapt the medium through which information is pre-
sented.  Finally, we discuss at a conceptual level two common approaches to media 
adaptation: the rule-based approach and the optimization approach.  

Factors Relevant for Media Adaptation. The following is a description of the types 
of factors that a system may want to consider when deciding how to adapt the media: 

• User-Specific Features: Relevant user features include preferences, abilities and 
accessibility issues.  Users may have preferences for receiving information in dif-
ferent modalities, for example, a user may explicitly request the information to be 
presented in a graphical way [54].  In terms of abilities, the user may be better able 
to reason about information presented using a given medium.  For example, if the 
user has poor language abilities, the material would be better presented visually 
[21].  In contrast, a visually-impaired user should not be presented with information 
in this manner, but rather through speech (e.g., [16]).   

• Information Features:  Given the presentation goals, certain types of information 
are better presented using specific media.  For example, graphics should be used to 
highlight quantitative relationships [30], while text should be used if the system 
wants to convey a precise value, such as the name of a city [54]. 

• Contextual Information: Under certain circumstances it may be appropriate for the 
system to consider properties of the user’s environment when deciding how to best 
present information.  As an example, for systems designed for use in vehicles, vari-
ables such as the current weather conditions and other relevant operating conditions 
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Fig. 13.5. The AVANTI system [16] with information presented graphically. 

 

 
Fig. 13.6. The AVANTI system [16] with information presenting using text. 
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(e.g., speed and traffic) should influence both the appropriate media type and the 
quantity of information presented [12].  For instance, in situations where the 
weather is poor, or the user is driving in a high speed zone, designers are exploring 
the use of media such as haptics and speech to avoid placing additional burden on 
the already loaded visual channel (e.g., [4] and [12]).  

• Media Constraints: When using multiple media, at times these media should coop-
erate to ensure the best overall presentation.  For example, a mix of compatible 
media (e.g., text and speech) can increase the recallability of the information pre-
sented [54], and contrasting pieces of information should be presented using the 
same medium (e.g., [1] and [54]). 

•  Limitations of Technical Resources: This factor relates to the device on which the 
information will eventually be displayed and the possible media limitations of this 
device.  Examples of resource limitations include the available bandwidth (e.g., 
large images should not be displayed if there is low bandwidth [16, 34]), the gen-
eral availability of different media (e.g., whether or not speech is available [45]) or 
the available screen real estate. 

Example Applications. We now describe some examples of systems that aim to 
perform some sort of media adaptation in an adaptive hypermedia system or adaptive 
Web site.  The first two examples are forms of tourist information systems.  The remain-
ing examples are: a mobile navigation system, a learning environment and a pointer to a 
more general framework for generating multimedia presentations on the Web.   

The AVANTI system [16] adapts the media through which the relevant informa-
tion is presented to the user according to 1) accessibility issues, for example, using 
spoken language for visually-impaired users, and 2) resources issues, such as not 
presenting too many graphics in low-bandwidth situations.  Fig. 13.5 and Fig. 13.6 
illustrate two example versions of a page containing information on a city map: one 
for sighted users and another for visually-impaired users.  For visually-impaired users, 
the map is described using text (which could presumably be read by a speech synthe-
sizer) (Fig. 13.6). Alternatively, a regular graphical map is displayed for sighted users 
(Fig. 13.5).  

The MASTROCARONTE system [12], an in-car tourist information system, 
adapts the medium through which recommendations are made to the user by consider-
ing 1) the user-specific factors, such as preferences and the user’s current level of 
fatigue (estimated based on the time of day and the length of the current trip), and 2) 
contextual factors, such as speed and traffic volume.  For example, if the user is re-
questing restaurant recommendations, the system determines the current level of risk 
as indicated by the contextual factors (e.g., traffic or visibility) and the user’s current 
level of fatigue to decide a) whether to present the recommendations visually or using 
speech, and b) how many recommendations to present at one time.  If the contextual 
factors indicate a high-level of risk (e.g., high traffic or low visibility) or if the user is 
fatigued, the system will elect to present the recommendations visually, and will pre-
sent only one recommendation at a time (requiring the user to press a button to re-
trieve additional recommendations).  If there is both a high-level of risk and the user 
is fatigued, the system will present the recommendations using speech.  If neither 
condition holds, the system will present several recommendations at once and will 
present them visually. 
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In [34], the authors describe guidelines to be used by a mobile navigation system to 
decide which medium to use when presenting route information. These guidelines 
take into account technical resource limitations (the last factor described in the previ-
ous section), as well as the user's context and cognitive resources.  Route descriptions 
using text and speech are appropriate only if the system knows the user’s location and 
are useful when the amount of available bandwidth is small (since no images have to 
be sent to the mobile device).  Speech is preferred to text in this scenario if the user is 
also experiencing a high level of cognitive load since it does not require visual atten-
tion.  Graphical route instructions do not require location information (in their sys-
tem), but require more cognitive and technical resources.   

The CUMAPH adaptive hypermedia environment [21] adapts hypermedia docu-
ments according to a user profile that describes the user's cognitive abilities, such as 
the user's ability to explore visual and spatial information, and the user's visual and 
auditory memory.  A description of how the profile is acquired can be found in [22]. 
The environment has so far been applied to an instructional domain involving a 
course about the human brain.  As an example, when adapting a Web page on the 
topic of “memory”, the system uses the optimization approach described in the next 
section to decide whether to display the content of two relevant sub items  (“defini-
tion” and “mechanism”) using text, graphics, sound or a combination of two of the 
three media. 

Finally, the hypermedia document formatter described in [45] includes capabilities 
to adapt media presentation to device characteristics and user preferences.  The paper 
does not illustrate an application of the framework.  Instead, the authors focus primar-
ily on the architecture necessary to realize multimedia presentations on the Web. 

General Approaches. The most common techniques for media adaptation fall into 2 
general categories: 1) rule-based or planning approaches and 2) optimization ap-
proaches.  We will now describe each type of technique. Once again, we extend our 
discussion to include systems that are not adaptive Web-based systems since we feel 
that the techniques could certainly be generalized to adaptive Web applications.  

 
Rule-Based Approach. The vast majority of systems that perform media adaptation do 
so using rules that describe how to best convey the target information given subsets of 
the factors described in earlier in the section.  Examples of such systems include [2], 
[3], [15], [16], [19], [23], [37] and [45].   

Andre [1] discusses key differences among several of the above systems.  A pri-
mary difference is how integrated the content selection process (as discussed in sec-
tion 13.2.2) is with the media allocation process (i.e., determining which medium to 
use for a given information element).  The systems also differ in the type and amount 
of communication among the components in charge of realizing the media-specific 
information (to ensure a coherent and feasible overall result).  To illustrate these dif-
ferences and to provide a more concrete understanding of how media allocation using 
rules can work, we will now elaborate on two examples: the work by Arens et al. [3] 
and the WIP system [2].   

Arens et al. [3] describe a system that can adapt the media based on characteristics 
of the information to be conveyed, media constraints, the user’s interests and abilities, 
and the overall goals of the information presentation (referred to as the “presenter’s 
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goals”).  The system begins by selecting and structuring the content (using NLG tech-
niques similar those discussed in section 13.2.2), which produces a tree that represents 
the discourse structure.  The system then applies media allocation rules to the dis-
course structure to obtain a presentation structure.  It applies these rules by traversing 
the tree in a bottom-up manner.  As the rule-application process moves up the tree, 
earlier media decisions can be reconsidered based on information about the more 
global structure of the presentation, which is only visible at the higher-level nodes.  
Such a situation could occur if, for example, content item A is assigned to be pre-
sented using text and content item B graphics, but the higher-level discourse goal is to 
compare the two items.  With this higher-level goal, both items should be presented 
using the same medium.  Once the presentation structure is complete, each element is 
then sent to the appropriate generator, and all of the results are sent to a final layout 
specialist, which decides how to arrange them on the target display.   

The WIP system, described in [2], interleaves content planning and media assign-
ment.  WIP focuses primarily on adapting the media based on characteristics of the 
information to be displayed, but the authors indicate that their technique could be 
extended to take additional factors into consideration.  Generating the presentation 
involves a task-decomposition schema-based approach similar to what is often used 
for content structuring in NLG (see section 13.2.2).  To permit media allocation, 
WIP’s schemas (referred to as “presentation strategies”) have an additional slot for 
the medium through which the information should be conveyed.  Some schemas spec-
ify the appropriate medium, other schemas leave this slot open, to be filled later in the 
planning process.   Using the schemas, the system engages in a top-down planning 
process, starting from the high-level presentation goal.  When more than one schema 
is applicable, but they have different media assignments, the system selects which 
schema to use based on meta-rules relating to how well the media accomplish the 
current presentation goal. As soon as a media slot is filled, the given presentation goal 
is sent to the generator in charge of realizing information through that medium.  This 
has the advantage that a given presentation goal can be refined by a generator, if it is 
not able to fulfill the request.  Such a situation may occur if, for example, a generator 
is asked to display a piece of information using an image, but doing so would require 
an image that is larger than the amount of remaining screen real estate. 

Andre [1] argues for content selection/structuring to be interleaved with media al-
location because it allows the media allocation process to inform the discourse struc-
ture. However, if one does not want media selection to influence content selec-
tion/structuring, or wants to use an existing content selection/structuring process as is, 
it makes sense to employ the sequential approach.  Arens et al. [3] also argue for the 
simplicity of the sequential approach. 

Optimization Approach. An alternative to a rule-based approach is to formulate the 
media adaptation process as an optimization problem.  That is, given information on 
the relevant factors, the goal is to find the media combination that produces the best 
overall result.  Examples of systems that follow this approach are the RIA system [54] 
and the CUMAPH system [21].  As discussed in section 13.2.2, RIA optimizes a set 
of feature-based metrics to perform tailored content selection.  RIA follows a similar 
optimization approach to adapt the media once the relevant information elements have 
been selected.  The authors present a comprehensive list of feature-based metrics that 
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they use to find the optimal media allocation.  These metrics fall into two categories: 
1) media selection metrics that indicate which media best suits a particular content 
item (based on user preferences, properties of the user's task, and properties of the 
content items themselves) and 2) presentation coordination metrics that describe the 
level of coordination among the different media.  These metrics are combined in an 
overall objective function and the media allocation process then becomes the task of 
maximizing this objective function.   

Fig. 13.7 shows the RIA system responding to two similar user requests (U2 and 
U3) with different media allocation decisions.  In (a), the user (U2) is requesting the 
prices of a number of houses, whereas in (b) the user (U3) is requesting the price of a 
particular house.  We use this example to show how the system’s optimization proce-
dure is able to deal with three metrics: the suitability of the information to the media, 
the desire to increase recallability, and the desire to maintain presentation consistency 
(the first is a media selection metric and the latter are two presentation coordination 
metrics).  In (a), because of the high-volume of data, the price information should be 
displayed visually and speech can be used only to focus the user’s attention to the 
screen. In contrast, the low data volume in (b) allows the system to display the price 
information visually and also to mention the price using speech, which increases re-
callability.  In both examples, because house location, city name and city boundary 
are considered to be inter-related, all three are presented visually.  

The CUMAPH system [21] follows a similar, but scaled-down approach.  They 
have 2 metrics: one assigns the highest value to the media combination that best fits 
the user profile; the other favors combining multiple media (e.g., using both graphics 
and text as opposed to just graphics).  The system generates all possible combinations 
of media assignments to information items and picks the one whose sum of the two 

  
 

 
      

U2 Speech: How much are those? U3 Speech: How much is this one? 
      Gesture: Point to a house on the screen 

RIA The prices are shown on the screen. RIA The asking price is $499,000. 

(a) (b)
 

Fig. 13.7.  Example of media adaptation in the RIA system [54] 
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metrics is the highest.  This type of exhaustive generation and testing is likely only 
possible when the number of combinations is small. 

Both of these systems perform media allocation after the content has been selected.  
Future work in the area could involve investigating ways to use the optimization ap-
proach to interleave the two processes. 

Comparison of Approaches. According to [53] and [54], the advantages of the optimi-
zation approach are: 1) it does not require a large set of rules and/or plans to be au-
thored, 2) it allows the system to handle issues with conflicting or interdependent 
factors without a large amount of communication among different system compo-
nents, 3) it is more easily extended, and 4) it is more easily transferred to different 
domains.  A downside of the optimization approach is that there do appear to be cases 
where the system is required to repair the media allocation after the optimization 
process is complete [54].  In the case of [54], these situations are detected and re-
paired by relying on rules.   

We are not aware of any evaluations that have directly compared the rule-based  
and the optimization approaches.  In fact, there has been very little evaluation of sys-
tems that perform media adaptation.  One exception can be found in [54], where 
RIA’s multimedia presentations were evaluated using the human-designer approach 
(described in Chapter CH6 [18]).  The results of the experiment were promising.  Out 
of 50 test cases, RIA was rated (or co-rated) highest in 17 cases.  In the 28 of the 
remaining cases, the difference between the winner and RIA was minor.  For the other 
5 cases, the authors felt that the problem was due to content selection rather than 
media selection.  Thus, in the majority of cases (45 out of 50), RIA was able to per-
form as well, almost as well, or even better than a human interface designer. 

13.4  Conclusions 

In this chapter we discussed techniques for providing adaptive content presentation 
for the Web. We structured the discussion by first introducing techniques to select and 
coherently structure the content deemed to be most relevant for the current interaction 
context, and then by illustrating approaches to further adapt the selected content by 
tailoring the way in which it is actually presented to the user. In particular, we have 
described techniques to adapt the presentation based on content relevance, as well as 
techniques to adapt the type of media for optimal content delivery.  

Adaptive presentation of Web content can complement several of the other types of 
adaptations presented in this book. For instance, it can be integrated with both adap-
tive navigation support and adaptive search to further adapt the content of the Web 
pages returned by these two techniques to a user’s needs; or it can be coupled with 
recommender systems to provide tailored descriptions of the recommended items. 
Although there has been some work on exploiting the integration of adaptive presen-
tation with other types of adaptations (e.g., [10]) we see this as an area that still yields 
a high potential for innovative research in the adaptive Web. Another area that calls 
for strong research efforts is the validation of techniques for adaptive presentation. In 
this chapter we have discussed the results of some evaluations; however, the actual 
effectiveness of the many of the techniques is still largely open to investigation. 
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Abstract. In recent years, technological developments have made it possible to 
build interactive 3D models of objects and 3D Virtual Environments that can be 
experienced through the Web, using common, low-cost personal computers. As 
in the case of Web-based hypermedia, adaptivity can play an important role in 
increasing the usefulness, effectiveness and usability of 3D Web sites, i.e., Web 
sites distributing 3D content. This paper introduces the reader to the concepts, 
issues and techniques of adaptive 3D Web sites. 

14.1   Introduction 

In recent years, technological developments have made it possible to build interactive 
3D models of objects and 3D Virtual Environments (hereinafter, 3D VEs) that can be 
experienced through the Web, using common, low-cost personal computers. As a 
result, 3D content is increasingly employed in different Web application areas, such 
as education and training [18, 30, 40], e-commerce [26, 36], architecture and tourism 
[42, 44], virtual communities [2,45] and virtual museums [4]. 

Web sites distributing 3D content (hereinafter, we call them 3D Web sites for sim-
plicity) can be divided into two broad categories:  

− sites that display interactive 3D models of objects embedded into Web pages, such 
as e-commerce sites allowing customers to examine 3D models of products [26], 
and  

− sites that are mainly based on a 3D VE which is displayed inside the Web browser, 
such as tourism sites allowing users to navigate inside a 3D virtual city [44].  

In the first case, the primary information structure and user’s interaction methods are 
still based on the hypermedia model, with the additional possibility of inspecting 3D 
objects. In the second case, the primary information structure is a 3D space, within 
which users move and perform various actions. For example, a furniture e-commerce 
site might be based on a 3D virtual house where users can walk, choose furniture 
from a catalogue, and place it in the various rooms [36].  

3D Web sites are not meant to substitute the hypermedia model which is the main-
stream in today’s Web, but they can be more effective when there is added value in 
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interacting with a 3D visualization, or in providing a first-person virtual experience 
close to a real-world one. For example, in the case of e-commerce, 3D models give 
customers the ability to visually inspect, manipulate, try and customize products be-
fore purchasing as they are accustomed to do in the real world [27]. In the case of 
cultural heritage, a Web museum implemented as a 3D VE allows one not only to 
display the museum items, but also to convey their "cultural setting" by placing them 
in a proper environment. 

As in the case of Web-based hypermedia, adaptivity can play an important role in 
increasing the usefulness, effectiveness and usability of 3D Web sites. For example, 
an intelligent adaptive navigation support system could help users with different navi-
gation abilities in finding targets, orienting themselves, and gaining spatial knowledge 
of the environment. Unfortunately, there are currently no well-established techniques 
or commercial tools to build adaptive 3D Web sites. Moreover, because of conceptual 
and technical peculiarities of 3D Web sites, most approaches, techniques and software 
tools developed for the Adaptive Web cannot be straightforwardly applied to person-
alize 3D Web content, navigation and presentation. However, some research projects 
have addressed the issue of adaptivity for 3D Web sites. For example, a first software 
architecture [17] for dynamic construction of personalized 3D Web content has been 
proposed and applied to e-commerce [14,16] and virtual museums [13]. Some re-
searchers have developed methods for personalized navigation support [12,27], adap-
tive interaction [11] and content presentation [24] in 3D VEs. Recently, there have 
been some attempts at experimenting with general-purpose frameworks for Web 
adaptivity to deliver personalized 3D content [15,21]. 

This Chapter will introduce the reader to the concepts, issues and techniques of 
adaptive 3D Web sites. We will mainly focus on 3D Web sites based on 3D VEs, 
since this category is the most general and complex one (but most of the techniques 
we will present can be applied also to Web sites with interactive 3D objects). The 
Chapter is structured as follows. Section 14.2 provides an introduction to 3D Web 
sites for the novice reader, overviewing the major application areas, and mentioning 
the main technologies, with a focus on standards. Section 14.3 discusses adaptivity in 
the context of 3D Web sites and with respect to Web-based hypermedia, separating 
the problems of modeling and adaptation. Section 14.4 describes an example of a full 
generic architecture for adapting 3D Web content, which is instantiated in Section 
14.5 considering a detailed example in the domain of e-commerce. Finally, Section 
14.6 concludes the Chapter. 

14.2   3D Web Basics 

The languages, protocols and software tools that make it possible to build 3D models 
and 3D VEs that can be experienced through the Web are collectively identified with 
the term Web3D technologies. Nowadays, thanks to the increase in network band-
width and processing power (especially 3D graphics capabilities), Web3D technolo-
gies allow a large number of users worldwide to experience complex 3D Web con-
tent, such as virtual cities, visualizations of scientific data, or virtual museums. 

Web3D technologies are based on the basic technical and architectural choices 
typical of Web technologies: content, represented in a proper (and typically textual) 
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format, is stored on a server, requested by a client, typically through HTTP, and 
displayed by a browser, or, more often, by a plug-in for a Web browser. As a result, 
3D content can be strongly integrated with other kinds of Web content, by augment-
ing Web sites with 3D interactive objects (a 3D model can appear into a Web page 
together with HTML content) as well as by displaying most types of Web content 
(such as images, sounds, videos) inside a 3D VE accessible through the Web. This 
is the main distinctive features of Web3D technologies with respect to other kinds 
of interactive 3D graphics-related technologies, such as those historically employed 
in Virtual Reality. Moreover, while Virtual Reality typically focuses on immersive 
3D experiences, for example employing head-mounted displays and data gloves, 3D 
Web content is typically experienced with the input/output devices of today's com-
mon personal computers (CRT or LCD monitor, keyboard and mouse).  

14.2.1 Applications and Motivations  

In the following, we overview the main application domains for 3D Web sites, present 
possible advantages for using 3D content on the Web, and cite some available sys-
tems.  

14.2.1.1  Learning and Training 
3D VEs offer the possibility to reproduce the real world or to create imaginary 
worlds, providing experiences that can help people in understanding concepts as well 
as learning to perform specific tasks in a safe environment. The possibility of deliver-
ing educational 3D VEs through the Web allows one to reach potentially large num-
bers of learners worldwide, at any time (see [18] for a thorough discussion of 3D Web 
applications in education, learning and training). Employing 3D graphics allows for 
more realistic representations of subjects or phenomena, offering the possibility of 
analyzing the same subject from different points of view. Examples in medical educa-
tion [30] include 3D reconstructions of parts of the human body [47] and 3D simula-
tors [39], like the one shown in Figure 1. Other applications have been developed for 
foreign language education [40], maintenance training [19, 37], special needs educa-
tion [31] and optics teaching [50].  

14.2.1.2 E-commerce and Product Visualization 
Although almost all e-commerce Web sites use hypermedia-based interfaces, a few 
sites have attempted to provide users also with 3D interfaces [1], allowing them to 
explore a 3D VE representing a store, as in Figure 2. A 3D Web store can have some 
advantages, if properly implemented:  

− it is closer to the real-world shopping experience, and thus more familiar to the 
customer,  

− it supports customer’s natural shopping actions (such as walking, looking around 
the store, picking up products,…),  
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Fig. 1. 3D Web medical training simulator. Image from the WebSET project, reproduced with 
permission of Nigel W. John. 

 

 
Fig. 2. @Mart 3D Shopping Mall [1].  
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− it can satisfy emotional needs of customers, by providing a more immersive and 
visually attractive experience,  

− it can satisfy social needs of customers, by allowing them to meet and interact with 
people (e.g., other customers or salespeople).  

On today’s e-commerce sites, the simple integration of interactive 3D objects into 
Web pages, rather than full 3D store environments, is more common, for example in 
the automotive market [26]. 

14.2.1.3   Virtual Museums 
Online collections of cultural information are useful if the digital representations of 
physical items contain enough detail to support the needs of visitors, e.g. researchers. 
Collections such as photographs or manuscripts can often be effectively acquired and 
displayed with 2D digital images. However, images are less effective as surrogates for 
three-dimensional items, such as sculptures, since much spatial information is lost, as 
the 3D shape of an object has to be flattened onto a two-dimensional view from a 
single perspective. In these cases, using 3D models can better support the needs of 
virtual museums visitors.  

One can also build 3D VEs that contain representations of cultural objects as well 
as their contextual environment, e.g. to:  

• provide a situated representation of objects; 
• virtually reconstruct objects, structures and environments that have been damaged 

in the past, or do not exist anymore;  
• build environments that never existed physically, but represent an appropriate 

conceptual or architectural environment, such as the virtual reconstruction of Leo-
nardo’s ideal city [4] shown in Figure 3. 

 

 
Fig. 3. The virtual reconstruction of Leonardo’s ideal city [4]. Image reproduced with permis-
sion of Thimoty Barbieri. 

14.2.1.4   Architecture and Virtual Cities 
Many 3D Web sites allow users to move inside 3D models of buildings and virtual 
cities [42,44], sometimes providing the capability of seeing each other and chatting. 
Although most of these sites, such as the one shown in Figure 4, focus on simply repro-
ducing real-world places, there are many possible applications for virtual cities, such as: 

• improving the planning, design and management of real cities (e.g., developers 
looking for sites for new buildings, local authorities managing urban infrastructure), 

• providing tourists with detailed guides 
• providing community resources for residents.  
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Fig. 4. Virtual Ljubljana [44].  

14.2.1.5   Virtual Communities 
3D virtual communities on the Web allow a large number of users to build and inter-
act among each other inside a visual 3D space. In the last years, the number of these 
3D VEs and their users has grown steadily: for example, Alphaworld [2], one of the 
oldest multi-user 3D VEs on the Internet, has hundreds of thousands of users, is 
roughly as large as the state of California, and contains more than 60 million virtual 
objects. The main distinctive feature of this kind of 3D Web sites is that users are 
allowed to build and inhabit visual community spaces, collaboratively engaging in the 
construction of large scale spaces (including artwork, buildings and full towns) and 
other social activities, like the virtual ceremony illustrated in Figure 5. 
 

 
Fig. 5. Social activity in a multi-user 3D VE: wedding in Alphaworld [2]. 
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14.2.2 Available Web3D Technologies 

The history of 3D Web sites begins in 1995 with the birth of VRML (Virtual Reality 
Modeling Language), which is still the most known and used technology for building 
and delivering 3D Web content. More specifically, VRML is an open ISO standard 
[46] for a file format and corresponding run-time behavior to describe interactive 3D 
objects and 3D VEs delivered through the Web.  

Recently, a new ISO standard, called eXtensible 3D Graphics (X3D) [49], has been 
proposed as a successor of VRML. Both VRML and X3D are managed by the Web3D 
Consortium [41], and result from the effort of several organizations, researchers and 
developers worldwide. Parts of VRML and X3D have been also integrated into the 
MPEG-4 standard [34], which adopts most of their concepts and instructions to describe 
interactive multimedia content that includes 3D objects and 3D VEs.  

Access to VRML/X3D Web content is possible through one of the available Web 
browser plug-ins, such as (at the time of writing this Chapter) Parallelgraphics Cor-
tona [37], Bitmanagement Contact [3], Octaga Player [35], and Mediamachines 
Flux [33].   

Besides open ISO standards, there are many other (non-standardized) technologies 
for 3D on the Web. The best known examples are probably Java3D [29], an extension 
of the Java language for building 3D applications and applets and Shockwave 3D [32] 
from Macromedia. Although most of these technologies can be effectively used to 
build 3D Web content, in this paper we will focus on open Web3D standards. In gen-
eral, open standards allow for lower costs, easier reusability of content, and easier 
integration with existing and future content and applications. In the following, we 
briefly describe the main technical features of VRML and X3D, referring the reader 
to published books and manuals for complete and detailed explanations. 

14.2.2.1 The Virtual Reality Modeling Language (VRML) 
The idea of a language for building 3D content for the Web originated back in 1994, 
when Mark Pesce and Tony Parisi built an early prototype of a 3D browser for the 
Web, called Labyrinth. Later that year, at the Second International Conference on the 
World Wide Web, the first specification of VRML was published. In the following 
years, the language underwent a series of improvements, leading to version 2.0, which 
was published as an ISO standard in 1997 with the name VRML97 [46]. 

VRML is a language that integrates 3D graphics, 2D graphics, text, and multime-
dia into a coherent model, and combines them with scripting and network capabilities 
[10]. The language includes most of the common primitives used in 3D applications, 
such as geometry, light sources, viewpoints, animation, material properties, and tex-
ture mapping.  

From a more technical point of view, VRML documents are text files that describe 
3D objects and 3D VEs using a hierarchical scene graph (i.e., a directed acyclic 
graph). Entities in the scene graph are called nodes. VRML defines 54 different node 
types, including geometry primitives, appearance properties, sound and video, and 
nodes for animation and interactivity. For example, hyperlinks are implemented in 
VRML using the Anchor node, through which clicking on a 3D object has the effect 
of retrieving the resource at a specific URL.  
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Nodes store their properties in fields; the language defines 20 different types of 
fields that can be used to store different types of data, from single integers to arrays of 
3D rotations. It is also possible for the programmer to define new nodes (i.e., extend 
the language) using a mechanism called prototyping through a statement called 
Proto. For example, this mechanism has been used to extend VRML with nodes to 
represent and animate 3D humanoids [28] and to implement distributed simulations in 
multi-user, networked 3D VEs [8]. 

VRML defines a message-passing mechanism that allows nodes in the scene graph 
to communicate with each other by sending events. This mechanism, together with 
special types of nodes, called sensors and interpolators, enables user interaction and 
animation. For example, the TimeSensor node generates temporal events as time 
passes and is the basis for all animated behaviors. Interpolators nodes are then able to 
continuously translate temporal events into data needed for animation. For example, 
the PositionInterpolator node is able to translate temporal events into 3D 
coordinates, allowing one to move objects in space. Other sensors are useful in man-
aging user interaction, by generating events as the user moves through the 3D VE or 
when the user interacts with some input device (e.g. mouse pointing or clicking). For 
example, the ProximitySensor node is able to detect the user’s position in the 
3D VE, while the TouchSensor node is able to detect mouse clicks on 3D objects. 

More complex behaviors (such as realistic physics simulation) can be implemented 
by using Script nodes, that allow one to manage VRML nodes with programs writ-
ten in Java or JavaScript.  

14.2.2.2 eXtensible 3D (X3D) 
The eXtensible 3D (X3D) language for defining interactive 3D Web content was re-
cently released as the successor of VRML, and was approved in 2004 as an ISO stan-
dard [49]. X3D inherits most of the design choices and technical features of VRML 
described in the previous section. As a result, it is mostly backward-compatible, that is, 
many VRML files require only minimal changes for translation to X3D.  

X3D improves upon VRML mainly in three areas. First, it adds new nodes and ca-
pabilities, mostly to support advances in 3D graphics techniques and hardware, such 
as programmable shaders and multi-texturing. Second, it introduces additional data 
encoding formats. More specifically, it is possible to represent, store and transmit 
X3D content using a VRML-like textual encoding, an XML-based textual encoding, 
and a binary encoding, that enables better data compression and thus faster 
downloads. Third, similarly to XHTML, it divides the language into functional areas 
called components, which can be combined to form different profiles (i.e., subsets of 
the entire language) that are suited to specific classes of applications or devices. For 
example, this feature would enable one to create a specific profile to take into account 
the limited capabilities of mobile devices.  

14.3   Adaptivity for 3D Web Sites 

In Web-based hypermedia, which is the mainstream model in today’s Web, informa-
tion is organized and presented into (a graph of connected) pages using various me-
dia, with text being the main form of content/medium. Users interact with information 
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mainly by reading, filling forms (e.g., using search engines), and navigating from one 
page to another by selecting the desired link from those contained in the current page. 
Many approaches to Web adaptivity presented in this book are targeted towards this 
model. For example, most techniques for adaptive content presentation discussed in 
Chapter 7 of this book [9] work with pages and textual content.  

The 3D Web model is more complex than Web-based hypermedia, as Table 1 
shows. In general, multimedia information, which can include 3D models, images, 
text, and audio, is organized and presented into a 3D space (or even in multiple 3D 
spaces connected by hyperlinks), following an arbitrarily complex spatial arrange-
ment, such as a building or an entire city. Users navigate 3D space by controlling the 
position of their viewpoint through mouse, keyboard, or, more rarely, 3D pointing 
devices, and sometimes have the ability to teleport from place to place or to other 3D 
Web sites. As in Web pages, users can exploit hyperlinks to reach other Web re-
sources. Besides navigation, additional interaction possibilities include the manipula-
tion of 3D objects (e.g., clicking them to perform an action, moving them in space) 
and even building new objects.  

Given these conceptual differences, it is not surprising that the techniques and tools 
for adaptivity in Web-based hypermedia cannot be straightforwardly applied to per-
sonalize 3D Web content, navigation and presentation. As mentioned above, most 
adaptive hypermedia techniques have been developed for content organized in pages 
(and not in a 3D space) and mainly made up of text (which is not the prevalent me-
dium in 3D Web sites). With respect to adaptive navigation support, for example, link 
manipulation as presented in Chapter 8 of this book [5] could accommodate only 
navigation through hyperlinks in 3D VEs. Moreover, there are also technical differ-
ences to be taken into account, namely different file formats. Therefore, alternative 
techniques, or modifications of existing ones, needs to be developed for adaptivity in 
3D Web sites.  

Table 1. Analogies and differences between Web-based hypermedia and 3D Web sites 

 Web-based hypermedia 3D Web sites 
 

presentation container 
 

page 
 

3D space 
 

content media 
 

mainly text, but also 
images, videos, ... 
 

mainly 3D models, but 
also text, images, videos, 
... 
 

structural organization graph of pages 
 

3D space or graph of 3D 
spaces 
 

navigation 
 

through hyperlinks 
 

by moving in 3D space 
(e.g., walking, flying) 
and teleporting; also 
through hyperlinks 

other common users’ 
activities 

reading pages, filling 
forms 

3D object manipulation 
(clicking, moving, …), 
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In the following, we will describe these techniques, highlighting the main differences 
with respect to their Web-based hypermedia counterparts. To make practical compari-
sons, we will use AHA! [22] (also discussed in Chapter 1 [7] and Chapter 13 [9] of 
this book) as a representative example of Web-based hypermedia adaptive systems. 
First, we will discuss how to build and update the user model, i.e., the modeling task, 
and then how to deliver personalized 3D content, i.e., the adaptation task.  

14.3.1 Modeling 

The approaches to adaptive 3D Web content developed so far have reused standard 
user model representation and reasoning techniques, such as stereotypes, graphs of 
concepts, and inference rules. Those techniques indeed are not specific to the hyper-
media model. However, the task of user model acquisition (building and updating the 
model) requires a different approach in 3D Web sites.  

With adaptive Web-based hypermedia, user model updates are typically triggered 
each time the browser requests a page. For example, in AHA! the adaptation engine 
starts by executing the rules associated with the attribute access of the requested page. 
Then, the user model is updated assuming that the requested page will be read, for 
example increasing the user’s knowledge level about the concepts described in the 
page. This technique is effective under the assumption that the user will fully read 
the page, or, in other words, that all content accessed from the server will be read 
by the user. This is a strong assumption, since the user might skip parts of the page 
and thus cause inappropriate updates to the user model, but there are no easy meth-
ods to track which parts of a page have been actually read. Although there are 
available techniques for this purpose, such as eye tracking, they are costly or un-
practical to adopt for Web sites and their visitors, except in special situations such 
as marketing research. 

With 3D Web sites, assuming that all content accessed from the server is going 
to be seen or properly employed by the user is even more likely to cause erroneous 
user model updates. In many cases, users see only a part of the downloaded content 
(3D models, images, …) that constitutes the 3D VE, for example because exploring 
a large or complex environment can require hours. Even in a smaller 3D VE, users 
might not see some objects because they are occluded by other objects (from the 
user’s path during the visit) or simply do not notice them while navigating. More-
over, when some object manipulation is possible, users might not perform it or do it 
in unexpected ways. For example, in a medical training application where the 
trainee is required to virtually perform a certain sequence of actions with virtual 
medical tools, one would like to update the user model according to how actions 
were actually performed.  

A solution proposed [16, 17] consists in closely monitoring users’ behavior in the 
3D VE, and send relevant time-stamped users’ actions (e.g., movements, objects 
clicked) to the server, where they can trigger user model updates. In this way, we can 
update the user model not when content is accessed from the server, but only when 
we are confident the user has actually seen it or interacted with it. For example, by 
recording user’s position in the 3D VE every few seconds and sending it to the server, 
it is possible to know which parts of the environment were actually visited and update 
the user model accordingly. 
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This approach does not require much implementation effort or special hardware 
because most Web3D technologies include mechanisms (called sensors in VRML and 
X3D, see Section 14.2.2) to monitor low-level events, such as mouse movements, as 
they are necessary for interactivity. Relevant interaction data gathered through sensors 
can be collected and sent to the server through programs (e.g., VRML Script nodes). 
For example, such technique has been used:  

- to monitor user’s position in 3D space, and determine which parts of the 3D VE 
have been actually visited,  

- to check whether the virtual head of the user is oriented towards a certain 3D 
object, and determine whether the object might have been actually seen by the 
user (e.g., considering distance),  

- to check whether and how a certain 3D object has been clicked or dragged by the 
user, and determine whether a certain action has been properly performed.  

A more detailed technical explanation of the proposed solution, in the case of VRML-
based 3D Web sites, is presented in Sections 14.4.1 and 14.5.2.  

14.3.2 Adaptation 

In this section, we discuss techniques for adaptive navigation support and adaptive 
presentation of content in 3D Web sites. A general issue concerns how frequently 
adaptation can and should be made. With adaptive Web-based hypermedia, adaptation 
is normally performed on each requested page, although it might be desirable, for 
some content, to reduce the frequency of the adaptation process, for example once per 
session [22]. However, since users typically read one page at a time, adapting each 
requested page enables them to see the effects of adaptation during a browsing session 
and at the right time.  

So far, the approaches to adaptive 3D Web sites have adopted a similar solution, 
i.e., adaptation is performed when 3D content is requested from the server [17,21]. 
However, in the typical situation where the full 3D VE is downloaded at the begin-
ning of the user’s visit, with this solution only adaptations between visits are possible. 
For example, an adaptive 3D virtual store where all content (store building, 3D mod-
els of products, advertisement banners) is downloaded at the beginning of the user’s 
visit does not allow the user to see adaptations taking into account which products 
have been more examined since the beginning of the visit.  

With most Web3D technologies, one can however download or update parts of the 
3D VE during the user’s visit. For example, both VRML and X3D provide this possibil-
ity, but developers are required to write ad-hoc scripts. Alternatively, there are exten-
sions to VRML, such as X-VRML [48], that provide easier mechanisms to implement 
updates or downloads of content during visits, and thus carry out adaptations during 
visits. A simple but effective example of this strategy has been used in a 3D virtual 
museum [13]. The museum features a virtual human acting as a guide, leading the user 
around and describing museum items using speech synthesis. Each time an item needs 
to be presented, the text to be spoken is requested to the server, where it is tailored ac-
cording to the user model, and then downloaded and fed to the speech synthesizer. 

In general, which kinds of adaptations are best suited during visits, and their opti-
mal frequency, are open issues. Typically, user’s experience of 3D VEs should be as 
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continuous as possible to maintain user engagement, while in Web-based hypermedia 
adaptive changes among pages are not (or much less) perceived as annoying break-
downs since the experience is already ‘divided into pages’. For example, modifying 
the position, appearance or behavior of visible objects while the user is visiting the 3D 
VE, even if the user model would suggest to do so, should be carefully performed, 
otherwise it will likely turn out as annoying or counter-productive for the user’s ex-
perience. In the following, we first discuss how to adaptively support navigation and 
interaction, and then how to adaptively present 3D content. Finally, in Section 
14.3.2.3, we consider adaptivity in the context of multi-user 3D VEs. 

14.3.2.1 Adaptive Navigation and Interaction Support 
Although Web-based hypermedia and 3D VEs are different, they are both targeted for 
user-driven navigation and exploration [27]. Like in the case of Web-based hyperme-
dia, it seems thus interesting to develop adaptive navigation and interaction support 
techniques that can help users in finding and using information more efficiently, and 
prevent navigation and interaction problems. Moreover, navigation is a very relevant 
usability issue in the context of 3D VEs. In current 3D VEs, people often become 
disoriented and tend to get lost, and these problems are exacerbated by difficulties 
such as controlling movements in a 3D space, and limited field of view compared to 
the real-world experience. Inadequate navigation support is likely to result in users 
taking wrong directions, leaving the 3D VE before reaching their targets of interest, or 
with the feeling of not having adequately explored the visited 3D VE. These problems 
become even more critical in the case of novice users, who might become easily frus-
trated in learning how to navigate.  

Although many techniques (called electronic navigation aids), such as electronic 
2D and 3D maps, have been developed to help users in navigating 3D VEs, they are not 
able to adapt to users with different navigation and interaction abilities. For this reason, 
some researchers [6] have proposed to develop adaptive navigation support techniques, 
mostly by deriving them from established methods in adaptive Hypermedia. 
 

 
Fig. 6. Annotation by means of flashlight (left) and arrows (right) [27]. Image courtesy Stephen 
Hughes. 
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Hughes et al. [27] propose a number of adaptive navigation support techniques based 
on computing ideal viewpoints in the 3D VE on the basis of the user model, and then 
use them to prevent erroneous directions, disorientation or missed parts. The ideal 
viewpoints correspond to locations in the 3D VE (more specifically, positions and 
corresponding orientations in 3D space) from which objects or parts of the 3D VE 
that are interesting for the user are well visible. The idea is to constrain navigation or 
draw additional information to help the user in reaching the ideal viewpoints. The 
proposed techniques are derived from the link manipulation techniques discussed in 
Chapter 8 of this book [5]:  

• direct guidance (a strict linear order through the navigation space) computes a path 
through the 3D VE that encompasses all ideal viewpoints, and then automatically 
moves the user’s viewpoint along this path; 

• hiding (restricting the number of navigation options to a limited subset) hides all 
irrelevant orientations by letting the user move her position freely, but having the 
system dictate the orientation of the users’ virtual head to force it to fixate on cer-
tain objects while moving; 

• sorting (altering the order in which navigation decision are presented to the user) 
orders ideal viewpoints and let the user move freely, but, as with hiding, the system 
dictates the orientation of the users’ virtual head to force it to fixate on certain ob-
jects in the computed order. In this case, the user still has the possibility to override 
system decisions and orient the virtual head to explore other objects; 

• annotation (displaying additional information on navigation options) displays at-
tention-drawing signs, such as the arrows in the right part of Figure 6, to indicate 
interesting objects, or highlights them using a flashlight while unimportant features 
are left in the dark as in the left part of Figure 6. 

An alternative approach [12,16] to implement sorting and annotation-like adaptive 
support exploits virtual characters, such as the ones in Figure 7 and Figure 14, that act 
as navigation guides to:  

• show users the path to an object, or the path through a sorted list of objects of in-
terest, i.e. implementing sorting-like navigation support; 

• provide annotations in the form of additional information on navigation and inter-
action possibilities; for example, the virtual character in Figure 7 is showing a new 
user that an object can be opened to see its interior. 

This style of adaptive support has been employed in two different contexts. In a 3D 
virtual museum [12], the virtual character acts as the museum guide, leading the user 
around, giving information on museum items and showing possible interactions. The 
first time the user visits the museum, a sequence of museum items (i.e., a museum 
tour) is generated on the basis of the user profile, and the virtual character guides the 
user through them. In successive visits, only those items that have not been seen are 
included in the tour (this has similarities with the hiding technique explained above). 
In a 3D virtual store [14,16], multiple animated characters are employed to guide the 
user to different products (this technique is described in more detail in Section 14.5). 
The animated characters look like products (see Figure 14), and their actual appear-
ance (i.e., the specific product they represent) is adapted to take into account user’s 
potential buying interests.  
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While using 3D virtual characters does not directly help the user in controlling 
navigation as direct guidance, hiding, and sorting, it has the following distinctive 
features: 

• it can draw the user’s attention with natural and familiar methods. For example, the 
humanoid character in Figure 7 uses gaze, pointing gestures, body orientation, and 
provides textual information through voice; 

• it may have an emotional impact on the user, and increase motivation and engage-
ment: users tend to experience presentations given by animated characters as lively 
and engaging [43]. Moreover, it can make the virtual place more lively, attractive, 
and less intimidating to the user; 

• it does not restrict the navigation possibilities, since the user can choose whether to 
employ adaptive support or not by not following the virtual character and explore 
the 3D VE on its own. 
 
 

 
Fig. 7. A humanoid character shows the user how an object can be opened [12] 

Another kind of adaptive navigation and interaction support has been proposed by 
Celentano and Pittarello [11]. Their idea is to monitor user’s behavior and to exploit 
the acquired knowledge for anticipating user’s needs in forthcoming interactions. 
More specifically, the approach is based on using sensors (as described in Section 
14.3.1) to collect usage data, and compare them with previous patterns of interaction 
stored in the user profile. The patterns of interaction are sequences of activities which 
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the user performs in some specific situation during the interactive execution of a task, 
and are encoded as Finite State Machines (FSM). Whenever the system detects that 
the user is entering a recurrent pattern of interaction, it may perform some activities of 
that pattern on behalf of the user. For example, figure 8 shows an example of interac-
tion adaptation in a virtual fair application. The FSM on the top of the Figure shows 
the sequence of actions that must be performed to interact with an object inside a 
showcase. The FSM on the bottom of the Figure is computed by the interaction sup-
port system after the first FSM has been detected as recurring. In the FSM in Figure 8, 
the dotted arrow represents an automatic execution of actions performed by the sys-
tem. More specifically, if the user is closer than 3 meters from the showcase, the open 
button, even if it is not visible, is automatically pressed to open the showcase on be-
half of the user. 

 

 
Fig. 8. Interaction adaptation in a virtual fair application [11]. Image courtesy Fabio Pittarello. 

14.3.2.2 Adaptive Presentation of Content 
Adaptive presentation of content concerns deciding what content is most relevant to 
the user, how to structure it in a coherent way, and how to present it in the best way. 
For the first two tasks, the most widely used techniques in Web-based hypermedia are 
optional fragments and altering fragments. As mentioned in Chapter 7 of this book 
[9], those techniques build adaptive pages by selecting and combining an appropriate 
set of fragments, where each fragment typically corresponds to a self-contained in-
formation element, such as text paragraphs or pictures. 

The techniques for adaptive presentation of 3D content developed so far follow the 
same fragment-based approach, and can therefore be thought as variations of the 
above mentioned adaptation approaches.  

The approach proposed in [17] uses the VRML PROTO construct to define each 
kind of self-contained adaptive fragment. In general, PROTO defines a new VRML 
node by specifying its interface, i.e. fields and events the node receives and sends, 
and its body, i.e. how the node is implemented in terms of existing or previously de-
fined VRML nodes. As with any other VRML node, each time the new node is in-
serted, or instantiated, in the 3D VE, one can change the values of the fields declared 
in the interface to customize the features of the node. For example, the following code 
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defines a very simple node for a box-shaped product in a 3D store, where the size of 
the box and the image printed on its sides are encoded as fields: 

 
PROTO BoxProduct  
[ field SFVec3f bsize 0 0 0   // size of the box in x, y, z 
  field MFString imageURL [] // url of image that will appear on the box   

  ] 
{  
   Shape {                   // node to define a 3D object 
   appearance Appearance {   // appearance of the 3D object  
 texture ImageTexture {   
   url IS imageURL }  // applies the image to the box 
   } 
   geometry Box {     // the geometry of the 3D object is defined by a box 
 size is bsize } // size of the box  
  } 
}   
    

The idea is that fields in the interface define the adaptive features of the node, ab-
stracting from other non-adaptive details. In the product example, therefore, the adap-
tive features are the size of the box, and the image printed on its sides. With this ap-
proach, 3D adaptive content is defined by a set of BoxProduct node instantiations, 
such as in the following code fragment, which includes a milk box in a 3D VE: 

 
 BoxProduct { 
 bsize 1 2 1 
 imageURL “milkBox.jpg” 
} 
 

The idea  is that field values (such as “milkBox.jpg”) are chosen among a set of 
alternatives (that have to be stored separately) or computed by the adaptive engine 
when content is requested.  

 The alternative technique proposed in [15] for the X3D language does not uses a 
prototyping mechanism (which is available also with X3D), but requires an additional 
file, called Content Personalization Specification (CPS), for each X3D document with 
adaptive content. The CPS file defines adaptive features and may also specify possi-
ble variants. With this technique, the milk box example above would be implemented 
by the following X3D code fragment: 

 
 <Shape> 
   <Box DEF=”size1” /> 
   <Appearance> 
     <ImageTexture DEF=”imgUrl1” /> 
   </Appearance> 
 </Shape>   
  
and a separate CPS file specifying that the size of the box and the image on its side 
are adaptive features. The following CPS does that, also defining two possible actual 
adaptations for the product image: 
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<CPS>  
   <adaptiveContent DEF="imgUrl1" attribute="url"> 
  <value>"milkBox.jpg"</value>   
   <value>"cerealBox.jpg"</value> 
   <adaptiveContent DEF="size1" attribute="size"/>  
</CPS> 
 
One of the advantages of using XML-encoded content (such as X3D) is the possibility 
of using adaptation techniques developed for other kinds of XML-based content. For 
example, the approach proposed by Dachselt et al. [21] uses the Amacont general-
purpose architecture [25] with X3D content or more high-level formats [20]. For 
example, the fact that the image printed on the sides of the box-shaped product is an 
adaptive parameter would be expressed in the approach of Dachselt et al. by the fol-
lowing code fragment, which, contrary to the techniques above, includes also the 
logic of adaptation: 

 
<Parameter name="url" dataType="CoAnyURI" ... >  
 <Variants>  
  <Logic>  
   <If>  
    <Expr>  

 <Term type="=">  
      <UserParam>Favorite Product</UserParam>  
      <Const>Milk</Const>  
     </Term>  
    </Expr>  
    <Then>  
      <ChooseVariant>milk</ChooseVariant>  
    </Then>  
    <Else>  
     <ChooseVariant>cereals</ChooseVariant>  
    </Else>  
   </If>  
  </Logic>  
  <Variant name="milk">  
    <CoAnyURI>"milkBox.jpg"</CoAnyURIs>  
  <Variant>  
  <Variant name="cereals">  
   <CoAnyURIs>"cerealsBox.jpg"</CoAnyURIs>  
  </Variant>  
 </Variants>  
</Parameter> 
 

The Parameter element encodes an adaptive feature (in this case, an image depict-
ing a product). The enclosed Variants element define possible variants for the 
feature. Inside the Variants element, a Logic element defines the logic of adapta-
tion (if the user’s favorite product is milk, we will use the milk variant, else we will 
use the cereals variant. Then, a list of Variant elements defines the possible 
variants as URLs of the images. 

While these approaches provide fragment-based techniques to perform adaptation 
of content, using them is not as easy as in Web-based hypermedia. Text fragments or 
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images can be simply juxtaposed in a page, with the only possible drawback of not 
preserving a good graphic layout. On the contrary, special care has to be taken in the 
case of 3D content to preserve a meaningful and understandable 3D space. Once rele-
vant fragments have been chosen, one needs to properly arrange them in 3D space and 
time (if there are animations) such as, for example, included objects do not intersect 
each other, are adequately visible from the positions the user will take in space, and 
free space is enough for the user to move. Unfortunately, it is very difficult to develop 
general algorithms for this purpose. This forces one to limit the space of possible 
adaptations to a few variants that are guaranteed to be safe with respect to the above 
mentioned constraints, or to implement adaptation strategies that might work only in a 
specific 3D VE.  

 

 
Fig. 9. On the left, a ring menu for choosing a chair; on the right, the same menu adapted for 
smaller displays, such as PDAs [21] Image courtesy Raimund Dachselt. 

Even if one could easily implement any kind of adaptation, there are presently no 
studies that investigate the effect on users of content adaptation in 3D VEs. Therefore, 
we can only try to hypothesize which adaptations might be useful and which might be 
counterproductive. For example, it is likely that changes in the navigational structure 
of a 3D VE will disorient the user and will make it much harder to learn how to navi-
gate the environment. Therefore, structural changes need to be chosen carefully and 
be limited in scope and frequency. In the following, we mention some examples of 
adaptations of 3D content that have been proposed in the literature.  

In the adaptive 3D e-commerce example we will discuss in Section 14.5, the num-
ber of instances of products in shelves can vary in a given range (one to four) to adap-
tively increase or decrease the visibility of the product itself (see Figure 15). The 
limited number of variants guarantees that each product will not take the space re-
served to other products.  
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Fig. 10. Web site for adjusting the seating capacity of conference rooms Image courtesy Raimund 
Dachselt. 

A 3D adaptive e-learning system [24] organizes learning content into a building made 
of rooms, and the adaptation engine places rooms (by just exchanging content among 
equally-sized rooms) that correspond to the areas of higher user's interest before 
rooms whose contents are less interesting for the user.  

The 3D menus shown in Figure 9 [21] are examples of adaptation to the user’s de-
vice. The idea is to provide different alternatives, with respect to screen space usage, 
for the same 3D interface element and information presented. In particular, the 
screenshot on the right shows a smaller-sized version of the ring menu on the left, and 
is better suited to small displays, such as PDAs.  

Finally, 3D content could also be considered in media adaptation. Figures 10 and 
11 shows two different versions of the same Web site, whose purpose is to adjust the 
seating capacity of conference rooms [21]. Figure 10 shows an HTML-based version, 
which might be more suited to low-bandwidth connections or users that are not famil-
iar with 3D. Figure 11 shows a 3D-based version, where the conference room is rep-
resented by a 3D VE to better visualize the final result.  

14.3.2.3 Multi-user 3D VEs 
No examples of adaptivity in multi-user 3D VEs have been reported in the literature. 
This might be due to the fact that multi-user 3D VEs can conflict with personalization 
aspects, making some of the adaptations presented in the previous section trouble 
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Fig. 11. Adapted version of the content in Figure 10, using a VRML 3D VE Image courtesy 
Raimund Dachselt. 

some. In general, if multiple users navigate and interact together in the same 3D VE, 
adaptation of content cannot safely target the specific profile of a single user. For 
example, adaptations that cause one person to see the 3D VE differently from others 
could cause deep misunderstandings (e.g., a reference to a highlighted object that is 
not highlighted for another person) that may hinder social activities.  

There are however strategies that could be pursued to prevent this kind of prob-
lems. For adaptations that conflict with multi-user activities, one could try to find the 
best common adaptation which maximizes the match with the different user models. 
However, considering that the set of users could continuously change, this might not 
be easy to implement. A second possibility could be to clearly mark what is personal-
ized in the 3D VE, and see if users are able to adopt new conventions. Another possi-
bility would be to find useful adaptations that do not conflict with multi-user activi-
ties, or even result from them. For example, an idea that has been developed for adap-
tive multi-user textual environments is to change the description of objects in the 
environment to reflect usage [23], such as doors or books showing signs of wear. A 
similar idea could be used in a multi-user 3D VE to visually represent frequently 
accessed paths or objects. 
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14.4   A Generic Software Architecture for Adaptive 3D Web Sites 

A few software architectures for adaptive 3D Web sites can be found in the literature. 
The AWe3D (Adaptive Web 3D) architecture [17] is a general purpose architecture 
for generating and delivering adaptive VRML content which was proposed in 2002. 
More recently, a few researchers [15,21] have focused on integrating 3D content into 
existing technologies, such as the Amacont general-purpose architecture [25], for 
Web adaptivity.   

In the following, we describe a generic architecture (depicted in Figure 12) that 
generalizes the ideas of AWe3D, for delivering adaptive content in 3D Web sites. The 
architecture is composed by the following modules: 

• a Usage Data Sensing module, whose purpose is to monitor user’s interaction with 
the 3D VE, and send the relevant events through the Internet. This module is lo-
cated on the client side, run by the user’s browser; 

• a Usage Data Recorder module, whose purpose is to receive, on the server side, 
the events sent by the Usage Data Sensing module, and record them in the User 
Model Database;  

• an Adaptivity Engine, that: (i) performs inferences needed to update the user model 
on the basis of recorded usage data, and (ii) given the current user model, computes 
a set of adaptation choices for requested adaptive content;  

• a 3D Content Creator module, that: (i) accepts content requests from the client; (ii) 
when adaptive content is requested, asks the Adaptivity Engine to provide the cor-
rect adaptation choices, and uses them to build the adapted 3D content, retrieving 
needed files (3D models, images, sounds,…) from the 3D Content Database; (iii) 
delivers the requested 3D content to the client. 

 

 
Fig. 12. Schema of a general architecture for adaptive 3D Web sites  
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We now describe in more detail a possible set of technical choices to implement each 
module in the case of VRML-based 3D Web sites.  

14.4.1 Usage Data Sensing  

Following the technique outlined in Section 14.3.1, this module is implemented by a 
set of VRML sensors whose output is routed to a Script node, which transmits rele-
vant usage events to the Usage Data Recorder module by using a HTTP connection.  

 The type, number and specific settings of VRML sensors in this module depend 
on the type and number of usage data that needs to be collected for a specific applica-
tion. In the simplest case, one would need one sensor for each event that has to be 
sensed. VRML sensors allow one to track the user’s position, or user’s collisions with 
an object, or mouse actions on an object, or visibility of an object. By combining the 
output of multiple sensors in a Script node, one can obtain higher level sensing of the 
user’s actions: for example, a complex action that requires a sequence of clicks and 
drags can be monitored by using appropriate sensors to detect these low-level events, 
and a Script node that receives the sensors’ output, recognizes the correct sequence, 
and send the resulting high-level event to the server.    

14.4.2 Usage Data Recorder  

The Usage Data Recorder is implemented by a simple server-side program that re-
ceives usage data and stores them with a DBMS. A more elaborate version could also 
perform calculations on the usage data before storing, for example filtering, averag-
ing, sums, …  

14.4.3 3D Content Creator Module 

The 3D Content Creator receives requests for 3D content, and returns that content to 
the client. Adaptive fragments are represented through VRML PROTO constructs 
(using the technique illustrated in Section 14.3.2.2), whose fields encode the adaptive 
features, such as object geometry, color, and size. The 3D Content Creator Module 
asks the Adaptivity Engine to compute actual values for each PROTO field (i.e., a set 
of adaptation choices), and use the result to instantiate the PROTO in the file that is 
returned to the client, possibly retrieving needed code (such as 3D models, anima-
tions, and images) from the 3D Content Database.   

14.4.4 Adaptivity Engine 

The technical choices that have to be taken in implementing the Adaptivity Engine 
depend on how complex are the inferences that have to be performed. A simple solu-
tion, using a rule-based approach, is to write a set of User Model Update rules to 
update the user model on the basis of collected usage data, and a set of Content Adap-
tation rules to compute personalized field values for adaptive content. The User 
Model Update rules can be activated each time usage data are received from the cli-
ent, or periodically, at given intervals of time or after a certain number of user’s visits 
to the Web site. The Content Adaptation Rules are activated each time the 3D Content 
creator asks for personalized versions of adaptive fragments.  
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14.5   An Application in E-Commerce 

In the following, we describe a detailed example in the domain of e-commerce im-
plemented using the architecture introduced in the previous section. We first describe 
the considered 3D store, then we discuss specific technical choices to implement an 
adaptive version of it. The example we propose is a simplified version of the 3D 
adaptive store presented in [17], to which we refer the reader for more detailed tech-
nical specifications and code examples. 

14.5.1 A 3D Store VE  

The 3D VE we consider is composed by a 3D model of a department store, displaying 
products on several shelves. The customer can wander through the store, obtain in-
formation on products by clicking on them, put them in the cart, which is also repre-
sented in 3D (see Figure 13), and go to the checkout counter to conclude her shopping 
session. Besides shelves, customers’ attention towards products is sought by exploit-
ing special rotating display spots in prominent places, advertisements on the walls, 
and audio messages. Moreover, the store is populated by Walking Products (WPs, see 
Figure 14), a navigation support feature to help users in finding products [14]. WPs 
are 3D animated representations of products that move through the store and walk to 
the place where the corresponding type of products is. A customer in the 3D store 
sees a number of WPs wandering around: if she is looking for a specific type of prod-
ucts, she has just to follow any WP of that type and will be quickly and easily lead to 
the desired destination.  
 

 
Fig. 13. A 3D store with products on shelves 
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Fig. 14. Example of a Walking Product 

14.5.2 Usage Data Sensing and Recording 

Usage data we are interested in concern typical interactions with products in the store. 
More specifically, the data collected by the Usage Data Sensing module by monitor-
ing customer’s actions are: 

• Seen Products. While the customer wanders around the store, she voluntarily or 
involuntarily looks at the products which fall in her field of view; 

• Clicked Products. When the customer wants to know more about a product, she 
clicks on it to get the product description; 

• Cart Products. The product description allows the customer to put the product in 
the shopping cart for a possible later purchase;  

• Purchased Products. A product in the cart can be later purchased by going to the 
checkout counter. 

Seen Products and Clicked Products data are acquired through Visibility and Touch 
sensors associated to each product. The following is a slightly simplified PROTO 
defining a product node with the required sensing capabilities: 

 
PROTO Product  
[  field MFNode product3DModel [] 
   eventOut SFTime productSeen 

     eventOut SFTime productClicked  ] 
{  
   Group { children IS product3DModel }   
    
   TouchSensor  {  
        touchTime IS productClicked } 
    
   VisibilitySensor { 
        enterTime IS productSeen } 

  }       
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The interface of the node Product (the first three lines after the PROTO state-
ment) include a field for the 3D model of the product (product3DModel), and two 
events that can be sent to other nodes, respectively indicating when the product is 
seen (productSeen) and clicked (productClicked). The Product3DModel 
field is an adaptive feature of the product: its 3D model can be chosen among differ-
ent alternatives, for example to occupy less or more space in shelves, as shown in 
Figure 15. The body of the node Product (the code between braces) includes a 
reference to the 3D Model of the product, a Touch Sensor to detect click events, and a 
Visibility Sensor to detect when the product is visible. 

 In similar ways, Cart Products and Purchased Products data is acquired in the 
VRML code describing the cart and the checkout counter, respectively.   

14.5.3 User Model 

Customer models in the User Model Database of the 3D store contain the following 
information: 

- demographic data, including gender, year of birth, and product categories of 
interest among those available in the store, which the customer can enter through 
an HTML form the first time she enters the store; 

- user preferences about the store, such as presence of audio and music, and pre-
ferred music genre, which are also entered or modified by the user through the 
HTML form; 

- usage data, described in the previous section, and exploited to dynamically 
update the user model. Usage data allows one to obtain a precise quantitative 
measurement of which brands, product categories, specific products, price cate-
gories, and special offers have been respectively seen, clicked, put in the shop-
ping cart or purchased by the customer; 

- Product Interest Ranking, which ranks products and products categories accord-
ing to customer’s interests. 

To determine the Product Interest Ranking, an initial value is determined by using a 
HTML form that allows the customer to indicate her products of interests: if she 
chooses to fill it, the information is used to initialize the ranking. If the customer does 
not provide product interests in the HTML form, one can try to predict interests by 
using demographic profiles. Then, regardless of the quality of the initial value, prod-
uct interests will be continuously updated by the Adaptivity Engine which exploits 
usage data: each purchase, cart insertion, and click of a product increases (with differ-
ent weights) the level of interest in the corresponding product and product category or 
in related products. 

14.5.4 3D Store Adaptivity 

The adaptive features of the 3D store mainly concern where and how products are 
displayed:  
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• each product is displayed in the shelf assigned to its product category, but the 
amount of shelf space devoted to the product is adaptively changed to increase or 
decrease product visibility; 

• additionally, a product may appear also in display spots, banners, or WPs to in-
crease its exposure towards the user. 

Other adaptive features concern the music that is played, and the audio messages that 
advertise products.  

In the following, we present some examples of rules that perform adaptations in the 
3D store. Simple rules are given by the direct associations between user’s preferences 
about presence of music and preferred genres, and songs that are played during visit. 
More complex examples concern the exploitation of the user model to change the 
level of product exposure in the 3D store. The level of exposure of each product can 
vary the product visibility and attractiveness, for example by increasing space devoted 
to the product in the store or adding banners advertising the product. We call Expo-
sureLevel(X) the parameter which represents the level of exposure for product X. The 
value of ExposureLevel(X) is determined by five more specific parameters:  

• ShelfSpace(X) indicates the space assigned to product X on the shelf. It can take 
four different values: higher values make X more visible to the customer, increas-
ing ExposureLevel(X). The products in Figure 15 show two different allocations of 
shelf space; 

• DisplaySpot(X) is false if product X is displayed only on its shelf, while it is true if 
product X is displayed also in a separate display spot in a prominent place (we 
could have also used numerical values to allow the same product to be displayed 
on more than one display spot); 

• Banner(X) is true if there is a banner advertising product X in the store; 
• AudioMessage(X) is true if audio advertisements for product X are played; 
• WP(X) is true if there is a WP representing product X in the store. 

A true value for any of the last four boolean parameters increases ExposureLevel(X). 
Personalization rules first suggest changes to exposure level by asserting increase or 
decrease goals for specific products. Then, they focus on achieving those goals, by 
changing one or more of the above described parameters, according to the availability 
of store resources (e.g., if a shelf is full, shelf space for products cannot be increased 
on that shelf).  
 

         
Fig. 15. Two different possible allocations of shelf space for the same product 
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We now examine some specific rules and how they relate to the information recorded 
in the user model. Suppose that a product X has never been seen by the customer or 
that changes in the Product Interest Ranking show an increasing attention towards the 
product. In both cases, a seller would like to increase the exposure of the product (in 
the first case, to give the customer the opportunity of seeing the product; in the second 
case, to better match customer interests). The rules that implement the two cases can 
be expressed as follows, where seen(X) is the recorded number of times a product 
has been seen, ProductInterest(X) is the rank in the product interest ranking, 
and NumberOfVisits is the number of times the user has visited the store: 
 
IF seen(X)=0 AND NumberOfVisits>3 THEN 
 goal(IncreaseExposureLevel(X)) 
 
IF increasing(ProductInterest(X)) THEN 
 goal(IncreaseExposureLevel(X)) 

 
As another example, consider the cross-sell case where the purchase of a specific 
product X is an indicator of a likely future interest for related products and we want to 
update the user model accordingly. For example, if a customer buys a computer and 
has never purchased a printer, she could be soon interested in a printer. The rule can 
be expressed as follows, where purchased(X) is the recorded number of times a 
product has been purchased, lastVisit extracts the value of data considering only 
the last visit to the store, and RelatedProduct(X,Y) relates products by using 
associations provided by the seller: 
 
IF lastVisit(purchased(X))>0 AND RelatedProduct(X,Y)  
AND purchased(Y)=0 THEN increase(ProductInterest(Y)) 

 
As an effect of the increased product interest, the second rule examined above will 
then suggest an increase in the exposure level of related products which have not been 
purchased yet. Note that the RelatedProduct relation cannot be used transitively, 
because this could lead to counterproductive merchandising strategies. For example, 
an ink cartridge is obviously related to a printer, and a printer is obviously related to a 
computer, but it does not make sense to increase the exposure level of ink cartridges if 
a customer has purchased a computer but not a printer. 

Finally, to prevent an excessive number of changes to the 3D store from one ses-
sion to another, we impose a limit on their number for any given session. The idea is 
to keep the experience of returning to the 3D store consistent with the familiar experi-
ence of returning to a known real-world store: the store layout remains essentially the 
same, and a limited number of changes concern what products are displayed, and how 
the attention of the customer towards those products is sought.  

14.6   Conclusions 

Adaptivity of 3D content for the Web is a very recent and largely unexplored research 
topic. As shown in Section 14.3, there are only a few examples of adaptation of 3D 
content in the literature, and no thorough evaluations with users have been carried out. 
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To understand the true potential of adaptivity of 3D content, we need to explore in 
more depth the space of possible adaptations, including less obvious ones. For exam-
ple, most 3D VEs (including those built with VRML or X3D) allow the use of spatial 
audio. An interesting possibility could be to use adaptive spatial audio to provide 
information to the user,  for example navigation support. 

It is also important to investigate users’ reactions to adaptive changes in 3D con-
tent. As discussed in the Chapter, adaptivity may break or hinder important features of 
a user's experience in a 3D VE, such as the construction of spatial knowledge, and the 
continuity of the experience. Studies on users are therefore needed to establish when 
and how it is useful to adaptively change a 3D VE.  

We hope that this Chapter has provided an easy-to-read introduction for students, 
as well as a stimulating starting point for researchers that aim at advancing this line of 
research. 
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Abstract. This chapter discusses the application of some of the technologies of
the adaptive web to the problem of providing information for healthcare con-
sumers. The particular issues relating to this application area are discussed, in-
cluding the goals of the communication, typical content of a user model, and
commonly used techniques. Two case studies are presented, and evaluation ap-
proaches considered.

15.1 Introduction

So far this book has looked at some of the techniques that have been developed for the
adaptive web, focusing on how we model the user, and how we use that information in
adapting the user’s experience. In this chapter we show how some of these ideas apply
to one particular application area: the provision of information to consumers of health
care.

In recent years the way in which people are involved in their own health care has
changed dramatically [47]. While, in the past, the almost exclusive source of informa-
tion was the medical staff directly concerned with the provision of care, nowadays the
Internet and the World Wide Web have provided new opportunities for a new generation
of users, the “health information consumers”. These have been defined by organisations
like the American Medical Informatics Association as people who seek information on
various aspects related to health and well being, like health promotion, disease preven-
tion, management of long term conditions, and so on. Health information consumers are
therefore not only patients, but also their family and friends, or simply people concerned
about health.

An increasing number of people are now using the Internet to support their health-
care [58], and the amount of information available on the Web continues to grow. The
information needs of healthcare consumers are different from those of the members of
the healthcare team (see [59, 53, 28] for some examples of research in health infor-
mation systems aimed at health care providers). For example, patient-oriented health
information systems may include providing information to promote patient choice, in-
formed consent, self-care and shared patient-doctor decision-making (e.g., [46]). Pro-
viding such health information via adaptive web-based systems offers new possibilities
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for pursuing public health objectives like providing knowledge and inducing behaviour
change. Furthermore, recent studies have shown that web-based interventions (to pro-
vide knowledge and induce behavior change) can have more impact than non web-based
interventions [73]. This includes increased knowledge about conditions and treatment,
increased participation in health and more uptake of behaviour changes. In addition,
sites that pointed readers to relevant, individually tailored material reported longer ses-
sion times per web-visits and more visits.

There is also evidence that decontextualised, impersonal and generic health infor-
mation, as typically found on the Internet, has less impact than health information tai-
lored to the individual, at least in some situations (e.g., [3, 49, 18, 69, 70, 68]).

There has therefore been much interest in how we can design systems capable of
tailoring information to the health care consumer, and exploiting the great potential to
enhance health information and education through web delivery – applying ideas from
adaptive web-based presentations and adaptive hypermedia to the problem of providing
users with relevant, appropriate, understandable, and potentially persuasive information
relating to their needs. There are particular issues in this area to be aware of, focusing
now on patients as our main healthcare consumer.

First, we need to consider some of the goals of patient information and education.
Patient information may be intended to inform, to enable decision-making or to per-
suade. We may, for example, want to: inform the user about their condition or about the
side-effects of their treatment; give them enough information to enable them to take an
active role in the decision-making concerning whether or not to have surgery; or per-
suade the patient to improve their diet. Persuading the user of a course of action may be
part of encouraging patient compliance (or adherence) – we may want to encourage and
motivate them to go along with the treatment regime proposed and take the necessary
actions.

Whatever the objective of a healthcare communication, different patients have dif-
ferent individual needs. A good healthcare professional will recognise this and adjust
the content and level of verbal information to the patient’s perceived needs (both infor-
mational and emotional) and their level of understanding. He or she may also ensure
that the language employed is both understandable and appropriate for a specific pa-
tient, remembering that, first, most patients are not medical experts, and, second, they
might already be under considerable cognitive load and stress due to the situation.

This contrasts with current written sources of information (e.g., leaflets and web-
sites) which are normally targeted at the typical patient, not at the individual. Yet written
information is also of vital importance in healthcare communication. Verbal messages
are often forgotten, while written information is there for reference, and potentially pro-
vides a shared information source for patient, family and friends. Recognising this, for
example, a genetic counselor will always provide patients or carers a one- to two-page
letter summarising the information that was given to them verbally during the consul-
tation [4].

Given the need for personalised or tailored information and the benefits of written
sources, many researchers have explored how we can automatically adapt the content of
healthcare messages to the patient (or more generally, to the user). Information may be
delivered through printed leaflets, online via adaptive websites, or through phone/text
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messages. Similar methods of content adaptation can often be applied whatever the
means of delivery. Conversely, while there are some peculiarities in each application
area, general techniques for adaptive content presentation on the web apply whatever
the domain. These general techniques are well described in, for example, Chapter 13 of
this book [17]). In this chapter we will therefore concentrate on the issues that specifi-
cally arise in healthcare information.

First, we must take seriously issues of privacy, security and trust. Patients are un-
likely to use a system where their personal medical details are potentially accessible by
others. Furthermore, they need to trust the source of information. Second, in healthcare
information, we are not just concerned with informing and educating, but also with the
patient’s emotional state and attitude (e.g., [3, 43, 35]). We have to take account of the
patient’s emotional needs and their willingness to accept and commit to change. An
effective communication is not the one that is merely learned and remembered, but the
one that enables the patient to talk about their problems and come to decisions or accep-
tance concerning their medical problems [55]. Finally, there may be an issue of control:
i.e., patients may want to be able to control what information a system has about them
and know how it is being used.

The rest of this chapter will look first at what we may be trying to achieve in person-
alised health communication, then at the user model (e.g., the attributes of the patient to
whom the system is adapting the information) and at techniques that can be used to pro-
duce personalised healthcare information. Two case studies will be given, illustrating
the range of applications and techniques. We will then look in detail at how person-
alised health care communication systems can be evaluated, and in particular whether
evaluation methodologies from the medical domain can be usefully applied.

15.2 Health Education Goals

Before looking at how we personalise health materials, it is worth considering why in
more detail. While different health professionals have different perspectives on this,
two objectives are frequently discussed. The first objective is to support the patient in
making decisions about their treatment (shared of course with the health professional
team):

The overriding goal of patient education should be to support the patient’s au-
tonomous decision-making, not (as it has been conceptualized) to get patients
to follow doctor’s orders. [62]

The second objective often discussed is compliance (i.e., following the prescribed treat-
ment and care plan). Compliance is a very important problem in health care, with many
implications, both medical and socio-economical. It is estimated, for example, that in
the European Union between 2% and 20% of the medical prescriptions never get to the
pharmacy, and that about 125,000 deaths and 5-10% hospitalisations per year can be
attributed to lack of compliance. Compliance might be achieved by a number of ways
(e.g., [40]), and, conversely, non-compliance might be explained by a number of factors.
For example, compliance has been shown to be correlated to the patient’s understanding
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of their condition and prescribed treatment (e.g., [30, 42]). Indeed, some patients need
to understand the rationale for their treatment, and why it will work. For example, they
may need to understand what a specific drug does. They might also need to understand
why and how their own actions (e.g., exercise, taking medication) are necessary for
success. With this understanding, they are more likely to follow the treatment regime
recommended. But understanding alone is not enough. Patients also need to be commit-
ted to the treatment, and this may require convincing them of its necessity, by ensuring
they both understand and truly believe the consequences of failing to follow a specific
treatment (which might include a change of lifestyle). Finally, patients are more likely
to follow a treatment or advice if they trust it and its prescriber.

Compliance with the doctor’s treatment plan and autonomous decision making by
the patient are sometimes presented as opposing points of view. However it seems more
likely that both perspectives should be supported. It is not always appropriate to leave
the patient to make the decisions, and they will often not want that role, while they may
want to participate in the decision-making. Note also that patients might be more likely
to comply to a treatment if they were involved in its choice.

Depending on the objective, different types of information might be provided to
a patient. Where treatment choice is an issue, patients may receive background infor-
mation about their conditions (e.g., what causes it if it is known, its symptoms, its
consequences, what can be done about it), and specific information about the alter-
native treatments and why a particular one is more appropriate for them. For patients
with chronic disorders (e.g., asthma, diabetes), appropriate information might include
information that helps them manage their own care effectively, and that provides ad-
vice as to when to call out a health professional. In addition, there are today broader
time-independent health promotion objectives, addressed to groups or the population at
large, as opposed to an individual at a particular point in time. For a healthier society
we want to promote a good diet, exercise, stopping smoking, avoiding direct exposure
to the sun, and so on. While these are almost universally recognised goals, they may
be more effectively achieved by addressing the individual – by personalising the advice
and the information, e.g. [18, 70].

While supporting choice and promoting a particular course of action are perhaps
the easiest health education goals to characterise, much of the information giving in
healthcare has a less explicit objective. With more appropriate and understandable in-
formation, patients will usually feel more in control. If they know what will happen
next, which health professionals will be managing their care, and how they should pre-
pare for any treatment, then their anxiety is likely to be reduced. Anxiety and stress
reduction is therefore another important objective in health education, but a difficult
one to get right. Where patients have a poor prognosis, it is particularly difficult to get a
balance between sensitivity and openness, and one that a machine is unlikely to achieve.

Currently most patient information is provided verbally or through leaflets, with
an increasing number of patients turning to the web for further information [58] and
an increasing numbers of health information websites (e.g., [13, 14, 12]). A typical
website or leaflet will focus on a particular condition, and give general information, in-
formation about diagnosis, and information about treatment, including any options and
alternatives and any actions that the patient can take to help themselves. These existing
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resources are very much disease centred. They are not tailored to the patient’s specific
needs and knowledge. As a result they can sometimes be confusing or overwhelming
to a patient. Adaptive and personalisation techniques open the way to more patient-
centred sources of information and potentially more effective means of achieving the
health education goals described above.

Effective health education is not just about making life better for the healthcare con-
sumer, but it is also about making the process more efficient, using the available money
and resources as effectively as possible and potentially saving our governments’ money
(e.g., [45]). By providing means for the patient (and their carers) to obtain information
outside a doctor or hospital visit, there is a possibility to move some of the health care
services to the home or the community. If care is to be shared between health profession-
als, community and patients, then each must have an appropriate level of understanding
of the medical issues, as well as who to call when. If this is done effectively there is the
potential to make better use of specialist expertise, and save on unnecessary hospital
visits. Being able to automatically create personalised communications appropriate to
context and need may prove to be a vital part of this process.

15.3 The User Model

Having briefly reviewed some of the objectives of patient education, we can turn back
to how we can adapt health information to a patient, taking into account the particular
goals that health professionals recognise as being important for that patient. In this
section, we briefly discuss what needs to be captured in a user model in order to provide
tailored information that achieves the objectives discussed above.1

First, it will usually be necessary to acquire and capture factual information about
the patient, their condition, current treatments, and so on. This information may be
available in the patient record (e.g., [20]). It is thus possible (and relatively easy) to
produce patient-centred information by starting with the information available from
their record. Just this amount of tailoring is likely to be an improvement over a general
health education leaflet that is typically disease-centric and does not take into account
a patient’s particular characteristics. For example, instead of including information re-
lated to all possible treatments for a condition, a patient-centric information system (or
leaflet) may only contain information about treatments relevant to the patient. Similarly,
if we know that the patient is being treated by a particular consultant in a specific hos-
pital, the information might include whom to contact where, how to get to the hospital,
where to park, information about visitor’s hours, etc. In other words, it is possible to
produce one coherent, concise and practical information source containing all the in-
formation that is important and relevant to the patient, and that he or she is likely to
seek.

It is worth mentioning practical issues in using the patient record. There are of
course major security and privacy issues when accessing this confidential information,

1 We address in this chapter issues specific to patient oriented health information systems. For
general overviews of user models for educational systems and personalised information ac-
cess, see Chapters 1 [15] and 2 [31] of this book.
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and using the patient record for web-based systems is still problematic. Typically web-
based systems use more limited information on the patient’s health obtained through an
online questionnaire. Or, when they use more extensive data, they rely on a password
based authentication. This is however likely to be insufficient in many cases, and it is
expected that smart cards, private keys, or encryption will be increasingly used [6]. (See
Chapter 21 of this book [44] for a discussion of issues related to privacy and security.)

Health education also shares the characteristics of traditional education in that it
must be delivered at a level that will be understood by the individual concerned, taking
into account at least the patient’s literacy, medical and otherwise. (See Chapter 1 of this
book [15]).

Most crucially, however, as well as information about the user’s medical conditions
and treatment, health education systems may need to take into account more complex
factors, such as the patient’s current mental and emotional state, their ability to make
decisions and perform complex actions, or their acceptance of their disease. This is the
case, for example, if the patient has just received news about a life-threatening disease,
and his or her ability to absorb information may be impaired. In other cases, health
education may be about changing attitudes and behavioural change – for example, a
reason for providing information may be to convince patients to change their diet, to
stop smoking or to start exercising. In these cases, then, the patients’ motivation level,
their willingness to accept treatment or make changes, as well as their desires and in-
tentions all become important. It thus seems at least plausible that adapting materials
to some of these factors will make written and online materials more effective. This in
fact has already been shown, as discussed earlier, e.g., [18, 69, 70, 68].

So, the user model for a health education or health promotion system will very of-
ten include the information obtainable from the patient record, but may also include a
whole range of cognitive factors, such as the ones mentioned above (e.g., current under-
standing, motivation and anxiety). The user model may capture factors related to dif-
ferent personality types (which might provide insight, for example, as to how a patient
is likely to deal with change or bad news in different ways – e.g., [35]). This aspect is
what makes the provision of healthcare information a challenge. In tackling this task, it
is sensible to ground the user model and the information adaptation on well established
behavioural theories. One example of such theories is the Stages of Change Model, or
Trans-Theoretical Model [61]. The model assumes that people progress through very
distinct stages of change on their way to improve health:

1. precontemplation: people at this stage see no problem with their behavior and have
no intention of changing it. They mainly lack information, in the sense that they
have not been presented yet with any convincing reason to change their behaviour.
Often people are not very open to receiving advice.

2. contemplation: in this stage, people come to understand their problem, its causes,
and start to think about taking action to solve it, but have no immediate plans. This
is a delicate stage, as there is always the risk to miss the opportunity, and go back
to precontemplation, because of laziness or old influences.

3. preparation: people are planning to take an action, and are putting together a plan,
but have not taken any step yet. This is a sort of transition stage between the de-
cision to act and the action itself. Often one of the causes of going back to a pre-
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vious stage is that the plan is too ambitious, and the life style change planned is
too drastic.

4. action: people are actually in the process of actively making behaviour changes.
The concern here is to pay attention to negative emotions: anger, depression, anxi-
ety, apathy, insecurity, etc., in order to prevent relapse.

5. maintenance: health behaviour continued on a regular basis. The state is more stable
than the action one, but there is always the possibility of relapse.

6. (termination) at this stage, the former problem no longer presents any temptation
or threat. Many people never reach this stage.

In addition to providing a classification of the user, the model suggests strategies for
recognising and dealing with each stage of change, in terms of the information that
should be presented at each stage.

For example, the precontemplator needs to identify the problem in the first place, so
one may provide information on related problems. It is also likely that precontemplators
have misconceptions about the consequences of their actions, so one should assess prior
knowledge and clarify misunderstandings. On the other hand, those in the “action” stage
mainly need to get things going, by means of tips and strategies to maintain and enhance
their commitment. They need reinforcement too, and encouragement.

User models containing this kind of information have indeed already been used. For
example, systems generating patient education with the goal of achieving behaviour
change (e.g., diet, smoking) have captured patients’ attitude towards a specific change,
exploiting the stages of change model [70, 64].

A user model in a health application can thus be quite complex. This leads to the
question of how we obtain and update such a user model. Using the medical record is
easy, and changes in the patient’s treatments is generally reflected in changes in their
record. However, the patients’ record may not always be available to the health infor-
mation system. In such cases, we need other ways to obtain the appropriate attributes of
the patient. This of course provides a number of challenges. For some attributes it might
be possible to let the patient fill in a simple questionnaire, but more thought is needed
when considering how to capture some of the more subtle aspects that might support
effective information provision (e.g., patients’ personality, mental and emotional state).

There are however various instruments that can be used here (mostly standardised
questionnaires) which can be applied to ascertain personality type, stage of change,
anxiety level, and so on. While these instruments may be seen as moderately intrusive
and as potentially not always leading to accurate results, they are already used suc-
cessfully in on-line health diagnostic and intervention applications, for example to treat
depression using Cognitive Behavior Therapy (e.g., [21, 23]). One approach then is to
use these existing tools to populate the user model of an accompanying health informa-
tion system, which can then exploit this information to provide the patient with relevant
information about their condition.

Increasingly, researchers are also investigating new, less intrusive, methods for cap-
turing some characteristics of the user, in particular emotional state and stress/anxiety
levels, such as by the use of physiological sensors (e.g., [60, 71, 19]). However, these
are still at early stages of research, mostly applied to the domains other than healthcare,
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and it is as yet unclear whether or how we can use these measures reliably outside of
the experimental situation.

Finally, obtaining the attributes of the patient at one point in time is not enough.
Having acquired details of the patient’s current state and stored them in a user model,
a system needs to be able to monitor the patient’s state and update these details as their
state changes. As health education is often about changing the patient’s mental state
(e.g., their beliefs, attitudes, anxiety, etc.), a system needs to be able to monitor these
as well as the attributes related to their health problem. By monitoring the user and
updating the model the system can both provide more appropriate and timely informa-
tion, and also assess the effectiveness of its past interventions. For certain physiological
attributes it is now possible to use small wearable monitoring devices to achieve this,
providing a constantly updated model. However, in general these issues are still research
challenges.

15.4 Techniques for Adaptation

As discussed previously, the goals of healthcare communication can be quite varied,
including persuading the patient to take an action, enabling them to manage their care,
supporting informed shared decision-making between patients and health professionals,
and reducing stress and anxiety. From a broader perspective, the goal is to provide the
patient with information that is relevant to their condition and to their situation, which
enables them to understand and take control of their condition at a level appropriate to
them. The specific goals will then depend on the patient and their situation, while their
mental and medical state and the practical situation will influence how information can
be best selected and presented to be most effective.

Having reviewed the goals, we also need to consider the nature of the communica-
tion itself. Many projects have simply generated personalised materials (leaflets or sim-
ple websites, e.g., [38, 64, 20]), where the content and style of the material is adapted
to the user, but the interaction style is fixed and simple. Personalised email or text mes-
sages have also been used [48], but again with little dynamic interaction with the user.
While recognising that the interaction or dialogue style may be important, in particular
to acquire and maintain the user model, we focus here mostly on how content is se-
lected, adapted and presented to the patient, given a user model. Indeed, techniques for
adapting the information that is generated are similar whether a system is interactive or
not. Dialogue issues are taken up in more detail when we discuss the HOMEY project
[39] as a case study in the next section.

The most common techniques employed to produce tailored text-based material are
based on Natural Language Generation (NLG)2. In the health domain, several projects
have used these techniques to generate adapted primarily text-based material (e.g.,
[54, 65, 20]). NLG techniques are concerned with the automatic production of coherent
and appropriate textual documents from structured data [50, 51, 63]. They have also
been applied in recent years to the generation of appropriate and coherent multimodal

2 The reader is also referred to Chapter 13 of this book [17] for some techniques for adaptive
content presentation on the web.
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documents (e.g., [2, 29, 24] and hypertext presentations (e.g.,[26, 56, 25]). Broadly,
these techniques are divided into planning what to say (content) and deciding how to
express it once there is a message to express. Planning what to say usually starts with
communicative goals (e.g., persuade the hearer/reader to take some action, inform the
hearer/reader of a fact or situation). The content planning process typically uses domain
information from a database or knowledge base, and information about the user (from
the user model/profile). The process thus selects information to present and organises it
into a coherent whole. The output of this process is a sequence of primitive messages
(e.g., informing the hearer/reader of a simple fact) which, given the user model, should
achieve the communicative goal. Given a sequence of primitive messages, the question
then arises as to how they should be expressed. For example, the following questions
must be addressed: Should each fact constitute one sentence, or should they be con-
joined? Should facts be announced bluntly or in a more indirect way? Should they be
presented formally or less formally? What specific words and constructions should be
used? Adapting this stage to the user may be as important as adapting the content and
organisation of the information in healthcare communication, where the emotional state
(and cultural status) of the user are important.

While natural language techniques remain important, health education and infor-
mation provision has recently become of wide interest (see, for example, a number of
workshops and symposia related to this topic – e.g., [9, 34, 1]), and other techniques
have been investigated in healthcare communication for both health care providers
and consumers. These include speech (for example the generation of voice messages
over the telephone, e.g., [33], as is briefly described below), search and summarisation
(e.g., [52, 28]), hypermedia and virtual reality (c.f. [34]) and Embodied Conversational
Agents (ECA), e.g., [8].

15.5 Case Studies

Having introduced some of the issues and techniques in personalised patient informa-
tion, we can turn to two specific projects that have made use of these techniques in
practical applications. The first project illustrates how fairly simple patient-centred ma-
terials can be generated given a patient record. The second project is more ambitious,
providing adaptive advice in the context of a multi-modal dialogue.

15.5.1 Personalised Information for Patients with Cancer

The first case study (Piglit) is a project concerned with creating personalised materi-
als (online and written) for patients undergoing treatment for diabetes [11] and cancer
[20]. The main goal of the project has been to provide materials that are patient cen-
tred, and which allow the patient to quickly access additional materials of interest. The
techniques used have been generally simple, but the systems and approaches produced
have been thoroughly evaluated with many patients.

In this project the patient’s medical record is used as the main source of infor-
mation about the patient. While there are many formats for computerised records, it
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will hold information on, at least, the patient’s medical conditions and treatments. The
Piglit project provided patients with online access to this record, with hyperlinks al-
lowing access to explanatory information about their conditions and treatment. These
explanatory pages were generated dynamically from a simple knowledge base of medi-
cal information, used in combination with information from the patient record, allowing
the explanations to be geared to the patient’s likely information needs.

Figure 1 illustrates an example page of information for a patient with prostate can-
cer. Italicised terms were hyperlinks taking the patient to more general, but hopefully
relevant information about their condition.

Donald Demo: Prostate Cancer

According to your record, you are being treated
for this problem.

Your prostate cancer is described in medical

words as a 

prostate gland, and had affected the capsule
The cancer was sited in the left lobe of your

seminal vesicle was affected by the tumour.

Your cancer was staged according to the 

System as T3.

BACK

grade 2+3, 

TNM

surrounding it. It is also possible that your

Start
Back to STOP HELP

adenocarcinoma.

Fig. 15.1. Personalised Health Information linked to Medical Record

This system used simple planning methods from natural language generation to de-
termine content. These techniques were used to plan what to say given a topic (e.g.,
prostate cancer) and a particular patient record. A simple knowledge base contained the
facts about conditions, treatments, and other relevant medical concepts, and this could
be exploited to generate pages of information.

The system was evaluated in a large randomised controlled trial (see section on
evaluation) [41], which compared the personalised version with a general information
system providing very similar information, and with standard leaflets. Patients using the
computer used a touch screen system located in a room in the cancer centre where they
were receiving treatment. They also received printouts of the information presented in
their session. 525 patients participated in the study. Questionnaires were used to gauge
the patients views of the system, and also to assess their anxiety levels (before and after
the intervention). Statistical analysis of the results was done to compare personalised vs
non personalised and computer vs leaflet.

The results showed that the patients receiving the personalised book were (at a
statistically significant level) more likely to think they had learned something new
(p = 0.02) and that the information was relevant (p = 0.03), and were more likely
to show the information to family and friends (p = 0.035). However, this is perhaps not
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surprising as they received information about their own specific conditions/treatment
not available to the group receiving general information. Unexpectedly, we found that
patients with personalised information showed better improvement in anxiety over three
months than those with more general information, despite receiving information on their
condition that might be worrying. Three months after the intervention 37% of patients in
the general computer information group were still anxious compared with only 19% in
the personal information group, with the intervention a significant predictor of anxiety
level (p = 0.001).

15.5.2 Personalised Home Monitoring to Support Continuity of Care

Our second case study is concerned with the needs of chronic patients, such as Hy-
pertension or Diabetes patients. For these patients, the main objective of a health care
system is to ensure compliance to the therapeutic and lifestyle regime over long term
periods. In hypertensive patients, for example, it is crucial to maintain a healthy lifestyle
(in terms of nutrition habits, doing exercise, stopping smoking and so on), and also to
carefully monitor blood pressure, heart rate and weight. Frequent visits to the cardiovas-
cular unit would be highly beneficial, both to keep the doctors updated with the patient’s
situation and to reinforce the health promotion message to the patient. However, this is
difficult to implement, both because of the lack of resources from the hospital, and be-
cause of the tendency for patients, especially from long term patients, to relax their
attendance to the meetings.

We describe one solution to this problem, as proposed by the HOMEY project [7,
33, 39]3, that developed a system able to efficiently communicate with the patient and
to improve the information flow between patients and medical staff. The aim is to allow
patients to use the system to communicate as frequently as possible their test results to
their care team, while the system has the opportunity to enquire about lifestyle changes,
and update the patient’s record. The medical staff read the updates, and possibly make
new recommendations, which in turn are stored in the system and passed to the patient
at the next contact. In order to achieve this, the system makes use of natural language
dialogue technology.

Many dialogue systems are based on a “scripted conversation” approach. This
means that the main structure of the dialogue is fixed once and for all by the dialogue
designer, in order to have control of what can happen in the dialogue. While this is sim-
ple and effective for very focussed applications (like telephone banking), it becomes
rapidly expensive and too inflexible for complex situations, where there are many ob-
jectives to take into account and a very large domain knowledge, like the medical do-
main. In these situations, sophisticated “intelligent” dialogue systems are more appro-
priate. The HOMEY system is based on intelligent dialogue technology, and is able to
manage a conversation with a patient, adapted to the patient’s needs, preferences, and
clinical history, but also taking into account the physician’s goals. The system supports
multimodal input and output, combining the generation of dynamic HTML pages and

3 This is a project funded by the European Community in the programme “Health Care for
Citizens” (5th Framework, Project No. IST-2001-32434). The project started in 2001 and was
completed in 2004.
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VoiceXML [72] sentence fragments. This allows the user to contact the system either
with a simple phone call, or with a traditional computer connection. In the latter case,
the user is free to choose a speech input/output, a keyboard input with a visual output,
or a combination of both.

Intelligent dialogue systems need to keep track of many of the user’s characteristics,
in order to handle a real time dialogue. In addition to information on the evolution of the
disease and the treatment, for instance, the user’s goals and beliefs about the medical
treatment will be needed for the system to be able to better promote, justify or reinforce
the particular piece of advice that it gives. Also, the history of the past interactions
with the system will give information on what to ask and what to talk about the next
time round. For example, if the user had said he would try to stop smoking, the system
may want to check whether the plan had been implemented, and if not, give some more
motivation for the user to start doing so.

Generally speaking, when producing intelligent dialogue systems, many phenom-
ena have to be taken into account. These can be broadly divided into high level and low
level phenomena. The former include very general notions like the goals of the dialogue
participants, or the strategies for producing persuasive messages, and so on, which are
assumed to be independent both of the language and on the output medium. The latter
include what it takes to actually produce the single message, like the grammar of the
language to use, whether to use speech or text, and so on. These low level issues may be
important in adaptation too. For instance the system can try to use the user’s vocabulary
as much as possible, in order to be better understood.

In the HOMEY project, both levels are taken into account and are dealt with in
an architecture based on the concept of abstract task specification (see Fig. 2). This
structure gives information on two important aspects of what the system should do
next: the “plan” representing the high level task to be executed (such as take patient’s
measurements and make a decision on referral to the clinic), and the definitions of
the objects involved in this plan (such as, “heart”, “blood pressure”, “measurement
devices”, etc.), together with the relationships among them, that come from a “domain
ontology”, that is a conceptual representation of the domain.

The abstract task specification is then transformed into the high level dialogue spec-
ification. The main purpose of this specification is to give some structure to the conver-
sation. The initial dialogue structure depends on the task specification. For instance, if
the plan says that a decision cannot be taken until all the patient’s measurements are
in, then the first part of the dialogue will involve asking the user to report his measure-
ments. This initial structure is however flexible, and can adapt to the way in which the
dialogue evolves. For instance, consider the following dialogue:

System: What is your heart rate?
Patient: What do you mean?

Here the user asks for clarifications before replying to the system’s question, so the
system will have a new “obligation” to fulfill, in addition to those coming from the task
specification, and has to take a decision about what to do next (typically, the obligations
coming from the user will be dealt with first).

Also, the user may take some initiative in reacting to the system’s question. For
example, consider the following dialogue:
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Fig. 15.2. Architecture of the HOMEY system

System: What is your heart rate?
Patient: My heart rate is 67,

and my blood pressure values are 90 and 120.

Here the user has anticipated a system’s question by providing more information than
requested, so the dialogue specification has to account for the fact that this sub-task has
already been accomplished, and may move on. This knowledge comes again from the
task specification, which says that two tasks (ask heart rate and ask pressure values) can
be both part of a super-task (ask patient’s measurements).

Another type of task that can be included in the plan concerns checking on the
user’s lifestyle, and perhaps reinforcing some of the recomendations coming from the
physician’s goals. This can lead to dialogues like the following:

System: Are you still swimming two times a week?
Patient: Yes.
System: Are you still smoking?
Patient: Yes, 5 cigarettes per day.
System: You should stop smoking.

The examples above show how dialogues might occur in the setting where the user
contacts the system via telephone. In these cases the system will typically output a
single new move at a time, e.g. a question. In the multi-modal context, the output could
be one or more HTML forms, where several questions are presented, and where, if the
user has asked for both voice and visual output, VoiceXML will utter the first question
on the form, while the language model will enable the user to answer any question on
the form in the preferred order.
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The system has been evaluated in two Italian hospitals with a hypertension unit, in
two studies. The first one involved fictitious patients, that is a number of volunteers who
were assigned a disease profile. This study was mainly done to assess the usability of the
system. In the second study, the aim was to assess whether using the system would ac-
tually make some difference to the health of the patients. A clinical trial was performed,
where about 300 patients of the units were assigned randomly to two groups, only one
of which using the (telephone based) HOMEY system. The average blood pressure of
the two groups of patients was measured before and after the period under observation.
While both groups had a significant decrease in blood pressure, the statistical results
suggest a trend whereby the group of patients using the system had a greater systolic
pressure decrease than the other group. From the point of view of the user’s satisfaction,
the evaluation was also successful, as it is testified by the fact that, even after the trial
was completed, there is still a good number of patients that decided to continue to use
the system to report their data.

An extension to the system is currently being investigated [57] in which the user
model is enhanced based on three theories of behaviour change: the Social Cognitive
Theory, the Health Action Process Approach [5, 67], and the already mentioned Stages
of Change Model.

15.6 Evaluation and Uptake

We now return to the issue of how we evaluate adaptive or personalised healthcare in-
formation systems. Before we do so, however, it is worth mentioning that, typically,
systems are first designed based on a requirements analysis: this is where the designers
of the system spend time with both the expert and the intended users to elicit require-
ments for the system. This stage is an important aspect of usability engineering for any
system. (See Chapter 24 of this book [32] for more information on Usability engineer-
ing.). For healthcare information systems researchers have used various techniques for
this, including applying knowledge acquisition techniques to elicit expert knowledge
of healthcare communication [66], and studying doctor-patient interaction in a natural
setting [16].

Once a system designed and implemented, evaluation is crucial. We need to consider
what it is that we are trying to claim for the personalised systems, and second, what
techniques we can use to demonstrate that our claims or hypotheses are valid.

Some benefits of a personalised system lie in the subjective opinions of users. Per-
haps a personalised system is preferred by users, and provides information they perceive
as more relevant. The main way we can assess this is by questionnaire, asking users to
rate or compare systems (e.g., [54]), or by simply monitoring actual uptake/use of the
systems if freely available.

However, often we will be trying to influence things such as the patient’s under-
standing of their condition, anxiety levels, level of compliance, willingness to take a
test, or even their state of health (mental or physical). If a system is developed to af-
fect these things then they naturally need to be measured in the evaluation. In the Piglit
project, for example, the aim was for the patient to understand their condition better and
so feel more in control. Their preferences and their state of anxiety were thus measured.
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The HOMEY project was concerned more with improving the patient’s ability to man-
age their own care, and hence the patient’s blood pressure was measured, as a measure
indicating good self-management for the relevant condition.

Both example projects used randomised clinical trials to measure the benefits of
the system. Patients are randomly assigned to one of two (or more) interventions (e.g.,
personalised system versus non-personalised) and then appropriate measures are taken
relating to the system goals. These measures, as we have seen, can be anything from
the objective and concrete blood pressure readings to the patient’s perception of infor-
mation relevance. Differences in results between groups can be measured for statistical
significance, and we can attempt to explain these differences as due to the different
interventions.

While randomised trials are the gold standard for evaluation in the medical domain,
we can question their utility from the perspective of the Computer Science researcher.
Randomised trials are difficult to design, very expensive and time consuming to run,
and, for information systems, interpreting the results is often difficult, mostly because
there might be many factors outside the system itself that can affect the results. This
may explain why results have often been negative or insignificant, and is not always
possible to draw clear conclusions (see [65] for a discussion of negative results). Even
for positive results, it may be hard to know where exactly to attribute the differences,
as the differences between intervention groups is rarely reducible to one single factor.
In Piglit, for example, the total content available to patients and the starting point for
the navigation (medical record) was different. Yet, randomised trials are being used
routinely in the medical domain, and researchers have been able to use them to draw
conclusions on the benefit of various treatments, or to obtain information on the impact
of various information methods (e.g., web vs non-web, tailored vs generic, etc.) [73, 68].

More such trials are in fact both planned and in progress (e.g., [27, 22]). As a com-
munity, adaptive hypermedia researchers may need to learn from medical researchers
to be able to better evaluate the effectiveness of their systems. One issue will always
remain, though: that of the cost involved and the need for large numbers of users. This
is not always practical. At first glance it may appear that, for web based systems, the
experimenter has access to a large pool of potential users at low cost – users could be
recruited (e.g., by email) and allocated randomly between two or more systems. How-
ever, in most cases these users would not be truly representative of the target user group,
and it may prove hard to maintain contact with the users over an extended period.

While randomised trials will always be needed in this area, and are necessary when
it is the (long term) health of the user we are aiming to improve, alternative methods of
evaluation should also be considered. Less expensive and time consuming methods can
be used to measure usability, learning and memory, while user preferences can perhaps
best be measured both through questionnaires and by looking at actual uptake and use
(as in HOMEY). If we can make two different systems available to patients, the one
that they choose and continue to use is clearly the preferred one.

This brings us to the question of how we get these systems accepted and used in
practice. This is partly, but not just, a question of demonstrating their benefits. There is a
huge range of obstacles to changing healthcare practice (see [37] for a brief discussion).
Some of this relates to healthcare as a monolithic institution, somewhat resistant to
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change, with many stakeholders. However, other obstacles appear when we consider
how to change the way information is communicated. Healthcare is an area where trust
and privacy are of key importance. Healthcare information must be trusted, come from
and validated by reliable sources, and automatically generated adapted information may
not meet that criteria, or may not be seen as meeting that criteria. Patient information
must be protected and not accessible outside the healthcare team, so even the implicit
information available in a seen-over-the-shoulder personalised page of information may
result in patient trust being compromised and uptake of a personalised system being
reduced. For practical uptake, it is often the apparently trivial issues, like how to find
a quiet and private corner of the waiting room for an information point, that prove the
hardest to satisfy.

15.7 Conclusions

In this chapter, we have looked at the issue of using adaptive techniques to provide
health information and education. We have argued that these techniques show great
promise and may open new horizons in this domain, with potential for significant im-
provements over non-tailored information material. We also described some of the chal-
lenges that arise in this domain, in particular issues of trust and privacy, problems of
acquiring and constantly updating the user model required to provide sophisticated tai-
loring, and the cost and difficulty of evaluation. Yet, it remains an exciting domain,
one in which, on the one hand, even simple techniques can already bring real benefits
and impact, and, on the other hand, new challenges arise. We note, in fact, that there
is a growing interest in health applications, in particular for health information systems
(e.g., [9, 10, 36, 34, 1]), not only to educate patients but also to assist health profession-
als (e.g., [28, 53], to promote better communication both amongst health professionals
and between patients and their health care team, and, finally, to provide diagnostic tools
and assist in health care provision [21, 23]. Further research is required to assist in these
goals and provide systems capable of facilitating this communication and adapting ap-
propriately to the context, at all the required levels.
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Abstract. This chapter is about personalization and adaptation in electronic
commerce (e-commerce) applications. In the first part, we briefly introduce the
challenges posed by e-commerce and we discuss how personalization strategies
can help companies to face such challenges. Then, we describe the aspects of per-
sonalization, taken as a general technique for the customization of services to the
user, which have been successfully employed in e-commerce Web sites. To con-
clude, we present some emerging trends and and we discuss future perspectives.

16.1 Introduction

Electronic commerce includes different types of activities related to the online sales
of goods and services. For instance, the ameris glossary defines e-commerce (EC) as
follows [10]: “The conducting of business communication and transactions over net-
works and through computers. As most restrictively defined, electronic commerce is
the buying and selling of goods and services, and the transfer of funds, through digital
communications. However EC also includes all inter-company and intra-company func-
tions (such as marketing, finance, manufacturing, selling, and negotiation) that enable
commerce and use electronic mail, EDI, file transfer, fax, video conferencing, work-
flow, or interaction with a remote computer. Electronic commerce also includes buying
and selling over the Web, electronic funds transfer, smart cards, digital cash (e.g., Mon-
dex1), and all other ways of doing business over digital networks.”

Initially, e-commerce mainly focused on the sales of goods; however, it has then
expanded to deal with all the aspects of business interaction, at the individual and at the
enterprise level. Two main areas of interest may be identified:

– Business to Business e-commerce (B2B) concerns the management of business inter-
actions between enterprises.

– Business to Consumer e-commerce (B2C) deals with the interactions between enter-
prise and end customers.

The most interesting aspect which has determined the increasing success of e-commerce
is the fact that geographical and time zone distance is no longer important; in fact,

1 www.mondex.com
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people can be connected to one another at any time and by means of multiple interaction
channels, such as e-mail, Web sites, call centers, kiosks, and similar.

– At the enterprise level (B2B), business interactions are greatly facilitated by the con-
tinuous and efficient connection between the partners. For instance, the possibility to
place orders and monitor their execution and the automated management of the sup-
ply chain support an efficient management of business interactions between remote
service providers; moreover, they reduce production and delivery costs.

– At the individual level (B2C), customers may purchase goods and services anywhere
in the world, at any time. For instance, millions of customers use electronic mar-
ketplaces such as ebay [58] to publish products and place orders online, or they use
electronic catalogs such as the online retailer Amazon.com [8] to purchase goods and
services.

According to recent studies on customer behavior, the adoption of computers and in-
ternet connections in households is constantly growing; e.g., August 2004 Nielsen-
NetRatings data shows that the Web penetration in the United States is 74% of the
total population, up 11% more than one year before. Moreover, a relevant portion of
the adult population spends some hours on the Internet every day (for leisure and/or
for work) and is reducing the time devoted to TV watching and to traditional shopping.
Those people are a promising target of both Internet advertising and e-shopping [65].

However, Internet-based interaction poses several challenges to B2C commerce,
which traditionally established trust relationships between vendor and customers by re-
lying on face-to-face communication. The absense of human clerks, for instance, brings
up the well-known one size fits all issue, as in principle all customers would be offered
the same solutions by electronic catalogs. Moreover, not all product types are equally
suitable to e-shopping: an electronic catalog enables the customer to read textual in-
formation about products, to view pictures and play audio and video content, but the
customer cannot have the goods in her2 hands. Therefore, while several types of prod-
ucts, such as software, music, books and some high-tech ones, can be directly purchased
in an electronic catalog, other products (e.g., garments) are suitable for electronic adver-
tising, but they are most comfortably purchased in a physical store. Neverthless, Web
sites are considered as effective tools to advertise most types of goods and most ven-
dors, e.g., in the fashion industry, offer Web sites supporting the personalized search for
products.

Similar considerations hold for services: information services (such as weather fore-
casts and traffic conditions), booking services (such as travel planning), shipping and
transportation services are very good candidates for e-commerce. However, other ser-
vices require a direct interaction with a human clerk assisting the customer in her de-
cisions. For example, insurance contracts, financial investments, etc. are regulated by
Service Level Agreements to be defined on a case-by-case basis with the support of an
expert helping the customer to identify the most convenient solution.

A large amount of work has been devoted to address, at least partially, these chal-
lenges, with the ultimate goal of improving customer loyalty. In particular, B2C Web
sites have been equipped with recommender systems supporting the personalized sug-

2 In this chapter we refer to the customer by using the female gender.
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gestion of goods suiting individual requirements. Moreover, dynamic configuration
techniques have been employed to support the interactive customization of products
and services. For instance, several online interactive services support the customization
of products or the generation of draft contracts to be revised face to face with a human
consultant; the Italian TeleMutuo online loan service [149] is an interesting example of
the latter.

16.2 Chapter Organization

The present chapter focuses on personalization in B2C e-commerce and attempts to
provide the reader with an overview of that work. In the following we will describe the
main personalization techniques which have been applied to customize appearance and
functionality of e-commerce Web sites to the individual customer. In order to provide
the reader with a complete view on the topic, showing what could be done and what
has been done in practice, we will consider both research prototypes and commercial
systems. It should be noticed that:

– The former offer advanced interaction and personalization features, but they are usu-
ally developed as “closed” systems, which embed proprietary customer and prod-
uct databases. Thus, they fail to support a seamless integration with the applications
broadly used by vendors to manage their business activities.

– The latter are complete systems, supporting the management of product catalog,
stock, orders and payments. These systems typically log the operations performed
by the users on the Web sites. Moreover, they offer tools to analize the customer be-
havior. However, they usually support rather simple personalization features to assist
the users during the navigation of the product catalog and to tailor the interaction
style to individual needs.

In the remainder of this chapter, Section 16.3 describes the benefits of personalization
in B2C e-commerce, as they have been perceived by retailers and consumers along
the years. Section 16.4 provides some background concepts about personalization and
adaptation. Section 16.5 discusses some perspectives on the management of one-to-one
interaction with the customer, describing some of the most well-known e-business in-
frastructures and some prototype level e-commerce systems which offer advanced per-
sonalization techniques. That section ends with a brief discussion about Customer Re-
lationship Management and mass customization. Section 16.6 describes some emerging
trends in e-commerce applications and discusses which personalization perspectives are
becoming important and which adaptation techniques are being developed to achieve
such personalization goals. Section 16.7 closes this chapter, by presenting some future
perspectives.

16.3 Benefits of Personalization in E-Commerce

Personalization strategies have attracted the attention of marketing researchers since
about 1990, but their value has deeply changed along the years. Initially, online retailers
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aimed at extending B2C Web sites in order to show that they recognized the current user
(by means of personalized greetings) and to support the personalized recommendation
of off-the-shelf goods. This goal was based on the assumption that a Web site offering a
one-to-one kind of interaction would be preferred to an anonymous one.

About 10 years later, the excitement was weaker because there was some evidence
that the personalized suggestion of items, taken as a single feature, did not improve
revenue enough to cover its costs, at least in small companies.3 For instance, in 2003,
Jupiter Research released a study according to which only 14% of consumers declared
that a personalized Web site would lead them to buy more often from online stores;
moreover, only 8% said that personalization made them more apt to visit news, enter-
tainment and content sites more frequently. In contrast, 54% of respondents cited fast
loading pages and 52% cited improved navigation as greater incentives [81, 64].

However, the interest in personalization is growing again. For instance, in 2005
ChoiceStream Inc. published an analysis according to which about 80% of customers
declare to be interested in receiving personalized content, although several people are
concerned with sharing personal information with vendors [49]. Moreover, according
to the study “Horizons: Benchmarks for 2004, Forecasts for 2005”, released in 2005
by consultants BearingPoint Inc. and the National Retail Federation, 48% of retailers
placed personalization high in the list of technologies they would concentrate during
2005.

This growing interest in personalization is mainly due to the increasing demand for
Customer-Centric services, which can flexibly react to dynamically changing market
requirements [86]. This is a new perspective for Customer Relationship Management
(CRM), which aims at improving customers’ loyalty by managing, as described by
Lynn Harvey (Patricia Seybold Group), “a ‘ME-and-YOU’ relationship building activ-
ity that’s focused on companies getting to recognize, understand and ultimately serve
their customers” [134].

The Customer-Centric CRM perspective includes the provision of features such as
the personalized recommendation of items, but does not limit the offered services to
this aspect. The idea is that the cost of a CRM solution supporting the storage and
analysis of customer information can be balanced by various benefits, among which
the availability of knowledge supporting the design of new products matching market
trends and a substantial reduction in overhead costs.

While the former aspect is clear, the latter deserves further comments: currently,
online retailers benefit from the pervasiveness of e-commerce because they can keep
in contact with their customers by means of multiple channels, such as e-mail, Web
sites, call centers, physical stores, and so forth. However, all those channels collect
large amounts of possibly redundant information, represented in heterogeneous formats.
Moreover, customer data continuously change; for instance, people change address and
job, they get married, etc., and these changes may influence their needs and interests.
As a result, retailers have concrete difficulties in merging the available information and
in keeping it updated. Some negative effects follow:

3 Neverthless, some surveys reported optimistic data about Web personalization effects; e.g.,
see [148].
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– The lack of data integration and synchronization prevents vendors from effectively
exploiting customer information to promote their products and services. For instance,
electronic and paper brochures are often delivered to an undifferentiated population,
instead of mailing them only to the target customer base of products. The most ev-
ident consequences of this problem are high delivery costs and possible junk mail
effect on recipients [134, 65, 53].

– Retailers are forced to sustain costs caused by corrupted data; e.g., they often deliver
goods to obsolete addresses and they produce wrong bills.

– The lack of tools supporting the analysis of customers’ browsing behavior (e.g.,
shopping cart abandonment) does not enable vendors to collect feedback useful to
redesign and optimize their Web sites [70].

In order to face these challenges, some Customer Data Integration (CDI) services
are being developed as process neutral modules that can be embedded in complex e-
commerce systems to feed operational business processes with reliable customer in-
formation. CDI services typically support the fusion of customer data collected from
multiple channels and the unified analysis of information data. Besides depicting the
situation of an online store in real time, CDI services support the identification of mar-
ket trends, of successful and unsuccessful products, the segmentation of the customer
base and also the definition of business rules supporting the provision of services tar-
geted to specific market segments. Thus, personalization comes into play again, but this
time it is supported by vital business requirements smoothing the impact of its cost.

16.4 Background

16.4.1 Adaptability and Adaptivity

The goal of this section is to clarify the main terms of our discussion; to this purpose,
we first report the distinction between adaptable systems and adaptive ones [114].

– In adaptable systems the adaptation is decided by the user, who explicitly customizes
the system to receive a personalized service.

– In adaptive systems, the adaptation is autonomously performed by the system, with-
out direct user intervention.

Adaptable systems enable the user to customize several parameters by choosing the pre-
ferred values (e.g., background color and language to be applied in the User Interface).
Moreover, some systems enable the user to restrict the features she is interested in. For
example, as the Amazon.com retailer has now become a very large Web store, it en-
ables the user to restrict the store catalog by selecting her “favorite stores” (e.g., Music,
Electronics, Kitchen & Housewares, etc.); after the user has selected her preferred cat-
egories (stores) the system displays them at the top of the category list for easy access
to the most interesting product types.

Although adaptability and adaptivity may co-exist within the same system, the
former is a simpler feature and is based on standard system configuration techniques
largely applied in interactive and batch software applications. In this chapter we thus
address adaptivity, extensively discussed by Brusilovsky in [36, 37] and by Kobsa et al.
in [91], and we focus on those aspects that are relevant to e-commerce applications.
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16.4.2 Target Factors for Adaptivity

The adaptation of a system may be based on three main categories of information:

1. Information about the user
The type of information to be taken into account depends on the application do-
main. In several domains, the following user features have been considered: so-
cio/demographic data (e.g., age, gender, job); knowledge and skills; interests and
preferences; specific needs; objectives and goals; see [91] for details. In B2C e-
commerce, the user is the end customer and the following types of information
may be considered:
– The user’s knowledge about the domain concepts and the user’s skills (i.e., her

“know how”) can be relevant in the sales of complex products and services; e.g.,
computers, ADSL connections, and similar.

– The user’s interests and preferences usually refer to the categories of products
and services sold in the online store, or to specific properties of such prod-
ucts/services. For instance, interest in design versus technological aspects (if the
store sells, e.g., hi-tech products), in hard rock versus pop music (if the store
sells MP3), in cultural-oriented travels versus sport or fitness-oriented holidays
(in case of a travel agency), and so forth.

– The user’s needs can include different kinds of information. In particular, the
information about disability is important to offer accessible services to impaired
people.

– Finally, the user’s goals represent the information that is most closely related to
the specific application domain; for this reason, goals can assume rather different
meanings. For example, an e-commerce system should take into account whether
the user is buying something for herself or a present for somebody else; a mobile
guide might consider whether the user is traveling for business or for pleasure;
an online shop assistant might help the user to find the less expensive solution,
or the most reliable one, or to balance conflicting requirements.

Although most adaptive systems only consider individual users, in some applica-
tion scenarios more than one user has to be taken into account at the same time.
For example, some recommender systems tailor their suggestions to possibly het-
erogeneous user groups, such as some tourists traveling together [20], or a family
watching TV [103, 15]. For a detailed discussion about group recommendation, see
Chapter 20 of this book [79].

2. Information about the device used to interact with the system
The customer can access an online store by using a desktop PC, a laptop, a mo-
bile phone, a PDA, an on-board device, or other. Every device has different char-
acteristics, with respect to screen size, computation and memory capabilities, I/O
mechanism (keyboard, touchscreen, speech, ...), type of connection, bandwidth,
and so forth. These aspects have been classified as environment data by Kobsa et
al. in [91].
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3. Information about the context of use
The user can interact with the online store in different situations, e.g., at home,
while sitting in a train, walking or driving, or during a meeting. The context cate-
gory, analyzed in detail by Dey, Abowd and Mynatt in [2, 56], is very broad and it is
difficult to find a unique definition. Although almost everything can be considered
as context of use, for simplicity, we split this category into two main aspects: the
physical context and the social context.
– The physical context includes the user location and information about the envi-

ronment conditions, including light, noise, temperature, time of the connection,
walking/driving speed, and other similar features.

– The social context is much more difficult to define and very few applications take
it into account. This element, considered in a broad sense, can include features
like the social community or group the user belongs to, the task she is performing
and the relation with people close to her while she is interacting with the service.

Many researchers include information about the user and the device within the notion
of context. In this chapter, we use the term context in the restricted meaning of context
of use, including the features mentioned in item 3 above, and leaving the user’s charac-
teristics and the type of device employed to access the system as separate categories.

16.4.3 Phases in the Adaptation Process

Kobsa et al. [91] identify three phases in the adaptation process: acquisition, represen-
tation/inference, and production.

1. The acquisition of data about the user, device, and context of use can be supported
by the user or automatically performed by the system. In the first method, usually
applied when the unobtrusive collection of data is not feasible or convenient, the
user is asked to execute some action, typically to fill in a form. The second method
relies on the application of intelligent inference techniques (e.g., machine learning,
plan recognition, and stereotype reasoning) to acquire information about the user
by analyzing her behavior. Advanced technological devices (e.g., sensors, GPS for
user location, or on-board equipment for driving speed) may be employed to mon-
itor the user’s behavior and to acquire device and context variables.

2. Section 16.5 briefly presents and discusses the methodologies that can be applied
in the second phase, for representation and inference. A detailed analysis can be
found in [36, 37, 91].

3. As far as the production of the adaptation is concerned, it is interesting to specify
what is adapted and how. With respect to this criterion, we consider three main
broad adaptation features:
– The first one is the suggestion of the product/service, often described as content

recommendation. The system may play the role of a recommender, suggesting
products and/or services tailored to the user, to the device she is using, and to
context features; see Chapter 13 of this book [38]. Moreover, if the online store
sells complex products or services, the system can actively guide the customer
in the configuration of an item satisfying particular needs and preferences. See
Chapters 9 [139], 10 [119], 11 [142] and 12 [40] of this book for details about
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recommendation techniques. See also Section 16.5.7 for a discussion about prod-
uct configuration.

– The presentation of the product/service. Orthogonally to the provision of a per-
sonalized recommendation feature, the system may tailor the presentation of
items to the user, device and context. For instance, the presentation may use dif-
ferent media, such as written text, speech and pictures; moreover, it may adopt
different presentation styles (verbose, synthetic, more or less detailed, simple
or technical). The system may also personalize the kind of information about
products and services it presents, as well as the presentation style, in order to
satisfy different decision-making styles in the selection of products and services.
For example, Popp and Lödel [125] apply stereotypical reasoning [132] about
customers to recommend products satisfying typical buying preferences.

– The user interface (sometimes referred as structure) may be personalized as well.
For instance, the layout, including information and navigation structures, can be
modified according to various conditions, including the user’s preferences, the
limitations of the device and the environment.

Before addressing these adaptation features in detail, it is worth listing some additional
aspects, which will not be further discussed in the present chapter. In the first place,
the adaptation strategies which will be discussed in relation with e-commerce systems
can be applied to a closely related field, i.e., the personalization of Web advertisements;
e.g., see [95, 22, 84]. Second, three issues, strictly related to the adaptation of the user
interface (and partially of the presentation), are addressed in the related work about Hu-
man Computer Interaction. Such issues concern the accessibility for users with special
needs, virtual reality user interfaces, and usability and design guidelines.

– Accessibility. As discussed in Section 16.6, the adaptation of the presentation and
of the user interface can be based not only on the usage context and on the charac-
teristics of the device, but also on individual user needs and preferences. This kind
of adaptation extends the accessibility to people with special needs and has been
addressed by several researchers; among others, see [61, 102, 133, 29].

– Virtual Reality user interfaces. Most Web-based user interfaces for e-commerce sys-
tems are based on a traditional 2D model. However, some researchers point out that
the user experience during the interaction with an online store should be as similar
as possible to the real world shopping experience. In this perspective, some authors,
such as Chittaro and Ranon, propose a 3D user interface that enables the user to ex-
plore a virtual reality environment representing a physical store; see [47] and Chapter
14 of this book [48]. The main goal is to satisfy the needs of those customers that
have an emotional style of buying and to enable them to perform natural shopping
actions.

– Usability. Regardless of which type of user interface (mobile/traditional, 2D/3D) is
offered, an e-commerce system should be usable. Web site usability is a wide research
area and a complete discussion of its main issues falls out of the scope of this chapter.
We only point out that usability is a prerequisite for the success of an e-commerce
site; if the user encounters difficulties in navigating the site, in finding information
about products, or in managing her purchases, she might abandon the Web store.
Therefore, user interfaces for e-commerce sites should be carefully designed follow-
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ing usability guidelines; see, for instance, the guidelines published by Serco Ltd4

and the article by Tilson et al. [150]. Moreover, as discussed by Benyon in [27], the
adaptation of the user interface should improve the usability of the Web site in order
to be useful. Therefore, adaptation strategies should be designed and implemented
having usability guidelines in mind. For a thorough discussion about this topic, see
Gena’s survey about usability in adaptive systems [66] and Chapter 24 of this book
[67]. Finally, Alpert et al. point out that usability guidelines and User-Centered De-
sign should be seriously considered when deciding which personalization techniques
have to be included in an adaptive system: according to the analysis reported in [7], it
seems that the users of the ibm.com Web site do not appreciate the attempts to infer
their needs and goals; indeed, those users prefer to be in full control of interaction
with the system.

16.5 Perspectives on E-Commerce Personalization

16.5.1 Personalization Features in Commercial Merchant Systems

Along the last ten years, several infrastructures have been developed to facilitate the
creation and management of electronic catalogs. For instance, BroadVision [35], Blue
Martini Retail [33], Netscape Merchant [111], Microsoft Merchant System [13, 41]
and IBM WebSphere Commerce [75] have been employed worldwide by enterprises to
create e-commerce portals.

One of the main issues to be solved to enable a broad adoption of e-commerce
infrastructures is the provision of transactional, secure services and the integration with
legacy software that enterprises still use for doing business. All the mentioned systems
are strongly focused on these aspects, at the expense of personalization, which they only
partially support. However, maintaining a one-to-one relationship with the customer is
recognized to be critical to the success of an e-commerce Web site (see Section 16.5.6);
therefore, these systems offer some basic personalization features, mainly concerning
the recommendation of products. For example, they support the long-term identification
of customers, based on the assignment of identifiers, and the storage of purchase lists,
as well as the possibility to track and log each customer’s navigation actions. In some
cases (e.g., WebSphere Commerce), they allow to define user groups, on the basis of
common behavior patterns automatically detected by analysis tools. Moreover, they
enable Web store administrators to define simple business rules that can be applied to
promote products and propose special offers and discounts, on the basis of the products
selected by the customers and/or the visited catalog pages. The discovery of behavior
patterns is based on the adoption of knowledge discovery techniques developed in the
data mining research area; e.g., see the book by Agrawal et al. [4] and Pierrakos et al.’s
survey about Web personalization [122].

As BroadVision seems to be the most successful system, among the cited ones,
we will briefly describe some of its features. BroadVision focuses the attention on two
personalization strategies.

4 www.usability.serco.com/research/research.htm
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– In the push approach, the system is pro-active and it guides the user by recommending
information and access to applications and features.

– In the pull approach, the system relies on the user who requests information and
features and it handles the user’s requests in a personalized way.

– Moreover, BroadVision offers the qualifier matching as a filtering strategy, allowing
companies to target the delivery of content, the access to applications, and differ-
ent navigation paths to individual visitors and groups by using qualifiers that match
appropriate content and capabilities.

If the company has less complex personalization goals, the rule-based matching can
be used. This technique consists of IF/THEN, AND/OR statements to tell the system
that it should take certain actions if the Web site visitor meets certain conditions. The
actions result in displaying content or granting the access to a part of the site. The
business rules depend on the retailer’s goals and may be very simple; for example, a
typical rule triggers the generation of electronic coupons (based on previous purchases)
that are sent by e-mail to each customer who has not purchased goods for a while. Of
course, the underlying activity carried out by the system in order to choose the rules to
be applied along time is very complex, but the Web store administrator does not need
to consider it.

It should be noticed that, although the services offered by BroadVision support lim-
ited personalization, the wide adoption of this system by e-commerce Web sites and
by the enterprise can be explained on the technical side. In fact, the application is built
on top of standard technologies such as the Java J2EE [146] and relational databases,
which run on Linux, Windows and Solaris platforms, and exist in both commercial
environments (such as IBM WebSphere [76] and Oracle [115]), and Open Source dis-
tributions (e.g., JBoss Application Server [80]). Therefore, BroadVision guarantees im-
portant robustness and scalability features that cannot be neglected in a commercial
Web site. Moreover, the system can interoperate in a relatively seamless way with ex-
isting databases and legacy software already in use within the enterprise that wants to
offer one-to-one interaction with its own customers.

Notice also that, while most merchant systems were initially proposed as propri-
etary solutions, the current trend is to offer pluggable solutions, which can be seam-
lessly embedded in the retailer’s systems. For instance, WebSphere offers both the suite
WebSphere Commerce, supporting the development of a complete B2C e-commerce
Web site, and a Customer Data Integration service (WebSphere Customer Center [53]),
which enables online retailers to extend their own Web sites with data collection and
analysis capabilities.

16.5.2 Personalized Recommendation of Products

Section 16.5.1 shows that the main adaptive feature offered by commercial merchant
systems is the provision of personalized product recommendations, depending on the
customer’s behavior but based on relatively simple techniques, such as business rules.
The question is therefore whether other techniques could be applied, within such sys-
tems, in order to enhance their recommendation capabilities, starting from a detailed
analysis of the individual customer. In the following, we describe the most popular
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Fig. 16.1. Personalized recommendation of products in Amazon.com

techniques developed to assist the customer in the selection of items suiting her pref-
erences. In Section 16.5.7, we will introduce the broader area of mass customization,
which concerns the sales of customized products at mass-production costs and relies on
intelligent techniques for the design of personalized products meeting the customer’s
requirements.

Generalized Recommendation Techniques. Various researchers have proposed to
support the selection of products in different ways. For instance:

– In some cases, an interactive approach is adopted, enabling the customer to search for
products according to her own selection criteria. For instance, Sacco [135] proposes
to utilize dynamic taxonomies, defined by interacting with the system, to classify
items and progressively reduce the search space, until the customer isolates a small
set of products, which can be compared in detail. The idea is that the electronic
catalog should not try to identify the customer’s preferences, as she knows them in
detail and she can manage the search on her own, if assisted by a search tool. In
the same spirit, Pu et al. propose to enable the customer to specify hard and soft
constraints to be satisfied by the solution [128]. In this case, the system proposes
suboptimal solutions, which can be criticized and refined in an interactive way, until
the customer is satisfied. For more details about the research on “critiquing” see also
the work by Burke [39] and by McCarthy and colleagues [105].

– Several e-commerce Web sites also offer additional recommendation features based
on data about general customer behavior. For instance, Amazon.com [8] offers a
recommendation feature based on the items already bought by the customer (see
Figure 16.1). Moreover, it offers the customers who bought feature (see Figure 16.2),
available in the customer’s shopping cart, to inform her about other items purchased
by the customers who bought the same items she has selected. Other Web sites offer
the similar items or the correlated items features to suggest items closely related to
those in the shopping cart. For a summary about recommendation techniques in e-
commerce Web sites, see the survey by Schafer et al. [140]. Moreover, see [21] for
another interesting perspective on customer behavior analysis: given the importance
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Fig. 16.2. Customers who bought feature in Amazon.com

of users evaluations in the selection of products, Avery et al. propose a model to
support a market for evaluations, i.e., “a mechanism for eliciting, sharing, and paying
for information”, which can be a valuable source of information for personalized
recommendation.

– In other cases, inference techniques have been applied to elicit information about
the user’s preferences or to unobtrusively acquire them on the basis of the user’s
behavior, in order to identify and recommend the most promising items. See below
for details.

Personalized Recommendation Techniques. In the User Modeling research, the ac-
quisition of information about user preferences has received a relevant amount of at-
tention and various techniques have been developed to personalize the recommendation
of items. Two main approaches have been introduced:5 content-based recommendation
suggests the most suitable items for the customer by relying on information about her
preferences (interests) and on a description of the item features. Social recommenda-
tion techniques employ the preferences of customers similar to the current one for the
suggestion; see [131, 60, 104, 39] for an overview of the topic. Specifically, the most
well-known techniques that have been developed are content-based filtering and col-
laborative filtering:

– Content-based filtering recommends goods having properties similar to those of the
products that the customer selected in the past; e.g., see [31] and Chapter 10 of this
book [119].

– Collaborative filtering is a social recommendation technique; the suggestion of goods
is based on the identification of customers similar to the current one and on the sug-
gestion of the items which were appreciated by such customers. Similar customers
are identified by analyzing the ranks produced by the whole customer base and the
idea is that, if a customer similar to the current one liked a certain item, the current
customer will probably like it as well; see Chapter 9 of this book [139].

5 Burke makes a slightly different distinction in Chapter 12 [40] of this book.
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The two techniques have different positive and negative aspects (see also the discussion
in Chapter 12 of this book [40]). For instance:

– Content-based filtering is based on a classification of items, manually or automati-
cally derived from a specification of their features. By applying this technique, new
items can be successfully recommended, if a certain amount of information about
their features is available. However, the individual customer has to be monitored
for a while before successfully recommending items; moreover, content-based rec-
ommender systems tend to suggest items similar to one another, at the expense of
variety. Furthermore, the accuracy in the recommendations downgrades if there are
too many item features to be considered.

– Collaborative filtering does not require detailed knowledge about the items to be
recommended, but it is subject to bootstrapping problems. For instance, the recom-
mender is not able to handle items until they have been ranked by a minimum number
of customers; moreover, the recommendation capabilities are poor if the matrix stor-
ing the product ranks is sparse, because in that case it is difficult to identify customers
having tastes similar to those of the current one. Finally, as noticed by Linden et al.
in [98], the comparison of ranks produced by customers is very heavy in the case of
Web sites, such as Amazon.com, visited by millions of users every day. At the same
time, any attempt to reduce the complexity of the algorithm downgrades the accuracy
of the recommendations.

Various solutions have been adopted to overcome the drawbacks and limitations of these
techniques:

– Hybrid recommender systems have been developed to enhance the accuracy in the
recommendations. For example, in the FAB recommender system [23] and in the
PTV Electronic Program Guide [116], content-based and collaborative filtering are
combined to support high-quality recommendations in the presence of new products
and to enrich the variability in the suggestions generated by the system. As Burke
discusses in Chapter 12 of this book [40], hybrid recommender systems have also
been developed to integrate much more heterogeneous recommendation techniques
with the aim of combining complementary types of information about the user in
the preference acquisition process. For instance, some systems rely on a combination
of Naive Bayes classifiers, Bayesian networks, case-based reasoning, demographic
information, and fuzzy classifiers to perform content-based product recommendation;
e.g., see [161], [15] and the survey in [39].

– Lightweight recommendation algorithms have been developed to solve scalability is-
sues in heavy-loaded recommender systems. Specifically, collaborative filtering has
evolved to the item-to-item collaborative filtering, which computes the similarity
among items (instead of customers) in order to recommend items similar to those
the customer liked in the past. This algorithm operates on items; thus, its performance
does not depend on the number of users accessing the Web site. See [138] for details.

The selection of the recommendation techniques to be adopted in a Web site depends on
the characteristics of the application domain. For instance, item-to-item collaborative
filtering is particularly suitable for e-commerce sites having relatively stable product
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Fig. 16.3. Recommendation based on customer’s owned items in Amazon.com

catalogs because the ranks may be collected along time. However, other knowledge-
based techniques, such as those developed for content-based filtering, might be conve-
nient when the pool of items to be considered changes very frequently.

Before concluding this section, it is worth mentioning the importance of trans-
parency and explanation to enhance the customer’s trust in a recommender system.
In fact, having received the system’s suggestions, the customer should be enabled to
deeply understand the content of the electronic catalog in order to make an informed
decision. As a thorough discussion about this topic would lead us far away from the
focus of this chapter, we only mention that rather different perspectives on the gen-
eral usefulness and trust issues have been proposed. For example, Herlocker et al. [73]
propose to explain recommendations by presenting evidence about the ratings of items
provided by people whose purchase histories are similar to the customer’s one, or by
relying on the rate of good recommendations produced by the system during previous
interactions with the same user (a sort of reputation gained by the recommender). Sim-
ilarly, Amazon.com explains its own recommendations by means of two main features:
if the customer has placed some items in her shopping cart, the system may support the
recommendations by means of the customers who bought features, discussed in Section
16.5.2 (see Figure 16.2). Moreover, if the customer has specified some of the items she
already owns, the system may refer to such items in the personalized suggestions; Fig-
ure 16.3 shows a portion of the recommendation list in the music category for Liliana
Ardissono, who owns Tati by Enrico Rava and has rated that disk very high.
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16.5.3 Customer Information Sharing

Regardless of the technique applied within the recommender system, precise informa-
tion about the individual customer’s preferences can only be obtained by observing her
behavior for a certain amount of time. Therefore, a delay occurs before the system is
able to adapt the interaction to her. This latency issue has been recognized in various
application domains and some researchers have proposed to share user information be-
tween applications in order to enhance their personalization capabilities. For instance,
see the Personis user modeling server developed by Kay et al. [83], the survey about
User Modeling Servers by Kobsa ([87], Chapter 4 of this book [89]), and the survey
about recommender systems in e-commerce by Schafer et al. [140]. To provide a sim-
ple example, two book sellers might share the user models describing their customers
in order to increase the knowledge about the common customers and to extend the set
of visitors they can handle as known ones.

In commercial applications, broad initiatives have been proposed to support the
identification of customers across services; for instance, the Liberty Alliance project
[97] grants passports representing universal identifiers associated to users across appli-
cations. Although the passport is the enabling technology to support customer infor-
mation sharing, several issues have to be addressed before customer data can be safely
shared by service providers. For example:

– Information sharing has to be controlled in order to respect the customer’s privacy
preferences, which may be rather articulated. For details about this issue, see Chapter
21 of this book [90], [88, 92] and [158].

– The mutual trust between service providers has to be assessed in order to control
the propagation of data. This is important to guarantee that data is not shared with
untrusted competitors, or with service providers who would misuse it. See [14] for a
preliminary proposal in this direction.

16.5.4 Personalized Presentation of Information about Products

Some efforts have been devoted to enrich electronic catalogs with the generation of
personalized product descriptions. In the proposed systems, the presentations are gen-
erated “on the fly” and tailored to the individual customer’s interests and preferences;
see Chapter 13 of this book [38] for a detailed survey of personalized presentation tech-
niques. The personalized generation of product descriptions is based on a declarative
representation of the product features and on the adoption of customer preference ac-
quisition techniques that can be employed, at the same time, to recommend the most
promising items and to highlight their features accordingly. Different approaches have
been developed. For instance:

– Jameson et al. [78, 110] propose to present evaluation-oriented information about
goods in order to convince the customer to purchase a certain product. The idea is
to simulate the behavior of a clerk (e.g., a car seller), who would highlight the prod-
uct properties having the highest probability to impress the customer. For instance,
while presenting a car, a human clerk might focus on information such as the safety
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Fig. 16.4. Product presentation generated by the SeTA system

and economicity, or on different properties, such as the speed, depending on the cus-
tomer’s priorities. In general, the idea is to provide the customer with a high-level
view of the product which satisfies her information needs and highlights the most
promising product characteristics.

– Building on Jameson et al.’s interaction model, André and Rist [11] generate multi-
media product presentations where animated characters, each one interested in dif-
ferent product properties, criticize products and discuss with one another about their
properties.

– Ardissono et al. propose to distinguish the direct user interacting with the system
from the indirect users on behalf of whom the user is operating. In the SeTA system
[17], multiple beneficiaries are modeled in order to manage the B2C scenarios where
expert Internet users may purchase goods on behalf of other people. The system can
thus dynamically generate product presentations targeted to the direct user’s interests
and expertise; however, the properties of items that make them suitable to the benefi-
ciary are highlighted in order to help the customer in the evaluation of products from
the perspective of the person who is going to receive them [19].

In the following, we present the approach adopted in the SeTA system in some detail.
See the work by Milosavljevic for another initiative concerning the dynamic generation
of electronic encyclopedia entries [108]. Moreover, see the article by McKeown [107]
for details about a seminal work on tailoring the presentation of information to the
individual user.
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Fig. 16.5. Detail of product presentation generated by the SeTA system

16.5.5 A Case Study: the SeTA System

The SeTA system [17, 19] manages a product catalog that is dynamically generated
while the customer browses it, in order to produce highly personalized product presen-
tations. As already discussed, the system tailors the recommendation of items, which is
managed by sorting items on a suitability basis, to the preferences of their beneficiary.
Moreover, the system tailors the presentation of items to the characteristics of the direct
user, in order to meet individual information needs. The separate management of direct
user and beneficiary is achieved as follows:

– The system handles an individual user model describing the direct user. Moreover, it
enables the user to describe the main characteristics of the beneficiary of the items she
is looking for. The model of the direct user is acquired by eliciting some information
about herself and by monitoring her navigation behavior. The models of the indirect
users are initialized by applying stereotypical information about user classes; see
[132] and [17].

– Each user model includes demographic data about the described person (e.g., her
age and job), and information about her preferences for products (e.g., she prefers
technological products). Moreover, the model of the user interacting with the system
includes information about her features, such as her receptivity (i.e., the amount of
information she can elaborate) and interest in different kinds of information about
products (e.g., technical details or aesthetic information).

Figure 16.4 shows a typical product presentation page generated by the SeTA system.
The page is structured in various portions that enable the direct user to browse the
catalog, view the shopping cart, examine a particular item (the “Scriba Compact 401”
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fax-phone with answering machine), and so forth. Each item is presented by showing
a picture, the price, and a description section which provides the user with detailed
information. The description section is organized in two parts:

1. A prologue summarizes the main properties of the item in order to help the cus-
tomer in the identification of the most promising products before viewing their de-
tails. For instance, in Figure 16.4, the “Scriba Compact 401” product is described
by means of qualitative adjectives such as nice, portable and easy to use. These
adjectives correspond to the properties of the item that make it particularly suitable
for the beneficiary (in that case, the direct user).

2. A list reporting the most interesting technical and non technical features (e.g., size
of the item, format of paper used to print out documents, available colors, and sim-
ilar), ended by a more information link, that enables the user to view the complete
product description.

The summaries and the detailed descriptions are tailored to the direct user: the number
of features listed in the page depends on her receptivity and the descriptions are more
or less technical, depending on her expertise about the products of the catalog. Figures
16.4 and 16.5 describe the same item, but they are tailored, respectively, to a non expert
and to an expert user; the two pages show different lists of features of the presented item;
moreover, the former page is non technical, while the latter has a more synthetic and
technical style. The product descriptions are produced by applying canned text natural
language generation techniques supporting a fast generation of correct sentences. See
[16] for details.

The selection of the features to be shown in the main portion of the page is aimed
at reducing the information overload on the user and at focusing on the most interesting
aspects of the product, leaving other details available on demand. Two factors are taken
into account in the presentation of features: on the one hand, the catalog should mirror
the (direct) user’s interests, in order to provide her with relevant information. On the
other hand, the vendor might want to guarantee that certain pieces of information are
always presented. In order to take these two factors into account, each product feature
is given an importance value, defined at Web store configuration time, which specifies
whether it is a mandatory piece of information for the product category or not (e.g.,
price is mandatory for all products). Moreover, each feature is classified in a typology
(technical, aesthetic, etc.) corresponding to some user interest types. During the inter-
action, the importance of each product feature is combined with the user’s interests, in
order to select the set of features to be shown in the main page and to filter out those
to be made available on demand. In this way, the manager of the electronic catalog
can impose constraints on the presentation of strategic or mandatory data; moreover,
the customer is shown the most interesting features, from her point of view. For trans-
parency purposes, the customer is always allowed to access complete information about
products, by following more information links.

In addition to the personalized presentation of products, SeTA supports the gener-
ation of personal views of the catalog by providing interactive functions. One of the
most interesting ones is the generation of a customized compare table (see button in the
lower portion of the page in Figures 16.4 and 16.5), which enables the user to select the
products and the properties or features to be considered in the comparison. This table
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enables the customer to evaluate products on the basis of the aspects most important
to her. Moreover, it is an excellent source of information for user modeling because it
enables the system to unobtrusively identify the customer’s priorities.

The experience gained in the development of SeTA was very interesting, especially
because it highlighted positive and negative aspects which we believe are common to
many Adaptive Hypermedia systems. On the one hand, the adoption of advanced user
modeling and dynamic content generation techniques, together with personalized rec-
ommendation mechanisms, supported the generation of electronic catalogs meeting in-
dividual user needs with high accuracy. The experiments which were carried out in lab-
oratory tests proved that the users were happy about the presentations and suggestions
they received and some of them were particularly interested in the interactive features
offered by the system, such as the personalized compare tables. The positive evaluation
received by the personalization features of the SeTA system suggested that adaptivity
can effectively improve the user interaction in an e-commerce Web site and encouraged
us to continue the investigation of the benefits of personalization in such systems.

On the other hand, the major obstacle to a real-world exploitation of SeTA was the
knowledge intensive approach supporting the system adaptation. This effort may dis-
courage the Web store designer, who is responsible for the introduction of detailed in-
formation about the characteristics of customers and products that have to be modeled.
In most cases, the problem is not related to the amount of information to be provided,
but to the conceptual effort imposed on somebody who is expert in the sales domain, but
not necessarily familiar with knowledge bases and ontologies. Moreover, the designer
often has problems in understanding the relation between the domain knowledge intro-
duced at Web store configuration time and the adaptation effects achieved at run time.
These difficulties, related to the knowledge acquisition process, could be mitigated by
approaches aimed at supporting the knowledge engineer at different levels. For instance,
natural language processing and information extraction techniques may be employed to
automatically extract information about products, starting from the available documen-
tation [5, 50]. These approaches, coupled with the current work on the automatic acqui-
sition of ontologies (see, e.g., [113, 6]), promise to address the knowledge-based design
issue in an effective way. Thus, the work to be carried out by the Web store designer
can be dramatically reduced.

16.5.6 Customer-Centric CRM – Advanced Personalization in B2C E-Commerce

In the last decade, Customer Relationship Management (CRM) has become a keyword
for the enterprise marketing strategies. The business model underlying CRM is defined
as being customer-centered, instead of product-centered, and can be viewed as a busi-
ness strategy that enables a company to implement, manage and keep long-term rela-
tionships with its customers. Obviously, the ultimate goal of any company is still to
increase its profits, but the new idea is that this economic advantage can be reached by
increasing customer loyalty, rather than gaining market share through the acquisition
of new customers. This principle could be rephrased as “They [marketers] aim not to
find customers for their products and services but to find products and services for their
customers” [69]. Indeed, the principle represents the core idea of the milestone book by
Peppers and Rogers [120], that introduces the idea of share of customer, replacing the
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traditional share of market. However, customer loyalty implies long-term relationships,
that are based on customer satisfaction [130, 160]; in turn, customer satisfaction can
be achieved by offering products and services fitting the customer’s needs and desires
and by supporting an individual and personalized interaction. In this perspective, the
relationship between the company and its customers becomes one-to-one; the company
takes care of any single customer, and it takes her individual needs and preferences
into account in order to manage personalized dialogs and to offer tailored solutions.
For these reasons, different from traditional marketing strategies, CRM requires a bi-
directional, interactive form of communication between company and customer.

The inclusion of adaptation and personalization techniques in an e-commerce site
could support CRM in various directions. In the first place, information about the be-
havior of a large number of customers can be automatically collected and stored. That
information can then be further analyzed by data warehousing and CRM tools [85] in
order to support cross-selling and up-selling operations6. Moreover, the techniques sup-
porting a personalized interaction based on the management of individual user models
can play a key role, because they enable the e-commerce site to know its customers at
the individual level. Of course, each individual user model should be dynamically up-
dated, on the basis of the user’s behavior, in order to support the adaptation to changing
interests and needs. The idea is that the longer a customer interacts with a company’s
site, the more her user model is precise and accurately reflects her needs. An accurate
user model can then support the proposal of personalized offers to improve the cus-
tomer’s loyalty and thus the company’s profit, in the medium-long term.

Notice that, as Peppers and Rogers claim [121], human interaction is still critical
for most people when making decisions. In this perspective, personalization features
supporting one-to-one relationships can improve the feeling of a human-like interaction,
and they can contribute to improving the quality of the technology-mediated interaction
between customers and companies [32]. The shopping assistants proposed by Krüger et
al. are examples of systems that go in the same direction; these authors describe Web
agents aimed at “providing additional value to the shopping experience in the form
of conversational dialogues, multimodal interaction, augmented reality, and enhanced
plan recognition” (Chapter 17 of this book [94]). A related idea is the one by Pine and
Gilmore [124], who claim that, in order to be more competitive, companies will move
from the provision of services to the provision of experiences. This means providing the
customer with a sensation, supported by her active participation in an event that can be
personalized according to her needs and preferences, thus improving the effectiveness
of the experience itself.

One of the main applications of CRM principles is mass customization, which aims
at enhancing the flexibility of the production model in order to create products and/or
services tailored to individual customer needs, while maintaining mass production ef-

6 Cross-selling is the improvement of sales by offering a product or service complementary with
respect to the one the customer is interested in; e.g., proposing a printer when the customer is
looking for a PC. Up-selling is the operation of selling a product/service having higher quality
and price with respect to the one the customer is interested in; e.g., presenting a smart phone
instead of a standard mobile.
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Fig. 16.6. The miAdidas Web site

ficiency and costs. The importance of personalization within mass customization pro-
cesses is underlined by Gilmore and Pine [68] and is discussed in the next section.

16.5.7 Mass Customization and the Recommendation of Complex Products and
Services

In the past, the mainstream of B2C e-commerce focused on the sales of off-the-shelf
goods, such as books, and of products available in a fixed set of pre-configured alterna-
tives, such as phones available in different colors and including or excluding a small set
of optionals. However, the manufacturing industry has recently moved towards a more
flexible production model, in order to meet an increasing need for individual solutions
at affordable costs.

Although enabling the customer to design her own products is very challenging,
this possibility has been offered by several major firms, in order to satisfy customers by
providing them with very specific products. However, the availability of several configu-
rations would impose the production of an excessively large variety of alternatives. The
term mass customization has been introduced to describe the solution to this problem,
i.e., the production of customized products at mass-production costs [152]. The idea is
to produce customized items within stable processes and structures, which enable the
industry to reduce fashion risks and overstock problems.

The customization of products is typically supported by the development of config-
uration systems (e.g., see [77]) that enable the customer to generate solutions starting
from the specification of functional and aesthetic features. In some cases, e.g., as far as
high-tech products are concerned, these systems are available in Web stores and they
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enable the customer to remotely design products. In other cases (e.g., in the sales of
garments and shoes), fit requirements impose a direct and physical contact with the
customer, in order to acquire detailed information about her; after the acquisition of
such information, the configuration activity can be performed online at any time.

In the footwear industry, some major firms have adopted the mass customization
approach for the production of their goods. For instance, the “mi Adidas” program (see
Figure 16.6 and [3]) offers a foot scanning service available in selected stores and at
special events which enables the firm to store the customer’s measures and produce
shoes fitting her feet at any time. After the customer’s footprint has been acquired, she
can customize as many pairs of shoes as she wishes, by choosing fabric, color, and
other aesthetic features [28, 123]. The “mi Adidas” case suggests that mass customiza-
tion has the potential to enhance the relationship between customer and vendor: once
the customer has spent her time to specify personal preferences and create her own
product, she will likely reuse her profile when customizing other products. However, as
discussed by Berger and Piller in [28], “there is still only very little understanding about
the perception of choice and the joy or burden of co-design or configuration experienced
by customers, who often have no clear knowledge of what solution might correspond
to their needs. At times these needs are not even apparent to the customers. As a result,
customers may experience uncertainty or even perplexity during the design process”.
As a matter of fact, the kind of choice offered by online product customization services
is usually limited because of two main reasons:

– On the one hand, the configuration of a product from scratch is costly for the firm,
because it leads to an excessive amount of variability, and it might generate undesired
outcomes spoiling the brand image. For instance, Berger and Piller [28] report that
Adidas prevented customers from designing unusual color definitions, and similar
considerations may hold for fit and quality aspects of products.

– On the other hand, this activity might be lengthy and even difficult for the customer,
if she does not have the required technical knowledge.

While the former issue can be addressed by introducing hard configuration constraints
to reduce the solution space, the latter can be addressed by employing personalization
techniques aimed at improving the quality of the interaction with the customer during
the configuration process. For instance, the customer could be greatly helped in the
design of her products if the configuration system supported the specification of high-
level features corresponding to usage requirements; e.g., the reliability, ease of use and
robustness of a technological device. In this way, the configuration system would act as
an intelligent assistant masking the underlying configuration settings.

The integration of personalization and configuration techniques has been experi-
mented in the CAWICOMS EU project [43] to support the development of user-adaptive
configuration systems customizing complex technological products and services. As
described by Ardissono et al. in [18], in the proposed framework an Intelligent User In-
terface elicits the customer’s functional requirements, which are translated to technical
constraints to be solved by a configuration engine. The acquisition of the customer’s
requirements is carried out in different steps, each one leading to a restriction of the
solution space, and the user is prevented from expressing inconsistent preferences be-
cause, at each step, the admissible values for the product features are suitably restricted.
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Starting from the industrial partners’ needs, the CAWICOMS framework was exploited
to develop a prototype configuration system supporting sales engineers in the online
configuration of IP/VPNs. However, the same techniques could be used to support the
customization of other products and services, which challenge the customer with com-
plex expertise requirements. For instance, in the configuration of a loan, an automated
assistant might guide the customer in the selection of technical features matching fam-
ily and income constraints, but also features such as the flexibility of payments, risk
assessment and so forth.

16.6 Context-Aware Applications and Ubiquitous Computing

16.6.1 The New Scenario

Recently, the introduction on the market of mobile devices has lead to the idea of ubiq-
uitous computing, i.e., the possibility of accessing a service anytime, anywhere and by
means of different types of (mobile) devices. The services offered should be tailored
to the specific context of use, that is particularly significant if the user is mobile, e.g.
walking around a city or driving a car. The importance of providing ubiquitous access
to integrated services, and the consequent centrality of context modeling and adapta-
tion to context and device, are advocated by many authors, who claim that ubiquitous
computing will play a major role in the future of both academia and company research
labs; e.g., see [159, 34, 54] and Chapter 17 of this book [94].

This new scenario requires service providers to consider new adaptation features,
such as the user’s location, her traveling speed, the environment conditions (lightness,
noise, etc.), and, especially, the characteristics of the increasing variety of mobile de-
vices used to access the services; see [136]. Besides, different interaction conditions
must be considered: the mobile user does not usually interact with services for explo-
ration purposes (as sometimes happens in standard Web interaction), but she often has
a precise goal, such as finding a specific piece of information. Moreover, she is likely
performing other activities in parallel, such as carrying a luggage or listening to the an-
nouncement of a train arrival. These situations generate additional constraints that have
to be taken into account by ubiquitous systems; see, for instance, [159, 72, 96].

The number of applications which may be classified as context-aware is very large
and their presentation would lead our discussion out of the scope of this chapter.7 How-
ever, we think that the most important aspect of context-aware applications is the possi-
bility to integrate different adaptation strategies, in order to consider the user’s interests
and needs, as well as context conditions and device specific requirements (e.g., band-
width and screen size). With respect to this issue, mobile guides represent an excellent
example of how adaptation can support the provision of ubiquitous services; see [93]
and Chapter 17 of this book [94]. Since the first example of a mobile guide, Cyberguide
[1], many research prototypes (e.g., [155, 126, 9, 45, 127, 100, 26]), and commercial
systems (e.g., [63, 151]) have been developed. While car manufacturers offer more or

7 Chen and Kotz [44] provide an interesting survey of context-aware applications, and Dourish
[57] discusses the concept of context from different perspectives.
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less sophisticated on-board navigation systems,8 research prototypes aim at offering
ubiquitous services based on the integration of different adaptation strategies enabled
by heterogeneous technologies.

16.6.2 M-Commerce

Ubiquitous computing poses new challenges to e-commerce, as well. Recently, the term
m-commerce has been introduced to refer to commercial transactions performed by us-
ing wireless devices; e.g., [51, 153, 154]. However, m-commerce has evolved differ-
ently from traditional e-commerce; for instance, Stafford and Gillenson [144] point out
that, while the latter is mainly focused on supporting commercial transactions, the for-
mer is more oriented towards offering an enhanced information access. The authors
highlight that this change could be due to the flop of the WAP protocol, that was ex-
plicitly designed to support transactions on wireless networks; after the WAP failure,
mobile devices gained a new role, by supporting product information provision instead
of business transactions. For example, the authors report that in Japan there is a common
practice, according to which customers retrieve information about shopping choices by
using iMode phones, but they place orders within in-store self-service kiosks. In this
perspective, m-commerce can be viewed as a support for actual e-commerce transac-
tions, providing information and promotion. Other possible exploitations of mobile de-
vices to support e-commerce activities are digital wallets, push information services,
and location-based services, like automatic updates of travel reservations, and up-to-
date information about on going events.

As discussed in [145], the most innovative aspect of m-commerce is the possibility
to utilize information about the user’s local context to tailor offers and suggestions.
The information about the user’s location, for instance, can be useful to provide timely,
relevant, and focused services. Moreover, her location provides rough information about
the physical context and the type of activity she is involved in; for example, the user
might be visiting a museum, or attending a concert, or driving on a highway. Rao and
Minakakis [129] list various business opportunities for location-based services, ranging
from adaptive maps and driving directions to the automatic tracking of material, people,
or products along the supply chain. Moreover, in Chapter 17 of this book [94], Krüger et
al. describe several mobile applications supporting the user during her shopping activity.
Those applications are good examples of context-aware, ubiquitous services, providing
the customer with information about products, guiding her around the (physical) store,
suggesting personalized shopping lists, and so forth.

Given all these opportunities, at the very beginning of the new millennium, many
researchers, service providers and mobile device vendors, had foreseen a great expan-
sion of m-commerce, thinking that it would have soon been the main business [59, 141].
However, the expansion of m-commerce has been much slower than expected, and the
enthusiasm had to be put in perspective. There are various reasons for this mismatch be-
tween expectations and reality. In the first place, mobile devices are not very usable and
they are still limited in processing power, bandwidth and computational efficiency, I/O

8 A query on www.globalsources.com lists more than one hundred products under the category
“Car Navigation System”.
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capabilities, etc., coupling high service costs with poor quality of service. Moreover,
the lack of standards and shared protocols represents a serious obstacle to the provision
of truly ubiquitous services. All these reasons together made the acceptance of mobile
devices very low. Sarker and Wells [137] list several factors that influence the adoption
of mobile devices, and thus the fruition of ubiquitous services, ranging from individual
attitudes to cultural context, from the quality of the technological support to the user’s
goals. However, according to the authors, the key factor is that, taking all these aspects
into account, the use process must result in a positive experience for the user.

16.6.3 Future Perspectives

From these considerations, it is clear that the ubiquitous/mobile access to services poses
new challenges to the design and development of e-commerce systems, and, in particu-
lar, usability seems to be a key factor for its success. In fact, the traditional user inter-
faces design methods, developed for desktop computers, cannot be applied as they are to
the development of user interfaces for mobile devices. New design methods are required
[62, 156, 96] and adaptation techniques are widely recognized as key tools to handle the
interaction in mobile user interfaces and to enhance the usability of mobile and wireless
services; see, e.g., [30, 143, 37, 72]. In this perspective, new features become relevant
for the usability, ad henceforth for the adaptation; for instance, the physical location of
the user, but also environment conditions like noise, lightness, whether she is driving or
walking, and the characteristics of the device she is using, as claimed, e.g., by Wahlster
[159] and Hinz et al. [74], among the others.

An important form of adaptation is the generation of product and service presen-
tations whose length is tailored to the screen size. Many systems adapt the quantity
of information presented to the size of the screen. For instance, the UbiquiTO system
[9] presents items at different levels of detail on the basis of the screen size and of the
user’s interests; to this purpose, the system applies adaptation rules which support the
selection of one out of four pre-stored versions of the item descriptions (long-essential,
long-detailed, short-essential and short-detailed).

However, the most important feature for context-aware applications is the adapta-
tion of the layout of the user interface to the characteristics of the device used to access
the service. This adaptation form can be implemented following two approaches [74]:

– The first one aims at adjusting existing (HTML) Web pages to the requirements of
mobile devices. In this approach, the limitations imposed by display size and inter-
action capabilities are taken into account; e.g. [99].

– The second approach is based on an abstract, device-independent definition of the
content of the user interface (usually based on XML), which can be used to dynami-
cally generate different instances of the user interface, tailored to the device features
and constraints.

The former approach has the advantage that it can be applied to already existing Web
resources, but the latter is more flexible and extensible; for instance, new rules for gen-
erating user interfaces for new types of devices can be easily added. The automatic
generation of alternative layouts starting from an abstract definition of the user inter-
face has been addressed in several projects; e.g., [55, 118, 52, 109, 9, 71]. A standard
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approach is based on the application of XSL stylesheets that transform an XML object
into the object representing the actual user interface (HTML, XHTML, CHTML, WML,
Voice-XML, etc.), by taking the characteristics of the devices and, possibly, other con-
text features into account. For example, in a dark place voice output is preferred to
written text, but the opposite preference holds in a noisy place.

16.7 Discussion

This chapter has offered an overview of the techniques developed both at the research
level and in commercial settings to support personalization in B2C e-commerce appli-
cations. In this overview, we have focused on the techniques applied in Web stores and
electronic catalogs, which are nowadays used by millions of customers. Moreover, we
have analyzed the provision of personalized services customizing the definition of Ser-
vice Level Agreements; that application scenario poses interesting challenges because
it requires the integration of personalization and configuration techniques to support a
user friendly interaction with the customer during the negotiation of the service to be
defined.

B2C e-commerce is the area where personalization techniques have been most fre-
quently applied. However, before closing this chapter, we would like to shortly discuss
the potential of personalization in a in B2B e-commerce context, where we believe that
personalization may play a key role in dynamic supply chain management. Usually,
service providers rely on alternative suppliers, which may offer similar services but at
different costs and supporting different Quality of Service (QoS) levels. When a cus-
tomer requests a service, the appropriate providers should be selected, in order to offer
a service matching functional and QoS requirements. We identify two main issues:

– Service Discovery: this issue concerns the dynamic selection and composition of
services satisfying the customer’s needs and preferences.

– Logic interoperability between service providers. This second issue concerns the
adaptation to diverse business strategies during the interaction with suppliers and
includes adapting to the requirements of business partners, such as QoS levels, busi-
ness protocols, and similar.

Within this scenario, the new paradigm of Web Services comes into play. Web Ser-
vices are distributed software modules, wrapped by standard communication interfaces
enabling them to interoperate with each other.

1. The first phase of Web Service interaction is the discovery of the service fulfilling
the consumer requirements. In Enterprise Application Integration, this phase is triv-
ial because all the available services are known. However, in an open environment,
such as the Web, the discovery phase can be critical because it requires advanced
match-making techniques.

2. After discovery, in many cases the services need to be integrated in order to offer
a composite service, made up of several, simpler ones, possibly organized within a
workflow (Web Service composition).
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3. Finally, the last phase is the execution of the selected service, that implies an inter-
action between the Web Service provider and its consumer. This type of interaction
can be as simple as a request/response exchange, but in several cases can have a
complex structure, which can be modeled as a conversation.

In the Service Oriented Computing research [117], Web Services description languages,
such as WSDL [157], enable the specification of service public interfaces. Moreover,
Web Service orchestration languages, such as WS-BPEL [12, 112], support the def-
inition of composite services based on the orchestration of multiple providers within
possibly complex workflows.

Although some proposals have been presented to address the service discovery and
logic interoperability issues mentioned above, it is fair to say that personalization has
not attracted yet the attention of Web Service application developers, who are focused
on other, primary issues, such as security and trust management, and low-level in-
teroperability enablement. In fact, the first goal to be achieved is to abstract service
management from the details of the deployment environment of the applications, and
to support a seamless interaction between the possibly heterogeneous Enterprise Re-
source Management software employed by the various partners. For this reason, Web
Services are currently mainly intended for B2B integration, but we can foresee that net-
worked services will probably move soon into the area of B2C interactions. With the
number of services and also their diversity expected to grow, adequate techniques for
user-centric and preference-based service discovery and selection will be needed. Even
though UDDI9 and WSDL are standards today to implement service catalogs, they still
lack concepts for service personalization; the work by McIlraith et al. [106] and by
Sycara et al. [147] are examples of research in this area. Considering the interaction
with a user-centered, personalized service, all of the three discovery, composition and
execution phases may be enhanced by personalization, but in particular the service dis-
covery and composition. Semantic Web techniques have been used to improve standard
Web Service languages in order to add information used in personalization; see, e.g.,
[106, 101]. Moreover, some attempts to conform to the customer’s preferences in the
selection of suitable service providers have been done in the work by Balke and Wag-
ner [24, 25]. At the same time, research in the design of composite Web Services has
started. The creation of complex e-services requires innovative approaches to the de-
sign process, in order to guarantee the service quality; in particular the service must be
reliable and available, and it must comply to quality dimensions, such as QoS, temporal
constraints, stability, etc.; e.g., see [42].

As a last consideration, we would like to remark that, regardless of the scenario to
which it may be applied (e.g., B2B or B2C), personalization is not a value per se. As
discussed in the previous sections, a Web site tailoring the interaction to the individual
user, or customizing products and services on an individual basis, is not necessary better
than a Web site offering standard solutions. In other words, personalization should not
be considered as a goal, but as a mean providing the company and the customers with
some advantages. Indeed, the personalization can be considered as an added value only
if it represents an advantage in terms of:

9 The current basic standard for service discovery. See www.uddi.org/
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– CRM: i.e., if it supports long-term relationships between the company and its cus-
tomers, increasing customer loyalty;

– Quality of the offer: e.g., the products and services are tailored to individual customer
needs;

– Usability of the Web site: i.e., if the personalization of the interaction makes it easier
for the user to navigate the e-commerce site;

– Backoffice integration: e.g., if the personalization supports flexible interoperability
between suppliers.

Many researchers who design and develop personalized e-commerce systems seem to
forget that the added value of personalization is not given a-priori, but must be demon-
strated within the context of any specific application. For this reason, testing person-
alized e-commerce systems with real users is of paramount importance; see, e.g., the
discussion in [82], [46] and in Chapter 24 of this book [67].
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Abstract. In this chapter we discuss various aspects of adaptive mobile guide
applications. After having motivated the need for web based mobile applications,
we will discuss technologies that are needed to enable adaptive mobile web appli-
cations, including not only positioning technologies but also sensor technologies
needed to determine additional information on the context and situation of us-
age. We will also address issues of modeling context and situations before giving
an overview on existing systems coming from three important classes of mobile
guides: museum guides, navigation systems and shopping assistants. The chapter
closes with an extensive discussion of relevant attributes of web based mobile
guides.

17.1 Introduction

Accessing the world wide web from mobile terminals is not difficult for people living
in developed countries. Internet service providers, computer device manufacturers and
telecommunication companies offer a variety of services and devices to allow for the
mobile access of web-based services. For example, attendees of scientific conferences
are able to access the web through their notebooks if wireless access points are pro-
vided, e.g. to retrieve background information on the current speaker. Managers read
email on their blackberry devices through GPRS on the go and football fans use their
mobile phones equipped with UMTS or I-mode technology to watch video scenes of
the latest match of their preferred teams. Obviously, there are no major technological
hurdles that prevent users from accessing and using these kinds of services.

In contrast to traditional desktop systems, mobile systems are always used in a spe-
cific context. However most of the mobile systems nowadays do not make use of the
current context or situation and hence are only usable for a very specific purpose.

In this chapter we will focus on a particular subclass of mobile systems, that of mo-
bile guides. Mobile guides are applications that provide assistance in a particular, some-
times narrowly defined domain. These guides usually provide assistance very similar to
those of human experts of the particular domain. Suitable domains for mobile guides are
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for example tourist applications, such as museum and tour guides, pedestrian navigation
systems and shopping assistants. In these domains the mobile guide acts as an expert of
the domain and provides the user with information adapted to the current situation. The
high degree of adaptivity is the major differences between mobile guides and the afore-
mentioned examples of mobile computing. Adaptivity in the scope of mobile guides is
often referred to as context-based computing, i.e. the ability to use information on the
current context to adapt the user interaction and the presentation of information to the
current situations of users. An important ability of this class of systems is their adap-
tation to limited resources, such as technical resources (e.g. screen size, bandwidth,
ergonomics, and connectivity) and the cognitive resources of the users (e.g. attention
span, working memory, and haptic abilitities). Mobile guides can be classified along
this dimension by distinguishing three different classes of resource sensitive guides:
(a) resource adapted guides, (b) resource adaptive guides and (c) resource adapting
guides1. Resource adapted guides have been optimized in advance for restricted re-
sources that are well known and follow regular patterns. The quality of their assistance
remains constant for a given input. This includes for example known limitations of
screen size of a mobile pedestrian navigation system. In contrast resource adaptive and
resource adapting guides can handle varying resource restrictions. Therefore, their re-
sults depend on the available resources during runtime. Resource adaptive processes
rely on a single strategy to react to varying resources, whereas resource adapting pro-
cesses select among a number of strategies on a meta cognitive level to comply with
different resource situations. For example a pedestrian navigation system that relies on
positioning technologies with varying positioning quality (e.g. GPS2) could apply a
strategy to compensate these variations by changing the level of abstraction when giv-
ing directions to users. Such a mobile pedestrian navigation system would fall into the
class of resource adaptive guides. It would fall into the class of resource adapting guides
if it would use several adapted positioning strategies, e.g. strategies that help to local-
ize users indoors and outdoors and a meta strategy that selects between these strategies
when appropriate.

We claim that well-designed context-based mobile guides should incorporate this
notion of resource adaptivity in one of the three described ways to increase their flexibil-
ity and ability to adapt to situations and users. Beside these abilities there are technical
prerequisites common to all mobile guides, such as sensing and positioning technolo-
gies and algorithms which will be discussed in the next section. Afterwards we will
discuss a particular example of a representation formalism that helps to model situa-
tions and relevant knowledge on a domain based on the semantic web framework (sec-
tion 17.2.2). Section 17.3 will discuss a broad range of mobile adaptive guides coming
from three expert domains: museum and tourist tours, navigation advice and shopping
assistance.

1 This classification is based on a classification for adaptive processes, firstly presented in [53]
2 Global Positioning System
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17.2 Context-Technologies for Web-Based Adaptive Mobile Guides

Understanding the context of mobile devices is an important prerequisite for the adap-
tion process. Following [48], context is not just the location of the mobile device but
encompasses also other interesting pieces of information like the noise or lighting level,
the network connectivity or bandwidth and even the social situation of the user. We see
context as all pieces of information that are required to describe situations relevant
for an appropriate system behaviour. Some researchers, like Dourish [16], understand
context as being a notion of interaction in a broader sense. This view claims that the
representation and processing of context is much more difficult, since it is not static but
changing depending on the evolution of interaction. As a consequence it is necessary to
model the process of interaction and not only context information alone. We share this
view and make use of a practical definition of context, encompassing all entities and
processes that matter for a broad range of applications, whether being mobile or not.
In section 17.3 we will present several examples of applications to clarify this practical
notion of context.

To better understand how these applications work, we will now focus on two specific
pieces of context information, firstly the location of devices and users and then the
detection of user goals and intentions. The location is needed by definition for all types
of location-based services (e.g. navigation services or restaurant finders). This might
be enough for a variety of simpler tasks, but for more complex tasks, systems have to
use the user goals and intentions, which might be inferred from their actions or from
physiological sensors and appropriate environmental sensors (e.g. light, pressure and
noise sensors) that monitor the user. Afterwards we will show one particular way to
represent context in a uniform manner so that mobile applications are enabled to access,
process and exchange context information more easily.

17.2.1 Detecting Location

The class of available location technologies can be divided into technologies that allow
for outdoor positioning and technologies that allow for indoor positioning. Outdoor po-
sitioning (such as the technology implemented in car navigation systems) mostly relies
on the satellite infrastructure of the GPS, which provides an accuracy of 10-50 meters
and can be considered as good enough for a variety of navigation and tourist informa-
tion applications [12]. Unfortunately indoors satellite reception is limited, demanding
other technologies than GPS for tracking users. Furthermore, when tracking persons
in building structures (e.g. in an apartment) one is not so much interested in knowing
the exact coordinate (e.g. expressed as latitude, longitude and height) of a person at a
given time, but rather the symbolic location of a person (e.g. as expressed by the sen-
tence “in the kitchen”). This requires a positioning system to respect the boundaries
(i.e. the walls) of physical indoor spaces. Several methods have been proposed in the
past to solve these problems, using infrared beacons [21, 10], radio signals based on
the Wireless LAN standards or FM radio stations [5, 36], ultrasonic signals[45] and a
combination of infrared and RFID technology [8]. Other approaches use several cam-
eras or microphones installed in every room of interest to detect the location of users
[56]. These approaches differ significantly in the amount of infrastructure that has to
be installed. Camera and microphones usually need to be connected to a central server
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which collects and processes the video and sound signals. However, one advantage to
instrumenting the environment is that users need no or only minimal instrumentation
(e.g. a special name tag or badge worn by the user). In contrast, the instrumentation
of the environment can be reduced if users are equipped with a personal device (such
as a PDA3 or mobile phone). In these cases beacons (either based on infrared or radio
signals) are often installed in the environment. These beacons are relatively cheap and
easy to deploy [21, 10]. The personal device is used to detect the presence of beacons
and to calculate the position of the user from this. One drawback is that the personal
device needs to always be operational and has to always stay with the user in order to
provide meaningful location information.

17.2.2 Modeling and Representation of Users, Context and Situations

One prerequisite for adaptive mobile systems is the proper assessment of the user’s sit-
uation. For this purpose systems need to rely on a representation of relevant situations.
Depending on the supported task, situations can be characterized by many different
attributes. Therefore, designers of suitable adaptation mechanisms for mobile guides
need to look at a variety of spatial, temporal, physical and activity related attributes to
provide effective assistance. For example, a mobile guide that assists users in a shop,
needs to know about the current spatial environment of the users (e.g. which products
are nearby), the temporal constraints of the user (e.g. how much time is available for
shopping), the general interests of the users and their preferences (e.g. if the user prefers
red or white wine with tuna), details on the shopping task itself (e.g. which items are on
the shopping list and for which purpose the products are needed) and maybe even about
the physiological and the emotional state of users (e.g. whether users are enjoying the
shopping or not). Having the limited resources of mobile guides in mind, most of the
representation and processing of relevant knowledge needs to be carried out remotely
in the infrastructure. To reduce complexity and to ensure reusability of the knowledge
representations and inference mechanisms, a flexible web-based approach is required
that allows different types of systems to exchange and augment information on users
and particular situations.

In the following, we present UBISWORLD, the user model markup language UserML
and the general user model ontology Gumo for the modeling and representation of users,
context and situations, uniform interpretation of decentralized user models, and the in-
tegration of ubiquitous applications with the u2m.org user model service.

UBISWORLD can be used to represent some parts of the real world like an office,
a shop, a museum or an airport. It represents persons, objects, locations as well as
times, events and their properties and features (see figure 17.1 for a conceptual view of
the ontology). Apart from the representational function, UBISWORLD can be used for
simulation, inspection and control.

The underlying ontology provides the categories as shown in figure 17.2 to represent
the level of granularity of spatial elements like city, building or room. They differ for
different navigational tasks like pedestrian navigation, car navigation, or even planning
a trip with an airplane.

3 Personal Digital Assistant
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Fig. 17.1. The ontology modules of UBISWORLD

Fig. 17.2. Spatial Granulation Levels in UBISWORLD

Apart from this classification, it is also capable of expressing spatial relations like nest-
ing or connections between elements. In particular it is possible to model various situa-
tional properties of spatial elements, such as room-temperature, noise-level or humidity,
which are for example especially important in museums. Additionally, the presence of
persons and physical objects can also be expressed and visualized in this framework.
Besides the symbolic location model, UBISWORLD is designed to model user’s shop-
ping preferences and any situational context.

UserML has been introduced in [24] as a user model exchange language. A central
conceptual idea of the USERML approach is the division of user model dimensions into
the three parts auxiliary, predicate and range as shown right below.

subject
{

UserModelDimension
}
object

⇓
subject

{
auxiliary, predicate, range

}
object

For example, if one wants to say something about the user’s interest in bargain-sale,
one could divide this so-called user model dimension into the auxiliary part has in-
terest, the predicate part bargain-sale and the range part low-medium-high. Apart
from these so called mainpart attributes, further important meta attributes have been
identified for the user modeling domain. These are situation (like start, end, dura-
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bility, location and position), privacy (like key, owner, access, purpose, retention)
and explanation (like creator, method, evidence, confidence). UserML statements
need not use all 25 attributes that have been arranged into groups. However each of
these have a predefined meaning on which specialized meta-data inference modules
work. The advantage of using UserML to model the user model statements is the uni-
form syntactical relational data structure that allows, apart from the representation in an
ontology, also the storage of mass data in a database.

GUMO has been introduced in [23]. It is designed according to the approach of
dividing basic user model dimensions into triples. The advantage of using GUMO in
decentralized settings is the semantical uniformity. A large amount of auxiliaries,
predicates and ranges have so far been identified and inserted into the ontology
that can be inspected with a foldable tree browser at the web page www.gumo.org.
However, it turned out that actually everything can be a predicate for the aux-
iliary hasInterest or hasKnowledge, what leads to a problem if the design is not
modularized. The suggested solution is to identify basic user model dimensions on the
one hand while leaving the more general world knowledge open for already existing
other ontologies on the other hand. Candidates are the general suggested upper merged
ontology SUMO, see [43], and the UBISWORLD ontology to model intelligent envi-
ronments, see http://www.ubisworld.org. This insight leads to a modular ap-
proach which forms a key feature of GUMO. A commonly accepted top level ontology
for user models could be of great importance for the user modeling research commu-
nity. But which groups of user dimensions can be identified? In [28] and [31] rough
classifications for such categories can be found. Furthermore, this ontology should be
represented in a modern semantic web language like OWL and thus be available for
all user-adaptive systems with web access at the same time4. The major advantage
would be the simplification for exchanging interpretable user model information be-
tween different user-adaptive systems. and structural differences between existing user
modeling systems could be overcome. We are collecting the user’s dimensions that are
modeled within user-adaptive systems like the user’s current position, the user’s birth-
place, user’s ability to use stairs or the user’s interest in modern art.

Identified user model auxiliaries apart from hasKnowledge and hasInterest
are for example hasBelieve, hasProperty, hasGoal, hasPlan and hasRegularity. User
model predicates that fit to the auxiliary ”hasProperty” are called Basi-
cUserDimensions. Examples are Emotional States, Characteristics and
Personality. The following listing presents the concept PhysiologicalState defined
as owl:Class. It is defined as a subclass of BasicUserDimensions. A class defines a
group of individuals that belong together because they share some properties. Classes
can be organized in a specialization hierarchy using rdfs:subClassOf.

<owl:Class rdf:ID="PhysiologicalState.700016">
<rdfs:label> Physiological State </rdfs:label>
<rdfs:subClassOf rdf:resource="#BasicUserDimensions.700002" />
<gumo:identifier> 700016 </gumo:identifier>
<gumo:lexicon>state of body or bodily functions</gumo:lexicon>
<gumo:privacy> high.640033 </gumo:privacy>
<gumo:website rdf:resource="&GUMO;concept=700016" />

</owl:Class>

4 Please refer for a further discussion of Semantic Web technologies to chapter 23 of this book
[14]
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Every concept has a unique rdf:ID, that can be resolved into a complete URI. The
attribute gumo:privacy defines the default privacy status for this class of user di-
mensions. The attribute gumo:website points towards a web site, that has its pur-
pose in presenting this ontology concept, to a human reader. The abbreviation &GUMO;
is a shortcut for the complete URL to the GUMO ontology in the semantic web. The
attribute gumo:expiry provides a default value for the average expiry which carries
the qualitative time span of how long the statement is expected to be valid. In most cases
when user model dimensions are measured, one has a rough idea about the expected ex-
piry. For instance, emotional states hold normally no longer than 15 minutes, however
personality traits won’t change within months. Since this qualitative time span is de-
pendent from every user model dimension, it should be defined within GUMO. Some
examples of rough expiry-classifications are:

– physiologicalState.heartbeat - can change within seconds
– characteristics.inventive - can change within months
– personality.introvert - can change within years

The idea behind gumo:expiry is that if no new actual value is available on the user
model server after a while, one can still work with old values, probably combined
with reduced confidence values. The semantic web ontology language OWL allows
to construct complex, graph-like hierarchies of user model concepts with multiple-
inheritance, which is especially important for ontology integration. The GUMO vocabu-
lary includes gumo:identifier, gumo:expiry, gumo:image, gumo:priv-
acy, gumo:website, gumo:image and gumo:lexicon. To support the dis-
tributed construction and refinement of GUMO, we developed a specialized online edi-
tor to introduce new concepts, to add their definitions and to transform the information
automatically into the required semantic web language.

The different applications or agents produce or use UserML statements to represent
the user model information. UserML forms the syntactic description in the knowledge
exchange process, while the each concept like the user model auxiliary hasProperty
and the user model dimension timePressure points to a semantical definition of this
concept which is either defined in the general user model ontology GUMO, see figure
17.3.

Fig. 17.3. The syntax-semantics interplay between USERML and GUMO
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A user model service manages information about users and contributes additional ben-
efit compared to a user model server. The u2m.org user model service consists of
a set of application-independent servers with a distributed approach for accessing and
storing user information, the possibility to exchange and understand data between dif-
ferent applications, as well as adding privacy and transparency to the statements about
the user5. Applications can retrieve or add information by HTTP requests like:

http://www.u2m.org/UbisWorld/UserModelService.php?
subject=Peter&auxiliary=hasInterest&predicate=bargain-sale

We have tested the approach in a MOBILEMUSEUMSGUIDE, see [37], in a POSITION-
INGSERVICE, see [8] and in an ALARMMANAGER application, see [9]. The latter one
is a notification service for instrumented environments that adapts the presentation of
announcements to the user’s state of arousal and the user’s location. Both are retrieved
from the UserML and GUMO enabled user model service. The location is derived from
the POSITIONINGSERVICE application. This service runs on the user’s PDA and uses
infrared beacons and active RFID tags that are installed in the environment to estimate
the location of the user which is then send via WiFi to the user model service.

17.3 Review of mobile guide Applications

This chapter contains an overview on several existing mobile guides, including both
commercial and research systems and prototypes. It shows the variety of approaches
and different adaptation levels. We will discuss systems from three different, prominent
application domains: museum guides, navigation systems and shopping assistants.

17.3.1 Museum Guides

In this section we will review four different museum guide research projects in order to
give a brief overview on the research area. While all of the mentioned systems share a
common attribute, namely the use of handheld-computers in order to allow for mobile
content presentations and user interactions, each project focuses on a different aspect.
While the Sotto Voce project [3] fosters communication among users while exploring
the museum site and using the mobile tour guide system, the AgentSalon project [52]
focuses on inter-user communication at stationary devices spread throughout the mu-
seum. Both the Hippie project [42] and the PEACH project [47] are concerned with
automatic content adaptation based on technical restrictions of specific presentation de-
vices but also influenced by user preferences and knowledge. While the Hippie museum
guide system uses stationary and mobile devices in a sequential way, the PEACH mu-
seum guide combines both mobile and stationary systems in real time on site.

The basic idea behind the Sotto Voce project is to build a mobile museum guide
system taking into account the special needs of groups visiting a museum. Instead of
supporting only individual users, the system should be capable of not only supporting

5 For more details on privacy issues in personalized web applications see chapter 21 of this
book[30]
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but actually encouraging communication among group members. In most cases, par-
ticipants of docent-led tours are turned into a passive audience and audio tours often
force users into isolation [25]. In order to engage users of the Sotto Voce system into
conversation, the electronic guidebook forming the central part of the system supports
technologically mediated sharing of informational audio content. This sharing mecha-
nism is called eavesdropping and will be explained later.

The Sotto Voce prototype consists of several guidebook devices. These devices
combine a Compaq iPAQ 3650 handheld computer featuring a high resolution colour
touchscreen with a wireless local-area network (WLAN) card. In addition, headsets that
do not fully occlude the ears and hence still allow users to communicate verbally with
each other, are connected to the iPAQ. In order to support the audio sharing mecha-
nism, two guidebook devices may be paired over the WLAN using standard internet
protocols (UDP/IP). Since the audio content to be presented is fixed and pre-installed
on each guidebook, only synchronizing messages need to be exchanged between the
paired guidebooks (e.g. ”stop playing clip x”, ”start playing clip y”). The user interface
of the prototype is subdivided into two regions (see figure 17.4).

Fig. 17.4. The Sotto Voce prototype setup (source: [3])

While a small region in the upper part of the touchscreen features two different radio
button groups (one for controlling the eavesdrop mechanism which we will describe
below and a second one which allows users to select the room in which they are located),
the major, lower part of the touchscreen is used to display a photograph of a wall of the
room in which the user is standing. By pressing hardware buttons on the iPAQ, users
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may change the wall displayed on the touchscreen. The photographs resemble a visual
interface with buttons to select audio content related to specific objects on the walls.
The photographs displayed are a set of web browser imagemaps. If a user taps on the
screen and hits the target region of an image map, the audio content corresponding with
the tapped object will be started. If a user taps on a region which is not linked with
an object, the guidebook displays transient target outlines appearing around the objects
that may be tapped.

The eavesdropping mechanism allows two users of the system to share audio con-
tent. When a visitor selects an audio clip by tapping on the touchscreen, she always
hears that audio clip. However, if the second person is playing an audio clip, while the
first person is not currently listening to an audio clip, both users will hear the same audio
clip. Audio clips are never mixed, and personally selected clips are always preferred.
The playback of audio clips is synchronized, which means that, in case both users are
listening to different audio clips, and one clip is shorter than the other, the correspond-
ing user will not hear the other users audio clip from the beginning, but from the actual
playback position. Users may control the eavesdrop mechanism by either turning it off
or by selecting two different volume settings.

In the AgentSalon project, several mobile devices may be used in combination with
a single stationary system, a so called information kiosk which is assumed to be located
in a meeting place of an exhibition site. The main idea behind the system is to support
face-to-face discussions and exchange of knowledge by tempting users to chat with each
other. In order to achieve this goal, users are monitored while exploring the exhibition
site. In this way, the system is aware of the exhibits already visited by each user. In
addition, users are also asked to state personal interests prior to using the AgentSalon
system and they are also allowed to rate each exhibit they visit during their tour. While
exploring the exhibition site, each user is accompanied by a virtual personal agent,
represented visually on the mobile device as a simple, static comic figure.

During the exploration phase, users of the system are free to visit a stationary infor-
mation kiosk. Once in front of the information kiosk, the user’s virtual personal agent is
capable to migrate from the user’s personal mobile device to the information kiosk (see
figure 17.5). The migration is done in a very simple way, by turning of the characters
visual representation on the mobile device and by showing the same visual character
representation on the information kiosk. The information kiosk allows for direct user
interaction with the system by integrating a touch-screen device. In this way, a single
user can request additional information regarding the exhibition.

However, the main purpose of the information kiosk is to foster direct communica-
tion between several users of the system. The system allows up to five users to benefit
of a single stationary device. Each of these user’s virtual personal agent will transit to
the information kiosk, as described above. Since each user chooses a different visual
representation for his/her virtual personal agent, these characters may all appear on a
single device and still allow users to easily distinguish the different characters. Once a
virtual personal agent appears on the information kiosk, the AgentSalon system detects
common as well as different parts in the different user’s interests and visiting records.
Based on this calculated overlap between user interests and experiences, the agents
plan and begin conversations observed by the users. The dynamic script generation for
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Fig. 17.5. AgentSalon: Multiuser and multidevice interaction (source: [52])

interesting inter-agent communications is based on a knowledge based system. Using
strategic rules, the system combines reusable templates of conversations, resulting in a
conversation script for several virtual personal agents.

The basic idea behind these inter-agent communications is to start a communication
between their users (as illustrated in figure 17.5). While the personal agents talk about
the interests and experiences of their users, hopefully users will be encourage to start a
conversation among themselves about the same topics.

The Hippie system is an internet based museum guide which may be used in a
stationary context at home and in a mobile scenario on location. The selection of con-
tent presented to the users is influenced by a number of factors like physical location,
personal interests of users as well as user knowledge and preferences. While the sta-
tionary version of the Hippie systems runs on an arbitrary, internet enabled computer,
the mobile version is especially designed to be used in conjunction with a handheld
computer (Toshiba Libretto 100 CT). The users physical location within the museum is
determined by a combination of infrared beacons and an electronic compass. While the
electronic compass is used to determine the user’s orientation, the infrared beacons are
employed to determine the user physical location. The infrared beacons emit a unique
signal which is received by an infrared receiver which is connected to the handheld-
computer and is fixed to the users jacket or alternatively, to the systems earphones. The
unique ID is then forwarded from the handheld-computer to a server via a wireless con-
nection. The server selects appropriate content from a database which is then transferred
back to the handheld-computer via the same communication channel.

The different configurations of mobile and stationary hardware demand different
application layouts and content presentation on the different devices. The content is au-
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tomatically adapted according to the capabilities and limitations of each device. Some-
times, information presented using a specific presentation modality has to be converted
to another presentation modality. An example is written text, which may be presented
in an appropriate fashion on the large screen of the stationary device but which is incon-
venient for the small display of the mobile device. In such a case, the written text would
be substituted by pre-recorded spoken utterances which would then be rendered on the
mobile device. Another adaptation strategy is the alternation of quality. For example a
large scale image may be shown on the stationary device, but may have to be reduced
in resolution prior to its presentation on the screen of the mobile device.

Apart from the content adaptation to the different output modalities of mobile and
stationary devices, the system also tries to adapt the presented content according to the
knowledge and interests of each user. For this purpose, the system keeps a user model
which is updated based on the user’s interactions with the mobile system and the users
trajectory within the museum. A rule based system is used to determine appropriate
content or to choose alternative routes through the museum.

The PEACH museum guide project [51, 20] also deals with automatic content adap-
tation to different output devices, however the approach is quite different. While in the
Hippie system, stationary and mobile devices are used in a sequential way (e.g. a user
first prepares her museum visit on the personal computer at home and then uses the
mobile device while actually visiting the museum), the PEACH system combines both
mobile and stationary systems in parallel. While exploring the physical site of the mu-
seum, users are equipped with a handheld-computer with integrated wireless communi-
cation functionality. Location based services (i.e. information that is related to a specific
object or location within the museum) are presented on the mobile device. Instead of
simply resizing images that do not fit the screen of the mobile device (like in the Hip-
pie project), in the PEACH project, large images (and corresponding spoken utterances)
are automatically transformed into video clips which show particular details of the large
image which correspond timely with the content of the spoken utterances.

However, in some cases the information to be presented is not available in a format
which may be adapted to the mobile device. To fill in this gap, additional stationary
devices are spread throughout the museum. The idea is to allow users to occasionally
use one of these stationary devices to request information of such kind, that can not
be presented in an appropriate way on the mobile device (for example high resolution
images or video clips). While the user moves through the physical space of the museum
(both user location and orientation are derived from infrared beacons very similar to the
ones used in the Hippie system) and interacts with the mobile device, the system builds
up and updates a user model. From time to time, the mobile guide may suggest to look
for a stationary device in order to see some additional information related to recently
presented information on the mobile device.

A peculiarity of the PEACH museum guide system is the use of virtual character
which act as tour guides within the museum. The comic like characters may be used on
both mobile- and stationary devices and may easily transit from one device to another.
For both types of devices, different character layouts where developed (see figure 17.6).
The virtual characters fulfill a number of purposes within the scenario.
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Fig. 17.6. PEACH: Virtual characters for mobile and stationary devices

First of all, they are taking the role of a museum guide. Instead of presenting the in-
formation in a standard fashion, the virtual character helps to make the experience for
users of the PEACH system more lively and engaging. While being a museum guide,
a virtual character within PEACH may play different roles. The virtual character may
either play the role of a presenter (i.e. using spoken utterances and gestures to present
information) or it may play the role of an anchorman (similar to television, where an
anchorman appears in-between different video clips to make the whole presentation a
coherent experience).

A second purpose fulfilled by the virtual characters is the representation of different
views on the content of the museum. By providing not a single character, but instead a
number of different characters (which represent different stereotypes) to choose from,
users may decide to change the perspective of their personal tour within the museum.
For example, a character resembling a medieval artist is used in the same scenario to-
gether with another character, a female representing the medieval upper class. By choos-
ing one of the characters, the tour will either focus on artistical aspects of the objects on
display or it will focus on the socio- historical background of the time in which those
objects were produced. Since users are free to choose a different character whenever
they like, they may experience the same exhibit with different perspectives.

Finally, the virtual characters are used to guarantee for a coherent experience while
using both mobile and stationary devices. The characters may transit from mobile- to
stationary device and vice versa. The transition from one device to another is visualized
by a disappearing character on the source device and a reappearing character on the
destination device and is underlined by a sound starting on the source device and ending
on the destination device. In this way, the users attentional focus is guided from one
device to another. Additionally, the virtual characters offer a unified user interface on
both mobile and stationary devices.
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17.3.2 Navigation Systems

Mobile guides and navigational assistants have come a long way since the first research
prototypes (e. g. [1]). At the moment, there are not only many different research projects
focussing on the topic, some of which will be presented in the following, but there are
also several commercial services available to mobile phone users and car drivers6. Re-
cent developments such as the emergence of ubiquitous computing [55] and the conver-
gence of portable computing devices (such as a PDA and a laptop computers), wireless
communication (such as wireless LAN or the General Packet Radio Service (GPRS))
and localisation means (such as the Global Positioning System (GPS)) have further in-
creased the pace of progress. The arrival of the new generation of mobile phones that
provide a higher bandwidth and allow for a more precise localisation will most likely
have a similar effect.

In the following we select a set of systems that offer unique features or have been
influential in the development of the field.

The first project reviewed in our section about research systems is the GUIDE
project [12]. The system provides information about the city of Lancaster. The mobile
component of the GUIDE system was connected wirelessly to an information server.
Based on the current WLAN access point the guide senses the position and provides
guidance and information services from a central server through a browser-based in-
terface. The GUIDE system was used by ‘real’ tourists visiting the city of Lancaster,
which have been asked to rate their experience with the system. In [12] a small user
study based on direct observation, audio recording and a time stamped log of user in-
teractions is reported. In this study the majority of users appreciated the ability to use
the system as a tour guide, a map or a guidebook. The main services offered by the
GUIDE system consist in the provision of information on sights and guidance of the
tourist to these sights. Unlike most other outdoor guidance systems, GUIDE uses the
network cells defined by several strategically placed wireless access points to determine
the current position of the user and does not rely on GPS. In addition, there is a simple
interactive means to address the loss of network connection: the user is given a long list
of thumbnails of all sights at the city and is then asked to select the one closest to her.
Based on her answer, the system tries to estimate the user’s current position in the city.

TellMaris was a prototype for a mobile tourist guide that was developed at Nokia
Research Center [33, 38]. It was one of the first mobile systems to combine three-
dimensional graphics with two-dimensional maps running on a mobile phone. Tell-
Maris was developed for the city of Tønsberg, Norway to help boat tourists in finding
locations of interest (e.g. hotels). The user of the system can dynamically navigate the
rendered scene using cursor keys on the phone. The user’s position is also highlighted
in the map and dynamically updated to reflect the navigation of the user in the 3D scene.
The prototype only provides static navigation services, which means that the user can
only navigate in the 3D scene and the map in order to explore the city of Tønsberg, but
so far there has been no guidance functionality implemented. The only automated assis-
tance consists of an arrow in the 3D model that points in the direction of the previously
selected target location. While in future version of the system positioning eventually

6 E.g. the Garmin Streetpilot 2650
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will depend on GPS, the first prototype depends entirely on the user to manually posi-
tion herself on the map or in the 3D model. Within the TellMaris project, a further study
was reported [6], which investigated the usefulness of combined 3D/2D presentations
with a limited number of participants and a limited prototype. 3D maps were received
positively, although some users complained that they had difficulties in comparing the
2D and 3D maps provided by the system, which they attributed to some lack of corre-
spondence between them. In the 3D map the user had the possibility to choose between
a walking level (pedestrian view) and a flying level (birds-eye view). In the study, the
flying mode was found to be superior for navigational purposes. A more sophisticated
view on 3D adaptive web sites in general is given in chapter 14 of this book [13].

Fig. 17.7. The BPN-System combines a web-based routing services with a mobile car and a
pedestrian navigation service. (source: [34])
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The LoL@ (local location assistant) system [2, 44] is a mobile tourist guide for the
city of Vienna designed for the next generation of mobile phone networks, the Universal
Mobile Telecommunications System (UMTS). It was developed at the Forschungszen-
trum Telekommunikation Wien. Like the GUIDE system and TeLLMaris, LOL@ is
based on a client-server paradigm: a client, in this case a mobile phone, accesses a
server (i.e. a web server). While this approach allows for easy addition of multiple
clients, it highly depends on a reliable connection between client and server, which is
not always given. Similarly to the aforementioned GUIDE system, the main interaction
metaphor in the LOL@ system is that of a web browser, which means that the system’s
users can click on links or buttons to access information and/or to trigger some ac-
tions. LOL@ provides three main services to its users: guidance on virtual or real tours
through Vienna, provision of information on sights, and a personalized semi-automated
tour diary. The guidance process requires the user to manually confirm her arrival at the
end of each segment in order to trigger instructions for the next one. These instructions
are either given via speech or using a map enriched with a set of predefined sights. The
user can also access multi-media information on the objects that are visible on screen.
Links allow for accessing structured information such as pictures, texts, or movie clips.
When the user follows a tour, LoL@ automatically generates a tour diary consisting of
a web page containing a chronologically ordered list of visited sights and user additions
such as pictures and notes.

Based on the experiences gained in the project REAL [6] researchers of Saarland
University and the car manufacturer BMW developed the BMW Personal Navigator
(BPN) [34]. The system combines a desktop event and a web-based route planer, a car
navigation system, and a multi-modal, in- and outdoor pedestrian navigation system for
a PDA and offers a situated personalized navigation service summarized in figure 17.7.
In order to prepare the route for the car, the BPN uses a route-planner freely accessi-
ble from the internet. For pedestrian navigation the systems uses externally generated
navigational information by a GIS server. Information about streets, landmarks and ref-
erences to maps and 3D models are stored on the mobiles device. During the trip, the
information can be updated by server access via mobile phone or a BlueTooth connec-
tion to the in-car navigation system.

17.3.3 Shopping Assistants

Shopping has been identified by [18] as a “realm of social action, interaction and ex-
perience which increasingly structures the everyday practices of urban people”. Soci-
ologists have described the shopping experience as complex and ambiguous, and full
of contradictions and tensions. [39] for example state that shopping is ambiguous in
nature because it is essentially a private experience that occurs in a public setting. They
argue that shopping is contradictory in that it is an experience that yields both pleasure
and anxiety which can easily morph into a nightmare. The act of shopping can also be
seen to entail tension, in the form of rationality versus impulse, and between a pleasur-
able social form and a necessary maintenance activity. From these perspectives and the
associated intricacies, it is evident that shopping is a subject consisting of considerable
depth. It plays a central role within society, and thus is a prime field of study for mobile
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guide applications, particularly in relation to the benefits that may result for retailers
and consumers.

This section summarizes a range of shopping assistants that are currently either
being developed as part of research projects, or that have already found their way into
the commercial market place. Matching the diversity that entails the act of shopping
itself, the described assistants cover a wide range of product domains such as everyday
grocery items like bread and milk, electronic items like digital cameras, and even car
sales. Some of the described implementations are location and context aware, and delve
into the realms of mobile, ubiquitous and pervasive computing. Their architectures are
often based on instrumented environments and shopping trolleys, and handheld devices
that accompany a user around a store. Extending upon the roles of the traditional real-
world sales assistant, the main areas that this type of shopping assistant focus on include
guiding a user around a store, and providing users with supporting information in the
form of personal shopping lists and product specifications. Being location and context
aware is also a commonality of other types of mobile guides including navigational
guides (see section section 17.3.2), and museum guides (see section section 17.3.1).

Some systems are now also beginning to merge these application domains together,
which can be seen in [35] where a multimodal shopping assistant is tightly linked to a
mobile pedestrian navigation and exploration system. A second class of shopping assis-
tant that is briefly discussed within this section are those based on web-agents. These
collate data from many different product vendors and then allow customers to access
the results via the Web in the form of comparison charts. In contrast to location and
context-aware shopping assistants, which need to cater for customers that are “mov-
ing” around a shop, assistants based on web agents are generally accessed through a
stationary desktop computer and are closely related to the paradigm of home Internet
shopping. Current research into shopping assistants tries to build on the aforementioned
assistants by providing additional value to the shopping experience in the form of con-
versational dialogues, multimodal interaction, augmented reality, and enhanced plan
recognition. They also try to cater for the personal needs of individual users and for
specific user groups such as people with disabilities (e.g. sight-impaired users).

Context-aware shopping assistants have the primary goal of improving a customer’s
“in-store” shopping experience, while at the same time increasing the store’s level of
efficiency and profits. Two commercial context-aware shopping assistants include the
METRO Group’s Future Store7, and IBM’s Shopping Buddy [26] as can be seen in
figure 17.8. The goal of the Future Store initiative was to integrate multiple emerging
technologies into an existing store, and to evaluate the technologies as a preliminary
step to broad integration of the technologies throughout the retail chain. Key technology
components used in the store include servers, Radio Frequency Identification (RFID)
readers, kiosks, desktop and mobile PCs, handheld devices, and network components.
The Future Store installation can be seen to benefit both retailers and customers. From
a retailer’s point of view, RFID tags can be placed on pallets and individual products
to allow inventory throughout the store’s supply chain to be tracked. This is achieved
through the use of RFID readers, which for example if attached to shelves can no-
tify staff when products need to be replenished. The system also allows staff to access

7 For more information see http://www.future-store.de
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Fig. 17.8. The IBM’s Shopping Buddy mounted to an ordinary shopping trolley. (source: [26])

business intelligence through mobile PDAs, via functions that for example allow stock
levels to be checked, item information to be requested, and product prices to be auto-
matically changed on electronic advertising displays. From a customer’s point of view,
benefits revolve around a more convenient, engaging, and customized shopping experi-
ence. A loyalty card allows the customer to begin shopping before they enter the store
by selecting goods that they plan to purchase from a website and saving these to the
card for later use in conjunction with an instrumented shopping trolley. Touch screen
tablet PCs mounted on top of trolleys provide shopping lists, product descriptions and
pictures, pricing information, and store maps, along with running totals for the prod-
ucts selected and placed inside the trolley. Promotional offers are also displayed on the
trolley’s display, based on the shopper’s location in the store, and 19” displays mounted
above product areas offer further promotional information using video and animation.

On a similar front, IBM’s Shopping Buddy [26] has been deployed in several stores
and has many of the same goals as that of the METRO Future Store. The Shopping
Buddy for example displays running totals of how much consumers have spent and
saved during their visit. It reminds them of past purchases, and allows them to place
orders with the supermarket’s deli from their trolley and pick up their requests once
the system indicates they are ready. Complementing the trolley functionality, a location
tracking system permits the delivery of targeted promotions, and is also capable of
helping consumers navigate through the store, and helping consumers locate products.
Similar to the Future Store, the system reduces checkout lines by allowing consumers
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to scan and bag items as they shop, and then complete their transactions using IBM’s
Self Checkout system.

Shopping assistants based on web agents have the goal of optimising a customer’s
“online” shopping experience, in the form of both time efficiency and cost savings. They
generally collate product and price information from a number of different vendors, and
make this information available to consumers in the form of comparison charts. They
have however only had limited success in commercial markets, where many vendors
do not stand to gain by competing on price. Most web-based shopping agents that exist
commercially are often biased towards participating vendors, in that they only present
results from companies with whom they collaborate. [40] list a number of such exam-
ples including MySimon, DealTime, PriceScan, and RoboShopper. They also outline a
range of attempts at building unbiased agents, including ShopBot [15] which was later
commercialized by Excite, PersonaLogic which disappeared after being bought out by
AOL, and FireFly which ceased operations after it was acquired by Microsoft.

Current research into the development of shopping assistants is being conducted on
a number of fronts, ranging from extensions to the general in-store scenario to cater for
additional surroundings like that of the family home [32], the use of plan recognition
[49] and decision theoretic planning [7] to better predict and guide a customer through-
out their shop, the incorporation of augmented reality [57], conversational interfaces
[11, 46], multimodal interaction [54], and the design of shopping assistant interfaces
with respect for example to small displays [41] and the visually impaired [17].

Most of these research projects are extensions to location- and context-aware shop-
ping systems rather than web-based shopping agents. The Personal Shopping Assistant
[4] from AT&T Bell Laboratories is a system that closely resembles the two commercial
context-aware systems described above. It is also based on a client-server architecture
consisting of a shop server containing the business logic, and hand held client devices
that present information to customers. In this system, the handheld devices are however
seen as dumb devices and used as information portals only; aside from the communi-
cations protocol there is no computation performed by the portable units. The system
aims to help a customer navigate within a store, provide them with details on products
of interest via the mobile device’s screen, points out items that are on sale, allows for
comparative price analyses, determines price information through an attached barcode
scanner, and even plays the user’s favourite music over a private headset. User input
primarily takes the form of spoken keywords (via a microphone), but is also possible
via a bar code reader and several general purpose buttons.

The MyGROCER project [32] extends the general in-store scenario to cater for in-
house and on-the-move interaction aswell. Whereas the functionality of the in-store
scenario is based on an instrumented shopping trolley and includes displaying a user’s
shopping list as well as in-store promotions based on previous consumer buying be-
haviour and cross-selling product associations, the in-house scenario is based on instru-
mented key-storing locations that are inter-networked with RFID receivers and allow
products that are removed from their original location to be added to the user’s shop-
ping list and accessed via a mobile phone connection. The on-the-move scenario incor-
porates notifications about products that have run out-of-stock and allows for the home
delivery of such products.
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Fig. 17.9. The shopping card used by Schneider for their plan-recognition shopping guide.
(source: [49])

Schneider outlines in [49] an adaptive shopping assistant that utilizes plan recognition
techniques to aid the user while shopping. In particular Schneider develops a proactive
user interface driven by implicit interaction in a real world shopping scenario. As a
result, the system may provide detailed product information if users pick up a product
that they have never handled before. Alternatively, the system may display a list of
similar products, or product chart comparisons (e.g. if the user has two products in their
hands). If the system infers that the user is cooking a particular dish, a list of additional
products that might be required may also be displayed. Presentation output takes the
form of dynamic HTML pages, displayed on the shopping trolley’s display.

[7] develop a PDA-based system that gives a shopper directions through a shopping
mall based on the type of products the shopper has expressed interest in, the shopper’s
current location, and the purchases that the shopper has made so far. The approach
uses decision-theoretic planning to compute a policy that optimizes the expected utility
of a shopper’s walk through the shopping mall, taking into account uncertainty about
whether the shopper will actually find a suitable product in a given location, and the
time required for each purchase.

Another interesting design is the PromoPad [57]. This is an in-store e-commerce
system that provides context-sensitive shopping assistance and personalized advertising
through augmented reality techniques. Individual objects that are encountered in the
real world are augmented with virtual complements so as to make the real objects more
meaningful and appealing. The system is novel in that, aside from adding new imagery
relative to a focal product, the system can also remove elements of the image that may
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Fig. 17.10. Interacting with the ShopAssist system through multimodal input (source: [54])

distract from the focal product. This system is based on a tablet PC with a camera
mounted on the back. The display on the tablet provides a modified version of the
camera image which the shoppers can look at as though it were a ”magic frame” (i.e.
see-through).

Two shopping assistants supporting conversational interfaces include [11] and
CrossTalk [46]. [11] developed an online conversational dialog system that assists users
in finding notebooks by engaging them in dialog. Based on a market survey, they ac-
quired an appropriate set of natural language user vocabulary consisting of 195 key-
words and phrases, and then generated statistical n-gram models and a shallow noun
phrase grammar for extracting keywords and phrases from user input. Subsequent user
studies found that when compared to a menu driven system, use of the conversational
interface reduced the average number of clicks by 63% and the average interaction
time by 33%. In comparison to this systen, which encourages direct human-computer
conversation, CrossTalk is an interactive installation in which agents engage in con-
versational car sale dialogues. It builds on the Inhabited Market Place (IMP) [29] by
adding a virtual fair hostess Cyberella to act as mediator between human visitors and
the IMP application. The IMP is a virtual place (e.g. a showroom) where seller agents
provide product information to potential buyer agents in the form of typical multi-party
sales dialogues. This allows for human users observing the dialogue to learn about the
features of a car.

The Mobile ShopAssist [54] is a shopping assistant that focuses on mobile and mul-
timodal interaction. It provides a shopper accompanied by a mobile Pocket PC device
with the ability to enquire about product attributes, and to ask for comparison informa-
tion between different products like digital cameras. The input modalities provided by
the assistant include speech, handwriting, gesture, and combinations thereof. An inter-
esting feature of the system is that it caters not only for interaction with products on the
mobile device’s screen (e.g. intra-gestures), but also with products in the real world via
extra-gestures in the form of pick-up and put-down actions. The fusion of all the inputs
is performed locally on the device itself, as too the recognition and interpretation of all
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interactions except extra-gesture, which is recognized by RFID instrumented shelves
and then sent to the mobile device via a wireless LAN connection. Studies conducted
on the basis of this implementation show that modalities like intra-gesture were pre-
ferred in a public setting (e.g. in a store), while modalities like speech and extra-gesture
were preferred in more private settings (e.g. at home).

In comparison to the Mobile ShopAssist, which caters for many types of users via
a blanket coverage of the modalities, SAVi [17] is an assistant that specifically caters
for the visually impaired, and is designed to aid the blind or sight-impaired shopper in
identifying and selecting products from store shelves, by verbalizing the name, brand,
and price of an item. In contrast to other systems in which product IDs are detected by
readers that are built into instrumented shelves, in this implementation, the product IDs
are detected via an iGlove (based on work from Intel Research) that contains the RFID
reader. The proposed solution is said to have the benefit that it can also be used when
putting items away at the customer’s home provided the right infrastructure exists.

[41] take a different focus with their research into mobile shopping assistants and
discuss on the basis of studies into people’s grocery shopping habits, what an inter-
face for mobile devices should actually look like. With this goal in mind, they design
and evaluate prototypes and also perform usability tests within a true shopping envi-
ronment. Based on user preferences on nine different spatial and contextual interface
designs, they develop a user interface that is divided into three segments, the middle
more prominent region consisting of a shopping list, the top consisting of a spatial map,
and a promotional area at the bottom displaying revolving store specials.

17.4 Discussion

The previous section gives an impression of the broad range of application domains of
adaptive mobile guides. Given the early state of the field and the emerging technologies
that are yet to come, it seems obvious that mobile guides will have a considerable im-
pact on our daily lives in the future. Figure 17.11 gives an overview on the most relevant
features of the most prominent systems that we have discussed. The figure thus repre-
sents the current state of the art of adaptive mobile guides. When looking at the columns
it seems that systems from the museum domain are the most advanced in terms of the
degree of resource adaptivity (as discussed in section 17.1). Two out of four systems
are resource adaptive, i.e. they are able to adapt their output to certain limited resource
and one system is even resource adapting and applies different strategies to improve the
quality of the adaptation process. In the class of navigation systems two approaches can
be considered resource adapting (mainly because they use different strategies to deter-
mine a good fix for the location). The shopping guides are less resource adaptive. This
might be due to the high amount of commercial system we have discussed. The com-
mercial guides are more adapted towards a single dimension (e.g. the small screen size
of the mobile device or a particular user preference). Two research systems of this class
are however resource adaptive and demonstrate the future direction mobile shopping
guides will take.
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Fig. 17.11. Comparison of the relevant features of adaptive mobile guides.
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Positioning technology and algorithms and thus the adaptation to the current loca-
tion is an important topic for now and for the future. Only two of the discussed systems
do not look at the user’s location. All the other systems rely more or less on this impor-
tant piece of context information. Although orientation is an important information for
most of the systems, it has to be retrieved differently in the respective domains. While
museum guides adapt to users that walk rather slowly and tend to turn on the spot and
therefore need explicit sensor technology to track orientation (e.g. an electronic com-
pass or infrared beacons), outdoor navigation systems can use the GPS trajectory to
infer the current user orientation. Also, these systems do not need fine grain resolution
of orientation to provide proper assistance.

It is also interesting to note that most of the discussed systems use a self-designed
database and only a couple of them make use of semantic web standards. However, it is
very likely that we will see more and more systems using these standards. This will not
only increase the degree of adaptivity of a single system, but also the degree of inter-
operability between several mobile guides. This will lead to mobile systems that learn
across multiple domains. For example, a mobile shopping guide could take advantage
of information gathered from the user in the museum domain. Such an integration of
different services is an important future research topic.

Until now mobile guides are mostly targeted to a single user, although some of the
discussed systems explicitly look at two or even more users at the same time. Given the
high relevance of the social experience of many possible application domains we will
see more and more socially aware systems that take into account other humans in the
surroundings of the actual user.

It is also important to note that the technological platform of most systems is still the
PDA, but more and more guides will appear for mobile phones. This will have a major
impact on the distribution of commercial systems. Another trend that can be observed,
is that more and more systems integrate mobile devices with devices that are installed
in the infrastructure (e.g. large displays or projection devices). This is very much in
line with the computing paradigm of ubiquitous computing and it seems plausible that
research will continue in that direction.

17.5 Conclusion

In this chapter we have discussed a variety of aspects related to the design and imple-
mentation of mobile guides. We have highlighted that mobile guide applications differ
significantly from traditional adaptive systems by their use in a specific and dynamic
context. This includes not only aspects of their users that should be represented in a
user model, but also characteristics of the environment and the particular situations of
usage. We have briefly introduced UbisWorld, a web-based approach to formalize all
the aspects that we regard as relevant for mobile applications. Finally, we have pre-
sented a review of mobile guide applications, coming from three different domains:
museum guides, navigation systems and shopping assistants. This overview has shown
that although commercial mobile prototypes do exist their ability to adapt to situations
and the environment is rather limited.
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To this extent, some of the benefits of the actual research efforts are already visible
in the commercial marketplace in the form of web-based shopping agents, and in the
form of instrumented shops consisting of smart trolleys and mobile hand-held devices.
In the area of museum guides, rather simple commercial systems do exist that exploit
the location of the visitor to provide information on exhibits nearby. In the future those
systems will not only support single users, but whole groups of visitors (more details
on the challenge to model groups can be found in chapter 20 of this book [50]), re-
flecting the fact that visiting a museum is also a social experience. This will require
sophisticated group models and new forms of distributed and embodied interaction in
the museum space. Commercial navigation systems are common place. However, simi-
lar to the museum guides, they usually just exploit the location of the user. In the future
navigation systems will be interconnected and exchange information about the environ-
ment. Car navigation systems will broadcast traffic road information to following cars.
Additional information, such as weather reports, and personal preferences will be incor-
porated to tailor instructions to the actual situation. Here it is apparent that the semantic
integration of different services is of utmost importance.

When designing adaptive mobile systems it is important to keep in mind that these
systems have to be able to process imprecise information. For example the localization
of users is often only possible within certain error bounds. Inferences based on such
imprecise data are therefore also subject to errors. To handle these problems, statisti-
cal methods are used to give statistical estimates of the likelihood of certain system
predictions. Often used in the domain of user modelling are Bayesian Networks (BNs,
an overview of systems can be found in [27]). BNs allow system designers to explic-
itly specify the structure of causes and effects for a given domain by the means of a
network. The edges of this network represent the conditional probabilities between the
observable states (e.g. the location of a user) and non-observable states (e.g. the user’s
goal). These probabilities can be fixed or learned over time. One advantage over a purely
statistical approach to learning, such as a neural network [22], is that a BN allows incor-
porating expert knowledge during the design process. This in turn enables the system to
provide users with explanations of the decision processes at runtime. Mobile adaptive
systems that are able to process imprecise information will be much more flexible and
robust. As we have seen, some approaches do exist, but they can be considered only a
starting point for future research.

In general mobile applications of the future will be much more integrated into the
infrastructure of the environment. Navigation and shopping guides will be able to use
displays in the environment to guide or inform users. For example smart door displays
will be used to navigate users through a building and projectors will be used to project
information directly on products in a shop. This development will lead to a smoother
interaction and will blur the difference between mobile and static parts of the applica-
tion. Of course usability engineering methods have to be applied to ensure the proper
ergonomics of such spatially distributed applications (more details on the topic of us-
ability engineering for the adaptive web are provided in chapter 24 of this book [19]).

It seems feasible to assume that guide applications will run independently from the
actual hardware. Instead of remaining on a mobile device, applications will be mobile
themselves, migrating from device to device depending on the situation and the en-
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vironment. Finally this will require a sophisticated representation and management of
the user’s attention. Without such a management the amount of mobile applications re-
questing the user’s attention will be limited to a small amount. The details of such a
component are still unclear and the subject of current research.
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In Johnson, W.L., André, E., Domingue, J., eds.: Proceedings of IUI 03, Miami Beach, FL,
ACM Press (2003) 117–124
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Abstract. This chapter describes how the adaptive web technologies discussed 
in this book have been applied to news access. First, we provide an overview of 
different types of adaptivity in the context of news access and identify corre-
sponding algorithms. For each adaptivity type, we briefly discuss representative 
systems that use the described techniques. Next, we discuss an in-depth case 
study of a personalized news system. As part of this study, we outline a user 
modeling approach specifically designed for news personalization, and present 
results from an evaluation that attempts to quantify the effect of adaptive news 
access from a user perspective. We conclude by discussing recent trends and 
novel systems in the adaptive news space. 

18.1 Introduction 

The World Wide Web has had a profound impact on our everyday lives: we routinely 
rely on it as a ubiquitous source for timely information. In particular, the web’s real-
time and on-demand characteristics make it an ideal medium for news access any-
where and anytime. As a result, virtually every news organization now has a presence 
on the World Wide Web.  

In addition to transforming how traditional news organizations distribute informa-
tion, the web has enabled new forms of information dissemination. The web provides 
an audience and a platform for individuals to express themselves or engage in discus-
sions. Weblogs, or blogs, on thousands of topics contributed by thousands of indi-
viduals have created a rich information landscape of gigantic proportions. 

While the availability of continuously updated news content provides great value, 
it represents yet another facet of the, now omnipresent, information overload problem. 
How can individuals find the most interesting or relevant news content? How can they 
discover trusted news organizations or find relevant blog posts among thousands of 
choices?  
Adaptive web technology provides the basic building blocks to address these chal-
lenges. We now know how to build tools that help people discover relevant content, 
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route the right information to the right people at the right time, or help aggregate 
content from thousands of sources.  

In this section, we show how some of the adaptive web technologies discussed in 
previous chapters have been applied to adaptive news access. First, we provide an 
overview of different types of adaptivity in the context of news access and identify 
corresponding algorithms. For each adaptivity type, we briefly discuss representative 
systems that use the described techniques. Next, we discuss an in-depth case study of 
a personalized news system. As part of this study, we outline a user modeling ap-
proach specifically designed for news personalization, and present results from an 
evaluation that attempts to quantify the effect of adaptive news access from a user 
perspective. We conclude by discussing recent trends and systems in the adaptive 
news space.  

18.2  Types of Adaptive News Access 

The main goal of adaptive news techniques is to facilitate access to relevant news 
content. This goal can be achieved in several different ways. In this section, we take a 
closer look at the following types of adaptivity: 
 

• News Content Personalization. Systems that personalize content help users find 
personally relevant news stories based on a model of the user’s interests. These 
systems can recommend or automatically rank stories, so that the most relevant 
content is easier to find.  

• Adaptive News Navigation. Adaptive navigation assists the user in navigating to 
the most frequently read sections of a news site.  

• Contextual News Access. Contextual news access techniques provide users with 
news content on the basis of currently viewed information. 

• News Aggregation. Automated aggregation and classification of news content 
helps users identify ongoing or emerging news topics, and assists in accessing 
coverage of a specific topic by multiple providers. In contrast to the adaptivity 
types listed above, news aggregation does not necessarily enable personaliza-
tion, but automated aggregation commonly exhibits adaptive behavior: dynami-
cally generated aggregator pages, e.g. Google News, automatically adapt to the 
current news landscape and provide an indication of emerging topics or trends. 

 
While this chapter focuses on adaptive news access, it is important to point out that 
the analysis of news content for purposes other than adaptivity has been the focus of 
much research in the information retrieval and machine learning communities. For 
example, Topic Detection and Tracking (DTD) is a DARPA-sponsored initiative to 
investigate techniques for finding and following new events in streams of broadcast 
news stories ([35] provides an overview of the DTD sub-tasks and corpora). Clearly, 
research results from these areas are often directly applicable to adaptive news access 
techniques. 
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18.2.1 News Content Personalization 

This section focuses on adaptive techniques that model the user’s interests based on 
explicit or implicit feedback, and use the resulting user models to personalize news 
content. Collecting user feedback explicitly or implicitly has been the focus of much 
research. See Chapter 2 of this book [13] for an in-depth discussion of various feed-
back methods. In addition, the value and accuracy of implicit user feedback have been 
studied in the context of news personalization ([2], [21], [17], [18]).  

The adaptive techniques described in this chapter are in contrast to static content 
customization via user-provided interest profiles. For example, many major news 
sites, e.g. Yahoo! News or Google News, allow users to customize the news catego-
ries to be included on the front page, or allow users to indicate interesting topics via 
web questionnaires. To distinguish between these two approaches, we refer to user-
defined news profiles as customization and adaptive techniques as personalization.  

Previous sections of this book discussed techniques that model users’ individual in-
terests to personalize content (see Chapters 2, 3, 9 and 10 of this book [13], [26], [30], 
[27]). Many of the described modeling and recommendation techniques apply directly 
to news personalization. However, news access has several characteristics that make 
some approaches better suited to the problem than others. In this section, we describe 
how news access differs from other personalization tasks and suggest a set of tech-
niques that are particularly appropriate for this domain. The following characteristics 
are important factors for the design of adaptive approaches to news personalization.  

Dynamic Content. News content is more dynamic than many other content types, 
such as movies, music or books. News stories are released and updated continuously, 
and many stories only remain online for a short period of time until new details 
emerge. This makes content-based methods better suited to news personalization than 
collaborative methods. As discussed in Chapter 9 of this book [30], collaborative 
filtering is based on using the ratings of like-minded users as predictors for relevant 
content. However, collaborative filtering often suffers from the “sparse matrix” prob-
lem, and this limitation is particularly noticeable for news access. For example, rat-
ings from users who have accessed a story can often not be used as predictors for the 
current user because of very limited rating overlap. Related to this issue, collaborative 
filtering approaches suffer from a “latency” problem, i.e. depending on a site’s popu-
larity and traffic, it may take some time for news stories to receive enough user feed-
back to lead to accurate recommendations. In contrast, content-based methods predict 
the user’s interest using text alone, and do not depend on the availability of ratings. In 
addition, the benefits of collaborative filtering, i.e. being able to take advantage of 
qualitative human judgments, are often not critical for services that serve news from a 
single provider. Once the user has selected a content provider he or she trusts and 
agrees with ideologically, the selection of relevant stories is primarily an issue of 
content and not quality or style. However, collaborative methods can certainly be very 
useful for services that attract a large number of users or aggregate stories from mul-
tiple providers. For example, the GroupLens system is well known for its application 
of collaborative filtering techniques to Usenet news [20].  
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Changing Interests. Since new news topics emerge continuously, users’ interests 
tend to change frequently. From an algorithmic perspective, this calls for methods that 
can quickly adjust to changing target concepts. For example, a system that uses a 
machine learning algorithm to learn a model of the user’s interests (as discussed in 
Chapter 10 of this book [27]), should be based on learning algorithms that can quickly 
adjust to changing interests, so that the user does not have to provide a large number 
of training examples until the system discovers the interest change. More generally, 
the notion of changing target concepts that must be tracked algorithmically is known 
as concept drift. The machine learning literature discusses many approaches specifi-
cally designed to address this problem. These techniques are often based on algo-
rithms that can either explicitly detect changing concepts or limit the effects of con-
cept drift via windowing techniques that only consider a temporally constrained sub-
set of the available data [36], [19]. In addition, learning algorithms that require only a 
few training examples to approximate useful models can quickly pick up new user 
interests. For example, instance-based algorithms such as the k-nearest-neighbor algo-
rithm fall into this category ([10], Chapter 10 of this book [27]). 

Multiple Interests.  Users are usually interested in a broad range of different news 
topics. This means that a user modeling approach for news must be capable of repre-
senting multiple topics of interest. If the user model is inferred by a machine learning 
algorithm, k-nearest-neighbor methods are a good choice to address this issue. Sup-
pose the user model is based on the k-nearest-neighbor-based representation described 
in Chapter 10 of this book [27]: in this case, the user model contains labeled news 
stories, e.g. interesting vs not interesting, where each story is represented as a vector 
in the Vector Space Model [33]. A previously unseen story can now be classified 
using the labels of the k most similar stories in the user model. Since the classification 
only depends on these k nearest neighbors, stored news stories that are “further away” 
from the story to be classified and likely reflect the user’s interests in different topics, 
do not influence the classification. As a result, k nearest neighbor methods lend them-
selves to modeling multiple disjoint areas of user interests. 

Novelty. A news story is usually considered most interesting if it conveys information 
the user does not yet know. This has interesting algorithmic implications and further 
differentiates news access from other domains where finding “more of the same” can 
be a good thing.  Algorithms that keep track of information the user has previously 
accessed can avoid this problem by selecting content that is similar, but not identical 
to, previously accessed information. For example, Newsjunkie [12] is a system that 
personalizes news for users by identifying the novelty of stories in the context of 
stories they have already reviewed. The system uses novelty-analysis algorithms that 
analyze inter- and intra-document dynamics by considering how information evolves 
over time from article to article, as well as within individual articles. 

Avoiding Tunnel Vision. Clearly, personalization should not prevent the user from 
finding important novel information or breaking news stories. Adaptive news systems 
can overcome this issue by optionally integrating editorial input into the recommenda-
tion algorithm, or by explicitly boosting the diversity of stories presented to the user 
(see Section 18.3 for an example and more details).  

 



554 D. Billsus and M.J. Pazzani 

Editorial Input. Adaptive news systems attempt to identify a set of stories deemed 
most “relevant” within a large set of potential candidate stories. Traditionally, this has 
been the job of a news editor, i.e. a person who decides which stories to include in a 
paper (or site), and how to order and categorize them. The advent of adaptive news 
technology does not imply that human news editors are not needed anymore. Ranking 
stories by their perceived importance is hard to automate and, ideally, the input from 
human editors should inform the automated selection of content via learned user mod-
els. In addition to obvious benefits from a user perspective, retaining editorial input is 
an important feature for news organizations that are interested in deploying personal-
ization technology: loss of control over the content that users will get to see does not 
appeal to news organizations. Retaining editorial input can be achieved via simple 
methods, such as factoring the position of a news story (as a measure of its relative 
importance) into recommendation algorithms, or by specifying selection rules that 
ensure the user will always get to see the top n stories, regardless of the user’s interest 
model [5]. This is an issue that primarily concerns news personalization for individual 
news organizations. For systems that aggregate news content from multiple providers 
this is less of an issue, and, in fact, one goal of such aggregation systems can be to 
overcome editorial bias.  

Brittleness.  A single action, such as selecting something accidentally or skipping 
over an article on a topic (perhaps because one heard about the details on the radio or 
the wireless connection is dropped) should not have a drastic or unrecoverable effect 
on the model of the user’s interests. 

Availability of Meta-Tags. News personalization algorithms can usually not rely on 
the availability of meta-tags. A process that requires the content provider to do extra 
work by hand, such as adding meta-tags or category labels, is not feasible with thou-
sands of new items being added daily. 

 
In Section 18.3, we outline one particular algorithm that addresses most of the charac-
teristics identified above in more detail, and we highlight results from an experimental 
evaluation. In addition to the algorithm described in Section 18.3 and the examples 
listed above, there are many alternative ways to address the issues identified in this 
section, and numerous studies that discuss various facets of content-based news per-
sonalization have been published. For example, early work by Bharat et al. [2] fo-
cuses on a dynamic user interface for personalized web-based news access: according 
to the authors, the Krakatoa Chronicle was the first newspaper on the World Wide 
Web to provide a layout similar to that of real-world newspapers. The system is 
highly interactive, supports article layout customization, and provides a content-based 
personalization approach that allows users to control the extent to which public and 
personal interests affect the selection of articles. Closely related to this work, Saka-
gami and Kamba [29] describe the Anatagonomy system, a research prototype of a 
personalized online newspaper. This work mainly focuses on the utility of implicit vs 
explicit user feedback. For example, Anatagonomy tracks user interactions such as 
selecting and enlarging articles or scrolling through articles, and interprets these inter-
actions as implicit feedback. Similarly, Balabanovic [1] describes Slider, a user inter-
face specifically designed to capture users’ preferences implicitly, in the context of 
content-based news personalization. The Slider interface is based on a set of on-
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screen panels that users can associate with topics they find interesting. At any time, 
users can create new panels or delete old panels in order to reflect their changing 
interests. When new stories arrive, users can optionally “slide” these stories onto a 
panel, and thereby implicitly define the topic associated with the panel. News stories 
are represented in the Vector Space model [33], and for each panel, the system con-
structs one prototype vector by averaging over all documents contained in the panel. 
In subsequent sessions, the system attempts to locate news stories that are similar to 
these prototype vectors.  

In general, purely statistical Information Retrieval techniques (such as the Vector-
Space-model-based approaches described in this chapter) are commonly used as the 
underlying foundation for content-based news personalization approaches. However, 
there has also been work that examines the utility of linguistic information in the 
context of news personalization. For example, Magnini and Strappavara [23] explore 
the utility of word-sense information for user profile acquisition, and report a tangible 
increase in recommendation accuracy, compared to a purely statistical approach. 
Additional content-based news personalization studies of interest include [14], [21], 
[16], [32] and [22].   

Finally, it is important to point out that news content personalization systems have 
not only created academic interest, but are starting to become publicly available as 
part of commercial news services. An early example of a publicly available personal-
ized news service that automatically learns from users’ access patterns is Findory 
(http://www.findory.com).  For each individual user, Findory tracks accessed stories 
and uses this information to generate a personalized front page. For example, the page  
 

 
Fig. 18.1. Findory’s adaptively personalized front page. Recommended stories are annotated 
with a “sun” icon. 
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shown in Figure 18.1 is the result of selecting several stories about security issues and 
search technology (recommended stories are annotated with a “sun” icon). While the 
exact details of the personalization algorithm are proprietary, the Findory web site 
states that the “personalization algorithm combines statistical analysis of the article's 
text and behavior of other users with what we know about articles you have previ-
ously viewed”, which suggests that the system is based on a combination of content-
based and collaborative methods. 

18.2.2 Adaptive News Navigation 

Similar to personalization based on content profiles, the goal of adaptive navigation is 
to simplify access to relevant content. However, instead of finding individual news 
stories that match the user’s interest profile, this technique focuses on analyzing the 
user’s access patterns to determine the position of menu items within a menu hierar-
chy. For example, a user who frequently accesses the technology section of a news 
site, but never reads sports stories, would probably prefer to see the technology cate-
gory along with individual technology stories high up on the front page of a personal-
ized news site. This personalization approach is particularly effective for mobile ap-
plications on PDAs and cell phones, because of the limited screen space of these de-
vices. For example, Smyth and Cotter [31], describe an algorithm that personalizes 
the menu hierarchy of a mobile application based on menu access frequencies that are 
maintained for each individual user. The system estimates the probability that a user 
will select option o given that it is included in menu m, and uses these probabilities to 
construct menus that are most likely to contain options the user will select. An em-
pirical evaluation of this approach applied to a mobile portal showed that, on average, 
the number of menu-select and scroll operations was reduced by over 50%, leading to 
a much improved user experience.  

Since this approach does not use any content and is primarily geared towards adap-
tive menu reordering, it does not lend itself to recommendations for individual news 
stories. However, the simplicity of adaptive menu reordering is also its greatest 
strength: it does not require complex infrastructure that maintains large content-based 
profiles for individual users, which means that it is much easier to deploy and satisfy 
real-world scalability requirements than more complex techniques. In addition, the 
approach does not require a lengthy training period, leading to significant usability 
improvements even after only a single user session.  

While Smyth and Cotter [31] demonstrate the approach in the context of a mobile 
portal, it can be applied to any application with long or complex menu hierarchies. 
For example, promoting a user’s favorite news categories close to the top of a person-
alized news site is a useful application of this approach, followed by several mobile 
news sites. For example, at the time of this writing, the San Diego Union Tribune 
maintained an adaptive news site for mobile devices that reorders its news categories 
based on access frequencies at http://go.sosd.com. 

Clearly, adaptive navigation and content personalization are not mutually exclu-
sive. A combined approach could provide access to the user’s favorite news catego-
ries based on access probabilities, and each accessed news category could contain a 
personalized set of stories based on a content-based user profile. 
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18.2.3 Contextual Recommendations 

Contextual recommendations, sometimes referred to as just-in-time retrieval, are 
closely related to content-based personalization [28]. However, instead of using a 
model of the user’s interests learned over time, the approach draws on currently dis-
played information, such as a web page or email message, as an expression of the 
user’s current interests. For example, a contextual news recommender could recom-
mend a news story about a certain company when the user visits a web page that con-
tains information about the company. Likewise, a contextual news recommender 
could recommend a news story about an actor when the user receives an email mes-
sage from a friend that mentions the actor’s name.  

Contextual recommenders typically operate as follows. First, the system extracts 
textual information currently displayed on the user’s screen. This can be accomplished 
via plug-ins for commonly-used applications, such as web browsers, email clients or 
word processors. Alternatively, web proxies can be used to access the text currently 
displayed in the user’s browser. The extracted text is then used to retrieve related con-
tent, such as related news stories. This step of the process is often based on statistical 
text processing: using statistical term-weighting techniques ([33], Chapter 5 of this 
book [25]) to identify informative terms, the text can be used to automatically con-
struct a query which can subsequently be sent to a search engine to retrieve related 
content. In addition to statistically determined query terms, Natural Language Proc-
essing approaches can be used to assist in the query generation process. For example,  
 

 

 
Fig. 18.2. Blinkx recommends news stories based on contextual information. In this example, 
Blinkx recommends news stories related to a web page the user is viewing.  



558 D. Billsus and M.J. Pazzani 

a named-entity-tagger [7] can help identify names of companies, people or products 
for inclusion in the automatically generated query. Watson [8] and FXPAL Bar [6] are 
examples of this type of system. Both systems are implemented as toolbars that run 
within web browsers, email clients or other applications, and communicate the avail-
ability of related content via subtle icon cues, such as displaying a light bulb or 
changing the color of a button. Similarly, Blinkx is a publicly available contextual 
recommender (http://www.blinkx.com). Like Watson and FXPAL Bar, Blinkx is a 
toolbar that proactively recommends content in response to changing information on 
the user’s screen. In addition to web pages, products and TV content, Blinkx recom-
mends news stories. In the scenario shown in Figure 18.2, the user is viewing a web 
page about the next version of Microsoft Windows. The Blinkx bar in the upper right 
corner of the screen indicates the availability of related news stories via a small paper 
icon. When the user clicks on this icon, a list of closely related news stories appears 
(about Microsoft’s new operating system, in this example). 

18.2.4 News Aggregation 

The adaptivity types discussed in the sections above focus on inferring users’ interests 
based on the browsing history or currently viewed information. In contrast, news 
aggregators are services that automatically aggregate content from many different 
news sources and, as a result, adapt to the current news landscape as a whole. A tech-
nical trend that has significantly contributed to the emergence of news aggregators 
and other news-related services is the widespread use of RSS (Really Simple Syndica-
tion) feeds. A news or blog provider can publish RSS feeds, i.e. XML documents that 
provide links to currently available content, to simplify syndication. The XML ex-
cerpt below shows an example of a simple RSS feed. 

<?xml version="1.0"?> 
<rss version="2.0"> 
  <channel> 
    <title>My Gaming News</title> 
    <link>http://mygamingnews.com/</link> 
    <description>Gaming News</description> 
    <item> 
      <title>600,000 Xbox 360 units sold in US</title> 
      <link>http://mygamingnews.com/story1.html</link> 
      <description>LOS ANGELES -- Microsoft Corp.  
          has sold 600,000 of its new XBox 360 
          videogame consoles … 
      </description> 
    </item> 
    <item> 
      <title>’Grand Theft Auto’ slapped with lawsuit 
      </title> 
      <link>http://mygamingnews.com/story2.html</link> 
    </item> 
  </channel> 
</rss> 

For example, Google News (http://news.google.com) is a popular news aggregation 
service. The site currently collects stories from more than 4,500 news sources in Eng-
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lish, automatically identifies common topics, ranks these topics by estimated “impor-
tance” (measured in terms of recency and volume), and then generates a new front 
page. This means that Google News adaptively generates a front page without explicit 
editorial input from a human editor, i.e. the aggregation acts as an unbiased news 
editor. While the exact details of the topic identification and ranking algorithm are 
proprietary, a news aggregation service can be implemented using statistical term 
weighting and text similarity techniques to automatically assess the similarity of any 
two stories ([33], Chapter 5 of this book [25]). In addition, text categorization ap-
proaches (see Chapter 10 of this book [27]) can be used to train classifiers that auto-
matically categorize news stories from different providers into a set of news categories.  

In addition to support for full-text search of news articles from multiple providers, 
news aggregation services such as Google News provide value by identifying topics 
that are generally considered important by a large number of news providers. In addi-
tion, aggregators allow users to compare coverage of a story between different provid-
ers, leading to a greater variety of perspectives than one single organization can offer. 

In addition to Google News, there are a variety of aggregation services that support 
similar features. For example, Topix (http://www.topix.net) is similar to Google News, 
but emphasizes news categorization and geo-coding. The service automatically labels 
stories with the location of events, and also categorizes stories based on detected 
entities such as company names, celebrities or sports teams to enable fine-grained 
story categorization. 

 

Fig. 18.3. Google News’ automatically generated front page. The service aggregates news 
content from 4,500 sources. 
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18.3 Case Study 

In this section, we present a case study of a personalized news service that was first 
released in 1999, powering the mobile version of various publicly available news 
services for several years [3], [4], [5]. We first describe the goals, design and user 
interface of the system. Next, we introduce the system’s personalization algorithm – a 
machine learning approach specifically designed for adaptive news access. Finally, 
we summarize results from an empirical evaluation of the service (for additional de-
tails, see [3]).  

While the study presented in this section focuses on the design and evaluation of 
only one individual system, numerous other studies that explore the design and utility 
of adaptive access to news, usenet or blog content can be found in the literature (see 
Section 18.2 and [14], [23], [22], [34], [11], [21], [16], [32], [2], [20]). 

18.3.1 Adaptive News Personalization for Mobile Content Access 

While personalization has proved to be an important supplement to web applications, 
the constraints of mobile information access make personalization essential to produc-
ing usable applications. Mobile devices, such as cell phones or PDAs (personal digital 
assistants), have much smaller screens, more limited input capabilities, slower and 
less reliable network connections, less memory and less processing power than desk-
top computers. In this section, we briefly summarize the main features of an adaptive 
news service for mobile content delivery that automatically infers the user’s interests 
based on previously accessed content and personalizes content accordingly. 

The news system dynamically generates a user interface that can be rendered on 
PDAs and cell phones. The interface displays section names (such as ‘Sports’), head-
lines and articles.  It is intended to be used by a single news site to deliver its content 
to readers of that site, rather than aggregating news across multiple sites. Personaliza-
tion reorders sections of the news site so that the most frequently accessed sections 
may be reached without scrolling, reorders headlines within a section so that the most 
personally relevant items are displayed toward the top, and selects headlines for dis-
play on the front page. 

Figure 18.18.4 illustrates how the system adapts to two different users. Both are 
shown the same three headlines initially.  On the top row, a user reads a college foot-
ball story and when the next page of headlines is requested, additional college football 
stories are shown.  In the bottom row, a user instead reads a horse-racing story and is 
shown additional stories on this topic. In each case, a golf story is included on the 
next page, both to allow some diversity in the stories and to present the system with 
the opportunity to learn more about the user. 

18.3.2 Learning User Models for News Access 

The server that powers the described system uses a machine learning approach to 
automatically learn a simple model of each user’s individual interests. The algorithm 
is a content-based approach specifically designed for news access, and addresses most 
of the news-specific personalization issues identified in Section 18.2.1. In short, a 
combination of similarity-based methods, e.g. [10], and Bayesian methods, e.g. [11], 
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achieves the right balance of learning and adapting quickly to changing interests 
while avoiding brittleness. These two algorithms form a multi-strategy learning ap-
proach that learns two separate user-models: one represents the user's short-term in-
terests, the other represents the user's long-term interests. Distinguishing between 
short-term and long-term models has several desirable qualities in domains with tem-
poral characteristics [9]. Learning a short-term model from only the most recent ob-
servations may lead to user models that can adjust more rapidly to the user’s changing 
interests. The need for two separate models can be further substantiated by the spe-
cific task at hand, i.e. classifying news stories. Users typically want to track different 
“threads” of ongoing recent events - a task that requires short-term information about 
recent events. For example, if a user has indicated interest in a story about a current 
Space Shuttle mission, the system should be able to identify follow-up stories and 
present them to the user during the following days. In addition, users have general 
news preferences, and modeling these general preferences may prove useful for de-
ciding if a new story, which is not related to a recent rated event, would interest the 
user. With respect to the Space Shuttle example, we can identify some of the charac-
teristic terminology used in the story and interpret it as evidence for the user's general 
interest in technology and science related stories.  
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Fig. 18.4. Two different user interactions illustrating the effects of adaptive personalization. 
The top-row user is interested in college football, the bottom-row user is interested in horse 
racing. The system automatically adapts to the users’ respective interests. 
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The purpose of the short-term model is two-fold. First, it contains recently read sto-
ries, so that other stories which belong to the same event thread can be identified. 
Second, it allows for identification of stories that the user already knows. A natural 
choice to achieve the desired functionality is the k-nearest-neighbor algorithm (Chap-
ter 10 of this book [27]). To apply the algorithm to news stories, standard IR techniques, 
such as tf-idf term vectors and the cosine similarity measure are used ([33], Chapter 5 of 
this book [25]): news stories that were accessed or skipped by the user are represented 
as term vectors that are labeled as “interesting” or “not interesting”, and the resulting set 
of stories is used to classify previously unseen news content. The model size is limited 
to the n most recent stories, so that the model remains dynamic and only reflects the 
user’s most recent interests. To make sure that the user does not repeatedly see stories 
that are virtually identical to previously read content, the system artificially reduces the 
scores of stories that exceed a specified similarity threshold to at least one of the ac-
cessed stories in the user model. If a story to be classified does not have any near 
neighbors, the story cannot be classified by the short-term model at all, and is passed on 
to the long-term model. The nearest-neighbor-based short-term model is a reasonable 
choice for news recommendation, because it is able to represent a user’s multiple inter-
ests, and can quickly adapt to new or changing interests. For example, a single story of a 
new topic is enough to allow the algorithm to identify future follow-up stories.  

The system’s long-term model is intended to model a user’s general preferences. 
Since most of the words appearing in news stories are not useful for this purpose, the 
system periodically selects an appropriate vocabulary for each individual news cate-
gory from a large sample of stories. After feature selection, the same set of features is 
used for all users. The goal of the feature selection process is to select informative 
words that recur over a long period of time. In this context, an informative word is 
one that distinguishes documents from one another, and can thus serve as a good topic 
indicator. With respect to individual documents, tf-idf weights can be interpreted as a 
measure of the amount of information that an individual word contributes to the over-
all content of a document. In order to determine the n most informative words for 
each document, the system sorts words with respect to their tf-idf values and selects 
the n highest-scoring words. A word is a useful feature for the long-term model if it 
frequently appears in top n lists over a large set of documents from one category (the 
system uses the most recent 10,000 news stories per category for feature selection). 
The system sorts all words that appear in the overall vocabulary with respect to the 
number of times they appear in top n lists. Finally, the k most frequent words are 
selected. This approach performs well at selecting the desired vocabulary: it selects 
words that occur frequently throughout one news category, but are still informative as 
measured by their tf-idf weights. For example, the following list shows the top 50 
long-term features selected from a set of 10,000 science news stories: 

drug, cancer, space, cells, patients, women, crops, 
gene, launched, disease, food, virus,  rocket, city, 
mission, bacteria, infection, children, heart, hiv, 
satellite, eclipse, blood,  genetic, suns, winds, 
trial, mice, orbit, antibiotics, vaccine, resistance, 
russian, human,  aides, storm, percent, brain, fda, 
cdc, mosquitoes, energy, test, damage, hurricane, 
computer, baby, government, hospital, texas. 
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The selected features are used as part of a probabilistic learning algorithm, a naïve 
Bayesian classifier ([11], Chapter 10 of this book [27]), to assess the probability of 
stories being interesting, given that they contain a specific subset of features. Each 
story is represented as feature-value pairs, where features are the words from the 
selected feature set that appear in the story, and feature values are the corresponding 
word frequencies. In order to take advantage of the word frequency information, the 
system uses a multinomial version of naïve Bayes [24].  
To predict whether a user would be interested in a news story, the system applies the 
two models sequentially. It uses the short-term model first, because it is based on the 
most recent observations only, allows the user to track news threads that have previ-
ously been rated, and can label stories as already known. If a story cannot be classi-
fied with the short-term model, the long-term model is used. In addition to the user 
model’s prediction, editorial input is incorporated by boosting the priority of lead 
stories.  The effect of this boosting is that first-time users of the wireless news site see 
articles in default order (determined by an editor), and all users always see the lead 
story in each section. This also allows the adaptive personalization engine to learn 
more about each user.  Finally, the similarity-based methods are also used to ensure 
that a variety of news articles are presented on each screen in much the same way that 
a newspaper does not fill the front page with articles on the same topic.  

18.3.3 Evaluation 

The personalization server reorders news stories with respect to users’ individual 
interests. The main intuition is that such a modified order helps users access relevant 
content. However, information is rarely presented in random order. For example, 
editors prioritize news stories based on human judgment, which means that, in this 
case, users access content in an order deemed appropriate by human professionals. 
While such an order is static in the sense that it is the same for every user, it is possi-
ble that it is sufficient for most users to easily access relevant content. In this section, 
we briefly summarize the results from two experiments that compare personalized 
information access provided by the described personalization server to static informa-
tion access. These results show that the system’s user modeling algorithm generates 
an adaptive order that has two closely related effects: it simplifies locating relevant 
content and leads to an overall increase in accessed information. The main idea under-
lying both experiments is to present items either in static or adaptive order so that 
resulting differences in users’ selection and browsing behavior can be quantified. The 
experiments described in the following sections were performed as part of a publicly 
deployed news service for handheld devices, such as cell phones and PDAs with wire-
less Internet access [3]. Since the experiments did not require any user interface 
changes, all collected data is based on normal system usage by regular users who did 
not know that their news access patterns contributed to the system’s evaluation.  

The system’s ultimate goal is to simplify access to interesting content. A simple 
and informative measure that quantifies progress towards this goal is the average 
display rank of selected stories. If the system successfully learned to order items with 
respect to users’ individual interests, this would, on average, result in interesting sto-
ries moving toward the top of users’ personalized lists of items. Therefore, the aver-
age display rank quantifies the system’s ability to recommend interesting news sto-
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ries. Since this measure does not depend on a predicted numeric score or classifying 
news stories based on predicted interest levels, it is possible to apply it to static in-
formation access, allowing for a comparison of both strategies. Both experiments 
quantify the system’s personalization performance using this measure. 

The “Alternating Sessions” Experiment. The “alternating sessions” experiment 
quantifies the difference between static and adaptive information access by randomly 
determining whether a user receives content in static or adaptive order. During a pe-
riod of two weeks, the server used its user modeling approach for approximately half 
of the users, while the other half received news stories in static order determined by 
an editor at the news source. On odd days, users with odd account registration num-
bers received news in personalized order and even users received a static order. On 
even days, this policy was reversed. To quantify the difference between the two ap-
proaches, the server recorded the mean rank of all selected stories for the personalized 
and static operating modes. Since a difference between static and adaptive access can 
only be determined for users that previously retrieved several stories, the analysis was 
restricted to users with a minimum of five selected stories. Comparing both access 
modes for this subset of users revealed a significant difference. The average display 
rank of selected stories was 6.7 in the static mode and 4.2 in the adaptive mode (based 
on 50 users that selected 340 stories out of 1882 headlines). The practical implications 
of this difference become apparent by analyzing the distribution of selected stories 
over separate headline screens (every screen contains 4 stories). Figure 18.5 illustrates 
these two distributions. In the static mode, 68.7% of the selected stories were on the 
top two headline screens, while this was true for 86.7% of the stories in the personal-
ized mode. It is reasonable to argue that this makes a noticeable difference when 
working with handheld devices. In addition, this result suggests that effective person-
alization can be achieved without requiring any extra effort from the user. 
 

 
Fig. 18.5.  Distribution of selected stories (alternating sessions experiment) 
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While the results from the first experiment look promising, the experiment has several 
shortcomings. First, the results are based on a small data set, consisting of only 50 
users who selected 340 stories (since users can likely perceive the effect of disabling 
personalization, data collection was limited to two weeks). Second, due to the high 
cost of information access on wireless devices (some cell phone plans treat data ac-
cess like regular voice minutes) users typically only select a small number of headline 
screens in each session. It is likely that users select from these few screens the stories 
that interest them most, and that this is true for both the static and adaptive access 
modes. Therefore, a drawback of the “alternating sessions experiment” is that users 
might not see stories they would have seen in the adaptive mode. Likewise, in the 
adaptive mode, users might not see stories they would have seen in static mode. The 
following experiment addresses this problem by displaying both adaptive and static 
stories on the same screen. 

The “Alternating Stories” Experiment. The “alternating stories” experiment is 
similar in principle to the “alternating sessions” experiment, i.e. it is designed to 
quantify the difference between static and adaptive information access. However, the 
“alternating stories experiment” displays stories selected with respect to both the 
adaptive and static strategies on the same screen. During the experiment, the client 
was configured to display four stories on each screen, with every screen containing 
two adaptive stories and two static stories. The server determines randomly if the first 
displayed story is a static or adaptive story, and the remaining stories are selected by 
alternating between the two strategies. The “alternating stories” methodology has two 
advantages. First, the system still adapts to the users’ interests, because every screen 
contains two stories that were selected adaptively. This results in a change of system 
behavior that is much more subtle from a user perspective than the resulting change of 
the “alternating sessions” experiment. Therefore, it is possible to run the experiment 
over a longer period of time, because all users still receive a useful service. Second, 
users see the current top-ranked adaptive and static stories on the same screen, allow-
ing for a direct comparison between the two selection strategies. If the system learns 
to adjust to users’ individual interests, users can be expected to select more adaptive 
stories when presented with a choice between adaptive and static content.  

The personalization server used the “alternating stories” methodology over a pe-
riod of four weeks to collect access data for 5000 adaptive stories and 5000 static 
stories that were shown to users who had previously selected a minimum of 5 stories. 
Using these criteria, data obtained from 222 different users were included in the ex-
periment. Similar to the “alternating sessions” experiment, the average display rank 
can be used to quantify the difference between the two display strategies. However, 
using the “alternating stories” methodology, the difference between the two average 
display ranks was not as pronounced as in the “alternating sessions” experiment: 5.8 
for the static mode vs 5.27 for the adaptive mode. Likewise, the distributions of se-
lected stories over consecutive headline pages revealed only a small difference be-
tween the two display modes: for the static mode, 75.57% of the selected stories were 
on the top two headline screens, while this was true for 80.44% of the stories in the 
adaptive mode. The smaller difference between the two modes can be attributed to the 
presence of adaptive stories on every page. As a result, the user’s information need 
might be satisfied after seeing only a small number of headline pages. If users do not 
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have to request multiple screens to find relevant information, the observable differ-
ence in display ranks is reduced. However, this explanation only holds if users indeed 
select more adaptive stories than static stories. The percentage of selected stories for 
the two display modes clearly indicates that users are more likely to select adaptive 
stories than static stories. In particular, users selected 13.26% of all displayed static 
stories (663 stories), vs 19.02% (951 stories) of all displayed adaptive stories, which 
amounts to a 43% increase in selected content. Figure 18.6 shows how this difference 
is distributed over consecutive news headline screens. For each headline screen, this 
plot compares the probability that a selected story was an adaptive story to the prob-
ability that the story was presented in static order. More formally, the plot compares 
the conditional probabilities p(adaptive | selected) and p(static | selected) for separate 
headline screens.  

 

 
Fig. 18.6. Static vs adaptive selection probabilities (alternating stories experiment) 

Figure 18.6 also shows that the difference in selection probabilities is particularly 
noticeable on the first headline screen and then decreases gradually from page to 
page. On the first headline screen, p(static | selected) is 0.33 vs 0.66 for p(adaptive | 
selected). This difference indicates that the adaptive display strategy indeed helps 
users locate relevant content, as users prefer adaptive stories over static stories on 
average. 

In summary, the “alternating sessions” and “alternating stories” experiments both 
show that adaptive information access is superior to static access. The “alternating 
sessions” experiment demonstrated that the adaptive order helps to move interesting 
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items towards the beginning of personalized item lists, simplifying access to relevant 
content. The “alternating stories” experiment showed that the system is capable of 
ordering content in a way such that the top-ranked stories have a significantly higher 
chance of being selected than the top-ranked stories obtained from a static order. 

18.4  Recent Trends and Systems 

In this section, we briefly discuss recent news delivery trends, novel systems and 
emerging research opportunities. 

18.4.1 Personalizing Audio and Video News Feeds 

The Internet is rapidly turning into an on-demand delivery platform for multimedia 
content. For example, as part of the phenomenal success of Apple Inc’s portable audio 
player, the iPod, online audio distribution of news content, or in short podcasting, is 
becoming increasingly popular. Thousands of regularly updated news programs can 
be located via countless services (including Apple Inc’s popular iTunes software) and 
downloaded to personal media players. Even though podcasting is still in its infancy, 
selecting the most informative, relevant or interesting audio content from thousands 
of feeds is challenging. Since information is distributed in the form of audio files, 
users currently cannot search for information within podcasts, and the text-based 
recommendation techniques discussed in this book cannot be used (because textual 
transcripts are usually not available for audio broadcasts). Since collaborative filter-
ing algorithms only depend on ratings from other people and do not require any 
content analysis, these techniques are immediately applicable to audio feed recom-
mendation. However, as discussed in Section 18.2.1, collaborative filtering has 
potential disadvantages in the context of the very dynamic nature of news content. 
Therefore, content-based recommendations for audio files, or fragments thereof, 
could significantly enhance the utility of available audio content. For example, 
users may not want to listen to an entire audio program if only a small segment of it 
is personally relevant or interesting. Techniques that automatically extract text from 
audio files, enable full-text search, find topic-based segments within audio or use 
content-based recommendation techniques to assemble personalized podcasts, is an 
interesting area for future work. Clearly, video feeds face similar problems: textual 
transcripts are often not available, and features that could be automatically extracted 
by image analysis techniques are not yet semantically meaningful enough to support 
accurate news personalization. However, since this is an area that will undoubtedly 
become increasingly important, adaptive access to multimedia content is an active 
area of research [22], [34], [15], [5]. 

18.4.2 Personalization and the Blogosphere 

The term blogosphere refers to the collective set of all weblogs or blogs. As blogging 
becomes an increasingly popular form of self-expression, there is a need for more 
sophisticated tools to help navigate the blogosphere and discover relevant content. 
Initial systems that support personalized blog access are beginning to emerge: e.g. 
Findory.com, as described in Section 18.2.1, can adaptively personalize blogs, similar 
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to its news personalization capabilities. NewsGator (www.newsgator.com) can rec-
ommend news and blog feeds, based on a collaborative approach that uses a user’s 
subscriptions as the basis for personalized feed recommendations. In addition, blog 
search engines, such as www.technorati.com or www.blogdigger.com are beginning to 
incorporate customization features (similar to most news services) into their sites. 
However, these customization features are usually static and do not adapt to the user’s 
interests.  

18.4.1 News Zeitgeist 

Zeitgeist is a German word that means "the spirit (Geist) of the time (Zeit)". As news 
and blog aggregation services are becoming more popular, many sites are incorporat-
ing Zeitgeist features. The goal is to automatically identify the most popular or talked-
about topics, as an expression of the current blogosphere “buzz” or Zeitgeist. For 
example, www.technorati.com lists the most popular blog searches of the hour, the 
most talked about books and movies, and most-cited blogs. Daypop 
(www.daypop.com) uses blogs as a Zeitgeist meter for news content, by generating a 
list of the 40 news stories that are most frequently cited in the blogosphere. Closely 
related to this, Digg (www.digg.com) is a representative of a new breed of social con-
tent discovery sites: users submit potentially interesting news articles or blog posts to 
the site, and Digg’s user community expresses interest in the submitted stories by 
clicking corresponding “digg it” buttons. The stories with the most “diggs” are then 
prominently displayed on the site, which means that, arguably, the content featured on 
Digg automatically adapts to the interests of its user base.  

In summary, as news and blog services evolve, we will continue to see meta-
services that not only aggregate content, but also attempt to automatically convey 
Zeitgeist information – by auto-generating pages that adapt to the spirit of the time. 

18.5  Summary and Conclusions 

The web is increasingly evolving into the most powerful news delivery platform of 
the 21st century. It provides new information dissemination channels for established 
news organizations, allows individuals to be heard, and enables new forms of cover-
age analysis. As our established reading, publishing and sense-making practices con-
tinue to evolve, we need new technology to help leverage the full potential of web-
based news distribution. Continued growth of online news content is of limited use if 
we cannot find the personally most relevant and useful information. This section out-
lined early steps towards technology that is specifically designed to help us navigate 
the continuously evolving news landscape.  
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Abstract. Through interaction with others, a person develops multiple per-
spectives that become the basis for innovation and the construction of new 
knowledge. This chapter discusses the challenges facing emerging web-based 
technologies that enable distributed users to discover and construct new 
knowledge collaboratively. Examples include advanced collaborative and so-
cial information filtering technology that not only helps users discover 
knowledge, peers, and relevant communities, but also plays a powerful role in 
facilitating and mediating their interaction. As the internet extends around the 
world and interconnects diverse cultures, the adaptive web will be challenged 
to provide a personalized knowledge interface that carries new perspectives to 
diverse communities. It will play the role of an interface for knowledge con-
struction, a mediator for communication and understanding, and a structured 
channel through which knowledge is created, interpreted, used, and recreated 
by other users. 

19.1 Introduction 

Methods for individual adaptation on the web, such as content selection and sequenc-
ing, navigation support, and presentation adaptation, focus on helping the user find 
and apply the knowledge he needs in the most efficient manner. These methods are 
effective if the knowledge is available somewhere on the web. What if it is not? Dis-
covery, meaning-making or sensemaking, understanding, and innovation are emergent 
processes that develop over time through experiences and the interpretation of interac-
tion with others [36]. This chapter discusses the challenges facing emerging web-
based technologies that help users discover and construct new knowledge by facilitat-
ing the interaction between groups of internet users. Examples include integrated 
combinations of distributed performance support and collaborative and social infor-
mation filtering technology that not only help users discover knowledge, peers, and 
relevant communities, but also play a powerful role in facilitating and mediating their 
interaction. As the internet extends around the world and interconnects diverse cul-
tures, the adaptive web will be challenged to provide a personalized knowledge inter-
face that helps different communities interpret and understand alternative perspec-
tives. It will play the role of an interface for knowledge construction, a mediator for 
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communication and understanding, and a structured channel through which knowl-
edge is created, interpreted, used, and recreated by other users. 

Through interaction with others, a person develops the multiple perspectives that 
become the basis for innovation and the construction of new knowledge. The adaptive 
web has the potential to facilitate this process of collaborative knowledge construction 
by assisting in the discovery of new business or learning partners, promoting the de-
velopment of existing and new professional and social communities, and supporting 
and mediating the interaction between these new relationships. 

The first step in developing support for distributed collaboration is enabling people 
to exchange the right information, at the right level of detail, using the right language, 
at the right time, in the right context, with the right people. Examples of tools that 
assist people in finding the right knowledge and expertise at the right times include 
collaborative filtering and social matching algorithms [31, 39] (also see Chapter 9 of 
this book [30]). Examples of tools that provide appropriate contexts for information 
sharing and learning include online communities and virtual spaces for meeting, col-
laborating, and constructing knowledge online [40]. 

The second step is effectively mediating the participants’ cognitive and collabora-
tive processes. Adaptive collaboration environments that move beyond content or 
social-based recommender system approaches to support the innovative processes of 
knowledge construction will be challenged to address the complex interplay between 
physical, cognitive, and social variables. These factors affect the way in which infor-
mation flows between the collaborating participants, shaping their interaction. In 
knowledge domains such as those involving peer help or the development of trusting 
relationships, efforts in mediating and maintaining compatibility between collabora-
tive processes should parallel efforts in matching static traits and attributes. 

The potential for joint understanding and meaning-making is greatly affected by 
the degree of trust and motivation for collaboration and the policies or rules that gov-
ern these processes. People rarely follow up on face-to-face encounters unless busi-
ness process, economic, political, or other factors play a role in maintaining the inter-
action. Throughout the examples in this chapter, incentive is provided though the in-
trinsic motivational characteristics of distance and organizational learning situations. 
The research methods and environments presented here should scale more generally 
to distributed collaborative environments that encourage persistent collaboration and 
active knowledge construction. 

The next section in this chapter discusses the challenges of extending user and 
group modeling technology to connect people with knowledge and provide support 
for complex collaborative processes. The third section discusses research progress in 
developing, maintaining, and mediating adaptive online knowledge-sharing communi-
ties. The fourth section summarizes the adaptive collaboration support technology 
possibilities within the framework of a theoretical collaboration management cycle 
[35]. The final section discusses future trends in managing and supporting web-based 
collaboration. 
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19.2 From Social Matching to Adaptive Collaboration Support 

Individual user models (also called user profiles) store information about a user’s per-
sona, behavior, and preferences. They can be used to recommend products or services 
that fit the user’s interests or to provide help and guidance (see Chapter 1 of this book 
[3]). Collaborative filtering techniques traditionally compute the similarity between 
elements in individual user models or group models and attributes of available content 
to suggest appropriate information, products, services, activities, or advice [31] (also 
see Chapter 9 of this book [30]). Social matching systems apply similar algorithms to 
compute the similarity between users or groups, given their interests or information 
needs. These systems introduce people to each other, recommend communities or 
experts, and suggest opportunistic times for collaboration [39]. The next few para-
graphs briefly introduce these basic concepts in more detail before moving into a dis-
cussion of more advanced methods, and can be skipped if the reader is familiar with 
these methods. 

Collaborative content-based filtering methods aim to match individuals or groups 
to appropriate content, products, services, or activities. For example, content-based 
filtering can be used to recommend web sites that would be of interest to a team of 
students with different backgrounds and experiences collaboratively navigating the 
web together (see [10] for an overview of social navigation). The algorithm would 
attempt to find similarities within the student models and select those web sites that 
would be appealing and appropriate for a majority of the team members. The recom-
mended items and the consequential student reactions are sometimes stored in group 
models. Group models characterize the group as a whole, including elements such as 
group performance and history. They may also contain individual member profiles. 
User and group models are examples of tools that help adaptive collaboration tech-
nology determine the best way to mediate and support online collaboration. Later in 
this section, we will see how user and group models can be used to model and medi-
ate dynamic collaborative processes. 

If the students in our hypothetical web site recommender example were to rate the 
web sites that they found most useful in their work, collaborative social filtering could 
then be used to recommend the most popular or most useful sites to other groups of 
students. For example, users of the Ringo system [31] rate musical artists. The system 
then recommends new artists to users with similar preferences, automating the “word-
of-mouth” phenomenon. Users can also write reviews that might be useful to other 
users with similar tastes or receive lists of the “top 20” or “bottom 10” rated artists. 

Social matching systems bring people together to satisfy explicit information 
needs, curiosity, or community-oriented or interpersonal interests. For example, the 
Expertise Recommender system [26] helps people in an organization locate other us-
ers who have specific expertise. The user can search and sort candidate profiles ac-
cording to several criteria, including a social network that incorporates the results of 
personal interviews. The I2I system [4] attempts to find appropriate partners by track-
ing users’ actions on documents. It uses this information to dynamically identify users 
who are working on similar documents and who might be interested in collaborating. 
As a user is working on a document, he is presented with visualizations depicting the 
other users who are working within the conceptual space defined by the document. 
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Users can also leave “calling cards” on documents to let other users know that they 
are interested in chatting about the document. 

Content-based, social filtering, and social matching systems can be combined into 
hybrid systems (see Chapter 12 in this book [5]) and can also filter implicit, tacit 
knowledge. For example, OWL [24] dynamically profiles individuals as they work, 
attempting to capture the tacit knowledge that describes users’ behavior—that about 
which the users themselves may not even be aware. The system observes as users 
apply sequences of tool functions to satisfy task-related goals. For example, using 
Microsoft Word, a user might select the menu items Table  Convert  Text to Ta-
ble to convert a segment of tabbed text to a table. As the system observes groups of 
users over time, it identifies differences between individuals’ behaviors, skills, and 
activities, and suggests further learning to each user based on these (knowledge gap) 
differences.  

OWL also provides learning recommendations to users about software functions 
that their peers in communities of interest have found useful (e.g., support, research, 
or managerial staff communities). As we will see in section 19.3.2, knowledge and 
expertise can take on a different character when viewed through the lenses of different 
communities. Communities might be based on project teams, organizational roles, 
background, experience, community membership, or culture. 

The systems described thus far identify and introduce people who may have shared 
interests, and recommend opportunistic times for them to collaborate within a shared 
context. They accomplish this through collaborative content and social filtering, 
matching, navigation, and visualization tools. Navigation tools follow the user as he 
navigates the web and inform him of other users who have navigated similar paths, 
while visualization tools represent the activities or characteristics of communities of 
users so that the user can decide for himself which communities he might like to join. 
The first two sections in this book discuss these systems at great length. The remain-
der of this chapter discusses the challenges in building upon these collaborative filter-
ing and social matching technologies to provide adaptive support for the underlying 
collaborative, cognitive, and social processes involved in distributed information shar-
ing and knowledge construction. 

19.2.1   Beyond Social Matching 

Once access to information or expertise on the web is obtained (e.g., via internet 
search, collaborative filtering, or social matching), sustained collaboration is neces-
sary for the development of understanding, knowledge construction, and coordinated 
action. Supporting persistent collaboration requires attention to more than individual 
attributes and traits. As individuals interrelate and collaborate, levels of interdepen-
dency increase, and people begin to feel and act less like isolated individuals and 
more like group members [23]. Over time, it becomes more difficult to predict group 
performance based on individual members’ characteristics. The significance of these 
characteristics lessens as group dynamics and process become core contributing fac-
tors in predicting group outcome. The complex ways in which information and inter-
pretations flow between collaborating participants ultimately shapes the group’s inter-
action and the collaboration’s outcome. 
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Barriers to effective collaboration and knowledge sharing are pervasive. Research 
in social psychology has consistently shown that group members tend to discuss in-
formation that they share in common instead of discussing the knowledge they 
uniquely possess [37]. Hatano and Inagaki [16] showed that when knowledge is con-
structed during group discussions in context, individuals may have difficulty assimi-
lating this knowledge without the support and collaboration of the other group mem-
bers. This is particularly true when the information is presented by those who hold a 
minority opinion. Even when it is not, the way that the information is represented and 
the context in which it was created may prevent the receivers of the information from 
easily incorporating it into their own mental representations. Group productivity has 
been positively linked to such group processes as peer helping, hypothesis development 
and testing, management of competition and conflict, ability to use different viewpoints, 
mutual support, and ability to produce detailed, elaborated explanations [8]. 

Approaches to supporting and sustaining effective distributed collaboration range 
from systems that assist in locating experts or teammates combined with feedback and 
reputation updating processes [e.g., see 40] to systems that provide dynamic team 
facilitation and coaching. These approaches aim to promote effective collaboration in 
distributed knowledge environments by drawing upon user and group models in dif-
ferent ways. 

In the first approach, user and group models are consulted, filtered, generalized, or 
aggregated, and a group is constructed by selecting members with the most compati-
ble knowledge, skills, and behaviors. Because individuals may behave differently in 
groups, individual user models may include behaviors prevalent and productive dur-
ing prior group interactions. This process of constructing the best possible group is 
intended to influence the team dynamics positively and increase the likelihood of 
group success. 

In the second approach, a (human or computer) facilitator analyzes the group inter-
action after the users have begun to work collaboratively, and dynamically attempts to 
either facilitate the group interaction or modify the environment appropriately. User 
and group models help the facilitator determine the most effective mediation methods 
and record how well the users respond to the interventions. Later in this chapter, sec-
tion 19.4 returns to these concepts by describing a cyclic phase-based model of col-
laboration management. The model starts from the user and group modeling phases 
and moves through the behavior analysis and knowledge visualization phases to the 
adaptive group facilitation phase. During the final phase, the users’ responses to the 
environmental feedback are interpreted and used to update the group models in prepa-
ration for the next cycle. The system described in the next section introduces the no-
tion of combining user modeling and adaptive facilitation to support online collabora-
tive learning activities and illustrates some of the challenges in this area. 

19.2.2   Strategic Pairing and Adaptive Support for Distributed Collaborative 
Learning 

IMMEX™ (Interactive Multi-Media Exercises; http://www.immex.ucla.edu) is a 
web-based multimedia learning environment designed to help groups of students learn 
how to develop and evaluate hypotheses, and analyze laboratory tests while solving 
real-world problems. The single-user version has been used for over 13 years in science 
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classes across U.S. middle and high schools, universities, and medical schools, and 
has logged over 250,000 student problem-solving performances [38]. The collabora-
tive version of IMMEX includes general-purpose collaborative web navigation and 
synchronization facilities, and a structured chat interface [29] (see Fig. 19.1). 

 

 
Fig. 19.1. The IMMEXTM Collaborative problem-solving environment runs within students’ 
web browsers. The left-hand panel enables and displays student chat communication. The bot-
tom panel shows which student has control of the mouse. The main window is a shared, syn-
chronized multimedia and hypertext workspace 

In IMMEX, individual user profiles describe students’ learning performance, pro-
gress, gender, preferred problem-solving strategies, and predicted future strategies 
[38]. Student ability is modeled using Item Response Theory (IRT), which estimates 
the likelihood that a student will correctly solve a problem given the characteristics of 
the problem and the characteristics of the individual. While traditional IRT has his-
torically provided a good estimation of students’ overall abilities within a domain, 
other approaches have been more successful in modeling the development of complex 
cognitive processes [see 27 for a discussion of modeling evidentiary reasoning]. 

Student development of problem-solving strategies in IMMEX is modeled though 
a self-organizing map neural network approach [20]. The neural network is designed 
to represent the space of student problem-solving strategies in varying stages of de-
velopment. First, the 36-node network topology is developed. Then, it is iteratively 
trained with thousands of student performances represented by sequences of problem-
solving actions. For the domain of chemistry, a student performance might include 
actions such as selecting a flame test, a blue litmus test, and a precipitate test, and 
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then looking up the periodic table, and searching through the library. Each student 
performance is classified into one of the 36 nodes so that each node represents a dif-
ferent generalized subset of the population of strategies. The way in which a student’s 
problem-solving strategy changes over time as she solves progressively more difficult 
problems provides an indication of her cognitive development. The neural network 
turns this strategy development into an observable set of variables in the student 
model. These student model variables can be used to provide immediate feedback to 
the student, input to an assessment module, or guidance for adapting content or facili-
tation methods to groups of collaborative learners. 

Stevens, Johnson, and Soller [38] have found general qualitative strategic differ-
ences in the ways that students adopt and apply problem-solving strategies. For ex-
ample, their methodology can identify students who begin problem-solving by select-
ing a large number of random items, and then gradually become more selective and 
less dependent on background information such as libraries and glossaries. Some stu-
dents quickly learn specific domain-based strategies such as initially performing a 
flame test to segment the problem space before continuing their analysis. These 
strategies sometimes work for select classes of problems, but do not generally transfer 
to more complex classes of problems. Student problem-solving strategies vary in their 
degree of efficiency and transfer across problem sets. Stevens et al.’s approach as-
sesses the degree to which students are developing efficient and transferable problem-
solving strategies by linking the solution frequency to each of the neural network 
nodes. 

The student models in IMMEX are also used to make predictions about a student’s 
most likely future learning trajectory, given his performance history. This is done 
using Hidden Markov Models (HMMs) [28]. HMMs are represented by three sets of 
parameters: state transition probabilities, observation symbol probabilities, and prior 
probabilities. The state transition probability distribution describes the likelihood of a 
student transitioning from one general problem-solving strategy set to another (e.g., 
on the next problem set). The observation symbol probability distribution describes 
the likelihood of each student applying each problem-solving strategy at each state. 
The matrix of prior probabilities describes the likelihood of each state before HMM 
training begins. This matrix quickly becomes obsolete and is replaced by the transi-
tion probability matrix, which is iteratively trained using a series of examples that 
describe how students typically transit from one problem-solving strategy to another 
as they complete consecutive problem sets. In parallel, this process trains the observa-
tion symbol probability distribution, which describes the probabilities of each of the 
36 problem-solving strategies at each state. As a student completes a series of IM-
MEX problem sets, he will typically transit through several HMM states. At each 
state, his performance is modeled by the following characteristics: 

1.  The general category of problem-solving strategies the student is currently apply-
ing (given by the HMM state). 

2.  The student’s specific problem-solving strategy (given by the most probable HMM 
observation symbol, which is linked directly to the 36-node neural network). 

3.  The next most likely strategy (and least likely strategy) that the student will apply 
(given by the HMM state transition matrix). 
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By comparing models across different classes of students, the system can strategically 
select collaborative learning partners who might help the user see a different point of 
view, thus increasing the probability that the user’s future learning trajectory would 
follow a more productive course. Although small group research has suggested that 
individual characteristics are generally poor predictors of group learning performance 
[23, 42], the IMMEX approach is unique because it boosts the predictive capabilities 
of individual student models. The neural network and HMM analyses project the ef-
fects of individual tendencies into future online collaborative interactions, thus facili-
tating the prediction of future individual and group behavior. The challenge is deter-
mining what combinations of current and future cognitive problem-solving strategies 
will be the most productive. Collaborative learning studies suggest that students gen-
erally work best in heterogeneous groups with a combination of abilities, as long as 
the heterogeneity is not too wide-ranging [8]. 

One can imagine several different partnering combinations based on students’ cur-
rent and future strategy predictions. For example, the system might recommend that a 
student who is using an ineffective strategy (and whom we predict will continue to 
use the ineffective strategy) partner with another student who has adopted an efficient 
strategy. Alternatively, the system might recommend that two students work together 
if they are both using less effective strategies but show a high tendency to shift their 
strategies on the following problem set. The collaboration component of IMMEX sets 
up on-line collaborative sessions, introduces the team members, and helps to facilitate 
and guide the group learning session. Once a group is strategically constructed and 
begins a collaborative problem-solving session, the IMMEX neural network-based 
modeling software begins to predict the new group problem-solving strategy auto-
matically. This analysis is done by examining and probabilistically modeling the se-
quence of group members’ actions [for more detail, see 38]. 

Although the group strategy provides some indication of how the group problem-
solving is proceeding, it may provide little information about the individuals’ learn-
ing. For example, a student using an efficient strategy may solve the problem alone 
without explaining his actions to his partner, or he may instead give instructions to his 
partner about what to do, and his partner may simply follow these instructions without 
questioning them. In both cases, the system will recognize the overall group problem-
solving strategy as efficient even though the individual learning outcomes may tell a 
different story. Whether or not the individual with the less efficient strategy adopts a 
more efficient problem-solving method depends not only on the combination of prior 
individual strategies, but also on the way the collaborative learning process develops 
over time. Another possibility is that the student with the more efficient strategy will 
regress. For this reason, monitoring and facilitating the collaborative interaction is 
important. 

Monitoring and assessing collaborative interaction might be done similarly to 
Soller’s [33] approach, in which sequences of student chat conversation (coded us-
ing sentence openers such as “I think” or “Do you know”) and actions are analyzed 
using HMMs [also see 15]. This approach was shown to predict the effectiveness of 
student knowledge-sharing interaction in laboratory experiments with about 74% 
accuracy. Preliminary studies [14] have applied a similar approach to determine the 
degree to which students’ conversational structures provide evidence about whether 
or not the group members are helping each other adopt more efficient problem-
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solving strategies. If the structure of students’ discussions reflects the structure of 
their decision processes, then problem-solving strategy shifts might be recognized 
by modeling and characterizing interaction patterns in the context of various known 
strategy applications. 

Work is underway to develop web-based pedagogical agents for IMMEX that use 
the knowledge of a group’s mix of cognitive strategies to strategically take on behav-
iors that might nurture the development of more efficient group problem-solving 
strategies. Playing this complex role will require an understanding of how groups 
members collaborate to construct new knowledge, and an understanding of how to 
support this process. 

Situations in which the student interaction is less likely to produce problem-solving 
strategy shifts might be facilitated by targeted mouse control schemes. Previous re-
search has shown that mouse control schemes that change the way in which group 
members share their view of the learning environment can have significant effects on 
student learning [17]. For example, Chiu [6] studied the effect of four different 
schemes on student performance: assign, in which one student was assigned exclusive 
control of the workspace; rotate, in which control automatically shifted to the next 
student every 3 minutes; give, in which the student currently controlling the work-
space decided when and to whom to relinquish control; and open, in which any mem-
ber could take control at any time. The results of the study suggest that when one stu-
dent is assigned control of the workspace such that the other group members cannot 
anticipate attaining control at some future time, the students not only perform better, 
but also engage in more task-oriented dialog. The inability to control the workspace 
directly may encourage students to express and justify their ideas in words, rather than 
waiting for their turn to take actions. 

Modeling users and groups, and using these models to strategically construct and 
facilitate online groups is just one way of providing adaptive support for distributed 
collaborative web-based applications. The next section discusses how online commu-
nities provide adaptive virtual spaces for meeting, collaborating, learning, sharing, 
and constructing knowledge online. 

19.3 Knowledge Sharing and Discovery in Online Communities 

Professionals across distributed organizations naturally share knowledge by forming 
small groups based on similar interests, practices, personal affinity, and trust. These 
groups are termed Communities of Practice [2, 21] because they function as cohesive 
communities that share a common sense of purpose and interest. Communities of 
Practice facilitate the sharing and creation of new knowledge, and are therefore im-
portant to the stability and growth of organizations and the development of knowledge 
areas. Their members interact on an ongoing basis, sharing best practices and shaping 
the growth and advancement of those practices. 

Communities of Interest (CoIs) [43] are less formally structured community net-
works linked by shared interests rather than best practices. Because of the tenuous and 
diverse types of links between members’ peripheral relationships, processes within 
CoIs are difficult to identify and understand. While formal organizational learning 
literature has focused on topics such as understanding how peripheral community 
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members become core members, research in CoIs recognizes the benefits of establish-
ing peripheral community membership in many different communities and helping to 
bridge disparate communities into informal social networks. These loosely bridged 
networks can explain how innovation happens when community members interact 
with members of possibly far-reaching communities that may be able to offer new, 
different perspectives. Such chance encounters and informally planned interactions 
are often encouraged through referrals by peripheral community members. This sec-
tion describes how adaptive collaboration support technology enables, mediates, en-
courages, and guides this natural process. 

Effective knowledge sharing across Communities of Interest with different objec-
tives and perspectives means sharing the right information, at the right level of detail, 
using the right language, at the right time, in the right context, with the right people 
[13]. A failure related to any one of these factors can lead to a knowledge-sharing 
breakdown. Some social psychology research has identified strategies that might en-
courage communities to share the information they uniquely possess. Such strategies 
include helping participants understand the nature and granularity of the knowledge 
held by each Community of Interest, and setting up interactive agendas specifically 
for information sharing so that gaps can be more readily identified. This section dis-
cusses tools and methodologies for facilitating knowledge sharing and community 
development 

Facilitating knowledge sharing across Communities of Interest that do not yet have 
established processes for information sharing involves creating the infrastructure, 
mindset, and tools needed to support a new culture of collaboration and sharing. Sev-
eral different factors influence community members’ participation, involvement, and 
the eventual success of the collaboration. These include (1) the degree to which users 
are aware of the various communities, information, and knowledge available in the 
environment (awareness), (2) the ability of online communities to maintain knowl-
edge and user interest, and provide access to useful information in a timely manner 
(maintenance), and (3) whether community members perceive an immediate benefit 
from collaborating with others (motivation). The next three subsections address these 
three processes respectively. 

19.3.1   Knowledge Discovery and Awareness 

The distributed and virtual nature of the adaptive web makes effective collaboration, 
knowledge sharing, and an understanding of collaborators’ perspectives essential to 
creating meaningful knowledge and achieving complementary objectives. Helping 
communities develop their own awareness and understanding of other communities’ 
knowledge, problems, and goals are some of the most difficult challenges. 

In supporting collaborative knowledge discovery and awareness, one of the most 
important decisions involves the design of shared workspaces. Each Community of 
Interest might have a different set of complementary objectives and may still need to 
collaborate effectively to share the information that others need, without necessarily 
aiming to attain the same goals. A shared, unified workspace or common view may be 
helpful for providing the appropriate context for sharing knowledge but may, in some 
cases, also hinder collaborators’ ability to engage in certain specialized activities for 
meeting their individual goals (e.g., exploring private databases or web portals, cus-
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tomizing views to perform focused analyses). The design of shared workspaces 
should consider the degree to which representations of shared artifacts will be viewed 
and interpreted differently by participants based on their backgrounds, experiences, 
cultures, and values [22, 25]. 

A simple example with which the savvy international traveler might be familiar is 
given by the litany of traffic signs and symbols in foreign countries. Shinar, Dewar, 
Summala, and Zakowska [32] asked 1000 licensed drivers from Canada, Finland, 
Israel, and Poland to interpret 31 traffic signs from various countries. They found 
highly significant differences in participants’ understanding of the signs. Fig. 19.2 
shows examples of two signs (“Dead End” and “No Vehicles Carrying Explosives”) 
for which 86% and 78% of the participants answered incorrectly. Ten percent of the 
participants actually misinterpreted three of the signs as having the opposite of their 
true meaning. 
 

“Dead End”
Australia, Canada

“No Explosives”
Poland

“Dead End”
Australia, Canada

“No Explosives”
Poland  

Fig. 19.2. Two traffic signs for which 86% (Dead End) and 78% (No Explosives) of the par-
ticipants interpreted incorrectly 

Shared workspaces for supporting online communities should also take into consid-
eration the persistence and validity of information [11]. Activities that involve tran-
sient or uncertain information may be more appropriately conducted within private 
workspaces or private chat rooms. Once the information reaches a level of stability 
appropriate for a broader audience, it should be migrated to shared community work-
spaces. Community members will perceive information in shared workspaces as sta-
ble and reusable because the nature and affordances of shared workspaces inherently 
convey information persistence. This is a common problem on the web, a medium 
regarded as persistent, but one in which links are often moved, updated, and deleted. 

Distributed collaboration technology adds adaptivity to shared virtual work-
spaces by supporting awareness and tolerance, and helping users understand how 
their perspectives differ. Examples of technology for supporting these processes 
include knowledge seeking and searching tools that attempt to understand the user’s 
core community perspective while guiding her toward the most appropriate knowl-
edge sources tailored to her needs. Other awareness tools help communities frame 
their knowledge in terms and languages that are most familiar to other known 
communities, developing implicit links between similar concepts and programs, or 
suggesting meaningful analogies to facilitate this conceptual translation. Social 
awareness and social networking tools can be useful for connecting community 
members and enabling them to attach meaning to tacit knowledge that was devel-
oped in specific contexts. 
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Social network theory defines methods and models for analyzing and understand-
ing the linkages between entities in social networks. Concepts such as “cliques” (de-
fined by the interconnections between actors), “centrality and prestige,” and “affilia-
tions” (representing the links between actors and events) provide the building blocks 
of this applications-oriented theory [41]. Social network tools provide views of online 
communities and their members by drawing upon specialized user profiles that spec-
ify the communities of interest to which each user belongs. Members who enhance 
their profile to include more detailed information enable the system to serve them in a 
more meaningful way. For example, a member of a funding agency who posts de-
tailed information about his agency’s resources and funding opportunities enables the 
technology to assist the member in identifying potential customer communities that 
seek such resources. Resources might be linked to individual members’ profiles and 
categorized in their corresponding communities (e.g., Training and Simulation com-
munity, Nanotechnology community) so that they can be retrieved either by commu-
nity or individual member search criteria. 

Web-based social networking technology enables community members to view visu-
alizations of social networks and run content or member-based searches across these 
networks. A typical search might begin with a researcher viewing his usual community 
of professional colleagues and friends. Clicking on a contact in the social network might 
set off two different processes: (1) the system would look to see if the selected person 
has an existing profile, and (2) the system would use the selected participant to “grow” 
the social network. New contacts might be “discovered” by linking the selected person 
with the co-authors on their publications or the partners they list on their Curriculum 
Vitae. Examples of systems that apply these or similar ideas include LiveJournal 
(http://www.livejournal.com), iVisto [34], Referral Web [19], Friend-of-a-Friend 
(FOAF) (http://www.foaf-project.org), and Huminity (http://www.huminity.com). 
LiveJournal and IVisTo are described in more detail in the remainder of section 19.3. 

Users register with LiveJournal by creating a simple profile. A user profile includes 
a mini-bio, a list of interests (used to find other users with similar interests), (option-
ally) a list of friends, and (optionally) a list of communities. Once a user has created a 
profile, she can create journal entries that include icons, representing her mood, and 
polls that request other users to vote on her ideas. She also has the option to allow 
peers to respond (through comments) to the ideas in her journal. Journals can be cus-
tomized or embedded in web pages. 

LiveJournal automatically shows the user a hypertext list of the communities re-
lated to his interests and the other members of those communities. Users can then 
freely navigate through communities and discover new communities by viewing the 
communities to which each user is a member. For example, I list “Education” as one 
of my interests and discover that Mary and Bob are both members of that community. 
They are also members of the community “Collaborative Learning Technology,” 
through which I discover Peter, who is a member of several other communities I did 
not know even existed. The trail continues indefinitely. 

Privacy is handled by allowing the user to control who can view his contact infor-
mation and journal entries, who can send him text messages, who can leave comments 
(and whether or not the user wants to screen the comments posted to his journal), and 
who can participate in polls. The user also has full control over the communities that 
he moderates. 
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Fig. 19.3. The Touchgraph LiveJournal Browser graphically displays the other members of the 
user’s CoI and any other related CoIs 

The Touchgraph LiveJournal Browser, shown in Fig. 19.3 enables users to visualize 
the virtual communities within the LiveJournal environment.  

In the figure, pink and white nodes represent users, and blue nodes represent com-
munities. Pink user nodes are “expanded” to show all the user’s community member-
ships, while white user nodes are “collapsed” to save screen real estate. The user has 
the option of either viewing a particular Community of Interest’s members (blue node 
surrounded by pink and white nodes) or a particular member’s Communities of Inter-
est (pink node surrounded by blue nodes). Each node includes a link directly to the 
LiveJournal web page describing the user or community. For example, clicking on the 
green “info” box attached to the “Educational Technology” node in the center of 
would automatically bring up the LiveJournal web page for that community. 

New nodes can also be added to the display, and the system will automatically 
identify the user or community links between the new node and the nodes already on 
the display. When the user moves the mouse over a Community of Interest, the sys-
tem highlights those other users who share the same interests, thus enabling the user 
to identify new friends and communities. 
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19.3.2   Community Maintenance 

Like any real-world community, online communities need support and maintenance to 
sustain their development and growth. Determining how to provide this support re-
quires an understanding of what to expect over the lifetime of the online community. 
Communities should generally be motivated to share quality understandable informa-
tion with other communities that repay the good will. The perceived and measured 
benefit of collaborating is predictive of the level to which community members con-
tinue to collaborate with each other over time. For example, Cho, Stefanone, and Gay 
[7] studied the online interaction of students using listservs and community discussion 
boards, and found that less information was shared and processed by the students as 
the term progressed. Central/prestigious actors shared more information at the begin-
ning of the term, while less central/prestigious (more peripheral) actors were more 
likely to interact and share knowledge later in the term. This suggests that peripheral 
actors require time to enter community-based practices, providing a concrete web-
based application of Lave and Wenger’s [21] legitimate peripheral participa-
tion/situated learning theory. 

Cho et al. [7] also found that URLs posted to the class listservs (and consequently 
emailed to all the participants) were visited significantly more times than those posted 
on the discussion boards that the students needed to access explicitly. The “push” 
technology was necessary to have the learners fully involved in the community-
based activities. This concept may be particularly important for more established 
community members because their motivation for community-supported knowledge 
discovery may decrease over time as they reach the knowledge boundaries of the 
community and perceive a reduced need to use a system to discover things they 
think they already know. 

By connecting Communities of Interest and providing more information and asso-
ciations at users’ fingertips, we increase the volume of data through which a user must 
search to find the most relevant information. Guidelines, roadmaps, metadata, struc-
tures, and tools for finding relevant information in community-based contexts are 
essential and must be constantly updated and maintained. 

The community moderator role is also key; several moderators may be needed 
(e.g., perhaps one from each community). Questions should also be raised regarding 
the characteristics that are needed for effective moderation of community-based 
knowledge networks. For example, moderators may need domain knowledge or ex-
perience in professional group facilitation, or they may need time to get to know the 
collaborating partners personally and establish a level of trust with them. 

Cross-community discussion groups that are linked to shared data sources may 
help to give more context and meaning to the content. For example, users and groups 
could collaborate in online discussion forums that are directly linked to the imagery 
and reports they are sharing, commenting and explicitly making linkages (e.g., ar-
rows, highlights) to sections of the shared items being discussed. Rating or voting 
tools also help community members determine what information (discussion items, 
images, and so forth) was helpful for what purposes. The most useful information can 
then be maintained and enhanced as less central knowledge migrates to community 
peripheries. The remainder of this section discusses a social networking tool for such 
community management. 



 19  Adaptive Support for Distributed Collaboration 587 

IVisTo (Interactive Visualization Tool) [34] is a social networking tool that oper-
ates within a peer-to-peer knowledge management environment. It enhances user 
and group (community) models by monitoring and analyzing users’ keyword and 
ontology-based search behaviors. IVisTo displays a weighted combination of social 
networks, where each social network addresses a different user model variable, and the 
weights are given by the learner’s social and semantic preferences. The interface con-
tains a set of slider bars that represent the social variables in the user model (e.g., Organ-
izational Role, Collaboration Level) (see Fig. 19.4). Using these slider bars, the user can 
indicate the importance, or weight, of each variable. Behind the scenes, the system gen-
erates a social network for each of the variables, and then computes one single network 
by calculating a weighted sum of the individual networks. For example, by increasing 
the importance of the “Organizational Role” slider bar, the tool gives more “credit” to  
 

 

 
Fig. 19.4. IVisTo1 interface showing Sally’s social network. Sally is a community manager 
working in the Mechanical Components division, searching for knowledge about high-speed 
train problems 

                                                           
1 IVisTo was developed using the TouchgraphLLC toolkit (see http://www.touchgraph.com). 
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those other Community of Interest members who hold a similar Organizational Role 
as the user, displaying those users as more prominent on the interface. In this way, 
IVisTo provides each learner across an organization access to a personalized set of 
visualizations from his perspective, weighted according to his interests. 

As the learner carries on her day-to-day learning and collaborative work, the 
lengths of the links in IVisTo are recalculated as the elicited and inferred information 
in her user model is updated. For instance, when users interact with new colleagues 
from different online communities, the system updates the appropriate corresponding 
user model values for their level of collaboration. It also reassesses the degree of se-
mantic and lexical similarity between users’ queries and their shared resources using 
an ontological matching procedure [1]. These activities help the system intelligently 
infer and visualize different types of knowledge-sharing communities and identify 
potential future members and items of interest. These kinds of adaptive personalized 
social networks may also raise users’ awareness of the social factors that define their 
Communities of Interest, and facilitate their access to relevant artifacts and other related 
communities. The next challenge is evaluating the ability of adaptive social network-
based tools to perform these tasks while maintaining and serving virtual communities. 

19.3.3   Motivation and Participation 

Distributed communities that are actively engaged and motivated to share knowledge 
may experience improved learning and development, and increased productivity and 
growth [2]. Motivating community members to interact regularly and maintain their 
engagement is key to community development. Communities that experience long-
term success reward members for taking actions that improve the health and progress 
of the community by providing positive feedback. Feedback can take the form of peer 
ratings, an improved reputation, a greater understanding of the domain, or privileged 
involvement in planning core community activities. 

Online communities might encourage members to participate and interact by ena-
bling them to rate each other and their resources via informal peer review. Ratings 
might be weighted and aggregated to compute values for user reputation and resource 
value. For example, suppose Professor Arnold searches among her Communities of 
Interest, finds Mr. Brown, and discovers through that link that Professor Clark might 
be a good scientific partner for a project proposal. She should be able to provide the 
system with feedback describing the crucial role Mr. Brown played in establishing 
this partnership, perhaps even without his knowledge. In Vassileva’s [40] approach, a 
user’s reputation is based both on feedback from other users and their level of col-
laboration with respect to the communities to which they belong (e.g., the number of 
resources contributed to each community, how many “favors” the user owes to other 
users, and whether or not the user is being a “free rider”) An inflation rate allows 
“older” activity to decrease in importance and weight over time. 

Reputation-based behaviors and processes in online communities mirror our behav-
ior in face-to-face contexts. A strong link appears to exist between a person’s online 
reputation according to his peers and his degree of perceived trustworthiness. Esfan-
diari and Chandrasekharan [12] explain that trust has both cognitive and mathematical 
foundations. From a cognitive perspective, trust is a function of one’s underlying be-
liefs; from a mathematical perspective, trust is a metric based on variables such as 
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competence, risk, utility, and importance. In propagating trust through structures such 
as social networks, Esfandiari and Chandrasekharan recommend exercising caution 
because different paths in the network might produce contradictory values and cycles 
in the graph can artificially decrease trust values (e.g., one might loop three times 
before reaching a neighboring agent). Using even the most stable and fair algorithm 
still means determining the degree to which peers are trustworthy, reliable, or knowl-
edgeable by substituting mathematical procedures for personal judgments based on 
experience, culture, beliefs, and values. Depending on one’s point of view, the degree 
of fallibility in either case can be seen as variable (poor judgment may be no better 
than a mediocre computer algorithm). 

As discussed earlier in this section, user and group models might be updated to re-
flect the outcomes of positive knowledge-sharing interactions (e.g., improved reputa-
tion for knowledge sharer, improved understanding of content for knowledge re-
ceiver). They might also serve as resources by which the adaptive web provides 
community members with summative feedback about their participation and collabo-
ration. Augmenting participation and activity statistics with suggestions and com-
ments can also help community participants understand what is working and why (or 
why not). Evaluation and assessment should be done at each phase of development 
and deployment with a high level of community involvement. For example, each or-
ganization should understand what knowledge was shared and how it was used by 
other organizations. 

19.4 Practical Collaboration Management 

At the beginning of this chapter, we discussed how web-based user and group models 
might assist in group construction by selecting members who have the most compati-
ble knowledge, skills, and behaviors. Strategically composing groups may provide a 
reasonable way to set up online collaborations, but once the collaboration begins, 
variables such as users’ prior knowledge, motivation, roles, language, and group dy-
namics will interact with each other in unpredictable ways, making it difficult to 
measure and understand behavioral effects. In the third section of this chapter, the 
need for dynamic mediation and facilitation led us to a discussion of awareness, 
knowledge discovery, and community maintenance tools. Understanding when, how, 
and to what extent to employ these tools during online collaboration sessions can 
make a significant difference. For guidance on this, we can build upon the Collabora-
tion Management Cycle ([35], see Fig. 19.5), a phase-based model designed to frame 
our understanding of how to structure and mediate distributed virtual group activity. 

In the first two phases of the Collaboration Management Cycle, the online interac-
tion is observed, recorded, formatted, and logged for later processing. Recording can 
happen at many different levels of granularity, from audio and video capture to em-
bedded instrumentation of web-based software applications. Ultimately, user actions 
and interactions must take the form of standardized, computer analyzable log files 
(e.g., <time: 14:00> , <user: Tom>, <event: click-entity5>, <chat: “I’m going to paste 
the image of the bike now”>). 

The state of interaction must then be conceptualized and represented using the data 
gathered in the first two phases. The way that this model of interaction is conceptualized  
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Fig. 19.5. The Collaboration Management Cycle 

From Soller, A., Martínez-Monés, A., Jermann, P., Muehlenbrock, M.: From mirroring to guid-
ing: A review of state of the art technology for supporting collaborative learning. International 
Journal of Artificial Intelligence in Education 15(4) (2005) 261–290. Copyright 2005 by the 
International AIED Society. Reprinted with Permission. 

depends on how the performance is to be measured and assessed. Typically, one or 
more high-level variables, such as “collaboration” or “skill competency,” are selected 
and evaluated by algorithms that dynamically read in the log file data. Although the 
methods behind these algorithms vary broadly from simple statistical calculations to 
iterative probabilistic models and fuzzy logic, the end result should always reflect a 
better understanding of the collaborative process and an improvement in individual 
and group performance. Factors such as “group cohesion” or “shared understanding” 
are difficult to grasp, and even more difficult to measure quantitatively. Researchers 
and practitioners improve collaboration management by both theoretically grounding 
the selection of variables and metrics, and comprehensively evaluating the impact of 
those variables on human performance. 

In the third phase of the Collaboration Management Cycle, the online interaction is 
diagnosed, and preparations are made for possible remediation. This phase requires a 
conception of the desired interaction formulated using the same computational repre-
sentation and/or variables as the current state of interaction. The difference between 
the current and desired states should provide the users with an understanding of how 
well they are performing and how much more they could potentially achieve. This 
phase prepares the system for providing recommendations and advice to the users. 
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Remediation might be offered by intelligent interfaces, web-based computer 
agents, or human facilitators when discrepancies exist between the current and desired 
states of interaction. The labels on the arrows pointing inward in Fig. 19.5 show three 
different categories of adaptive collaboration support technologies that mediate online 
interaction: mirroring tools, metacognitive tools, and guiding systems. 

Mirroring tools are termed as such because after they collect and log the interac-
tion, they simply reflect this data back to the user. These tools are intended to pro-
voke self-reflection and self-mediation. Users who self-reflect using mirroring tools 
however may have more difficulty mediating their interaction than those who self-
reflect using metacognitive tools. Metacognitive tools show users representations of 
both their own interaction and their potential interaction, and may also hint at pos-
sible ways to improve performance. Jermann [18] found that these tools positively 
affect student performance online by increasing their task-related communication, 
and the quality and sophistication of their problem-solving plans. His system dis-
plays participation rates to pairs of collaborators as they are solving a traffic light 
tuning problem. The display compares the volume of messages sent by each student 
to the volume of problem-solving actions taken by each student. The system also 
displays a color-coded model of desired interaction next to the observed interaction 
state—the students used this standard to judge the quality of their interaction. Jer-
mann studied the behavior of students when desirable interaction was represented as 
engaging in a greater proportion of talk relative to the proportion of simulation-
based actions. He found that the metacognitive display positively encouraged the 
students to participate more through the chat interface, in particular to engage in 
more precise planning activities. 

Guiding systems attempt to augment users’ cognitive processes by assessing the 
collaboration activities and providing hints, guiding questions, dynamically selected 
and structured content, or recommendations for online partners. This guidance might 
be presented by a web-based animated agent serving as a coach, group facilitator, or 
peer. For example, the pedagogical agents in the COLER system consider the differ-
ences between students’ personal, individual problem-solving workspaces and their 
group’s shared workspace [9]. The agent provides feedback and advice to the students 
by using a decision tree that considers combinations of these differences and the pro-
gression of the students’ collaboration. Collaboration variables include such factors as 
overall participation, the degree to which students have equally contributed to the 
shared solution, and whether or not the students would benefit from reflecting on their 
work (students are required to state agreement or disagreement when changes are 
made to the group’s shared workspace). 

Remediation will have an impact on students’ future interactions regardless of 
whether or not it is offered by a system or human, and this impact must be evaluated 
to ensure that it produces the desired effects. The arrows in Fig. 19.5 that run from 
phase 4 back through the center illustration to phase 1 indicate the cyclic nature of the 
Collaboration Management Cycle and the importance of continual evaluation and 
assessment. 

In less-structured environments in which goals and objectives are not as clearly de-
fined, adaptive collaboration support technology may give the users more control over 
the way that their interaction is mediated. For example, the adaptive web might take 
the form of an interactive, personalized social network visualization that enables users 
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to discover knowledgeable peers, online communities, and other resources in cross-
cutting research areas. The user might help the system personalize the discovery proc-
ess by suggesting levels of constraints on criteria such as location, expertise, organiza-
tional role, and online collaboration level. Adaptive collaboration support technology 
sometimes also takes the form of distributed teams of socially aware intelligent rec-
ommendation agents that might put the user in contact with an online expert or in-
structor from a selected Community of Practice [34, also see section 19.3.2]. 

19.5 Future Trends 

We communicate with each other through the many flavors of voice, text, appear-
ance, behavior, and action, the complex interplay between these forms, and even 
through the absence of communication itself. The outcomes of our communication 
are sometimes difficult to predict because they depend on the combination of forms 
used in a particular context and timeframe. Even the notions of “context” and 
“timeframe” in today’s internationally networked knowledge-based society are un-
clear, as are the traditional characteristics that distinguish asynchronous from syn-
chronous communication. Interaction in such a society might be supported and en-
hanced by harnessing the opportunities afforded by the adaptive web as a unique 
communication medium. This is however a unique challenge that may require re-
searchers to design new theories of interaction, and develop new performance sup-
port tools that enable the seamless shifting between communication forms, while 
providing awareness and a greater understanding of the interaction as it evolves and 
transforms contexts over time. 

In designing the next generation of collaboration tools for the adaptive web, we 
should continue to improve the interoperability and design of collaborative tools for 
voice, text, and nonverbal communication and for constructing and annotating docu-
ments, images, and videos. Awareness and support facilities should help people un-
derstand the way that the technology increases learning and work efficiency and 
shapes participant roles as they move between social contexts and communication 
tools. This suggests that we should invest more in the study of distributed collabora-
tive work and learning processes in context and address our findings through new 
collaboration tool paradigms. The technology should be prepared to model and ana-
lyze unpredictable events in new contexts, learn from those events, and effectively 
impart its knowledge to its human collaborators. 

The web indeed provides a vast knowledge resource and the opportunity to im-
prove individual productivity through advanced filtering and adaptation algorithms, 
but it is also an interface for knowledge construction, a mediator for communication 
and learning, and a structured channel through which knowledge is created, inter-
preted, used, and recreated by other users. 
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Recommendation to Groups
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Abstract. Recommender systems have traditionally recommended items to in-
dividual users, but there has recently been a proliferation of recommenders that
address their recommendations to groups of users. The shift of focus from an
individual to a group makes more of a difference than one might at first expect.
This chapter discusses the most important new issues that arise, organizing them
in terms of four subtasks that can or must be dealt with by a group recommender:
1. acquiring information about the user’s preferences; 2. generating recommen-
dations; 3. explaining recommendations; and 4. helping users to settle on a final
decision. For each issue, we discuss how it has been dealt with in existing group
recommender systems and what open questions call for further research.

20.1 Introduction

Almost all of the techniques of web-based personalization discussed in the other chap-
ters of this book are designed to allow effective adaptation to individual users. But often
the users of such systems operate not individually but in groups, which may vary from
formally established, long-term groups to ad hoc collections of individuals who use a
system together on a particular occasion. This phenomenon can in principle occur with
just about any form of web personalization. In this chapter, we will focus on the sub-
class of recommender systems (cf. the chapters in this volume by Schafer et al. [34];
Pazzani & Billsus [31]; Smyth [35]; Burke [5]; and Goy & Ardissono [15]), but many
of the points made will be applicable by analogy to other types of adaptive web-based
system (cf. Section 20.6.2).

Some types of items that a system can recommend (e.g., restaurants and museum
exhibits; see Table 20.1 for additional examples) tend to be used at least as often by
groups as by individuals, so addressing recommendations to individuals can actually be
unnatural. Moreover, the evolution of computers away from the desktop PC makes it
increasingly natural for systems to address groups as well as individuals: Wall displays,
information kiosks, PDAs, and cell phones can be used easily by persons who are in-
teracting with each other. And even with the traditional PC, users are being offered an
increasing variety of ways to communicate with each other and perform tasks together.
For these reasons, we can expect a continuing growth in the trend toward recommenda-
tion (and, more generally, adaptation) to groups of users.

In this chapter, we will identify the issues that should be addressed by designers
of group recommender systems and the ways in which they have been dealt with in
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systems that have been developed so far. Our two goals are to allow designers and
researchers (a) to make effective use of knowledge and experience that have already
been accumulated and (b) to address the many open questions that still require careful
consideration and research.

20.1.1 Existing Group Recommenders

Figure 20.1 lists almost all of the group recommender systems that, according to the
authors’ knowledge, have been described in the literature up to the time of the writing
of this chapter. Although a number of these systems have been described only briefly
and some were not implemented as web-based systems, we will refer to aspects of all
of them, so as to convey an idea of the variety of application settings, design issues, and
possible methods that designers of group recommender systems should be aware of.

20.1.2 Overview of Recommendation Subtasks and Issues

Relative to recommendation for individuals, there are a number of new issues that arise
with group recommenders. Table 20.2 organizes these issues in terms of four high-
level subtasks than must (or can) be performed by a group recommender. The issues
corresponding to each of these subtasks will be addressed in one section of this chapter.

These subtasks differ greatly in the amount of attention they have attracted in re-
search so far and hence in the length of the corresponding sections of this chapter. By
far the most research has been done on Subtask 2, a fact that is understandable given that
any group recommender must have some way of assessing the suitability of items for
the group. Subtask 3 is the second most popular one, especially given the growing inter-
est in making the reasoning underlying recommendations comprehensible to users (cf.,
e.g., the chapter in this volume by Schafer et al. [34]). Subtask 1 has attracted much less
attention, because many methods for acquiring information about users’ preferences are
equally applicable to groups and to individuals; though the extension to groups does not
always require a change in methods, it can create opportunities to introduce new meth-
ods. Subtask 4 has attracted the least attention of all, since it is usually assumed that
the final decision about whether to accept a recommendation will be made by a single
group member or in face-to-face discussion among group members.

20.2 Acquiring Information About Group Members’ Preferences

Most group recommenders developed so far apply methods for acquiring information
about users’ preferences that are barely distinguishable from the methods applied in rec-
ommender systems for individuals. After briefly surveying some typical applications of
such methods, we will look at preference acquisition methods that have been developed
specifically for group recommendation settings.
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Table 20.1. Overview of the group recommender systems mentioned in this chapter.

System Reference (Examples of) 
Groups of Users 

Items recommended 

Web / news pages 
Let’s Browse Lieberman et al. 

(1999) 
Persons browsing the web 
together 

Web pages 

G.A.I.N Pizzutilo et al. 
(2005) 

Persons viewing a wall 
display or information kiosk 

News items 

I−Spy Smyth et al. (2005) Employees of a company Web pages 

Tourist attractions 
Intrigue Ardissono et al. 

(2003) 
Tourists Sightseing tours 

CATS McCarthy et al. 
(2006) 

Friends planning a vacation Vacation packages 

Travel Decision 
Forum 

Jameson (2004) Friends planning a vacation Criteria for choosing a 
vacation package 

Group Modeler Kay and Niu 
(2005) 

Persons visiting a museum 
together 

Information about 
exhibits 

Pocket 
RestaurantFinder 

McCarthy (2002) Colleagues going out to dine 
together 

Restaurants 

Music tracks 
MusicFX McCarthy and 

Anagnost (1998) 
Persons working out in a gym Music stations 

Flytrap Crossen et al. 
(2002) 

Persons using a public area of 
a building 

Music tracks to be 
played 

In−vehicle 
multimedia 
recommender 

Yu et al. (2005) Passengers in a vehicle Multimedia items to be 
played 

Adaptive Radio Chao et al. (2005) Colleagues working together 
in an office 

Songs to be played on 
the radio 

Television programs and movies 
FIT Goren−Bar and 

Glinansky (2002) 
Family members watching 
TV together 

TV programs 

TV program 
recommender 

Yu et al. (2006) TV viewers Sequences of TV 
programs 

PolyLens O’Connor et al. 
(2001) 

Persons planning to go to a 
movie together 

Movies 
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Table 20.2. Overview of the issues to be addressed in this chapter, organized in terms of four
subtasks of a group recommender system.

  Subtask of the 
recommender system 

Difference from 
recommendation to 

individuals 

General issues raised 

1. The system acquires 
information about the 
members’ 
preferences. 

If members specify their 
preferences explicitly, it may 
be desirable for them to be 
able to examine each other’s 
preference specifications. 

What benefits and drawbacks 
can such examination have, 
and how can it be supported 
by the system? 

2. The system generates 
recommendations. 

Some procedure for 
predicting the suitability of 
items for a group as a whole 
must be applied. 

What conditions might such a 
procedure be required to 
fulfill; and what kinds of 
procedure tend to fulfill these 
conditions? 

3. The system presents 
recommendations to 
the members. 

The (possibly different) 
suitability of a solution for 
the individual members 
becomes an important aspect 
of a solution. 

How can relevant information 
about suitability for 
individual members be 
presented effectively? 

4. The system helps the 
members arrive at a 
consensus about 
which 
recommendation (if 
any) to accept. 

The final decision is not 
necessarily made by a single 
person; negotiation may be 
required. 

How can the system facilitate 
the necessary communication 
among group members? 

20.2.1 Preference Acquisition Methods That Are Not Specifically Adapted to
Group Recommendation

Acquisition of Preferences Without Explicit Specification. As we have seen in the
chapters by Schafer et al. [34]; Pazzani & Billsus [31]; Smyth [35]; Burke [5]; and Goy
& Ardissono [15], many recommender systems do not require their users to specify
their preferences explicitly. With group recommenders as well, it may be possible for
the system to get by with implicitly acquired information about users. A straightforward
example is found in the system FLYTRAP (Crossen et al. [11]), which selects music for
playing in a public room. The system learns about the music preferences of the potential
users by (a) noticing what MP3 files each user plays on his or her own computer and
(b) consulting available information about the music played to derive a model of each
user’s preferences.

Another example is found in LET’s BROWSE (Lieberman et al. [23]), which recom-
mends web pages to a group of two or more persons who are browsing the web together.
The system makes initial estimates of the interests of its users by analyzing the words
that occur in each user’s web homepage. During the actual group browsing, it analyzes
the words that occur in the pages visited by the group.
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Explicit Preference Specification. But there are some types of group recommender
that do require an explicit specification of preferences. An example is the POCKET

RESTAURANTFINDER (McCarthy [26]), which helps a group of people who are prepar-
ing to go out to eat together in selecting a restaurant. For each of 15 types of cuisine that
might be represented at a given restaurant, each user must indicate his or her preference
on a 5-point scale ranging from “Definitely don’t want . . . ” to “Definitely want . . . ”.
Similar ratings are given for 17 possible restaurant amenities, 3 price categories, and 3
ranges of travel time from the current location. (Users presumably consider this rating
effort worthwhile only if they intend to use the system repeatedly.)

Similarly, explicit preference specifications are required by the TRAVEL DECISION

FORUM (Jameson [18]; Jameson et al. [19]), which helps a group of users to agree on
the desired attributes of a vacation that they are planning to take together. The system
needs to know how each user feels about dozens of attributes of vacation destinations,
ranging from the facilities that are available in their rooms to the sightseeing attractions
that are available in the surrounding area. Here again, only explicit elicitation is likely
to be feasible.

A less explicit form of preference specification is found in POLYLENS, an extension
of the MOVIELENS system (cf. the chapter in this volume by Schafer et al. [34]) that
recommends movies to groups of users. Since POLYLENS (like MOVIELENS) is based
on collaborative filtering, users do not explicitly describe their movie preferences, but
they do rate individual movies on a scale from 1 to 5 stars. As we will see, this procedure
raises some of the same issues as the explicit specification of general preferences.

An intermediate case between implicit and explicit preference specification is found
in the system I-SPY (see, e.g., Smyth et al. [37]), a community-based web search engine
that personalizes search results for a community of like-minded searchers on the basis
of a model of community search preferences.1 The I-SPY user indicates interest in a
given search result by selecting the result in question from a query result list, and I-
SPY interprets each result selection as an indication of relevance with respect to the
current search query. The specification is implicit in that the user’s primary intent in
selecting a result is not in general to indicate his or her preferences to the system; but it
has some elements of explicitness in that users are aware of the fact that their selections
are being interpreted as reflecting their preferences and can, if they like, choose results
that they would not otherwise have chosen, in order to influence the system’s preference
model (cf. the discussion of manipulation in Section 20.3.2).

20.2.2 Adapting Preference Specification to the Requirements of Group
Recommendation

Focus on Negative Preferences. In the context of the system ADAPTIVE RADIO, Chao
et al. [7] argue that the method used to elicit preferences from users should take into
account the way in which these preference specifications will subsequently be used

1 I-SPY is not a group recommender system in the most commonly assumed sense, because its
recommendations are made use of by individuals, not by members of a collaborating group.
But as we will see, the system addresses some of the same issues as systems that make recom-
mendations to groups.
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for the generation of recommendations. Specifically, they argue that for a system that
chooses music to be played to a group, it makes more sense to elicit negative preferences
(e.g., expressions of dissatisfaction with particular music tracks) than to elicit more
detailed types of rating such as the ones mentioned in the previous subsection. If the
procedure that will be used for generating recommendations is designed mainly to avoid
the playing of music that is disliked by any member (cf. Section 20.3.2), effort expended
by one group member in discriminating among different degrees of liking may in fact
be wasted, since many of the songs that that member likes may in effect be vetoed by
another member anyway. An informal evaluation of ADAPTIVE RADIO suggested that
the focus on negative preferences was appropriate in the particular application setting
studied.

Sharing Information About Specified Preferences. In a recommender system for in-
dividuals, there is in general no person besides the user who has an immediate interest
in seeing explicitly specified preferences with a view to improving the current recom-
mendation process. In a group recommender, each member may have some interest in
knowing the other members’ preferences, for several possible reasons:

1. Saving of effort. Specifying preferences is usually seen by users as a tedious pro-
cess. (The avoidance of tedium is claimed by Chao et al. [7], as a supplementary
advantage of their focus on negative preferences.) If a group member m1 knows
that another member m2 with generally similar preferences has already specified
their preferences, m1 may be able to save time and effort by copying at least some
of m2’s entries and then perhaps making some changes—especially if the system
makes it easy to do such copying and postediting.

2. Learning from other members. Another member’s preferences may be based in part
on knowledge or experience (e.g., concerning a particular vacation destination) that
the current member lacks.

An attempt to exploit both of these potential benefits is found in the TRAVEL DECISION

FORUM: A simple extension of a typical rating-scale dialog box allows the current
member optionally to view (and perhaps copy) the preferences already specified by
other members (see Figure 20.1). An additional feature that makes sense mainly if other
persons will be viewing the specifications is the option to add brief verbal explanations
or arguments for specific ratings.2 Arguments can have various forms and functions
in group decision contexts (cf., e.g., Jennings et al. [21]). In a group recommendation
context, two typical functions are (a) to persuade other members to specify a similar
preference, perhaps by giving them information that they previously lacked; and (b) to
explain and justify a member’s preference even if the argument is not generalizable to
other members (e.g., “I can’t go hiking, because of an injury”).

Experience with this method of collaborative preference specification has revealed
further benefits beyond the two already mentioned:

2 These arguments can be entered and viewed in pop-up windows that are not visible in Fig-
ure 20.1.
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Fig. 20.1. Dialog box for the collaborative specification of preferences in the TRAVEL DECISION

FORUM. (The currently active group member is Claudia, the other two are Ritchie and Tina. The
preferences of each member are represented by the first letter of his or her name. Each scale
refers to a single attribute and ranges from −− for “Don’t want it” to ++ for “Want it”. The
highlighting of one cell for each attribute is added only when a compromise proposal has been
suggested, as explained in Section 20.3.1. Figure 1 of Jameson [18], reproduced with permission.)

1. Taking into account attitudes and anticipated behavior of other members. Some-
times the preference of the current member depends in part on the preferences
and/or the anticipated behavior of one or more other members. For example, if m1

sees that m2 has specified a strong preference for tennis facilities, m1 may want
to specify a similar preference, reasoning that if a hotel is found that offers tennis,
m1 and m2 will be able to play together. Otherwise, m1 may genuinely not want to
emphasize tennis facilities, on the grounds that she would probably have no one to
play with anyway.

2. Encouraging assimilation to facilitate the reaching of agreement. A different rea-
son why m1 may assimilate her preferences to those of m2 is simply a desire to
minimize conflicts that may make it more difficult for the group to find a solution.
This pattern is especially likely in cases where m1 was originally more or less in-
different between two possible preference specifications, before seeing that m2 has
chosen the other one of them. The difference between this case and the previous
one is that here, m1’s true preference has not changed, but she has strategically
changed her specification of it.

In a similar vein, the more recently developed vacation recommender system CATS
(McCarthy et al. [28]; McCarthy et al. [29]) allows group members to achieve some
awareness of each other’s activities as they explore vacation options, working simulta-
neously around a DIAMONDTOUCH table, an environment that facilitates synchronous
work of group members on a common project (cf. Dietz and Leigh [12]). In the
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Fig. 20.2. Illustration of several ways in which the CATS system enhances mutual awareness
among group members as they plan a skiing vacation. (Explanation in text. Figure 1 of McCarthy
et al. [28], reproduced with permission.)

overview in Figure 20.2, several examples can be seen: Each mountain icon in the large
map (a) represents one of the resorts that is being considered, the size of the icon re-
flecting the currently estimated overall preference of the group for that particular resort.
In the description of a particular hotel (b) the check mark or question mark next to the
color-coded icon for each group member indicates that group member’s estimated in-
terest in the hotel. The color-coded snowflakes on the map (a) indicate what resort each
member is investigating at the moment. Finally, each member can send a “critique” that
he or she is working on to the other members, thereby sharing his or her thoughts about
a particular option.

Although I-SPY’s preference specification is largely implicit, there are some phe-
nomena involved in the use of I-SPY that are similar to those that arise with collabo-
rative preference specification of the type we have seen with the TRAVEL DECISION

FORUM. These are related to the fact that each user sees the effects of the choices made
by other users, even if he does not recognize these effects as such. I-SPY exposes the
learned preferences of its community to searchers, in part by highlighting promoted
results in a search result list (see Figure 20.3 for examples and Smyth et al. [36], and
Smyth et al. [37] for further details). Thus, just as in the TRAVEL DECISION FORUM

a user can intentionally copy the preferences specified by another group member, in
I-SPY, the choices (and thus the implicit preference specifications) of each community
member will tend to be affected by the choices of previous searchers. In recent versions
of I-SPY, the current user can even see which individual users were responsible for the
promotion of a particular link (see Section 20.4.2). The purpose of the provision of this
type of information is to provide a sort of explanation of the recommendation of a given
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Fig. 20.3. Screen shot of I-SPY illustrating several ways in which the current user is helped with
information derived from the behavior of other community members. (The “eyes” icon indicates
that a result has been promoted to a higher position in the result list than it would have had
otherwise.)

link; this function will be discussed in more detail in Section 20.4; but this property is
relevant here in that it can lead to (a) a user thinking twice about whether to choose a
particular link because of knowing that others will see that he or she chose that link;
and (b) the tendency of users to be influenced by the fact that particular other users have
already expressed a degree of interest in a given link.

The idea of collaborative preference specification could be extended to some sys-
tems that do not yet to make use of it. For example, suppose that m1 and m2 jointly
make use of MOVIELENS’s buddy feature, which is the more recent implementation of
the ideas introduced with POLYLENS (cf. http://movielens.umn.edu/). It is likely that
the movie tastes of m1 and m2 overlap to a greater extent than the interests of an arbi-
trary pair of movie-goers. How might m1 benefit from being able to use m2’s ratings
as a starting point for her own ratings? The most obvious case would be the one in
which many of m1’s ratings coincide exactly with those of m2; but even simply know-
ing which movies m2 has rated at all might be helpful: Perhaps the most tedious thing
about using MOVIELENS is the job of finding movies that you have seen and so are able
to rate—a process that may require scrolling through a list of movies that extends over
many web pages. A list containing the set of movies that m2 has rated but m1 has not
rated might contain a higher proportion of movies that m1 will be able to rate.
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20.3 Generating Recommendations

No matter how a group recommender acquires the members’ preferences, the recom-
mendation for the group will in general be based on information about the preferences
of the individual group members. Therefore, some type of aggregation method is re-
quired, by which information about individual preferences is combined in such a way
that the system can assess the suitability of particular items for a group as a whole.3 The
need to choose an aggregation method is the most obvious and intensively studied dif-
ference between group recommendation and recommendation for individuals. The topic
of preference aggregation is a multifaceted and complex one that has been addressed in
various scientific fields (see, e.g., Arrow [2], for a seminal contribution and Masthoff
[24] for a summary of this literature from the perspective of group recommendation).
The ideas to be discussed in this section overlap to some extent with ideas from these
other fields, but a number of new elements are introduced by the technical and practical
context of interactive adaptive systems. For example, much of the literature on pref-
erence aggregation considers large communities, whose members mostly do not know
each other (e.g., citizens of a country who are voting in an election); and the practical
contexts require aggregation methods that are technically simpler than many of those
that are feasible in adaptive web-based systems.

In this section, we will first discuss ways in which the aggregation problem has been
handled in group recommender systems to date. We will then discuss various compli-
cations that have not yet received as much attention as they will ultimately require.

We assume for now that the system is supposed to make recommendations concern-
ing just one decision (e.g., one film that is to be watched by the group). The case where
a sequence of decisions is to be made (e.g., concerning several TV programs that will
be watched on a given evening) will be considered in Section 20.3.3.

20.3.1 Approaches to Preference Aggregation

Although the various approaches differ in the ways in which they gather and represent
users’ preferences, almost all approaches make use of one of three schemas: (a) merging
of sets of recommendations, (b) aggregation of individuals’ ratings for particular items,
or (c) construction of group preference models.4

Merging of Recommendations Made for Individuals. In cases where what is to be
presented is a set of candidate solutions, among which the group is to select one for

3 It is not actually logically necessary for group recommendations to be based on information
about the preferences of individual members. For example, a group movie recommender might
somehow acquire the knowledge that Walt Disney movies tend to be suitable when parents are
taking their small children to a movie, even if the recommender system has no information
about how parents and children, respectively, tend to evaluate Walt Disney movies. But since in
practice almost all group recommenders start with information about preferences of individual
members, we will view the problem of making recommendations for a group as involving
preference aggregation.

4 Somewhat similar distinctions among aggregation approaches have been made by, among oth-
ers, O’Connor et al. [30]; Kay and Niu [22]; and Yu et al. [39].
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Fig. 20.4. Example of a display of group recommendations in POLYLENS. (Adapted with per-
mission from an image supplied by John Riedl. Explanation in text.)

adoption, a simple aggregation method is that of generating a small number of recom-
mended solutions for each member and then merging them into a single list:

1. For each member mj :
– For each candidate ci, predict the rating rij of ci by mj .
– Select the set of candidates Cj with the highest predicted ratings rij for mj .

2. Recommend
⋃

j Cj , the union of the set of candidates with the highest predicted
ratings for each member.

This method was one of those considered for the POLYLENS system (O’Connor et
al. [30]). Because of the simple relationship to the generation of recommendations for
individuals, this method can be implemented easily as an extension of a recommender
for individuals, making use, for example, of any explanation facilities of the individual
recommender. In particular, if each recommendation is accompanied by a display of
the (predicted) ratings of each member, the members may have quite a good basis for
choosing a truly acceptable solution. On the other hand, this approach does presuppose
that the members will play an important role in the final decision making, since the list
of recommendations does not in itself indicate which solutions are best for the group
as a whole. In fact, in the worst case each proposed solution might be excellent for one
member but terrible for all of the others. More generally, this method ignores the set
of solutions that are not expected to be especially appealing to any member but which
might represent the best solution for the group as a whole.

Since this method is rarely even considered for use in group recommenders, we will
not discuss it further.5

Aggregation of Ratings for Individuals. This commonly applied approach starts with
the assumption that, for each candidate item ci and each member mj , the system can
predict how mj would evaluate (or rate) cj if he or she were familiar with it:

1. For each candidate ci:
– For each member mj predict the rating rij of ci by mj .
– Compute an aggregate rating Ri from the set {rij}.

2. Recommend the set of candidates with the highest predicted ratings Ri.

5 A closely related method is considered by Yu et al. [39] for the recommendation of sequences
of TV programs; essentially the same drawbacks apply in that context as well.
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This approach is illustrated by POLYLENS, as can be seen in Figure 20.4. The three
right-hand columns in the screen shot display ratings that have been predicted for
individual users via the same collaborative filtering method that MOVIELENS uses
for individual users. The column labeled “GROUP” shows the aggregated rating. In
POLYLENS, the aggregation method is very simple:

Ri = min
j

rij . (20.1)

That is, instead of looking for the movie with the highest average rating, POLYLENS

applies the strategy of “least misery”: It bases its recommendation on the lowest pre-
dicted rating for each candidate, preferring candidates for which the lowest predicted
rating for any group member is relatively high. Other plausible aggregation methods
will be mentioned in Section 20.3.2.

Construction of Group Preference Models. The second widely applied approach to
aggregation does not involve any predictions of ratings of individual users. Instead,
the system somehow uses its information about the preferences of individual group
members to arrive at a model of the preferences of the group as a whole:

1. Construct a preference model M that represents the preferences of the group as a
whole.

2. For each candidate ci, use M to predict the rating Ri for the group as a whole.
3. Recommend the set of candidates with the highest predicted ratings Ri.

With regard to Step 1: There are even more possible methods for the construction of
group preference models than for the aggregation of individual ratings, since group
preference models can take many different forms.

In some cases, the group preference model can be seen as an aggregation of individ-
ual preference models. An example is given by LET’s BROWSE: Each individual user’s
profile is a set of keyword/weight pairs that reflects the typical content of the pages
that this user likes to view. The system computes a model of the group by forming a
linear combination of these individual models. From then on, it no longer has to consult
the individual models when making recommendations. Similarly, in the context of an
in-vehicle multimedia recommender (Yu et al. [40]) and a TV program recommender
(Yu et al. [39]), Yu and colleagues introduced and evaluated a method for constructing
a group preference model on the basis of individual preference models, using a notion
of distance between preference models.

In other cases, a group preference model may represent an aggregate of preference
models for subgroups, rather than for individual members. This approach is exemplified
by the system INTRIGUE (Ardissono et al. [1]), which is designed to help tour guides
who need to design tours for heterogeneous groups of tourists that include relatively ho-
mogeneous subgroups (e.g., “children”). The tourist group leader divides the tour group
into several categories of homogeneous users and specifies a preference model for each
such subgroup. The group model is then a weighted average of the subgroup models,
with the weights reflecting the importance of the subgroups (e.g., the subgroup of dis-
abled persons is considered especially important because of the special requirements of
its members).
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The TRAVEL DECISION FORUM takes the focus on group models one step further:
In fact, the main function of the system is to help the group members, for each aspect
of the vacation that the group members are planning, to arrive at a group preference
model that all members have agreed to—that is, at a way of filling out each preference
specification form (such as the one shown in Figure 20.1) in such a way that it reflects
the preferences of the group as a whole. If we look at the system in this way, the system
can be seen as one that recommends specific preferences for the group model (e.g., a
rating of ++ for the attribute “Sauna” in Figure 20.1).

I-SPY creates a group (or community) preference model directly on the basis of data
concerning the behavior of individual group members, bypassing the level of individ-
ual preference models—partly because of privacy considerations, as will be discussed
shortly. I-SPY’s basic community preference model consists of a record of queries that
have been submitted (by the community of searchers) and the result pages that have
been selected for these queries, along with frequency information for these selections.
When deciding to what extent to promote a particular search result for a particular
community, I-SPY bases its decision on an estimate of how relevant this result page is
likely to be for the current query. This estimate is based on the frequency with which
this page has been previously selected by community members for the current query
and for similar queries.

Choosing Between Rating Aggregation and Group Preference Models. Construct-
ing a preference model for the group has the clearest advantages when the group mem-
bers will have an opportunity to examine and/or negotiate about the group’s model
before or after it is actually applied. In this case, for example, the users of INTRIGUE

or the TRAVEL DECISION FORUM could settle among themselves once and for all the
relative priorities of historical interest and entertainment, instead of debating this issue
with respect to each individual attraction. This type of process will be discussed further
in Sections 20.4 and 20.5.

If, on the other hand, the group model will be created and applied in the background,
without inspection by the group members, the question of whether a group model is
better is a more technical one that involves considerations such as efficiency and the
quality of recommendations. For example, O’Connor et al. [30] discuss various ways
in which POLYLENS could have been designed to create a model of each group (e.g.,
a “pseudo-user” who represents the interests of the group as a whole) before any rec-
ommendations were generated—and some typical consequences of such group models.
For instance, a group model might (accurately or not) recommend a movie for which
the predicted rating of each individual member was low—something that cannot happen
with recommendation-level aggregation.

Another advantage of a group preference model concerns its potential privacy bene-
fits. Recording and maintaining individual user profiles will typically raise privacy con-
cerns, especially if these profiles are owned by some third-party system on the server
side. In contrast, the use of a group preference model may go a considerable way toward
alleviating these privacy concerns. I-SPY is a case in point. Our web search behavior
can be surprisingly revealing when it comes to understanding the likes and dislikes of
an individual—far more revealing and valuable to an eavesdropper than movie or mu-
sic preferences, for example. I-SPY’s use of a community-based profile, in which the
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search behavior of individual searchers is merged, means that the search preferences of
any individual searcher can no longer be reconstructed.

20.3.2 Alternative Goals and Procedures for Aggregation

Even once a general approach has been chosen, the question arises of what particular
computational procedure (or mechanism) should be used for the aggregation. This is
the single question in this area that has received the most attention. The problem is
that there are a number of goals that may be desirable in any given situation (e.g., total
satisfaction, fairness, and comprehensibility), and conflicts between them can easily
arise. In this section, we give several examples of such goals.

Whereas many treatments of these issues (see, e.g., Masthoff [24]; Yu et al. [39]) de-
vote considerable attention to mathematical formulas, quantitative examples, and tech-
nical concepts, we will focus on the basic underlying issues and concepts and how they
relate to realistic application scenarios.

Maximizing Average Satisfaction. Suppose at first that we are taking the approach
of aggregating individual ratings. In this case, the goal of maximizing average satisfac-
tion can be achieved by an aggregation function that computes some sort of average of
the predicted satisfaction of each member for use as a basis for the selection of can-
didates (see Equation 20.2). The POCKET RESTAURANTFINDER (McCarthy [26]; cf.
Section 20.2.1) applies a variant of this formula to the predicted ratings of restaurants by
members of a group who are preparing to go out to dine together. The G.A.I.N. system
of Pizzutilo et al. [32], which presents news items on a wall display or an information
kiosk, uses a more complex variant of this formula that takes into account uncertainty
about which users will be viewing the display at any given time; a similar procedure
is applied in FIT (Goren-Bar and Glinansky [14]), which recommends TV shows for
members of a family.

Ri = average({rij}) = 1/n ·
n∑

j=1

rij . (20.2)

If the predicted ratings are not thought to represent satisfaction accurately, some trans-
formation of them can be used, such as the square of the rating; some results concerning
transformations of this sort are given by Masthoff [24].

Minimizing Misery. Even if the average satisfaction is high, a solution that leaves one
or more members very dissatisfied is likely to be considered undesirable. Even the most
ego-centered group member may not want to have to interact with another member who
is thoroughly dissatisfied; and such a member may refuse to go along with the solution
in any case. In POLYLENS, the minimization of misery is the only criterion applied (see
Equation 20.1 above). It is also possible to take this factor into account as a constraint
that must be fulfilled by a solution: The lowest predicted rating must not fall below a
given threshold.
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Ensuring Some Degree of Fairness For similar reasons, a solution that satisfies ev-
eryone just about equally well is in general preferred to one that satisfies some at the
expense of others—all other things being equal. Even more than in the case of minimiz-
ing misery, the goal of ensuring fairness is in general combined with some other goal.
After all, no-one wants a perfectly fair solution that makes everyone equally miserable.
For example (again assuming the approach of aggregating individuals’ ratings), the ag-
gregation of predicted individual ratings might include a penalty term that reflects the
amount of variation among the predicted ratings, as in Equation 20.3:

Ri = average({rij})− w · standard-deviation({rij}), (20.3)

where w is a weight that reflects the relative importance of fairness.

Treating Group Members Differently Where Appropriate. In some situations, it
is generally agreed that the preferences of some group members need to be treated
differently than those of others. If two hosts are planning a visit to a restaurant with a
visitor from out of town, they are likely to give high priority to the visitor’s preferences,
requiring only that the solution is not entirely unsatisfactory for themselves (cf. e.g.,
Kay and Niu [22]). In INTRIGUE, the tourist guide is able to assign higher weights to
subgroups such as those of disabled persons or children, on the assumption that these
group members are less able to put up with solutions that are even partly unsatisfactory
for them.

Discouraging Manipulation of the Recommendation Mechanism. The problem of
manipulation is illustrated by experience with an early version of the system MUSICFX
(McCarthy and Anagnost [27]), one of the earliest group recommender systems, which
automatically selected music genres for the music to be played in a fitness studio:
Although the system essentially applied an averaging procedure to construct a group
model from individual preference models, the system also enforced a constraint of the
type mentioned above in connection with the “least misery” criterion: Any music genre
that was “hated” by any member currently in the gym was removed from the list of pos-
sible genres to play. Some users were observed to force an immediate change of genre
by adapting their specifications to indicate that they “hated” the genre currently being
played—even if they really didn’t mind it but simply liked it less well than some other
genres.

The potential for manipulation is even more obvious in the TRAVEL DECISION FO-
RUM, in which one group member can often see the preferences specified by the other
members. For example, suppose that in Figure 20.1 Claudia’s true preference regarding
the presence of a sauna was∼ (“Don’t care”): Instead of selecting the middle box in the
scale, she might be inclined to select the left-most box (indicating strong disapproval
of the availability of a sauna), so as to compensate for the positive preferences speci-
fied by the other group members Ritchie and Tina, expecting that the aggregated group
preference for a sauna will end up being closer to her own.

When this type of insincere specification of preferences occurs, the aggregation
algorithm used will be operating on false premises, since the algorithms presuppose
that a group member’s expressed preferences reflect his or her true preferences.
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One way of making manipulation difficult is to make it impossible for users to see
each others’ preferences before specifying their own: If you don’t know what the other
members prefer, it is hard to distort the resulting recommendation in your own direction
by specifying an insincere preference. But users may be able to guess other members’
preferences (at least roughly); and in any case, as we have seen, there are advantages to
allowing members to see each others’ preferences at an early stage.

Manipulation is most likely to be possible if the input that the system uses for mak-
ing its predictions consists of explicit preference specifications; with implicit inference
of preferences, users are much less likely to be able to see how they could influence a
recommendation by acting in some particular way. But exceptions can occur; for ex-
ample, in I-SPY, user can quickly notice that, when they choose a particular link for a
given query, that link gets promoted in the search result list for that query. It is then an
obvious next move to click on links that one would like to promote (e.g., pages writ-
ten by the user), regardless of their actual relevance to the query. One can view this
type of manipulation as an alternative form of search engine spam, because subsequent
users will see potentially irrelevant results being unjustifiably promoted to positions of
prominence. As a potential solution to this problem, Briggs and Smyth [3] propose the
use of an explicit model of trust that provides a filtering mechanism with a view to
eliminating the contributions of these manipulative selections: The selections of indi-
vidual users are evaluated for their reliability. In the simplest sense, a result selection is
considered to be reliable if the same link is subsequently reselected by a certain min-
imum number of searchers for similar queries in the future. This information is used
for (among other things) the evaluation of the trustworthiness of individual users, so
that recommendations that stem from the activities of users with low trust values can
be eliminated or demoted. Preliminary evaluation results suggest that the technique is
capable of improving recommendation accuracy.

A different approach to discouraging manipulation is to have the system use an
aggregation method that is inherently nonmanipulable: It is never in the interest of
a given user to specify any preference other than the one that he or she really has.
To return to the example with the TRAVEL DECISION FORUM given above: A simple
nonmanipulable aggregation mechanism uses as a preference for the group as a whole
concerning a given attribute the median of the individual preferences for that attribute
(i.e., the one that falls exactly in the middle of an ordered list of all preferences). In our
example, Claudia will not be able to drag down the group preference for a sauna below
+ by specifying a low preference herself, since the median preference will be + for any
preference that she specifies between −− and +. (It will be left as an exercise for the
reader to verify that, with the use of the median mechanism in this setting, no group
member could ever benefit by specifying a preference insincerely.)

In general, many nonmanipulable mechanisms may exist for any given preference
aggregation problem. In the research area of automated mechanism design (see, e.g.,
Conitzer and Sandholm [8]; Conitzer and Sandholm [9]; Sandholm [33]), methods are
developed for automatically generating aggregation methods for a particular setting that
(a) satisfy the constraint of being nonmanipulable (at least in that particular setting) and
(b) also respect other constraints as well (e.g., maximizing average satisfaction and/or
ensuring a certain degree of fairness). The methods introduced by Conitzer and Sand-
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Fig. 20.5. Part of a dialog box in the TRAVEL DECISION FORUM via which an aggregation proce-
dure can be selected. (The slider, which is active only when a mechanism is to be generated auto-
matically, determines the relative weight of average satisfaction and fairness—cf. Equation 20.3.
Adapted with permission from Figure 2 of Jameson [18].)

holm were implemented in the TRAVEL DECISION FORUM, along with the median
mechanism just mentioned and two other mechanisms. The system administrator or
an individual group member can request that an automatically designed mechanism be
used for the generation of recommendations and can specify the properties that this
mechanism should have (see Figure 20.5); the system then generates on the fly a mech-
anism that fulfills the specified constraints. The main issues that arose concerning the
appropriateness of such automatically designed mechanisms were whether they were
sufficiently comprehensible (or “transparent”, in the terms of Figure 20.5) and accept-
able to users. These issues will be discussed in the next subsection.

Ensuring Comprehensibility and Acceptability. As will be discussed in Section 20.4,
group members sometimes like to be able to understand the rationale behind a recom-
mendation. In particular, they may want to check to what extent acceptability criteria
such as the ones discussed earlier in this section are being fulfilled. Even with ingenious
visualizations such as those that will be shown in Section 20.4, it may be difficult for
a system to explain a recommendation if the mechanism by which the recommenda-
tion was generated is inherently complex and/or counterintuitive. Therefore, it may be
worthwhile to choose an inherently comprehensible mechanism even if it is not the best
mechanism in terms of the other criteria.

An example of a comparison of mechanisms in terms of their inherent compre-
hensibility and acceptability is the exploration of automatically designed nonmanipu-
lable mechanisms in the context of the TRAVEL DECISION FORUM (cf. the previous
subsection and Jameson et al. [20]). One fundamental limitation of the automatically
designed mechanisms is the fact that such a mechanism cannot be represented with a
simple formula (such as the formula for the average or the median) but rather has to
be represented by a table that specifies, for each possible combination of preferences
of individual users, which item should be chosen.6 Therefore, a group member can-
not apply the mechanism mentally in order to predict or understand recommendations.

6 Actually, automatically generated mechanisms are often nondeterministic: For each possible
combination of preferences, the mechanism specifies a vector of probabilities associated with
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Moreover, unless special acceptability constraints are applied in the mechanism gener-
ation process, the generated mechanism may give rise to recommendations that strike
people as counterintuitive and inappropriate (e.g, proposing for some combinations of
individual preferences an outcome that none of the group members likes, even though
there exist outcomes that some members like). In sum, automated mechanism design
is an approach that deserves further attention, but special attention must be paid to the
goal of ensuring adequate comprehensibility and acceptability.

20.3.3 Further Complications Concerning Preference Aggregation

The often conflicting goals discussed in the previous subsection are in themselves
enough to make the problem of choosing a suitable aggregation procedure a difficult
one. But there are additional complications that need to be taken into account in some
settings.

Generating Recommendations Concerning Multiple Decisions. So far, we have
been focusing on the situation in which a recommender will make recommendations
to a group concerning just one decision. But often the group members will expect a
system to make recommendations concerning a larger set of decisions, either at the
same time or in succession: INTRIGUE’s tour guide will choose several sights to visit;
the music selection systems will choose one song after the other; and a TV program
recommender will recommend several programs for a group to watch in succession.

In this type of situation, the procedure for generating recommendations about the
entire sequence can be related to a procedure with respect to individual decisions in
any of several ways. Figure 20.3 compares three approaches, which differ in terms of
several criteria.

1. The simplest approach is to treat each decision separately, ignoring the fact that
there will be a sequence of decisions. Because of its simplicity, this approach tends to be
computationally simple and easy to explain to users. One drawback is that a goal such
as ensuring fairness can be taken into account only with respect to individual decisions,
whereas it can be advantageous to consider it with regard to the entire set of decisions.
For example, it may seem fair enough to recommend a single TV program that is much
less attractive for one group member than for the others as long as that group member’s
overall satisfaction with the sequence of programs is comparable to that of the other
members. Trying to ensure approximately equal satisfaction among a group members
with each individual program in the sequence may rule out too many options that would
be attractive for the group as a whole. An even clearer limitation of this approach arises
in cases where the system can acquire feedback about the results of each decision be-
fore making recommendations concerning the next one. Suppose, for example, that one
group member was especially dissatisfied with a given TV program, even though this
dissatisfaction was not predicted in advance. It may be feasible and desirable to bias the
recommendations concerning one or more subsequent programs in favor of that group
member, so that he or she a ultimately reaches an appropriate level of satisfaction; but

the various possible outcomes, which is to be used for the random selection of one of the
outcomes.
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Table 20.3. Positive (+), negative (−), and intermediate (+/−) aspects of three approaches to
the treatment of a sequence of decisions by a group recommender.

  Approach to treating a sequence of decisions 
Criterion Independently As one complex 

decision 
Individually but with 
consideration of other 

decisions 

Computational 
complexity 

+ − +/− 

Comprehensibility + − +/− 
Appropriateness of 
evaluation criteria 

− + +/− 

Ability to take into 
account actual results 
of individual 
decisions 

− − + 

Applicability when 
decisions and 
members involved are 
not known in advance 

+ − +/− 

Ability to take into 
account additional 
ordering constrains 

− + +/− 

this type of compensation is not possible if the decisions are treated completely in-
dependently. Similarly, this approach cannot deal with other constraints that concern
relationships among members of the sequence (e.g., the possible undesirability of pre-
senting two very similar items in succession, cf. the discussion of FLYTRAP below; or a
possible tendency of earlier items in the sequence to have a generally larger impact on
users than later items, cf. Masthoff [25]).

2. The opposite approach is to view the recommendations for the entire sequence
as a single recommendation problem, much like that of recommending complex items
(such as vacations) that differ with respect to a number of attributes. This approach is
applicable only if it is known in advance what particular sequence of decisions is going
to be made and what group members are going to be involved (e.g., how many times
and on which particular occasions a group of diners is going to go out to dine together).
This approach makes it straightforward to apply criteria such as fairness to entire se-
quences. On the other hand, it does not make it possible to take into account the results
of previous decisions, since the decision making process for the entire sequence is com-
pleted before any decisions are executed. Also, the necessary computational procedures
tend to be more complex; for example, the number of possible sequences may be too
large for it to be feasible for the system to iterate through all possible sequences and
evaluate their suitability.

3. An approach that lies between these two extremes starts with the idea of treating
each decision problem separately but makes some adjustments to take into account the
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fact that a sequence is being dealt with. For example, each individual decision might be
approached with the goal of maximizing overall satisfaction; but if the system notices
that, up to a given point in time, a given member has been less satisfied than the others,
his or her satisfaction can be given greater weight in subsequent decisions, until the
discrepancy has been eliminated. This approach is able to take into account the actual
results of decisions (as opposed to only the predicted results). Although more complex
than independent treatment of decisions, the method may be reasonably explainable if
it corresponds with familiar decision making schemas from everyday life (e.g., “That
last program was awful for Mary, so let’s give her a break this time.”) This approach
does not require the set of decisions to be known in advance, but it can be applied most
effectively if a good deal is known. For example, if the system has decided to grant
a certain amount of extra satisfaction to a particular group member while making the
subsequent recommendations, it will be helpful to know how many decisions remain to
be made.

An example of this third approach is found in the FLYTRAP music selection system
(cf. Section 20.2.1): The system has to choose songs one at a time, because the set of
persons who are present to hear them frequently changes. But its selection procedure
does take into account constraints imposed by a “DJ agent” that tries, for example, to
avoid abrupt and distracting changes of genre.

20.3.4 Preference Specifications That Reflect More Than Personal Taste

In most analyses, it is assumed that the preferences specified by a group member repre-
sent simply the desires of that individual member (e.g., in a TV context, the programs
that the group member would watch if he or she were watching alone). But in some set-
tings, a group member may be taking into account the assumed interests of other mem-
bers when expressing his or her own preferences. For example, we noted in connection
with the TRAVEL DECISION FORUM that users sometimes expressed preferences in
such a way as to minimize the likelihood of conflict. To take a more extreme example,
consider a mother who is taking her two children to the movies and whose primary
motivation is to find a movie that the children will like and that she herself will not
hate having to sit through. In this case, her preference specification (e.g, a high rating
for a particular children’s movie) will reflect only to a minimal extent her own taste in
movies. So it would not be appropriate, for example, for a recommender system to look
straightforwardly for a “compromise” between the mother’s expressed preference and
the preferences expressed by the children (though some more sophisticated aggregation
of the various expressed preferences might well make sense).

An additional complication arises when the group members’ preferences reflect not
just subjective tastes but also knowledge that may be relevant to the choices of the other
members as well. For example, suppose that a member m1 of a travel group who is
especially familiar with Switzerland expresses a strong preference for a given Swiss ski
resort: The other group members may be willing to give extra weight to m1’s opinion,
even if their own evaluation criteria for resorts are somewhat different, on the grounds
that the resort in question is especially likely to be good at least according to m1’s
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criteria, which overlap to some extent with the criteria of the other group members.7 An
ad hoc way of taking differences in knowledge into account is to assign greater weight
to the preferences of more knowledgeable group members; but this method does not
address in a principled way the relationship between knowledge and preferences.

20.3.5 At What Points Can These Complexities Be Dealt With?

After this lengthy discussion of conflicting goals for preference aggregation procedures
and additional complexities, the reader may be wondering whether it will ever be pos-
sible to deal with these issues adequately in group recommender system. Fortunately,
the issues can be dealt with by different people at different points in time:

1. The system’s designers and/or deployers may specify an appropriate means of han-
dling each problem: The persons who are designing a group recommender—or
arranging the deployment of an existing recommender in a given context—can
consider each of the issues discussed above with regard to their particular target
group and application setting and work out some locally appropriate solution. For
example, the designers of POLYLENS thought that the “least misery” aggregation
function would be appropriate because they expected most groups of people who
go to see a movie together to be small (i.e., 2 or 3 members); for settings involving
larger groups, the same function would probably lead to too many cases in which a
solution that would be liked by many members would in effect be vetoed by the one
person who liked it least. If the designers of a restaurant recommender anticipate
that there will often be some group members who are familiar with the restaurants
in question and others who are not, they might look for a principled way of treating
the two types of group member differently.

2. The system’s users may select a suitable preference aggregation method for each
decision: A system can allow the users to decide what aggregation mechanism
is to be used, either before any recommendations are made or during an iterative
process of requesting recommendations and adjusting the aggregation function. For
example, with INTRIGUE the tour guide can specify a different set of subgroup
weights for each tour group. As was mentioned above, a variety of aggregation
mechanisms can be chosen in the TRAVEL DECISION FORUM. This idea could be
adopted in many recommendation settings.

3. Users can take any remaining factors into account when evaluating specific rec-
ommendations and negotiating about the final decision: If the system presents a
number of recommendations and allows users to choose which one(s) they want to
adopt, it may not be necessary for the system itself to deal with all of the subtle
problems that can arise. Instead, the users themselves may be able to take these is-
sues into consideration, making use of their long experience with social interaction
and relationships. After all, even the most subtle of the issues discussed in this sec-
tion concern matters that people are accustomed to dealing with in everyday life. If

7 Hastie and Kameda [16] show how aggregation procedures can be compared in terms of their
suitability for arriving at accurate decisions even in settings where the group members are as-
sumed to have identical preferences—that is, where knowledge aggregation rather than pref-
erence aggregation is involved.
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the group recommender is designed on the assumption that there are some aspects
of the decision problem that are better dealt with by the users themselves, the func-
tion that the system serves is mainly decision support rather than decision making.
In these cases, special importance should be assigned to the third and fourth sub-
tasks of a group recommender (explaining recommendations and supporting final
decision making), which will be discussed in the next two sections, respectively.

20.4 Explaining Recommendations

20.4.1 Motivation

Given the many ways in which recommendations for a group can be derived—and the
often conflicting goals that can be pursued—it is natural that group members should
want to understand to some extent how a recommendation was arrived at—and in par-
ticular, how attractive a recommended item is likely to be to each individual group
member.

Recommender systems for individuals often accompany each recommendation with
some sort of analysis of its predicted acceptability; the analysis may range from a sim-
ple index of the system’s confidence to a complex visualization of the pros and cons
of the recommended solution (see, e.g., Herlocker et al. [17], and the chapter in this
volume by Schafer et al. [34]). With group recommenders, it is in principle possible
to present such an analysis for each individual member, for the group as a whole, and
perhaps for subsets of members. A member m1 may be interested in the analysis for
m2 because m1 considers it important that m2 be satisfied, because m1 wants to make
sure that she is getting “as good a deal” as m2, or simply in order to understand how
the recommendation was derived.

20.4.2 Treatment in Existing Group Recommenders

As can be seen in Figure 20.6, LET’S BROWSE explains each of its web page recom-
mendations by listing the keywords in the page that it assumes to be of interest to all
group members. By showing where these keywords are located in each member’s pro-
file, the system also allows each user to guess how interesting each member will find the
page. In the example in the figure, it looks as if the (hypothetical) group member George
Lucas will be less enthusiastic about the page than the member Bill Gates, given that Lu-
cas is only marginally interested in technology. As some of the systems to be discussed
below suggest, it might be a worthwhile further step for LET’S BROWSE to present an
explicit estimate of the likely interestingness of the page for each group member and
perhaps for the group as a whole. In this way, for example, Lucas might more readily
accept the system’s recommendation of the page involved in Figure 20.6, seeing quickly
that it is more interesting to other members than it is to him; or, depending on his overall
attitude, he might object to the recommendation for just that reason. On the other hand,
since (as was mentioned in Section 20.3.1) LET’s BROWSE uses a group-level model
to compute its recommendations, the computation of predictions for individual group
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Fig. 20.6. Screen shot of LET’s BROWSE that shows how the system explains a recommendation
for three (hypothetical) users of a particular web page. (Adapted with permission from an image
supplied by Henry Lieberman.)

members for presentational purposes would involve additional overhead, and it would
not reflect the way in which the system actually arrives at its recommendations.

POLYLENS gives an idea of how a display that shows predictions for individuals
might look. Since POLYLENS uses collaborative filtering, it cannot explain a movie rec-
ommendation in terms of the movie’s content; but it does show the predicted rating for
each group member and for the group as a whole (see Figure 20.4 above). In addition to
explaining each recommendation in terms of the underlying predictions for individuals,
this visualization makes it possible for the attentive user to notice how group recommen-
dations are generated—via the “least misery” principle (Equation 20.1)—by comparing
predictions for the individual members with the predictions for the group. Incidentally,
more than 90% of the users surveyed stated that they had no privacy concerns about
having their predicted ratings shown to other group members—a result that encourages
the development of additional methods that expose individual-level predictions to all
group members.

INTRIGUE offers a type of explanation (Figure 20.7) that is partly similar to that of
POLYLENS: It shows the predicted attractiveness of each recommended attraction for
the tourist group as a whole; but instead of simply presenting a predicted attractiveness
for each subgroup, it explains verbally the aspects of the attraction that are likely to
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Fig. 20.7. Example of INTRIGUE’s main explanation method. (Adapted with permission from
Figure 3 of Ardissono et al. [1].)

Fig. 20.8. Part of a visualization from the FLYTRAP music selection system. (The songs most
likely to be played are shown in the middle of the display. The color coding reflects the estimated
degree of interest of the two current listeners Kris and Andy, as well as the influence of the DJ
agent. Adapted with permission from Figure 1 of Crossen et al. [11].)

appeal to that subgroup (not mentioning the less appealing aspects). This type of expla-
nation seems helpful for the tour guide who would like all group members to accept the
recommendation, but it does not convey a clear idea of how attractive the recommended
tour is to each subgroup.8

8 INTRIGUE also offers a different type of explanation that shows only predictions for individual
subgroups; see Figure 8 of Ardissono et al. [1].
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FLYTRAP offers a completely different type of visualization (see Figure 20.8),
which indicates which users are present in the room in which music is being played,
what songs are more or less likely to be selected for playing, and how these songs are
expected to be evaluated by the users who are present and by the “DJ agent”. Since the
users of FLYTRAP do not have an opportunity to influence the choice of songs directly,
the purpose of this visualization is to convey a general understanding of how the system
works.

I-SPY incorporates a number of strategies for making clear the reasons for the pro-
motion of a given link in a search result list. Since the users of I-SPY are not viewed as
working together when they look for relevant links, the focus here is not on showing the
desirability of an option for particular group members with a view to resolving conflicts.
Nonetheless, it has proven worthwhile to provide information about how other commu-
nity members have dealt with the page in question in the past, because such information
helps the current user to judge its value for him- or herself. Types of information offered
include (a) related queries for which the page in question has been selected as a promis-
ing result (see Figure 20.3); (b) quantitative and temporal information such as “10% of
searchers have also selected this result for similar queries as recently as 15 minutes
ago” (Coyle and Smyth [10]); and (c) the names of the users who are responsible for
the promotion of the page (a by-product of the antimanipulation measures discussed in
Section 20.3.2; see Briggs and Smyth [3]).

The TRAVEL DECISION FORUM introduces two novel, complementary methods
that aim to provide a more detailed picture of the consequences of a given proposal for
each group member:

1. The first method automatically follows from the use of the preference specifica-
tion form for the presentation of proposals (see Figure 20.1). Since both the specified
preferences and the recommended joint preferences are shown on the same set of scales,
the user can quickly see which group members should be most / least satisfied with a
given proposal (i.e., the ones whose preferences are closest to / farthest from the high-
lighted cells). Also, with a bit of practice the user can see more complex patterns (e.g.,
Claudia might notice that “Tina and Ritchie have generally similar preferences, and
they usually get their way, while my preferences have little influence”). Any verbal ar-
guments associated with the other members’ stored preferences add further detail to the
picture of how they would evaluate a given proposal.

2. The second method takes into account the fact that any graphical explanation of
a recommendation is likely to be less interesting, vivid, and memorable than the type
of feedback that group members get while they are interacting face to face: A member
who is disappointed with a proposal may complain about specific aspects of it in an
emotional manner, formulating (or repeating) arguments. In settings where all group
members are physically present in front of the group recommender system, this type
of face-to-face discussion is likely to occur spontaneously. For settings in which no
such direct communication is possible, the TRAVEL DECISION FORUM tries to recap-
ture some of the flavor of face-to-face interaction through animated characters: It is
assumed that at any given moment only one group member will be interacting with the
system; each of the other members is represented by an animated character who bears
that member’s name. Whenever the system (represented by an animated character called
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Fig. 20.9. Use of animated characters in the TRAVEL DECISION FORUM to represent the likely
responses of the absent group members to a proposal. (Here, the representative of Tina is respond-
ing to the proposal shown in Figure 20.9. Adapted with permission from Figure 3 of Jameson
[18].)

the mediator) has recommended a particular joint preference model for a given value
dimension (such as “health facilities”), he asks the representatives of the absent group
members to comment on it in turn. Parts of a typical performance of a representative
are shown in Figure 20.9.

This type of simulated reaction can heighten the group members’ awareness of the
other members’ points of view—including their motivational orientations—and over-
come the natural tendency to focus on one’s own evaluations. Also, like the explana-
tions of INTRIGUE, these presentations are selective, focusing on the most important
considerations for each group member. The user can switch attention back and forth
between the animated agents and the graphical explanation, because the two types of
explanation make use of largely complementary communication channels.

20.4.3 Concluding Remarks About Explanations

These examples from existing systems illustrate (a) that there are many types of infor-
mation that can be conveyed by an explanation of the system’s recommendations and (b)
that the function of such explanations is not necessarily to convince the group members
that the system’s recommendations should be accepted. Instead, the system’s explana-
tions are often best seen as information that puts the group members in a better position
to make a final decision, which may deviate radically from the recommendations made.
The process of arriving at a final consensus is the subject of the next section.

20.5 Helping Group Members to Achieve Consensus

Even with a recommender system for individual users, no matter how appropriate and
compelling the system’s recommendations and explanations may be, there is usually
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no guarantee that any of the recommendations will be adopted. With individual recom-
menders, although the decision process may be complex, it typically takes place within
the mind of a single person. With a group recommender, extensive debate and negotia-
tion may be required, which may be especially problematic if the members are not able
to communicate easily.

20.5.1 Treatment in Existing Systems

Group recommender systems have tended not to provide explicit support for the process
of arriving at a final decision. Such support may in fact not be required if any of the
following conditions hold:

1. The system simply translates the most highly rated solution into action without
requesting the consent of any users.
This method is applied by the music selection systems ADAPTIVE RADIO, FLY-
TRAP, and MUSICFX, which select and play music autonomously on the basis of
the preferences of the group members who are present. It would in fact usually
be impractical to allow the persons who happen to be present in a public space to
debate about each piece of music that is to be played.

2. It is assumed that one group member is responsible for making the final decision.
LET’S BROWSE is based largely on the assumption that one group member controls
the pointing device and will therefore make most of the decisions about what pages
to visit. With INTRIGUE, it appears to be assumed that the tourist guide will decide
what tour should be taken.

3. It is assumed that group members will arrive at the final decision through conven-
tional discussion (e.g., face to face or by phone).
An especially clear example where this assumption is justified is the situation where
several group members are working simultaneously with the CATS vacation rec-
ommender system (cf. Section 20.2.2) on the DIAMONDTOUCH interactive table-
top. In addition to the usual broad bandwidth of face-to-face communication, the
group members can refer during their negotiations to the various information dis-
plays provided by the system.

The only other system we know of that specifically supports communication among
group members for the purpose of final decision making is the TRAVEL DECISION

FORUM—understandably, since this system is designed specifically for groups of users
who usually cannot communicate with each other in real time. The animated repre-
sentatives of absent group members (Section 20.4) do not serve only as a means of
visualizing the implications of recommended solutions for the absent members. In ad-
dition, each member can grant her representative a certain amount of authority to accept
proposals during interactions with another group member. For example, in Figure 20.9,
Tina’s representative states that she cannot accept the current proposal. If instead the
representative had accepted it and the same were true of Ritchie’s representative and
the current user Claudia, the proposal would have been treated as finally accepted, even
though Tina and Ritchie had not really seen it.
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20.5.2 Possible Extensions to Existing Systems

Since in most applied scenarios the overhead of animated agents would be too great,
we should consider how functions such as those of the TRAVEL DECISION FORUM can
be realized in a lighter-weight manner. For example, a system like POLYLENS might
allow each member to specify that they are willing to go to any movie whose predicted
rating for them is above some threshold (e.g., 4 stars out of 5). In that case, the system
could present not only recommendations but also a subset of the recommended movies
that can be decided on without further consultation; a designated group member could
then go on and buy tickets for any of these movies. If it is assumed that each group
member will view the recommendations before a decision is made, a procedure could be
introduced that allowed the group members to vote for movies among the recommended
ones, also indicating which particular ones they are willing to accept. In this case as
well, it could be agreed that a designated group member could make the final decision.

As the reader may have noticed, this type of voting mechanism can in itself be
viewed as a simple recommender system that makes use of explicit preference specifi-
cations and helps the group members to choose among the recommended options. And
in fact we could apply all of the concepts introduced so far to this “recommender”, con-
sidering, for example, whether the group members should be allowed to see each other’s
votes (cf. Section 20.2), how the votes should be counted and weighted (Section 20.3),
how the results of the voting should be presented (Section 20.4), and even how the re-
ally final decision ought to be made (the present section). Fortunately, we are not faced
with an infinite regress, since the recommendation problem that we are dealing with
now—choosing from among a small number of recommended items—is considerably
simpler than the original problem, and simple solutions may be quite adequate. For ex-
ample, suppose that for the original recommendations an aggregation function was used
which gave especially high weight to particular group members (e.g., the visitors from
out of town). It may not be necessary for the final voting mechanism to be biased in
their favor as well, since the set of recommendations itself will already contain mainly
films that the guests will like; and the hosts are likely in any case to vote in a way that
takes into account the greater importance of the guests.

More generally, decisions are often made in several stages, and in each stage a
different type of decision making procedure may be applied. Issues that require a great
deal of attention in one stage may be simpler to deal with in another stage.

20.6 General Conclusions

20.6.1 Conclusions Concerning Group Recommender systems

This chapter has shown that the differences between recommending for groups and
recommending for individuals are more numerous, important, and complex than one
would tend to think at first glance.

1. New methods of acquiring information about users’ preferences are available,
especially when group members specify their preferences explicitly; but the interpreta-
tion of explicitly specified preferences can be less straightforward than in the case of
individual users.
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2. The process of selecting items to recommend for the group as a whole can involve
much more than the application of numerical formulas, and the appropriateness of the
potentially applicable methods depends on various aspects of the application setting.

3. An explanation of the considerations that underlie a recommendation can take
many different forms and convey many different types of information, which can be
processed further by the group members in their efforts to do justice to considerations
that could not be taken into account by the system.

4. The process of arriving at a final decision can require communication and nego-
tiation, which can be supported in various ways by the system, depending on the nature
of the setting.

Because of the many specific questions raised by these differences between rec-
ommendation for groups and for individuals, it is all too natural for designers and re-
searchers to focus on one or two of the differences, implicitly adopting with respect
to other issues a default solution that may be far from optimal for their particular set-
ting. We hope that, by accumulating and organizing ideas and experience concerning
the most important differences, this chapter will enable designers and researchers to do
justice to all of these differences in their own work, either by adopting ideas that have
already been developed or by working out new solutions of their own.

20.6.2 Implications for Other Types of Adaptive Web-Based System

Even more generally, just about any type of system that adapts to its users can be seen
in some sense as a recommender system, and it may be natural to extend it for adap-
tation to groups of users. For example, a system for personalized information access
(cf. the chapter by Gauch, Speretta, and Micarelli [13]) can be seen as “recommending”
particular documents to a user; and it is reasonable to adapt to groups of cooperating
information-seeking users. Either explicitly or implicitly, we will then have to deal with
issues such as the specification and aggregation of preferences of the various group
members.

Similarly, a system that offers adaptive navigation support (cf. the chapter by
Brusilovsky [4]) can be seen as recommending moves within a hyperspace; and it is
natural to consider groups of navigating users (as is in fact done in LET’s BROWSE).

With systems that aim to encourage and support collaboration (cf. the chapter by
Soller [38]), one of the many functions is that of “recommending” to a set of potential
collaborators courses of action that are predicted to be beneficial to them. From a group
recommendation perspective, issues that arise include those of (a) how to select a form
of collaboration that best takes into account the possibly diverging goals and preferences
of the potential collaborators; and (b) how to convince the potential collaborators that
they would in fact benefit from the proposed collaboration—or how at least to enable
them to devise some form of collaboration that they consider more suitable.

Turning to the more domain-specific topic of systems for health care (cf. the chapter
by Cawsey et al. [6]), consider the example of a system designed to persuade members
of a family to adopt healthier eating habits: This type of intervention can be seen as in-
volving recommendations to a group of users who have different roles and preferences.
Most of the issues discussed in this chapter take a more complex form in this type of
setting than in the application settings discussed so far.
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In the light of these and many other possible examples, it seems natural that group
recommender systems should attract increasing attention not only from designers and
researchers who are interested in this particular type of system but also from those who
work with other types of adaptive web-based systems.
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Abstract. Consumer studies demonstrate that online users value personalized 
content. At the same time, providing personalization on websites seems quite 
profitable for web vendors. This win-win situation is however marred by pri-
vacy concerns since personalizing people's interaction entails gathering consid-
erable amounts of data about them. As numerous recent surveys have consis-
tently demonstrated, computer users are very concerned about their privacy on 
the Internet. Moreover, the collection of personal data is also subject to legal 
regulations in many countries and states. Both user concerns and privacy regu-
lations impact frequently used personalization methods. This article analyzes 
the tension between personalization and privacy, and presents approaches to 
reconcile the both.  

21.1 Introduction 

It has been tacitly acknowledged for many years that personalized interaction and user 
modeling have significant privacy implications, due to the fact that large amounts of 
personal information about users needs to be collected to perform personalization. For 
instance, frequent users of a search engine may appreciate that their search terms 
become recorded to disambiguate future queries and deliver results that are better 
geared towards their interests (see Chapter 6 of this book [130]). They may not appre-
ciate though if their search history from the past few years becomes accessible to 
others. Secretaries may value if the help component of their text editor can give per-
sonalized advice based on a model of their individual word-processing skills that it 
built over time by watching how they interact with the word processor [113]. They are 
however likely to be concerned if the contents of their model becomes accessible to 
others, specifically if negative consequences may arise from a disclosure of the skills 
they lack. Other potential privacy concerns in the context of personalized systems 
include (see [37]): unsolicited marketing, computer “figuring things out” about the 
user [197], fear of price discrimination, information being revealed to other users of 
the same computer, unauthorized access to accounts, subpoenas by courts, and gov-
ernment surveillance. 
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Kobsa [104, 105] was arguably the first to point out the tension between personal-
ization and privacy nearly twenty years ago, but without much impact. The only pri-
vacy solution of these days was to ascertain that users could store their models on a 
diskette (R. Oppermann, GMD) or a PCMCIA card (J. Orwant, MIT [143]), and carry 
them with. The situation changed completely in the late 1990s, for four main reasons: 

Personalized Systems Moved to the Web. Web retailers quickly realized the enormous 
potential of personalization for customer relationship management and made their 
websites user-adaptive. This had significant privacy implications. While user models 
were previously confined to stand-alone machines or local networks, people's profiles 
were now collected on dozens if not hundreds of personalized websites. Widely pub-
licized security glitches and privacy breaches as well as aggressive telemarketing led 
to a widespread (~60-80%) stated reluctance of Internet users to disclose personal 
data and being tracked online. This reluctance however endangers the basic founda-
tions of personalization, which highly relies on such data [180]. 

More Sources of User Data Available. While in the 1980s the main source of user 
modeling was nearly exclusively textual data entered by the user, assumptions about 
users can nowadays be drawn from, e.g., their mouse movements, mouse clicks, eye 
movements, facial expression, physiological data and location data. Completely new 
privacy threats arose in ubiquitous computing environments where users are no longer 
merely IP addresses in an abstract online space, but become identified individuals 
who are being monitored and contacted by their physical surroundings.  

More Powerful Analyses of User Data Available. More powerful computers, computer 
networks, sensors and algorithms have made it possible to collect, connect and ana-
lyze far more data about users than ever before. Complete digital lifetime archives 
replete with personal data may soon become reality.  

Restrictions Imposed by Privacy Legislation. Many more countries, states and prov-
inces have meanwhile introduced privacy laws, which severely affect not only com-
mercial websites but also experimental research on user modeling (in many cases 
even when it is done "just with IP numbers", "just with our students", or "just for 
testing purposes") [107]. Areas that are specifically affected include data mining for 
personalization purposes (see Chapter 3 of this book [135]), adaptive tutoring systems 
that build learner models (see Chapter 1 of this book [23]), and adaptation to the 
needs of people with special needs [58, 174]. 

Consumer studies demonstrate that online users value personalized content [32, 149, 
178]. At the same time, providing personalization on websites seems quite profitable 
for web vendors [11, 34, 77, 86]. This win-win situation is however marred by pri-
vacy concerns since personalizing people's interaction entails gathering considerable 
amounts of data about them. As a consequence, the topic of "Privacy and Personal-
ization" has received considerable attention from industry and academia in the past 
few years. Three industry conferences with this title were held in 2000-01 (in New 
York, London and San Francisco) with a participation of about 150 people. The 
Ubiquitous Computing conferences have held privacy workshops in the past four 
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years1 that address, among other topics, privacy in context-aware systems. In July 
2005, twenty researchers met for a first workshop on Privacy-Enhanced Personaliza-
tion at the 10th International User Modeling Conference in Edinburgh, Scotland [108], 
and one year later for a second workshop at the CHI-2006 conference in Montréal, 
Canada [130]. 

The aim of research on privacy-enhanced personalization is to reconcile the goals 
and methods of user modeling and personalization with privacy considerations, and to 
strive for best possible personalization within the boundaries set by privacy. This 
research field is widely interdisciplinary, with contributions coming from information 
systems, marketing research, public policy, economics, computer-mediated communi-
cation, law, human-computer interaction, and the information and computer sciences. 
This chapter analyzes how current research results on privacy in electronic environ-
ments relate to the aims of privacy-enhanced personalization. It first discusses the 
impact of Internet users’ privacy concerns on the disclosure of personal data. Section 
21.3 then reviews the current state of research on factors that contribute to alleviating 
privacy concerns and to encouraging the disclosure of personal data. Section 21.4 
analyzes the impact of privacy regulation on personalized systems (specifically of 
privacy legislation, but also industry and company self-regulation as well as princi-
ples of fair information practices). Section 21.5 finally describes privacy-enhancing 
technical solutions that are particularly well suited for personalized systems. 

As we will see throughout these discussions, there exists no magic bullet for mak-
ing personalized systems privacy-enhanced, neither technical nor legal nor social/ 
organizational. Instead, numerous small enhancements need to be introduced, which 
depend on the application domain as well as the types of data, users and personaliza-
tion goals involved. At the end of most sections and subsections, we will list the les-
sons for the privacy-minded design of personalized systems that ensue from the re-
search results discussed in the respective section. In a concrete project, though, the 
applicability of these recommendations will still need to be verified as part of the 
normal interaction design and user evaluation process [155, 175].  

21.2 Individuals’ Privacy Concerns 

21.2.1   Methodological Preliminaries 

This section analyzes empirical results regarding people’s privacy-related attitudes, 
and the subsequent section known motivators and deterrents for people disclosing 
personal information to websites. Two principal types of empirical methods are avail-
able for identifying such attitudes, motivators and deterrents: 

1. Inquiry-based methods. In this approach, the participants of an empirical study are 
being asked about their privacy attitudes (“reported/perceived attitudes”), their dis-
closure behavior in the past (“reported/perceived behavior”), and their anticipated 
disclosure behavior under certain privacy-related circumstances (“stated behavioral 
intentions”). In the third case, these privacy-related circumstances can be merely 
described to subjects, or one can try to immerse subjects in them as much as possi-

                                                           
1 See the links at http://www.cs.berkeley.edu/~jfc/privacy/ 
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ble (e.g. by showing them a website with characteristics that may be important in 
subjects’ disclosure decisions). 

2. Observation-based methods. In this approach, the privacy-related behavior of par-
ticipants is being observed during the empirical study. Subjects are put into a situa-
tion that resembles the studied circumstances as much as possible (usually a lab 
experiment, ideally a field experiment), and they have to exhibit privacy-related 
behavior therein (e.g., disclose their own personal data while purchasing products) 
rather than merely answer questions about their likely behavior. 

Both approaches have complementary strengths and weaknesses, and mixes of both 
approaches are therefore customary. Inquiry-based methods do not directly unveil 
people’s actual privacy-related attitudes and disclosure behavior, but only their per-
ception thereof, which may not be in sync with reality. Observation-based methods on 
the other hand often do not allow one to recognize people’s higher-level behavioral 
patterns or rationale, which in return can be more easily accessed through inquiries. In 
addition, both approaches are equally subject to various potential biases that must be 
eliminated through careful experimental design (see e.g. [141]). 

In the area of privacy, other factors also seem to come into play that may skew the 
results of empirical studies. Such known or suspected factors include the following: 

1. Biased self-selection. It may be the case that predominantly those people volunteer 
to participate in a privacy study, or take the pains to complete it until the very end, 
for whom privacy is a personal concern. This may bias the responses towards 
higher concerns. 

2. Socially desirable responses. It may be the case in privacy studies that subjects 
tend to respond and act in ways that are deemed socially desirable. For instance, in 
times of ever-increasing identity theft this bias may skew responses towards higher 
concerns since not having privacy concerns might be viewed as displaying a lack 
of prudence and responsibility. 

3. Discrepancies between stated attitudes and observed behavior. In several privacy 
studies in e-commerce contexts, discrepancies have already been observed between 
users stating high privacy concerns but subsequently disclosing personal data care-
lessly [17, 128, 172]. Several authors therefore challenge the genuineness of such 
reported privacy attitudes [80, 90] and emphasize the need for experiments that al-
low for an observation of actual online disclosure behavior [128, 167]. 

It seems possible to eliminate the first two sources of bias through careful experi-
mental design and post-hoc recalibration of socially desirable responses. The discrep-
ancies between stated privacy attitudes and observed disclosure behavior will be dis-
cussed in more detail in Sections 21.2.5 and 21.3.5. For the time being, it seems use-
ful though to clearly distinguish whether an experimental finding stems from the 
observation of actual human disclosure behavior in an experiment, or is based on 
subjects’ reports of attitudes, past behavior or behavioral intentions. We will therefore 
introduce the convention of marking findings of the first kind with an asterisk (*) in 
the remainder of this chapter.2  

                                                           
2  Note that a cited article may both describe observation-based findings (which will be marked 

with an asterisk) and findings that are based on subjects’ reports (which will not). 
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21.2.2   Potential Effects of Privacy Concerns on Personalized Systems 

Numerous consumer surveys and research studies have revealed that Internet users 
harbor considerable privacy concerns regarding the disclosure of their personal data to 
websites, and the monitoring of their Internet activities. These studies were primarily 
conducted between 1998 and 2003, mostly in the United States (see [156] for an in-
complete listing). In the following, we summarize a few important findings (the per-
centage figures indicate the ratio of respondents who adopted the respective view). 
For a more detailed discussion we refer to [180]. 

Personal Data 

1. Internet users who are concerned about the privacy or security of their personal 
information online: 70% [15], 83% [196], 89.5% [187], 84% [147];  

2. People who have refused to give personal information to a web site at one time or 
another: 95% [87], 83% [82], 82% [44]; 

3. Internet users who would never provide personal information to a web site: 27% 
[63]; 

4. Internet users who supplied false or fictitious information to a web site when asked 
to register: 40% [87]; 34% [44]; 24% [63]; 15% more than half of the time [167]; 
6% always, 7% often, 17% sometimes [163]; 48.9% never, 24.1% a quarter or less 
of the time, 18% between ¼ and over ¾ of the time [76]; 19.4% in an experiment 
(half of them multiple times) [127]; 39.6% in an experiment (2-3 items on average, 
and the likelihood of falsification was correlated with the stated sensitivity of the 
item). 

5. People who are concerned if a business shares their data for a purpose that is differ-
ent from the one for which they were originally collected: 90% [163], 89% [147]; 

6. Online users who believe that sites that share personal information with other sites 
invade privacy: 83% [45]. 

Significant concern about the use of personal data is visible in these results, which 
may cause problems for those personalized systems that depend on users disclosing 
data about themselves. More than a quarter of respondents stated that they would 
never consider providing personal information to a web site. Quite a few users indi-
cated having supplied false or fictitious information to a web site when asked to regis-
ter, which makes all personalization based on such data dubious, and may also jeop-
ardize cross-session identification of users as well as all personalization based 
thereon. Furthermore, 80-90% of the respondents are concerned if a business shares 
their information for a different than the original purpose. This may have severe im-
pacts on central user modeling servers that collect data from, and share them with, 
different user-adaptive applications (see Chapter 4 of this book [130]). 

User Tracking and Cookies 

1. People who are concerned about being tracked on the Internet: 54% [63], 63% 
[82], 62% [147]; 

2. People who are concerned that someone might know what web sites they visited: 
31% [63]; 
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3. Users who feel uncomfortable being tracked across multiple web sites: 91% [82]; 
4. Internet users who generally accept cookies: 62% [148]; 
5. Internet users who set their computers to reject cookies: 25% [44], 10% [63]; and 
6. Internet users who delete cookies periodically: 53% [148]. 

These results reveal significant user concerns about tracking and cookies, which may 
have effects on the acceptance of personalization that is based on usage logs. Obser-
vations 3–6 directly affect machine-learning methods that operate on user log data 
since without cookies or registration, different sessions of the same user can no longer 
be linked. Observation 3 may again affect the acceptance of the above-mentioned user 
modeling servers which collect user information from several websites (see Chapter 4 
of this book [130]). 

These survey results indicate that privacy concerns may indeed severely impede 
the adoption of personalized web-based systems. As a consequence, personalized 
systems may become less used, personalization features may become switched off if 
this is an option, fewer personal information may become disclosed, and escape 
strategies may be adopted such as submitting falsified data, maintaining multiple 
accounts/identities, deleting cookies, etc. However, developers of personalized web-
based systems should not feel completely discouraged by the abundance of stated 
privacy concerns in consumer surveys. As we will see, privacy concerns are only one 
of many factors that influence whether and to what extent people disclose data about 
themselves and utilize personalized systems. In Section 21.3 we will discuss numer-
ous factors that can seemingly mitigate users’ privacy concerns and prompt them to 
nevertheless disclose personal data about themselves. Designers of personalized sys-
tems will have to carefully analyze users’ privacy concerns in their application do-
main and address them, but also consider those mitigating factors and ascertain that as 
many of them as possible are present in the design of their systems. 

21.2.3   Effect of Information Type 

Not surprisingly, many surveys indicate that users’ willingness to disclose personal 
information also depends on the kind of information in question. For instance,  

− Ackerman et al. [1] found that the vast majority of their respondents always or 
usually felt comfortable providing information about their own preferences, includ-
ing favorite television show (82%) and favorite snack food (80%). In contrast, only 
a very small number said they would usually feel comfortable providing their 
credit card number (3%) or social security number (1%). The figures decreased in 
all categories if the data was about subjects’ children and not about themselves.  

− Phelps [151] found that consumers are more willing to provide marketers with 
demographic and lifestyle information than with financial, purchase-related, and 
personal identifier information. The vast majority of respondents were always or 
somewhat willing to share their two favorite hobbies, age, marital status, occupa-
tion or type of job, and education. 

− Metzger [127] found that participants of her experiment “were most willing to 
provide basic demographic information (e.g., sex, age, education level, marital 
status), and slightly less willing to provide information about their actual online 
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behavior (past purchases time spent online), religion, political party identification, 
race, hobbies/interests, and occupation. Respondents were by far most protective of 
their personal contact information (telephone number and email address) and fi-
nancial information (credit card number, social security number, and income).”* 

− In a different experiment, Metzger [126] found that participants were most likely to 
withhold their credit card and social security numbers. The next-most withheld 
items included email address, telephone number, favorite website, hobbies/ inter-
ests, and last purchase made online, income and political party affiliation. Partici-
pants were least likely to withhold general demographic information about them-
selves, for example, their sex, race, education, marital status, time spent online, 
number of people in their household, and age. Name and address were given out 
most frequently, but those were required for receiving a free CD. 

An experiment by Huberman et al. [88] suggests that not only different data catego-
ries, but also different values within the same category may have different privacy 
valuations*. A group of experimental subjects participated in a reverse auction for the 
disclosure of certain personal information to all others (namely of individuals’ age, 
weight, salary, spousal salary, credit rating and amount of savings). The anonymously 
submitted asking prices for this personal data turned out to be a (largely linear) func-
tion of the deviance of the data values from the socially desirable standard (this holds 
true both for individually perceived and actual deviance)*. The results seem to indi-
cate that the more undesirable a trait is with respect to the group norm, the higher is 
its privacy valuation. 

The lesson from these findings for the design of personalized web-based systems 
seems that highly sensitive data categories should never be requested without the 
presence of some of the mitigating factors that will be discussed later. To lower pri-
vacy concerns for data values that are possibly highly deviant, one-sided open inter-
vals should be considered whose closed boundary does not deviate too much from the 
expected norm (such as “weight: 250 pounds and above” for male adults). 

21.2.4   Interpersonal Differences in Privacy Attitudes  

Various studies established that age [52, 132], education [151] and income [3] are 
positively associated with the degree of stated Internet privacy concern. Smith et al. 
[170] also found that people who were victims of a perceived privacy invasion or had 
heard of one had higher privacy concerns. Gender effects on Internet privacy concerns 
could not be clearly established so far.  

In a broad privacy survey that was first conducted in 1991 [81] and since then re-
peated several times, Harris Interactive and Alan Westin clustered respondents into 
three groups, namely privacy fundamentalists, the privacy unconcerned, and privacy 
pragmatists. Privacy fundamentalists generally express extreme concern about any 
use of their data and unwillingness to disclose them, even when privacy protection 

                                                           
*  An asterisk indicates that the data is based on an observation of human privacy-related be-

havior in an experiment rather than a survey of stated attitudes, reported past behavior, or 
stated behavioral intentions (see Section 24.2.1 for a more detailed explanation). 
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mechanisms would be in place. In contrast, the privacy unconcerned tend to express 
mild concern for privacy only, and also mild anxiety about how other people and 
organizations use information about them. Privacy pragmatists as the third group are 
generally concerned about their privacy as well. In contrast to the fundamentalists 
though, their privacy concerns are lower and they are far more willing to disclose 
personal information, e.g. when they understand the reasons for its use, when they see 
benefits for doing so, or when they see privacy protections in place. 

In the latest edition of this survey in 20033, privacy fundamentalists comprise about 
26% of all adults, the privacy unconcerned about 10%, and the privacy pragmatists 
64% [179]. Previous editions and other studies yield slightly different figures and/or 
clusters. For instance, the clustering of the responses in [1] resulted in 17% privacy 
fundamentalists, 27% “marginally concerned”, and 56% members of the “pragmatic 
majority”. Acquisti and Grossklags [3] found four different clusters: “privacy funda-
mentalists with high concern toward all collection categories (26.1 percent), two me-
dium groups with concerns either focused on the accumulation of data belonging to 
online or offline identity (23.5 percent and 20.2 percent, respectively), and a group 
with low concerns in all fields (27.7 percent).” Spiekermann et al. [172] also identi-
fied privacy fundamentalists (30%) and marginally concerned users (24%). In addi-
tion, the authors were able to split the remaining respondents into two distinct groups, 
namely ones who are concerned about revealing information such as their names, 
email or mailing addresses (“identity concerned, 30%) and others who are rather more 
concerned about the profiling of their interests, hobbies, health and other personal 
information (“profiling averse”, 25%). 

21.2.5   Stated Attitudes Versus Reported and Observed Behavior 

What are the effects of high privacy concerns? If one looks at people’s reported past 
behavior or intended future behavior, the effects seem straightforward: 

− Sheehan and Hoy [167] found that people’s stated concern for privacy correlates 
negatively with the reported frequency of registering with websites in the past, and 
positively with providing incomplete information when they do register.  

− Metzger [127] more generally found that stated concern for online privacy nega-
tively predicted reported past online information disclosure (i.e., those who ex-
pressed high privacy concerns also tended to report less information disclosure in 
the past, and vice versa).  

− Smith et al. [170] developed and validated a survey instrument for determining 
individuals’ level of privacy concerns, which is composed of four subscales that 
measure concerns about inappropriate collection, unauthorized secondary use, im-
proper access, and errors in storing. Research by Xu et al. [195] that used this in-
strument indicates that if people’s individual privacy “sub-concerns” are addressed, 
their intended data disclosure rose significantly (concerns regarding improper ac-
cess and unauthorized secondary use had particularly high regression coefficients).  

                                                           
3  See [114] for a more detailed comparison of privacy concern indicators over different years. 
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− Finally, Chellappa and Sin [31] found that users’ stated intention to use personali-
zation services (which necessitates their willingness to disclose information about 
themselves) is also negatively influenced by their individual level of privacy concern. 

Other survey results however shed doubts on whether Internet users always follow 
through on their stated concerns. A large majority of people buy online (and thereby 
give out personal data) despite professing privacy concerns [16, 76, 179]. More para-
doxically, Behrens [15] found that 20 percent of adults who say they have placed an 
order on the Internet in the past three months also say they won't put personal infor-
mation such as their name and address on the Web. 

If we look at observable user behavior, the discrepancy to stated privacy con-
cerns becomes even more apparent. The experiment of Metzger [128] did not con-
firm the hypothesis that individuals’ level of concern about online privacy and data 
security is negatively related to the observed amount of personal information they 
disclosed to a commercial Web site*. The experiment by Spiekermann et al. [172] 
showed that privacy fundamentalists in particular did not live up to their expressed 
attitudes*. They only answered 10 percentage points fewer questions than margin-
ally concerned participants.  

As mentioned above, a lesson from the apparent discrepancy between intended and 
actual disclosure behavior of highly privacy-concerned individuals is that developers 
in the area of personalized web-based systems should not feel completely discouraged 
by the abundance of stated privacy concerns in consumer surveys. User experiments 
and daily web practice prove that people do disclose their personal data, since other 
factors are in effect at the same time that override or alleviate their privacy concerns. 
Such factors will be discussed in the next few sections. Moreover, based on the 
abovementioned results of Xu et al. [195], it seems worthwhile to address people’s 
individual privacy “sub-concerns”. Section 21.5.4 will discuss methods for dealing 
with privacy in a more personalized manner. 

21.3 Factors Fostering the Disclosure of Personal Information 

This section describes factors that have been shown to influence people’s willingness 
to disclose personal data about themselves on the Internet. Those factors include the 
value that people assign to personalization, their knowledge of and control over how 
personal information is used, users’ trust in a website (and known antecedents thereof, 
namely positive past experience, the design, operation and reputation of a website, 
and the presence of privacy statements and privacy seals), as well as data disclosure 
benefits other than personalization. The section also discusses consequences of these 
findings for the design of web-based personalized systems. In Section 21.3.5 we will 
describe how users consider these factors in a situation-specific cost-benefit analysis 
when deciding on whether or not to disclose individual personal data. 

21.3.1   Value of Personalization 

Chellappa and Sin [31] found that the value which Internet users assign to personal-
ization is a very important factor with regard to their stated intention to use personal-
ized websites, and that it can “override” privacy concerns: “the consumers’ value for 
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personalization is almost two times […] more influential than the consumers’ concern 
for privacy in determining usage of personalization services. This suggests that while 
vendors should not ignore privacy concerns, they are sure to reap benefits by improv-
ing the quality of personalized services that they offer” [31]. A study by White [194] 
also confirmed that users are more likely to provide personal information when they 
receive personalization benefits (the opposite seems to hold true however in the case 
of potentially embarrassing information in combination with a deep relationship be-
tween consumer and business, as will be explained in more detail in Section 21.3.3.1). 

How much value, then, do Internet users assign to personalized services? Con-
sumer surveys from the turn of the century (i.e. from the time when personalization 
features became first visible on the web) suggest that a slight majority of respondents 
value personalization, but that about a quarter sees no value in personalization or is 
not willing to disclose personal data to receive it: 

1. Online users who see / do not see personalization as a good thing: 59% / 37% [82]; 
2. People who are willing to give information to receive a personalized online experi-

ence: 51% (15% not) [148], 43% (39% not) [163]; 
3. Types of information users would provide to a web site that used it to personalize/ 

customize their experience, compared to one that does not provide any personal-
ization: hobbies 76% vs. 51%, address 81% vs. 60%, job title 50% vs. 32%, phone 
number 45% vs. 29%, income 34% vs. 19%, name 96% vs. 85%, mother’s maiden 
name 22% vs. 14%, e-mail address 95% vs. 88%, credit card number 22% vs. 19%, 
social security number 6% vs. 7%. 

4. Online users who find it useful if a site remembers basic information (name, ad-
dress): 73% (9% not) [148]; 

5. Online users who find it useful if a site remembers information (preferred colors, 
music, delivery options etc.): 50% (20% not) [148]; 

6. People who are bothered if a web site asks for information one has already pro-
vided (e.g., mailing address): 62% [148]. 

More recent surveys found the percentage of respondents who value personalization 
to be significantly higher. In a 2005 study by ChoiceStream [32], 80% of respondents 
stated that they are interested in receiving personalized content (news, books, search 
results, TV/movie, music). This number is consistent with the 2004 edition of the 
same survey in which 81% expressed their interest in personalized content. Young 
people are slightly more interested in personalization than older people. No figures 
are available on those who are not interested. 60% indicated that they would spend at 
least 2 minutes answering questions about themselves and their interests in order to 
receive personalized content, versus 56% in 2004. 26% agreed that they would spend 
at least 6 minutes answering such questions, compared with 21% in 2004. Moreover, 
59% (2004: 65%) of respondents indicated a willingness to provide information about 
their personal preferences, and 46% (2004: 57%) to provide demographics. The au-
thors of the study attribute these decreases in people’s willingness to provide personal 
data to a surge in societal privacy concerns during the intermittent year. 

These findings suggest that developers of personalized web-based systems need to 
make the personalization benefits of their system very clear to users, and ascertain 
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that those benefits are ones that people want.4 If users perceive value in the personal-
ization services offered, they are considerably more likely to intend to use them and 
provide the required information about themselves. 

21.3.2   Knowledge of and Control over the Use of Personal Information 

Many privacy surveys indicate that Internet users find it important to know how their 
personal information is being used, and to have control over this usage. In a survey of 
Roy Morgan Research [163], 68% of respondents indicate that it was very important 
(and 25% that it was important) to know how their personal info may be used. In a 
survey by Turow [182], 94% even agree that they should have a legal right to know 
everything that a web site knows about them. In a 1997 survey by Harris Interactive 
[119], 63% of people who had provided false information to a website or declined to 
provide information said they would have supplied the information if the site pro-
vided notice about how the information would be used prior to disclosure, and if they 
were comfortable with these uses.  

As far as control is concerned, 69% of subjects said in a 2003 Harris poll [179] that 
“controlling what information is collected about you” is extremely important, and 
24% still regarded it as somewhat important. Likewise in a direct marketing study of 
Phelps et al. [151], the vast majority of respondents desire more control over what 
companies do with their information. Sheehan and Hoy [168] even found that control 
(or lack of control) over the collection and usage of information is the most important 
factor for people’s stated privacy concerns, explaining 32.8% of the variance. 

Some empirical evidence also exists that people are more willing to disclose their 
personal data if they possess knowledge of and/or control over the use of this data. In 
the above-mentioned survey by Roy Morgan Research [163], 59% said they’d be 
more likely to trust an organization if it gave them more control over how their per-
sonal information was used (as we will see in Section 21.3.3, trust in turn is an impor-
tant factor for people’s willingness to disclose their personal data). In a 1998 survey 
[76], 73.1% indicated that they would give demographic information to a Web site if 
a statement was provided regarding how the information was going to be used. In a 
survey by Hoffman [87], 69% of Web users who do not provide data to Web sites say 
it is because the sites provide no information on how the data will be used. In an ex-
periment by Kobsa and Teltzrow [111], users disclosed significantly more informa-
tion about themselves when, for every requested piece of personal information, a 
website explained the user benefits and the site’s privacy practices in connection with 
the requested data* (the effects of these two factors were not separated in this study). 

These findings suggest that personalized systems should be able to explain to users 
what facts and assumptions are stored about them and how these are going to be 

                                                           
4  Time savings and monetary savings, and to a lesser extent pleasure, received the highest 

approval in surveys conducted by Tan et al. [89, 177] on benefits that businesses collecting 
personal information should offer. In a survey by Cyber Dialogue [122], customized content 
provision and the remembering of preferences were quoted as the main reasons for users to 
personalize websites. 
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used.5 Moreover, users should be given ample control over the storage and usage of this 
data. This is likely to increase users’ data disclosure and at the same time complies with 
the rights of data subjects accorded by many privacy laws, industry and company pri-
vacy regulations, and Principles of Fair Information Practices (see Section 21.4). 

Extensive work in this direction has been carried out by Judy Kay and her team 
under the notion of “scrutability” [47, 99-101]. According to Kay, “this means that 
the user can scrutinise the model to see what information the system holds about 
them. In addition, it means that the user can scrutinise the processes underlying the 
user modelling. These include the processes used to collect data about the user. It also 
includes the processes that made inferences based on that data.” [102]. A qualitative 
evaluation was carried out which showed that “participants in the evaluation could, 
generally, understand how the material was adapted and how to control that adapta-
tion” [48]. It was challenging for them though to determine what content was in-
cluded/excluded on a page and what caused the adaptation, and to understand how to 
change their profiles to control the inclusion or exclusion of content. 

21.3.3   Trust in a Website 

Trust in a website is a very important motivational factor for the disclosure of per-
sonal information.6 In a survey by Hoffman et al. [87], nearly 63% of consumers who 
declined to provide personal information to web sites stated as the reason that they do 
not trust those who are collecting the data (similar responses can be found in Milne 
and Boza [132]). Conversely, Schoenbachler and Gordon [165] found a positive rela-
tionship between trust in an organization and stated willingness to provide personal 
information. In the experiment of Metzger [127], Internet users' trust in a company's 
Web site positively influenced their information disclosure to the site*. Trust was also 
found to positively affect the intended use of an e-commerce website [68].  

Several antecedents to trust have been empirically established, and for many of them 
effects on disclosure have also been verified. Such trust-inducing factors include7 
− positive experiences in the past, 
− the design of a website, 
− the reputation of the website operator, 
− the presence of a privacy seal, and 
− the presence of a privacy statement (but not necessarily its content). 

These factors will be discussed in the following subsections. 

                                                           
5 In Section 24.3.3.4 we will see that “privacy statements” (aka “privacy policies”), which 

constitute the current best practice for privacy disclosures, are not an effective medium for 
providing such explanations. 

6  A number of different definitions and conceptualizations of trust in online environments 
have been proposed or used in the literature. For a discussion and critical analysis of those 
we refer to [69, 73, 124]. 

7  Telling users how their personal data will be used and giving them control over this usage 
(see Section 24.3.2) may also increase users’ trust [87]. We refrain from listing it as a factor 
for trust though since the empirical support for this claim seems insufficient to date.  
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21.3.3.1 Positive Experiences in the Past 
Positive experience in the past is an established factor for trust. Almost half (47%) of 
the respondents in a consumer survey of the Australian privacy commissioner [163] 
agreed that their trust in an organization with their personal information would be 
based on good past experience. Pavlou [145] found a highly significant positive effect 
of good prior experience on trust for a number of existing websites. 

The impact of positive experience in the past on the disclosure of personal infor-
mation is well supported. In an open-ended questionnaire by Culnan and Boza [132], 
the number one reason that consumers gave for trusting organizations with personal 
information was past experience with the company. Culnan and Armstrong [43] found 
that people who agree that their personal data be used for targeted marketing purposes 
are more likely to have prior experience with direct marketing than people who do not 
agree. Metzger [127] observed what types of information subjects disclosed to an 
experimental website and also asked them what types of information they had dis-
closed in the past. The author found the total amount of past information disclosure to 
be a good predictor for the current amount of information disclosure*. 

Of specific importance are established, long-term relationships. Sheehan and Hoy 
[168] prompted subjects for their privacy concerns in 15 hypothetical scenarios. They 
identified three factors in these scenarios that explain the stated level of privacy con-
cerns, one of them including “items that suggest that the online user has an estab-
lished relationship with the online entity, in which some level of communication and 
interaction has already been established between the two parties.” Schoenbachler and 
Gordon [165] found a positive relationship between respondents’ perception of a 
relationship with an organization and their stated willingness to provide personal 
information. The same was the case in a study by White [194] for two pieces of in-
formation that were determined to be specifically private (namely one’s address and 
telephone number). Interestingly enough, the author also found that a deeper relation-
ship with the customer lead to a decreased willingness to disclose two other pieces of 
personal information that were determined to be specifically embarrassing and might 
cause a loss of face when disclosed, namely one’s purchase history of Playboy/ Play-
girl magazine and of condoms.  

The lesson for the design of personalized systems is not to regard the disclosure of 
personal information as a one-time matter. Users of personalized websites can be 
expected to become more forthcoming with personal details over time if they obtain 
positive experiences with the same site or comparable sites. Personalized websites 
should be designed in such a way that they can deliver satisfactory user experiences 
with any amount of personal data that users chose to disclose, and allow users to add 
more personal detail incrementally at later times. 

21.3.3.2 Design and Operation of a Website 
Various interface design elements and operational characteristics of a website have 
been found to increase users’ trust in the website, such as 
− the absence of errors, such as wrong information or incorrect processing of inputs 

and orders [12], 
− the (professional) design of a site [59, 61], 
− the usability of a site [49, 59, 162], specifically for information-rich sites such as 

sports, portal, and e-commerce sites [12], 
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− the presence of contact information, namely physical address, phone number or 
email address [59, 60], 

− links from a believable website [59], 
− links to outside sources and materials [59], 
− updated since last visit [59],  
− quick responses to customer service questions [59, 60], 
− email confirmation for all transactions [59], 
− the presence of an interactive communication channel with a site, specifically in-

stant messaging or voice communication [13], and 
− the presence of a photo of a “customer care person” (positive effect for sites with 

low reputation, negative effect for sites with high reputation)* [159].  

While there do not seem to be studies yet that measure directly the effect of website 
design and operational characteristics on users’ willingness to disclose personal data, 
the established effect of trust on user disclosure behavior (see Section 21.3.3) makes 
the existence of such an effect very plausible. The lesson from the above findings for 
the design of personalized websites is therefore to use personalization preferably in 
professionally designed and easy-to-use websites that also possess some other of the 
above-mentioned trust-increasing design elements and operational characteristics. 

21.3.3.3 Reputation of the Website Operator 
The reputation of the organization that operates a website is an important factor for 
users’ trust in the website. Schoenbachler and Gordon [165] found a positive relation-
ship between the perceived reputation of a company and stated trust in the company. 
Likewise, Metzger [127] established a positive correlation between individuals’ subjec-
tive regard for a non-existing company whose fictitious website they saw, and their 
stated trust in this website. Jarvenpaa et al. [95] and Pavlou [145] also found an effect of 
reputation on trust for several existing websites (Jarvenpaa et al. [94, 95] moreover 
determined that perceived company size is positively associated with consumers’ trust 
in these websites, though size and reputation are highly related). Metzger [128] varied 
the reputation of a website between subjects and found that the one with higher reputa-
tion was deemed more trustworthy than the one with lower reputation. 

Not surprisingly then, reputation is positively correlated with users’ willingness to 
disclose personal information. In a Canadian consumer survey [30], 74% indicate that 
a company’s reputation would make them more comfortable with providing personal 
information. In a paper-based experiment, Andrade et al. [5] found an effect of per-
ceived reputation on stated concern about the disclosure of personal information (this 
effect only approached statistical significance though). In the online survey of Earp 
and Baumer [53], subjects were randomly shown one of 30 web pages from higher 
traffic and lower traffic websites in different sectors. Subjects were significantly less 
willing to provide personally identifiable information (specifically their phone num-
bers, home and email addresses, and social security and credit card numbers) to the 
lower-traffic sites (which were presumably less known to them).8  

                                                           
8  Metzger [128] found that regard for the company had a stronger relationship with disclosure 

than did trust, which is somewhat contradictory to the current view that reputation effects 
disclosure indirectly via fostering trust.  
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The lesson for the design of personalized systems seems to be that everything else 
being equal, users’ information disclosure at sites of well-reputed companies is likely 
to be higher than at sites with lower reputation. Personalization is therefore likely to 
be more successful at sites with higher reputation. It may of course be possible to 
compensate for the lack of reputation by putting more emphasis on other factors that 
foster the disclosure of personal data. Designers should however clearly refrain from 
using personalization features as a “gimmick” to increase the popularity of websites 
with low reputation since based on the aforesaid, it is unlikely that users will take 
much advantage of the personalization features if they have to disclose personal data 
to a low-reputation website. 

21.3.3.4 Presence of a Privacy Statement 
Privacy statements on websites (which are often also called “privacy policies”) de-
scribe the privacy-related practices of these sites. Most countries that have privacy 
laws enacted require that users be informed about the data being collected and the 
purposes for which they are used. And even in jurisdictions where omnibus privacy 
legislation does not exist, special provisions at the federal or state level or simply 
public relation motives prompt many companies to publish privacy statements at their 
websites.9 The comprehensibility of these disclosures for normal Internet users is 
however fairly low [96, 121]. 

There exists weak empirical evidence that the mere presence of a privacy statement 
at a website fosters trust.10 For instance, 55% of the respondents in a survey of the 
Australian Privacy Commissioner [163] indicated that having a privacy statement 
would help build trust. This leads to the expectation that the presence of a privacy 
statement would also foster purchases and disclosure, namely via increased trust (see 
Section 21.3.3), which already received some empirical confirmation. In the study of 
Jensen et al. [97], the presence of a privacy statement proved to be one of the two best 
predictors for subjects’ stated intent to buy from a website. In an experiment with 
Singaporean students, Hui et al. [90] found an effect of the presence of a privacy 
statement on subjects’ willingness to completely fill in an online questionnaire with 
personal information*, but this effect only approached statistical significance 
(p<0.1).11 Metzger [126] however found the opposite effect. In her experiment, 43.7% 
of subjects who bought CDs from a fake online music store, or completed a question-
naire to receive a free CD, withheld information when a privacy policy was present. 
In contrast, only 15% withheld information when the privacy policy was not present, 
and the difference was statistically significant* [129]. 

Not too many people seem to view and read privacy policies. As far as self-
reported past behavior is concerned, the percentage of respondents who indicated 

                                                           
9  For example, as far as the U.S. is concerned, a 2004 survey of more than 1,000 websites 

across a spectrum of industries found that 93% of them featured a privacy statement [40]. 
10 As in the case of privacy seals, Internet users seem to be confused about what protection the 

presence of a privacy policy affords to them. For instance, Turow [182] found that 57% of 
U.S. adults who use the Internet at home agree or strongly agree with the statement “When a 
web site has a privacy policy, I know that the site will not share my information with other 
websites or companies.”  

11 Interestingly, the authors did not find the same effect when the tested website featured both a 
privacy policy and a privacy seal. 
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having looked at privacy policies varies between 3% (“most of the time, carefully”) 
[83], 4.5% (“always”) [133], 14.1% (“frequently”) [133], 31.8% (“sometimes”) [133], 
33% (“sometimes, carefully”) [83], 23.7% (“likely, at first visit”) [97], and 43% 
(“likely, e-commerce site, before buying”) [97]. Milne and Culnan [133] found that 
stated concern for privacy is positively associated with stated tendency to read online 
privacy notices. 

Observing user behavior in experiments and real life portrays a somewhat different 
picture though. Jensen et al. [97] found that subjects read privacy statements in 25.9% 
of cases where they were available* (the authors believe though that this number is 
inflated since subjects knew they were being observed and what the purpose of the 
experiment was and therefore took more care in their decision-making than usual). In 
the experiment of Kobsa and Teltzrow [111], only two out of 52 subjects accessed the 
privacy statement*. The most reliable figures are presumably real-world server-side 
observations: only one percent of users or less click at links to a website’s privacy 
statement according to Reagan [158], and less than 0.5% according to Kohavi [112]. 
In contrast to the above-mentioned survey results of Milne and Culnan [133], Jensen 
et al. [97] also found that those subjects whom they classified as privacy fundamental-
ists were no more likely to read privacy policies than the privacy unconcerned*.  

When users do read privacy statements, the effect on users’ behavior is unclear as 
yet. In an experiment by Metzger [126], 62.5% of the participants who clicked on the 
strong version of the privacy policy disclosed some information to the website and 
only 37.5% of those who clicked on the weak version, but the difference was not 
statistically significant*. Likewise in the experiment of Spiekermann et al. [172], the 
privacy protection that was promised in privacy statements did not have a statistically 
significant effect on subjects’ willingness to disclose personal data* (subjects had to 
sign that they had read and accepted this statement prior to shopping at the experi-
mental website). In contrast to these negative results, Andrade et al. [5] did find an 
effect of the length or level of detail of privacy statements: subjects who saw a 12-
word statement professed considerable higher concern about the disclosure of per-
sonal information than subjects who saw a 88-word statement (a 22-word example 
statement was initially presented to all subjects as being “typical”). The ecological 
relevance of this experiment is however unclear since real-life privacy statements 
usually comprise several pages of text and not just a few words. 

The preliminary lesson for the design of personalized systems seems to be that tra-
ditional privacy statements should not be posted in the expectation of increasing us-
ers’ trust and/or disclosure of personal information, even when the statement de-
scribes good company privacy practices. There may of course be other reasons for 
posting such statements, such as legal or self-regulatory requirements (see Section 
21.4), or demonstration of good will. Evidence is mounting though that privacy-
minded company practices can have such a positive effect if they are communicated 
to web users in comprehensible forms, such as the following: 
− Kobsa and Teltzrow [111] found that subjects disclose significantly more informa-

tion about themselves if every website does not only display a link to a privacy 
policy, but if additionally every entry field for personal information is accompa-
nied by a short summary of the website’s privacy practices regarding specifically 
the solicited piece of information (and an explanation of why it is needed)*. 
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− Gideon at al. [70] asked subjects to search for vendors of a given product in a 
search engine and to buy the product with their own credit cards. For every site in 
the result list, the color of an appended “Privacy Bird” [9, 38] indicated whether 
the P3P [193] encoded privacy policy of the site matches typical medium-level pri-
vacy expectations, does not match them, or could not be parsed. If the website had 
no P3P policy posted, no bird would appear. The authors of the study found that 
when subjects were asked to buy a pack of condoms, they patronized websites with 
conforming privacy policies significantly more often than a control group that saw 
no privacy birds*. No such difference could be found when subjects had to buy a 
surge protector rather than condoms. 

21.3.3.5 Presence of a Privacy Seal 
Privacy seals are logos of certifying agencies such as consumer organizations, data 
commissioner’s offices or private companies. These agencies assert to web visitors 
that websites that display their seals respect privacy to some extent. The amount of 
assured privacy protection varies from seal to seal and also over time. U.S. privacy 
seals originally merely asserted that a website abides to its published privacy state-
ment, no matter how privacy-friendly this policy actually was. Meanwhile, trust or-
ganization require minimum privacy standards such as the observance of the FTC 
principles of notice, choice and consent [65]. 

A number of recent studies uncovered several problems with at least some privacy 
seals though: 

Insufficient Scrutiny of Trust Organizations: Using webbots that analyze websites’ 
privacy practices, Edelman [54] found that sites that used practices most Internet 
users would find objectionable nevertheless received a privacy seal from TRUSTe, 
the leading US trust mark. The percentage of untrustworthy sites certified by an 
TRUSTe seal even significantly increased over time (to nearly 3.5% as of January 
2006). Various privacy breaches at websites that carried the TRUSTe seal, and to a 
much smaller extent also at sites with the BBBOnLine seal, have been reported as 
well [115, 137, 169]. 

Negative Self-Selection of Seal-Bearing Websites. Several studies came to the conclu-
sion that websites that decide to “pay up” for certain privacy seals seem to have more 
questionable privacy practices than ones that don’t. Larose and Rifon [115] found that 
sealed sites requested significantly more personal information from users than un-
sealed sites. Miyazaki and Krishnamurthy [134] reviewed 60 high-traffic websites and 
found no support for the hypothesis that participation in a seal program is an indicator 
of better privacy practices (Larose and Rifon [115] made similar findings). While 
these studies were all performed manually, Edelman [54] analyzed more than 500,000 
websites with web bots. He found that the ratio of untrustworthy vs. trustworthy sites 
certified by TRUSTe (5.4%) is more than twice as high as for non-certified sites 
(2.5%). In a regression model with several site characteristics, the presence of an 
TRUSTe privacy seal turns out to be a statically significant negative coefficient for 
site trustworthiness. In contrast, the much less frequent BBBOnLine privacy seal that 
comes with a more cumbersome and restrictive certification process does not seem to 
suffer from such an adverse self-selection, and seal-bearing websites are slightly more 
likely to be trustworthy than a random cross-section of sites. 
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Seals Not Understood by Web Users: The results of a study by Portz et al. [154] on a 
specific privacy seal, WebTrust, “were mixed in terms of potential customers cor-
rectly understanding what WebTrust signifies.” In a study by Moores [136], 42% 
recognized the TRUSTe logo and 29% the BBBOnline logo as a privacy seal. A 
whopping 15% however also mistook an officially looking fake graphic for a genuine 
privacy seal.  

The presence of privacy seals clearly does have an effect on web users though, despite 
this confusion about what assurances they actually afford. Rifon et al. [160] found a 
positive effect on the perception of trust in a website. Miyazaki and Krishnamurthy 
[134] found that the presence of a privacy seal resulted in more favorable consumer 
perceptions regarding the privacy policies of a website. In the study of Jensen et al. 
[97], the presence of a privacy seal turned out to be one of the two best predictors for 
subjects’ stated intent to buy from a website. 

There is also empirical evidence for an effect of the presence of a privacy seal on 
users’ stated willingness to disclose personal data to the website [116]. Other studies 
found that this effect was moderated by other factors, namely  

− Perceived self-efficacy (i.e. confidence in one’s ability to protect one’s privacy): 
Rifon et al. [160] found that for individuals with lower self-efficacy, the presence 
of a privacy seal had a positive effect on anticipated disclosure of personal data. No 
such effect on subjects with high self-efficacy could be found.  

− Perceived online shopping risk (when compared to transactions made at traditional 
brick and mortar stores): Miyazaki and Krishnamurthy [134] found a positive ef-
fect of privacy seal presence on anticipated disclosure of personal information for 
those subjects who experience relatively high levels of online shopping risk. No ef-
fect on subjects with low-risk experience could be found.  

It remains to be seen whether these moderating factors are independent of each other, 
or rather correlated (which seems more likely). For designers of web-based personal-
ized systems, the pragmatic conclusion at this point is to display privacy seals as long 
as web users associate trust with them since doing so is likely to foster users’ disclo-
sure behavior. 

21.3.4 Benefits Other Than Personalization 

Financial Rewards. In a consumer survey by Turow [182], 16% of respondents 
agreed or even strongly agreed with the statement “I will give out information to a 
website only if I am paid or compensated in some way”. Hann et al. [78] found that a 
financial reward of 20 Singapore dollars12 (but not of 10 or 5 dollars) had a statisti-
cally significant positive effect on intended disclosure behavior. However, this eco-
nomic benefit turned out to be relatively less important by a considerable margin than 
three privacy concerns measured by the survey instrument of Smith [170], namely 
unauthorized internal/external secondary usage, unauthorized access, and errors in the 
data. The authors calculated that monetary compensations between about S$15.00 and 
S$50.00 would be needed to motivate subjects to overcome these concerns. Financial 
                                                           
12 One Singapore dollar equaled 0.54 U.S. dollars in 2002. 
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rewards also had a statistically significant effect on observed disclosure behavior* in 
an experiment by Hui et al. [90], even though rewards only ranged from S$1 to S$9. 

Social Adjustment Benefits. A study by Lu et al. [120] demonstrated that social adjust-
ment benefits, i.e. the opportunity of establishing social identity by integrating into 
desired social groups [14], can also have an effect on intended disclosure behavior. 
The three experimental conditions were (a) no benefits (control group), (b) opportu-
nity of face-to-face interaction with other people (namely meetings with people hav-
ing similar interests, participation in focus groups, membership in downtown clubs of 
the Internet business), and (c) opportunity of online interaction (namely access to 
online chat-rooms with similar interests, exclusive membership in the online clubs of 
the Internet business, access to online forums featuring focus groups). For extrovert 
subjects, both treatment conditions had a statistically significant effect on their in-
tended disclosure of personal data, while for introvert subjects this was only the case 
when online interaction was offered. 

Both results seem only marginally relevant for personalized web-based systems since 
those normally do not offer such benefits. In special application scenarios though, the 
provision of personal data might open an opportunity for financial benefits (e.g., tar-
geted advertising with special discounts) or social adjustment benefits (e.g., participa-
tion in discussion groups with people who have similar goals or interests). Designers 
should consider taking advantage of the increase in trust and disclosure that these 
benefits may entail. 

21.3.5 Disclosure Behavior as the Result of a Cost-Benefit Analysis 

Current privacy theory regards people’s disclosure behavior to websites as the result 
of a situation-specific cost-benefit analysis, in which the potential risks of disclosing 
one’s personal data are weighed against potential benefits of the data disclosure.13 
Trust thereby is an important risk-mitigating factor [31, 87, 95, 124, 128]. 

This cost-benefit tradeoff explains the discrepancies between stated privacy con-
cerns and observed “inconsequent” data disclosure behavior that was discussed in 
Section 21.2.5. While it seems true that many Internet users are privacy-concerned, it 
is also a fact that most are willing to “trade off” their concerns against benefits that 
they value (see Sections 21.3.1 and 21.3.4) [17, 78, 173, 179], and become even more 
swayed to do so by the presence of trust-evoking signals such as those discussed in 
Section 21.3.3.  

Acquisti and Grossklags [2, 3] point out however that Internet users often lack suf-
ficient information to be able to make educated privacy-related decisions (for in-
stance, they underestimate the probability with which they can be identified if they 
disclose certain data, or are unfamiliar with a site’s privacy practices since they hardly 
ever read privacy statements (see Section 21.3.3.4). Like all complex probabilistic 
decisions, privacy-related decisions are moreover affected by systematic deviations 
from rationality [98]. For instance, Acquisti and Grossklags [3] present evidence of 

                                                           
13 Culnan [42] coined the term “privacy calculus” to refer to this cost-benefit comparison (the 

term dates back to Laufer et al.’s [117, 118] notion of “calculus of behavior”). 
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hyperbolic temporal discounting, which may lead to an overvaluation of small but 
immediate benefits and an undervaluation of future negative privacy impacts. 

An implication of users’ cost-benefit analysis for personalized systems is that de-
velopers can work in four, and possibly even five directions to encourage more liberal 
disclosure behavior, and thereby enhance the quality of the system’s personalized 
services. They can 

1. address the privacy concerns directly, as explained in Sections 21.2.5 and 21.5.4, 
2. ensure that the user values the personalization benefits of the system (see Section 

21.3.1), 
3. ascertain that the user trusts the website (which mitigates privacy concerns), e.g. by 

establishing the trust-enhancing factors described in Sections 21.3.3.1 – 21.3.3.5, 
4. ascertain that the user is made aware of, and can control, how personal information 

is being used (see Section 21.3.2), and 
5. if meaningful, ascertain that financial rewards and social adjustment benefits are 

provided (see Section 21.3.4). 

Interaction effects between these factors have not been established as yet. From the 
experiment of Chellappa et al. [31] (see Section 21.3.1) and the work of Acquisti and 
Grossklags [2, 3] we can conclude that instant personalization benefits will be a very 
important factor in the outcomes of users’ cost-benefit analyses.  

21.4 Privacy Laws, Industry and Company Regulations, and 
Principles of Fair Information Practices 

To date, more than forty countries and numerous states have privacy laws enacted 
[161, 190]. Many companies and a few industry sectors additionally or alternatively 
adopted self-regulatory privacy guidelines. These laws and self-regulations are often 
based on more abstract principles of fair practices regarding the use of personal in-
formation. In this section, we will analyze the effects that these regulatory instruments 
have, specifically on personalization in web-based systems. We will uncover some 
deficits in current personalized systems, which open avenues for interesting and chal-
lenging future research. Privacy laws, industry and company regulations and Princi-
ples of Fair Information Practices may also impose requirements that are not directly 
related to personalization but affect any system that collects personal data. These 
more general implications cannot be discussed here. Readers are advised to consult 
their national privacy literature. 

21.4.1   Privacy Laws 

Since personalized systems collect personal data of individual people, they are also 
subject to privacy laws and regulations if the respective individuals are in principle 
identifiable. To date, more than forty countries and numerous states have privacy laws 
enacted. They lay out procedural, organizational and technical requirements for the 
collection, storage and processing of personal data, in order to ensure the protection of 
these data as well as the data subjects to whom the data apply. These requirements 
include disclosure duties (e.g. about the purpose of data processing), and conditions 
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for legitimate data acquisition, data transfer (e.g., to third parties or across national 
borders) and the processing of personal data (e.g., their storage, modification and 
deletion). Other requisites include user opt-in (e.g., asking for their consent before 
collecting their data), opt-out (e.g., of data collection or data processing), and users’ 
right to be informed (e.g., about what personal information has been collected and 
possibly how it is processed and used). Other legal stipulations establish adequate 
security mechanisms (e.g., access control), and the supervision and audit of personal 
data processing.   

Some requirements imposed by privacy laws directly or indirectly affect the per-
missibility of personalization methods. Here are some examples: 

1. Value-added (e.g. personalized) services based on traffic or location data require 
the anonymization of such data or the user's consent [56]14. This clause requires 
the user’s consent for any personalization based on interaction logs if the user can 
be identified. 

2. Users must be able to withdraw their consent to the processing of traffic and loca-
tion data at any time [56]. In a strict interpretation, this stipulation requires person-
alized systems to immediately honor requests for the termination of all traffic or 
location based personalization, i.e. even during the current session. A case can 
probably be made that users should not only be able to make all-or-none decisions, 
but also decisions with regard to individual aspects of traffic or location based per-
sonalization (such as agreeing to be informed about nearby sights but declining to 
receive commercial offers from nearby businesses). 

3. The personalized service provider must inform the user of the type of data which 
will be processed, of the purposes and duration of the processing, and whether the 
data will be transmitted to a third party, prior to obtaining her consent [56]. It is 
sometimes fairly difficult for personalized service providers to specify beforehand 
the particular personalized services that an individual user would receive. The 
common practice is to collect as much data about the user as possible, to lay them 
in stock, and then to apply those personalization methods that “fire” based on the 
existing data (see, e.g., rule-based personalization or stereotype activation [109]). 
Also, internal inference mechanisms may augment the available user information 
by additional assumptions about the user, which in return may trigger additional 
personalization activities. For meeting the disclosure requirements of privacy laws 
in such cases of low ex-ante predictability, it should suffice to list a number of 
typical personalization examples (preferably those that entail the most severe pri-
vacy consequences) [79]. 

4. Personal data that were obtained for different purposes may not be grouped [46]. 
This limitation affects centralized user modeling servers (see Chapter 4 of this 
book [130]), which store user information from, and supply this data to, different 
personalized applications. Such servers must not return data to requesting person-
alized applications that was collected for a different purpose than the one for which 
the data is now being sought. 

                                                           
14 EU directives are “Europe-wide minimum standards” in the sense that all European Union 

member states have to implement them in their national legislation, but are free to go beyond 
them. 
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5. Usage data must be erased immediately after each session (except for very limited 
purposes) [50]. This requirement could affect the use of machine learning methods 
that derive additional assumptions about users (see Chapter 3 of this book [135]), 
when the learning takes place over several user sessions.  

6. No fully automated individual decisions are allowed that produce legal effects 
concerning the data subject or significantly affect him and which are based solely 
on automated processing of data intended to evaluate certain personal aspects re-
lating to him, such as his performance at work, creditworthiness, reliability, con-
duct, etc. [55]. These provisions could affect, for example, personalized tutoring 
applications (see Chapter 22 of this book [84]), if they assign scores to users that 
significantly affect them. 

Besides “omnibus” privacy laws at the national or state level, there also exist various 
sectorial laws. Examples in the U.S. include the Health Insurance Portability and 
Accountability Act (HIPAA [183]) for the privacy of medical data, the Gramm-
Leach-Bliley Act (GLB [185]) for the privacy of financial data, and the Children's 
Online Privacy Protection Act (COPPA [184]) for protecting the privacy of children 
aged 13 and younger. The HIPPA and GLB Acts would affect personalized systems 
that collect or process users’ medical or financial information, and COPPA those that 
have children among their users. 

21.4.2   Industry and Company Regulations 

Many companies have internal guidelines in place for dealing with personal data. 
Several industry associations also developed privacy standards to which their mem-
bers must subject themselves (e.g., the Direct Marketing Association, the Online 
Privacy Alliance, and the Personalization Consortium). Both company and supra-
company self-regulations may affect the aims and methods of personalized systems, 
as is the case for privacy legislation. For instance, the privacy principles of the mem-
bers of the U.S. Network Advertising Initiative [139] prohibit the use of “personally 
identifiable information (“PII”) […] collected offline merged with PII collected 
online for online preference marketing unless the consumer has been afforded robust 
notice and choice about such merger before it occurs.” This stipulation thus restricts 
the merger of clickstream data with data from legacy customer databases, which is a 
frequently-found functionality of commercial user modeling servers (see Chapter 4 of 
this book [130]). 

21.4.3   Principles of Fair Information Practices 

Over the past three decades, several collections of basic principles have been defined 
for ensuring privacy when dealing with personal information. So-called Principles of 
Fair Information Practices have been drafted by several countries as a foundation of 
their national privacy laws [10, 41], by supra-national organizations as a guidance for 
their member states [6, 142], and by professional societies as recommendations for 
policy makers and as guidance for the professional conduct of their members [186]. 

Developers of personalized systems should also take such privacy principles into 
account if those are not already indirectly considered through applicable privacy laws 
and industry or company guidelines. Many guidelines have direct implications on 
personalized systems. As an example, let us consider excerpts from the recommen-
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dations of the U.S. Public Policy Committee of the Association for Computing Ma-
chinery (ACM) [186], the largest computer science association worldwide. These 
recommendations have been strongly shaped by the 1980 OECD guidelines [142]15 
but are more modern and concrete in their technical demands. 

Minimization Principles 

1. Collect and use only the personal information that is strictly required for the pur-
poses stated in the privacy policy. 

2. Store information for only as long as it is needed for the stated purposes. 
3. Implement systematic mechanisms to evaluate, reduce, and destroy unneeded and 

stale personal information on a regular basis, rather than retaining it indefinitely. 
4. Before deployment of new activities and technologies that might impact personal 

privacy, carefully evaluate them for their necessity, effectiveness, and proportion-
ality: the least privacy-invasive alternatives should always be sought. 

Somewhat in contradiction to these requirements, a current tacit paradigm of person-
alized systems seems to collect as much data as possible and lay them in stock, and to 
let personalization being triggered by the currently available personal data (data-
driven personalization). Applications in several personalization areas16 have now 
sufficiently progressed that it should be possible to determine in hindsight which of 
the collected data hardly ever trigger personalization, and to forego storing these less 
needed data in the future even when they would be readily available.  

Consent Principles 

5. Unless legally exempt, require each individual's explicit, informed consent to col-
lect or share his or her personal information (opt-in); or clearly provide a readily-
accessible mechanism for individuals to cause prompt cessation […] including 
when appropriate, the deletion of that information (opt-out). 

One implication of this requirement for personalized systems is that personalization 
based on the users’ personal data must be an option that can be switched on and off at 
any time.  

Openness Principles 

8. Whenever any personal information is collected, explicitly state the precise pur-
pose for the collection and all the ways that the information might be used […]. 

10. Explicitly state how long this information will be stored and used, consistent with 
the "Minimization" principle. 

11. Make these privacy policy statements clear, concise, and conspicuous to those 
responsible for deciding whether and how to provide the data. 

                                                           
15 See [37] for a discussion of the effects of the OECD principles on personalized e-commerce 

systems. 
16 For instance, student-adaptive tutoring systems (see Chapter 22 of this book [84]), customer 

relationship management on the web (see [109] and Chapter 16 of this book [72]), and re-
commender systems (see Chapters 9-12 of this book [24, 146, 164, 171]). 
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The likely positive effect of such explanations on users’ willingness to disclose per-
sonal data was discussed in Section 21.3.2. Some difficulties in providing a full ex-
planation of the personalization purposes were discussed in Section 21.4.1 (3). 

Access Principles 

14. Establish and support an individual's right to inspect and make corrections to her 
or his stored personal information, unless legally exempted from doing so. 

This principle calls for online inspection and correction mechanisms for personal 
data, as discussed in Section 21.3.2. 

Accuracy Principles 

17. Ensure that personal information is sufficiently accurate and up-to-date for the 
intended purposes. 

18. Ensure that all corrections are propagated in a timely manner to all parties that 
have received or supplied the inaccurate data. 

So far, allowing users to verify their data seems to be the only solution for assuring 
data accuracy that has been adopted in the personalization literature. Little attention 
has been paid to recognizing the obsoleteness of data, and to recording the prove-
nance of data and propagating error and change notifications to the data sources. 

Security Principles 

19. Use appropriate physical, administrative, and technical measures to maintain all 
personal information securely and protect it against unauthorized and inappro-
priate access or modification. 

This principle not only entails that user information must be protected when it is 
stored in a repository, but also while it is in transit (e.g. by only using secure channels 
between authenticated senders and receivers). In the case of personalized systems, the 
latter is currently not often considered. 

21.5 Privacy-Enhancing Technology for Personalized Systems 

In this section, we describe and analyze several technical approaches that may reduce 
privacy risks and make privacy compliance easier. They are by no means complete 
“technical solutions” to the privacy risks of personalized systems, and their presence 
is also unlikely to “charm away” users’ privacy concerns. Rather, these technologies 
should only be employed as additional privacy protections in the context of a user-
oriented system design that also takes normative aspects into account (see Section 
21.4). This analysis will be restricted to technologies that are specifically intended for 
personalized web-based systems. For an overview of more general privacy-enhancing 
technologies that can be applied to wider classes of systems (including personalized 
web-based systems in many cases), we refer to [21, 25, 71, 188]. 
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21.5.1   Pseudonymous Users and User Models 

It is possible for users of personalized systems to enjoy anonymity and at the same 
time receive full personalization [110, 166]. In an anonymization infrastructure that 
supports personalization, users would need to have the following characteristics (us-
ing the terminology of [93, 150]): 

− Unidentifiable. Neither the personalized system nor third parties should be able to 
determine the identity of pseudonymous users; 

− Linkable for the personalized system. The personalized system can link every inter-
action with a specific user, even across sessions (users maintain a persistent iden-
tity); 

− Unlinkable for third parties. Third parties cannot link two interaction steps of the 
same user; 

− Unobservable for third parties. Third parties cannot recognize that a personalized 
system is being used by a given user.  

To ensure their linkability, users would need to employ a “pseudonym” in all their 
transactions, i.e. a unique and persistent identifier that differentiates them from all 
other users. The personalized system may allow users to freely define their pseudo-
nyms (or pick them from a list of available pseudonyms) without disclosing their true 
identities. Users may however also be required to reveal their identities to a registrar 
who assigns pseudonyms to them (“escrowed identity” [103], “initially nonpublic 
pseudonym” [150]). In the latter case, the pseudonym may be revoked at a later time, 
by an act of the registrar alone or in tandem with the website operator and/or user. 
This revocation of pseudonyms may be desirable in cases of misuse or when the iden-
tification of the user becomes necessary for other reasons, such as non-anonymous 
payment and delivery scenarios. 

A number of authors proposed infrastructures for pseudonymous yet personalized 
user interaction with websites based on some or all of the above properties [8, 66, 85, 
92, 110, 166]. Protecting the identity of users may not be enough, however. If user 
data is stored on a user modeling server on the Internet (see Chapter 4 of this book 
[130]), not only the user but also the user modeling server may need to remain anony-
mous. User models may reside anywhere on the network, like on the user’s platform 
(as is envisaged, e.g., in the P3P framework [193]) or on a remote server (such as in 
Microsoft’s Passport architecture [144]). A location close to the user (such as infor-
matics.uci.edu or even more alfredkobsa.name) may compromise the user’s anonym-
ity. To safeguard it, Kobsa and Schreck [110, 166] extend their pseudonymity infra-
structure to also protect the anonymity of user modeling servers. 

Some authors expect that Internet users are more likely to provide information 
when they are not identified [39, 110], which may improve the quality of personaliz-
ation and the benefits that users receive from it. To date, this claim has however not 
found much empirical substantiation. In an online survey from 1998 [76], 66.3% of 
respondents strongly agreed and 21.8% somewhat agreed with the statement “I value 
being able to visit sites on the Internet in an anonymous manner.” 30.5% also strongly 
agreed and 22.1% somewhat agreed with the statement “I would prefer Internet pay-
ment systems that are anonymous to those that are user identified”. The demographics 
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of the survey respondents was however considerably skewed towards higher educa-
tion (nearly 80% had at least some college-level education) and towards fairly ad-
vanced web skills. Ordinary consumers tend to be unfamiliar with many basic security 
features, and base their perception of security rather on the company’s reputation, 
their experience with the site, and recommendations from independent third parties 
[181]. 

 The implications of these limited findings for the design of personalized web-
based systems seem a bit unclear. Designers should definitely allow for pseudonym-
ous access and pseudonymous user models (and even allow for anonymization archi-
tectures with the above properties if one is readily available). This follows from the 
data minimization and security requirements of the Principles of Fair Information 
Practices that were discussed in Section 21.4.3. Some privacy laws also mandate [51] 
or recommend [56] the provision of pseudonymous access if it is technically possible 
and not unreasonable (an interesting side effect of pseudonymous access is that in 
most cases privacy laws do not apply any more when users cannot be identified with 
reasonable means). 

Due to a lack of relevant studies, it is unclear though whether increased anonymity 
will lead to more disclosure and better personalization. Anonymity is currently also 
difficult and/or tedious to preserve when payments, physical goods and non-electronic 
services are being exchanged. It also harbors the risk of misuse and hinders vendors 
from cross-channel marketing (e.g. sending a products catalog to a web customer by 
postal mail). Finally, research shows that the anonymity of database entries [176], 
web trails [123], query terms [140], ratings [64] and textual data [157] can be surpris-
ingly well defeated by a resourceful attacker who has identified data available that can 
be partly matched with the “anonymous” data. 

21.5.2   Client-Side Personalization 

A number of authors [28, 29, 36, 138] have worked on personalized systems in which 
users’ data are located at the client rather than the server side. Likewise, all personal-
ization processes that rely on this data are also carried out at the client side only. From 
a privacy perspective, this approach has two major advantages: 

1. The privacy problem becomes smaller since very few, if any, personal data of users 
will be stored on the server. In fact, if a website with client-side personalization 
does not have control over any data that would allow for the identification of users 
with reasonable means, it will generally not be subject to privacy laws. 

2. Users may possibly be more inclined to disclose their personal data if personalization 
is performed locally upon locally stored data rather than remotely on remotely stored 
data, since they may feel more in control of their local physical environment.17 

                                                           
17 No empirical verification for this assumption seems to exist as yet. In times of global net-

work connectivity, this purported feeling of local control may be illusionary though. For in-
stance, probably not many Skype users are aware that if they are not sitting behind a firewall 
or broadband gateway, but have good connectivity to the network, then they are pretty likely 
to have other people's traffic flowing through their computers (and using their network 
bandwidth). The pervasiveness of malware on people’s computers also does not speak for a 
higher safety of locally stored personal data. 
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Client-side personalization also poses a number of challenges though: 

1. Popular user modeling and personalization methods that rely on an analysis of data 
from the whole user population, such as collaborative filtering and stereotype 
learning (see [109]), cannot be applied any more or will have to be radically redes-
igned (see the next section). 

2. Personalization processes will also have to operate at the client side since even 
only a temporary or partial transmission of personal data to the server is likely to 
annul the abovementioned advantages of client-side personalization. However, 
program code that is used for personalization often incorporates confidential busi-
ness rules or methods, and must be protected from disclosure through reverse engi-
neering. Trusted computing platforms will therefore have to be developed for this 
purpose, similar to the one that Coroama and Langheinrich [35, 36] envisage to en-
sure the integrity of their client-side collection of personal data. 
 

If these drawbacks pose no problems in a specific application domain, then develop-
ers of personalized web-based systems should definitely adopt client-side personal-
ization as soon as suitable tools become available. Doing so would constitute a great 
step forward in terms of the data minimization principle (see Section 21.4.3) and is 
also likely to increase users’ trust. 

21.5.3   Distribution, Encrypted Aggregation, Perturbation and Obfuscation 

A number of techniques have been proposed and partially also technically evaluated 
that can help protect the privacy of users of recommender systems that employ col-
laborative filtering (see Section 9 of this book [164]). Traditional collaborative filter-
ing systems collect large amounts of information about their users in a central reposi-
tory (e.g., users’ product ratings, purchased products or visited web pages), to find 
regularities that allow for future recommendations. Such central repositories may not 
always be trustworthy though, and they are also likely to constitute an attractive target 
for unauthorized access. To some extent, central repositories may also be mined for 
individual user data by requesting recommendations using cleverly constructed pro-
files [27]. For instance, personal websites tend to be visited by their owners more 
frequently than by anyone else. In a recommender system that tracks users’ website 
visits, websites that are highly correlated with personal websites are hence likely to 
have been visited by those owners as well. Requesting a recommendation for pages to 
visit using a profile that contains this home page only may therefore reveal frequently 
visited web pages of its owner. Another statistical vulnerability is that correlations 
between an item and others will disclose much information about the choices of its 
raters if this item has very few raters only. 

Client-side personalization (see Section 21.5.2) alone is not a remedy against such 
privacy attacks in collaborative filtering systems. Even when all user profiles are 
stored at the clients' sides, a considerable number of them (or even all) must still be 
merged and compiled in order that recommendations can be generated. Below we 
describe several strategies that are currently investigated to thwart such risks. 
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21.5.3.1 Distribution 
One possible strategy to better safeguard individuals’ data is to abandon central re-
positories that contain the data of all users, in favor of distributed clusters that contain 
information about some users only. Distribution may also improve performance and 
availability of the recommender system. 

For instance, in the distributed match-making system Yenta [62], agents represent-
ing a user continuously form clusters of like-minded agents by exchanging informa-
tion about their users and referring agents to potentially similar other agents. While 
this work is not explicitly aimed at protecting privacy, it does so to some extent by 
virtue of the fact that at any given time, agents only maintain the data of a limited 
number of like-minded agents and that a pseudonymity scheme can by added to pro-
tect users’ identity.  

The distributed PocketLens collaborative filtering algorithm [131] goes even fur-
ther in terms of data avoidance. For each user, PocketLens first searches for neighbors 
in a P2P network and then incrementally updates the user’s individual item-item simi-
larity model by incorporating one neighbor’s ratings at a time (ratings are immedi-
ately discarded thereafter). The recommendations produced by PocketLens were 
shown to be as good as those of the best “centralized” collaborative filtering algo-
rithms published to date. 

21.5.3.2 Aggregation of Encrypted Data 
Canny [26, 27] proposed the usage of a secure multi-party computation scheme that 
allows users to privately maintain their own individual ratings, and a community of 
such users to compute an aggregate of their private data without disclosing them by 
using homomorphic encryption and peer-to-peer communication. The aggregate (a 
single-value decomposition of a user-item matrix) then allows personalized recom-
mendations to be generated at the client side using one’s own ratings. The scheme is 
however still prone to the above-mentioned statistical vulnerabilities. The PocketLens 
system [131] was also connected to a blackboard based on the same security schemes 
as those used by Canny, to allow a community of users to compute a similarity model 
without having to reveal their individual rankings. 

21.5.3.3 Perturbation 
In the perturbation approach, users’ ratings are submitted to a central server which 
performs all collaborative filtering. These ratings become systematically altered be-
fore submission though, to hide users’ true values from the server. Polat and Du [152, 
153] show that adding random numbers to user ratings may still yield acceptable 
recommendations. The quality of recommendation based on perturbed data improves 
when the number of items and users increases and when the standard deviation of the 
perturbation function decreases (the latter obviously reduces privacy). The authors 
conducted a series of experiments with two databases of user rankings, namely Jester 
[75] and MovieLens [74], using a privacy measure proposed by Agrawal and Agrawal  
[4] that is based on differential entropy between the unperturbed and the perturbed data. 
For the Jester database, the authors find that privacy levels of about 97% and 90% will 
introduce average errors of about 13% and 5%, respectively, compared with predic-
tions based on unperturbed data. For MovieLens, the average relative errors due to 
perturbation at these privacy levels were 10% and 5%, respectively. 
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21.5.3.4 Obfuscation  
In the obfuscation approach of Berkovsky et al. [19], a certain percentage of users’ 
ratings become replaced by different values before the ratings are submitted to a cen-
tral server for collaborative filtering. Users are supposed to be able to freely choose 
which of their data should be obfuscated, and to “plausibly deny” the accuracy of any 
of their data should they become compromised. In subsequent work, Berkovsky et al. 
[20] combined obfuscation with distributed recommendation generation by ad-hoc 
peers, which adds an additional layer of privacy protection through distribution (see 
Section 21.5.3.1). 

The authors performed experiments on the user ratings of the Jester [75], Movie-
Lens [74] and EachMovie [125] recommender systems. They varied the ratio of ob-
fuscated data in users’ submitted rankings and compared the ensuing loss of predic-
tion accuracy. They found that obfuscation of the true rating through replacement by 
the following values had the smallest impact on the prediction error (in the range of 5-
7% at an obfuscation rate of 90%): the means of the ratings scale, a random value 
from the scale, and a random value from the scale taking the means and variance of 
the ratings in the data set into account. In contrast, uniform replacement by the high-
est or lowest scale value resulted in an about 300% increased prediction error at a 
90% obfuscation rate. 

In all these experiments, the data to be obfuscated were randomly selected for each 
individual user. This strategy does not take into account that users are likely to prefer 
obfuscation for certain kinds of data rather than random data (see Section 21.2.3). 
Such a tendency is likely to further increase the prediction error. Recent experiments 
by the authors showed that obfuscating 10% of the ratings at the high end of the scale 
affected the prediction error more than obfuscating 10% of mid-scale ratings [18]. 

21.5.3.5 Consequences for the Design of Personalized Systems  
Distribution, aggregation of encrypted user data, perturbation and obfuscation consti-
tute promising privacy-protecting techniques. They can be supplemented by pseudo-
nymity in applications where anonymity of users or their user models is additionally 
desired (see Section 21.5.1). While aggregation of encrypted user data cannot defeat 
attacks on statistical vulnerabilities that were discussed at the beginning of Section 
21.5.3, perturbation and obfuscation may be able to thwart them (specifically if users 
are aware of their “weak statistical spots” and elect to obfuscate them). Experiments 
will need to determine the required level of perturbation or obfuscation that guaran-
tees a high degree of protection. 

While these techniques have so far only been investigated in the area of recom-
mender systems, it is likely that distribution, perturbation and obfuscation can in prin-
ciple be applied to virtually any machine learning technique that computes aggregate 
data based on individual user data (learning of encrypted user data will only be possi-
ble if a suitable homomorphic encryption can be found). The effects on the quality of 
the learning results still remain to be seen, however. 

21.5.4   Personalizing Privacy 

Individual privacy preferences may differ between users (see Section 21.2), and ap-
plicable privacy laws may also be different for users from different states and coun-
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Fig. 1. Dynamic privacy-enabling personalization infrastructure (from [192]) 

tries (see Section 21.4). Different privacy preferences and laws impose different re-
quirements on admissible personalization methods for each user. Personalized sys-
tems should therefore cater to the different privacy needs of individual users, i.e. they 
should “personalize privacy” [37, 106]. 

So far, there only exist two simplistic “solutions” to this problem: 

1.  Largest permissible common subset approach.  In this approach, only those per-
sonalization methods are used that satisfy the privacy laws and regulations of all 
jurisdictions of all users of a website. The Disney website, for instance, observes 
both the U.S. Children’s Online Privacy Protection Act [184], and the European 
Union Directive [51]. This solution is likely to run into problems if more than a 
very few jurisdictions are involved, since the largest common subset of permissible 
personalization methods may then become very small. The approach also does not 
take users’ individual privacy preferences into account. 

2. Different country/region versions. In this approach, personalized systems have 
different country versions, each of which uses only those personalization methods 
that are permitted in the respective country. If countries have similar privacy laws, 
these countries can be pooled using the above-described largest permissible com-
mon subset approach. For example, IBM’s German-language pages comply with 
the privacy laws of Germany, Austria and Switzerland [91], while IBM’s U.S. site 
meets the legal constraints of the U.S. only. As with the largest permissible common 
subset method, this approach also does not scale well when the number of coun-
tries/regions, and hence the number of different versions of the personalized system, 
increases. It also does not take users’ individual privacy preferences into account. 

Wang and Kobsa [191, 192] developed an architecture that allows personalized sys-
tems to provide optimal personalization benefits for each user, while at the same time 
satisfying the privacy constraints that apply to each individual user (e.g., their privacy 
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preferences, and applicable laws and regulations). Figure 1 gives an overview of this 
architecture. The Directory Component is a repository of user models, each of which 
also includes the user’s privacy constraints stemming from personal preferences and 
applicable laws and regulations. The UMC Pool contains a set of User Modeling 
Components, each of which encapsulates a user modeling method that operates upon 
the user models in the Directory Component, such as collaborative filtering (see 
Chapter 9 of this book [164]) or case-based recommendation (see Chapter 11 of this 
book [171]). On the left-hand side we see user-adaptive clients that access models of 
their current users in order to personalize their interaction with them. 

As described so far, this architecture is similar to the one presented by Fink and 
Kobsa [57, 130], which was also used in a commercial user modeling server. The 
novel privacy enhancement consists in each user having his or her own instance of the 
UMC Pool, each containing only those user modeling components that meet the pri-
vacy requirements for the respective user (users with identical UMC Pool instances 
share the same instance). To realize this, the above architecture has been implemented 
as a Software Product Line (SPL) architecture [22, 33], with the UMCs as optional 
elements. At the beginning of the interaction with a user, a Selector verifies for every 
UMC whether it is allowed to operate under the privacy constraints that apply to the 
specific user, and creates an architectural instance with those permissible UMCs (or 
lets the user share this instance if one already exists). The special SPL management 
environment that we employ [7, 67, 189] even supports dynamic runtime (re-) con-
figuration, which allows the Selector to react immediately should, e.g., users change 
their privacy preferences during the current session. The architecture therefore fully 
supports compliance with the consent principles discussed in Section 21.4.1 and 
21.4.3, allowing a website to adjust its data practices to the user’s preferences in a 
nuanced and highly dynamic manner.  

21.6   Conclusion 

A tension exists between personalization and privacy in web-based systems. On the 
one hand, personalization provides benefits to both users and operators of personal-
ized websites. On the other hand, Internet users have high concerns regarding their 
privacy online, which may make them reluctant to disclose data about themselves to 
personalized systems. This poses a threat to personalization, whose quality hinges 
strongly on the amount of personal data supplied. The problem is exacerbated by the 
fact that many countries and states have privacy laws enacted that affect the permissi-
bility of personalization methods, and that some company and industry regulations as 
well as principles of fair information practices have the same effect. 

This chapter described a number of approaches that can be taken to render person-
alization more compatible with privacy. It first discussed measures that have proven 
to increase users’ willingness to disclose data about themselves, mostly through in-
creased trust (one of these measures, pointedly, consists in increasing the value of 
personalization as perceived by the user). It then analyzed how privacy legislation, 
self-regulation and principles of fair information practices impact the usage of per-
sonalization methods. Finally, it presented a number of technical solutions specifi-
cally intended for personalized systems that may either lessen the privacy problem in 
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the first place (albeit no verification through user studies seems to have taken place as 
yet), or help developers of personalized systems adjust personalization individually to 
users’ privacy preferences and to normative demands stemming from privacy laws, 
regulations and principles. 

Personalization has already made some inroads into current commercial websites 
(see Chapter 16 of this book [72]). Given the high privacy concerns of today’s Inter-
net users, further advances are likely to only take place if privacy plays a much more 
important role in the future. Research on Privacy-Enhanced Personalization aims at 
reconciling the goals and methods of user modeling and personalization with privacy 
considerations, and at achieving the best possible personalization within the bounda-
ries set by privacy. Many of the approaches described in this chapter are ready to be 
deployed to practical systems, and feedback from such deployments will in turn be 
very informative for research. Other approaches still need further technical develop-
ment or evaluation in user experiments and may yield fruitful solutions in the future. 
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Abstract. Despite the fact that adaptive hypermedia techniques have proven 
their ability to provide user guidance and orientation in hyperspace, we do not 
currently see the widespread adoption of these techniques. A couple of reasons 
may explain this phenomenon. One of them is the current lack of re-usability 
and interoperability between adaptive techniques/systems, which – to some de-
gree – originates in the so-called “open corpus problem” found in adaptive hy-
permedia. In this article, we analyze this problem in a popular arena: adaptive 
hypermedia systems with an emphasis on education. The origins and effects of 
the open corpus problem are discussed, and recent approaches are demonstrated 
that have – in one way or the other – developed as strategies for solving the 
open corpus problem. We summarize these findings and discuss how solution 
strategies can be successfully employed in the future, enabling adaptive hyper-
media techniques within open, dynamic information spaces, such as the Seman-
tic Web. 

22.1  Introduction 

The volume of educational resources available to students is changing rapidly. A 
variety of educational resources such as tutorials, electronic textbooks, and topic 
overviews are now available on the Web for almost every domain. Dedicated reposi-
tories of educational material, such as educational digital libraries (DL), and pools of 
reusable learning objects are being created. Finding high quality materials is much 
less of a problem with the use of modern Web search engines [6] and DL search ser-
vices [43]. However, the resources that one finds have different presentation styles, 
target audiences, and coverage. Also, many resources are highly redundant. The 
abundance of resources has created another problem: How to help students find, or-
ganize, and use resources that match their individual goals, interests, and current 
knowledge? In brief, access is not the issue; personalized access is. 

The need to provide personalized access to information is well recognized outside 
of education. Numerous research projects have proposed and investigated a wide 
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range of techniques for personalized access within only the last few years. Earlier 
chapters of this book provided a good overview of personalization techniques for all 
major paradigms of information access: information retrieval in Chapters 6 [48] and 7 
[47] of this book, browsing in Chapters 8 [8], and filtering/recommendation in Chap-
ters 9 [56], 10 [52], 11 [59], 12 [16]. Successful application of personalization tech-
niques has been achieved in such application areas as news access and e-commerce, 
covered in Chapters 18 [4] and 16 [28] of this book. Education, however, remains 
resistant to successful development while simultaneously being one of the few areas - 
accompanying medicine and public health - where the provision of personalized ac-
cess is most important for users and society. The majority of adaptation techniques 
that focus on user interests and work successfully in other fields have a limited appli-
cability in the educational context where users differ not just by their interests, but 
most essentially in their goals, skills, knowledge, and learning styles. 

So far, the only techniques that demonstrate a good ability to provide personalized 
access to information in the educational context are adaptive navigation support tech-
niques developed in the field of adaptive hypermedia (AH), presented in Chapter 8 of 
this book [8]. In a number of educational AH systems, adaptive navigation support 
techniques were able to help individual students locate, recognize, and comprehend 
relevant information, thus increasing learning outcomes and retention [7; 10; 13; 65]. 

Adaptive hypermedia techniques could provide a real difference for students who 
are trying to locate useful resources on the Web or in learning repositories and DL. 
Web resources rarely match the needs and the level of preparation of a specific class 
of students. Serious efforts are frequently required from students to understand which 
content is relevant, which is not, and how to find their way through it. Without indi-
vidual guidance, students dealing with the increasing complexity of navigational pos-
sibilities may get lost in hyperspace in a number of senses. For example, they may fail 
to identify learning goals and recognize coherences, relations, and causal dependen-
cies. Even in a learning repository where resources are carefully selected and classi-
fied by subject and category, the usefulness of resources depend on the individual 
learner’s progress: some resources may require additional knowledge that the learner 
does not yet have (in accordance to his/her user model), while others may teach the 
subject without sufficient in-depth information and are thus too easy for this learner. 
At this juncture, methods from adaptive hypermedia can be used to support the 
learner in finding the most appropriate learning resource; for providing awareness 
about the learning process (e.g., by pointing out necessary pre-knowledge that this 
learner might otherwise miss); for providing guidance (e.g., by providing an individu-
ally tailored sequence of learning resources—teaching the topics s/he is interested in 
while incorporating all required prerequisite knowledge); for providing orientation 
(e.g., by pointing out the next learning steps to take, or the existence of different 
schools-of-thought); for considering individual learning styles; and so on. 

Unfortunately, traditional adaptive hypermedia, with all its power, can’t be directly 
applied in any of these important contexts. As it may become apparent from the study 
of Chapter 8 of this book [8], traditional adaptive navigation support techniques are 
only able to work within a limited set of documents that have been manually struc-
tured and indexed with domain concepts and metadata at design time. Traditional 
adaptive hypermedia systems are predominantly closed corpus adaptive hypermedia, 
since the document space of these adaptive systems is a closed set of resources. Less 
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than a handful of the adaptive hypermedia systems have attempted to deal with open 
corpus such as the Web’s educational resources or dynamically expanding educa-
tional repositories. Closed corpus AH systems demonstrate what is possible to 
achieve with adaptive hypermedia technologies, but they are impractical for most real 
world applications because no teacher or content provider is able to invest time to 
structure and index thousands of documents collected from all over the Web as re-
quired by traditional adaptive hypermedia systems; worse, these systems would need 
constant maintenance, as new information becomes available daily. 

The apparent contradiction between the potential power of adaptive hypermedia 
and its predominant close-corpus application content has caused a number of re-
searchers to focus on what we call the open corpus problem: 

Is the applicability of the adaptive hypermedia techniques restricted by nature 
to closed corpus of educational resources or it is possible to develop open cor-
pus adaptive hypermedia that will successfully work in such contexts as the 
Web and educational repositories? 

The goal of this paper is to convince the reader that open corpus adaptive hyper-
media is feasible and to discuss possible approaches to construct it. We start with a 
brief review of adaptation-specific information that is used by current adaptive hy-
permedia applications1 (section 22.2). In Section 22.3 we stress several problems that 
have made it substantially difficult to use the current techniques of adaptive hyperme-
dia with an open corpus of documents and review a range of known approaches and 
systems that attempt to overcome these problems, by attacking the open corpus prob-
lem from very different angles. Based on these considerations, we re-analyze the open 
corpus problem, especially with respect to the functional re-usability and interopera-
bility of adaptive hypermedia and related systems (section 22.4). Then we discuss 
further, emerging solutions for realizing personalized access to information in open, 
distributed information spaces. 

22.2  Adaptation-Specific Information in Adaptive Educational 
Hypermedia 

To understand the essential difference between open and closed corpus adaptive hy-
permedia we want to start with  more formalized definitions: 

Definition 1 (Closed Corpus Adaptive Hypermedia System) 
A closed corpus adaptive hypermedia system is an adaptive hypermedia system 
which operates on a closed corpus of documents, where documents and rela-
tionships between the documents are known to the system at design time. 

                                                           
1  We restrict ourselves to adaptive navigation support because we consider the first problem to 

solve in an open corpus setting is to adapt access to documents to the user’s needs. Content-
level adaptation (i.e., adapting the content of one particular document) is a possible future 
step which may later be addressed by, for example, considering information chunks or varia-
tions of documents instead of documents-as-entities, and by applying techniques from navi-
gational-level adaptation onto these chunks / variations / etc. 
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Definition 2 (Open Corpus Adaptive Hypermedia System) 
An open corpus adaptive hypermedia system is an adaptive hypermedia system 
which operates on an open corpus of documents, e.g., a set of documents that is 
not known at design time and, moreover, can constantly change and expand. 

What makes closed corpus hypermedia special, from the adaptation point of view, is 
exactly the fact that all documents and relations on the documents are known to the 
authors of an adaptive hypermedia system at design time. It allows the authors to 
augment the documents and relationships with additional information that can be used 
later by the adaptation algorithms to deliver the adaptation effectively to every user. 
We refer to this kind of information as adaptation-specific information. This informa-
tion is typically hidden from the user; however, it is the real source of power of adap-
tive hypermedia. The goal of this section is to reveal the kind of information that is 
used by adaptive educational hypermedia in order to perform the adaptation. Under-
standing the nature adaptation-specific information can help us to identify the infor-
mation necessary for the open corpus context, and how to produce or compensate for 
this information.  

It turns out that we can distinguish two classes of this adaptation-specific informa-
tion: The first class comprises information that adds some semantics to the hyperme-
dia, i.e., assigns specific types to the hypermedia documents and relationship and 
introduce additional, semantic relationships between the documents. The second class 
provides additional knowledge “behind” the hyperspace documents by connecting 
documents to external models that are separate from the hyperspace itself. The variety 
of these models is high: we can find conceptual models, pedagogical models, goal 
models, stereotype hierarchies, and more. Many approaches from artificial intelli-
gence have been used to verify, maintain and interpret these models in order to per-
form the adaptation task for these adaptive educational hypermedia systems. 

22.2.1  Adaptation-Specific Information: Enriching Hypertexts with the 
Annotation of Documents and Relationships 

The first kind of annotation-specific information acts within the hyperspace itself, 
attempting to introduce some additional knowledge about the documents (nodes), 
links, and additional relationships between the documents. Additional knowledge 
about the documents and links is typically provided in the form of types assigned to 
documents and links. For example, in the KBS-Hyperbook [34], which is presented in 
more detail in section 22.3.2, documents can be marked as “problem statement,” “ex-
ample,” “theory,” etc. Links are usually typed to reflect the semantics of the structural 
relationship between connected documents. Some systems use an elaborate set of 
typed links [2]; however, other systems such as MetaLinks [51] achieve a good func-
tionality while using just two types of links. From the modern point of view, link and 
document types can be seen as metadata that is added to documents. However, in 
adaptive educational hypermedia systems, they are normally referred to not as meta-
data, but as knowledge about documents and links. This knowledge about documents 
connected to the current document, and about the connection types, allows the adap-
tive hypermedia decision mechanisms to guide the user to the most appropriate 
documents, using such techniques as link ordering, annotation, and hiding presented 
in Chapter 8 of this book [8]. 
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In adaptive educational hypermedia systems, the typing of existing links is often 
not sufficient, because these systems rely on knowledge dependencies or pedagogical 
relationships between documents that may not be directly connected by a link. To 
compensate, these systems introduce additional relationships between documents that 
are often invisible, i.e., not accessible for navigation. Most typical among these rela-
tionships is a prerequisite relationship that notes that one document should be known 
before another. It is used in many systems such as ELM-ART [64] or AHA! [22]. 
Document-to-document relationships are very powerful in adaptation. On the other 
hand, the drawback is that alterations to the set of documents in hyperspace normally 
requires a huge effort. Consider, for example, the introduction of a new document: At 
which points shall it be presented to learners? Which documents are prerequisites, and 
to which documents is this document a prerequisite? Checking all documents of the 
documents space one-by-one may be required to establish proper relationships. 

22.2.2  Adaptation-Specific Information: Connecting Hypertexts with 
External Models 

An alternative way to add adaptation specific information is to rely on external mod-
els that exist beyond the hyperspace, such as knowledge models, pedagogical models, 
usage models, etc. These models typically encapsulate some kind of knowledge. For 
example, conceptual domain models encapsulate knowledge about the domain while 
stereotype hierarchies represent knowledge about users. In this case, the necessary 
knowledge is added to hypertext documents by connecting them to elements of these 
external models. Most popular in the field of adaptive educational hypermedia are the 
domain concept models, presented in Chapter 1 of this book. The use of domain con-
cept models, along with user overlay models, allows these systems to provide sophis-
ticated adaptations to the user’s level of knowledge. For example, in the InterBook 
system [11], the authors connect (or index) documents with domain concepts using 
two kinds of document-concept relationships – the outcome and prerequisites. These 
links allow the authors of the system to express what domain knowledge is presented 
in the page or what knowledge should have been mastered before the page is ac-
cessed. Other models, such as didactical models, provide information on a certain 
didactical approach, and can be seen as a new layer to both the document-to-
document annotation (internal references) and the document-to-concept annotation 
approach (external references). Generally, storing adaptation-specific information in 
external models supports the application of artificial intelligence techniques for rea-
soning about this information. 

Indexing documents in terms of external models provides for a higher level of ad-
aptation than simply typing and connecting documents, since these models typically 
encapsulate additional knowledge that can be used by adaptation algorithms. How-
ever, it also adds an additional challenge to the system development since the building 
of sound external models is a considerable knowledge engineering effort that typically 
requires expert knowledge in a specific field. The initial investment into developing 
external models pays off, to some extent, since this allows the indexing of documents 
to become easier: authors can write their materials, and index it with concept models 
without considering the whole set of currently available documents. In particular, 
multi-author approaches are supported, where material can be designed and annotated 
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independently. Another advantage of document-to-concept relations are achieved with 
respect to maintenance: changes in the document space affect only the altered / added 
documents, no further annotations of documents need to be altered. 

22.3  Several Ways to Open Corpus Adaptive Educational 
Hypermedia 

How can we achieve progress in developing open corpus adaptive educational hyper-
media systems that are compatible in personalization power with existing closed cor-
pus systems? Arguably, this goal can be achieved if we find the way to enhance open 
corpus resources with additional knowledge that is comparable with the knowledge 
behind traditional adaptive hypermedia, which was analyzed in the previous section. 
If comparable knowledge could be obtained in the open corpus context, existing adap-
tive hypermedia techniques or their modifications could be used to deliver adaptive 
navigation support for open corpus documents. This section attempts to analyze sev-
eral known ways of developing open corpus adaptive hypermedia, i.e., several ways 
to collect the missing knowledge. Following the structure of the previous chapter, we 
separate the discussion into two subsections - one dealing with intra-hyperspace prob-
lems such as document interlinking and link typing and the other dealing with the 
problem of external models and the indexing of hyperspace documents. 

22.3.1  How to Create a Linked Hyperspace from Open Corpus Resources 

Adaptive hypermedia technologies support hypertext-browsing activities of the user, 
i.e., they assist the user in moving from document to document, following inter-
document links. Thus, the first problem to resolve when building an open corpus adap-
tive hypermedia system is how to build a hyperspace from an open collection of gener-
ally independent documents. This problem could be solved in two different ways: rely-
ing on human power to create hyperspace and creating a hyperspace automatically. 

As discussed below, the manual interlinking of a constantly expanding set of open 
corpus documents is possible in only a few contexts. A more general solution is to 
apply some techniques that can automatically create a linked hyperspace from a col-
lection of independent documents. The problem of automatic hyperspace creation has 
been explored by researchers in the area of hypertext and information retrieval for at 
least 20 years. This research started originally under the term intelligent hypertext and 
focused mostly on automatic linking of documents as a help for hypertext authors 
who may not be able to identify all useful links. Later, the ideas of automatic linking 
were explored by the open hypermedia movement. Open hypermedia, as a research 
direction, specifically focused on conceptual and architectural problems of creating a 
hyperspace from originally independent open corpus documents [50]. A large body of 
literature has been produced in both areas and a range of techniques has been sug-
gested. These techniques can be generally classified into two groups that we call 
keyword-based techniques and metadata-based techniques. 

Manually Constructed Hyperspaces. Relying on human power to create hyperspace 
is a possible solution for an open corpus system, so long as the developers of this 
system are not involved in the hyperspace construction. In fact, the simplest way to 
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explore open corpus techniques for educational AH is to take an existing educational 
hypertext application and to add a layer of adaptive navigation support to it. This 
approach allows the developers of open corpus adaptive hypermedia system to simply 
avoid the problems of hyperspace construction and focus on navigation support tech-
niques. A number of early explorers of open corpus educational AH have used this 
approach with various kinds of pre-existing hypermedia applications, such as an edu-
cational encyclopedia [36], a hypertext tutorial [32], and an educational Web site [58]. 
Two of these systems are presented in more detail in section 22.3.2 of this chapter. 

While early projects operated in the context of pre-authored hyperspace, similar 
approaches could be applied to the constantly expanding yet human-linked document 
collections. The challenge here is to find an environment where the human-supported 
hypertext construction is supported naturally, i.e., where each new resource is being 
immediately linked to the whole collection by a human author or manager. While in 
most of the cases this is not feasible, there are at least two meaningful contexts that 
deserve further exploration. One context is organization-supported hyperspaces such 
as Web sites or educational portals where the integration of new resources into the 
previously linked hyperspace is ensured by the organization that owns or maintains 
the collection. Unfortunately, this context is becoming more and more rare: due to 
high cost of manual linking, many portals and resource collections adopt a pool ap-
proach where each new resource is simply added to the pool. Another context is 
community-driven hypertext creation, where linking new documents to the existing 
hyperspace is done by a whole community of users. Two popular examples of com-
munity created hypertexts are Wikis and blogs where the nature of these community-
based systems encourages linking newly authored documents. Both kinds of expand-
ing hypertext systems, organization-supported and community-driven, provide a 
really challenging but creative application area for open corpus adaptive hypermedia 
and we expect more work in this direction in the coming years. A pioneer example of 
open corpus adaptive hypermedia for Wiki is the CoWeb system [24], which uses the 
ideas of social navigation to provide annotation-based adaptive navigation support. 
CoWeb is briefly reviewed in sectioin 22.3.2 below. 

Keyword-Based Techniques for Automatic Hyperspace Creation. This group of 
techniques is based on the automatic keyword-level analysis of documents. The work 
on keyword-based linking started at the end of 1980 with exploring similarity-based 
navigation. The idea of similarity-based navigation is to create links between docu-
ments that are similar on the keyword level. The techniques for calculating keyword-
level similarity are well explored and covered in more detail in Chapter 5 of this book 
[49]. Since the pioneer work of Mayes and Kibby [40; 46], keyword level similarity-
based navigation has been applied in a number of systems. This automatic linking 
technology is simple and straightforward and can be used in almost any context. To 
interlink an existing collection of documents, a similarity metrics is calculated be-
tween each pair of documents. To link a new document to a collection, the similarity 
is computed between the new document and all documents in the collection. After 
that, documents with similarity higher than a certain threshold are connected by a bi-
directional hyperlink.  

The negative side of this technology is that the quality of simple keyword-level 
similarity techniques is not perfect, so it can often link pages that are not really se-
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mantically related. In addition, a hyperspace created with classic similarity-based 
navigation techniques suffers from two problems – the lack of typed links and the 
lack of clear structure (the resulting hyperspace is rather chaotic). As we observed in 
section 22.2, typed links enable more advanced navigation support technologies. A 
clear hypertext structure helps users to find their way and position in hyperspace.  

More recent research attempts have focused on overcoming these problems using 
more advanced keyword-based techniques. The first challenge to be addressed was 
link typing. By the end of 1990, a number of keyword-level techniques were sug-
gested for generating typed links [2; 21] as well as typing existing hypertext links [1; 
54]. Several researchers focused on improving the precision of keyword-level linking 
by replacing standard document indexing with “semantic-oriented” techniques such as 
latent semantic indexing [44] or lexical chaining [29]. 

To structure a collection of unrelated documents, several researchers applied Self-
Organized Maps (SOM). The SOM technology is able to cluster documents into cells 
on a rectangular grid in such a way that documents allocated to the same cell are quite 
similar to each other and documents in the neighboring cell are also similar, although 
to a lesser extent [41]. This unique property of SOM allows the introduction of some 
reasonable level-structuring even in a large collection of Web resources [20; 42; 55]: 
each cell or group of cells serves as a category (section of hyperspace) with spatial 
proximity expressing similarities between the categories. Thus the application of 
SOM turns a collection of documents into a structured spatial hypertext (spatial hy-
pertext implies implicit links between spatially co-located documents [57]). Using 
map-based navigation, introduced in [14], this spatial hypertext can be converted into 
a regular hyperspace that allows navigation from a document to the hosting map cell 
and then to similar documents. This technology has been applied in the Knowledge 
Sea II system, presented below. 

Metadata-Based Techniques for Automatic Hyperspace Creation. Another branch 
of research that may resolve problems of simple keyword-level hypertext linking is 
the application of metadata-based techniques. Generally, metadata-based approaches 
allow the production of better quality results in the linking and structuring of hyper-
space. The early focus on keyword-level techniques was justified by the lack of meta-
data. However, over the last several years a number of repositories have assembled a 
large volume of documents indexed with metadata. In addition, some progress has 
been achieved by extracting metadata from Web resources. As a result, metadata-
based approaches now overshadow keyword-based approaches. With the exception of 
link typing (which is not a problem in the presence of metadata), the work on meta-
data-based hypertext construction has been focused on the same goals – automatic 
linking and automatic structuring.  

The pioneer work on metadata-based linking was done in early 1990 by the team of 
Douglas Tudhope [60]. They explored similarity-based navigation in a richly meta-
data-indexed photo-archive. The core idea of similarity-based navigation is the same 
as for keyword-based linking: a similarity measure is computed between documents 
and those with similarity above a certain threshold are connected by a link. The meta-
data similarity is calculated as a weighted measure of similarity along each metadata 
facet. This process is presented in more detail in Chapter 11 of this book [59]. Since 
metadata expresses semantic similarity (in contrast to surface similarity expressed by 
keywords) this approach obtains high quality links. More recently, the focus of re-
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search on metadata-based linking moved from simple quantitative metadata (such as 
time, size, or difficulty) to ontology-based linking. Ontology-based linking is possible 
when documents are indexed (manually or automatically) with terms of ontology or a 
thesaurus. In this case, the process of finding similar documents is a more challenging 
process, since it has to take into account the position and connections of ontological 
tags in the ontology. A well-known approach to ontology-based linking in open cor-
pus hypermedia is presented in [19]. Currently these ideas are being explored in the 
context of the Semantic Web [25]. 

The presence of metadata also allows some meaningful structuring of hyperspace. 
The complexity of possible structuring is determined by the complexity of metadata 
indexing.  

• The simplest case of metadata indexing (single-facet non-ontological metadata) 
allows the grouping of documents that share the same metadata value and the or-
ganization of concept-based navigation between independent documents [15]. 
Concept-based navigation is based on a set of additional navigation “concept” 
pages – one for each value of metadata (for example, the author of a publication). 
Each of the concept pages provides links to all documents indexed with this value. 
Each document is also connected to concept pages corresponding to all concepts 
from its index. Concept-based navigation allows a user to navigate from a docu-
ment to any of the related concept and then to any other document indexed with the 
selected concept.  

• The presence of ontological metadata allows organizing documents into a hierar-
chy (which is known as the best browsing framework) along the structure of the 
ontology used for indexing. The user can navigate the collection of documents 
along the ontology tree where a visit to each node (taxon) of the tree (or, at least, of 
each terminal node) provides access to all documents indexed with this taxon. The 
user can also use an extended version concept-based navigation moving from a 
document to a concept related to this document, that to a concept connected to the 
first concept in the ontology, and then to a document connected to the second con-
cept. This powerful navigation approach is currently used in many resource reposi-
tories and has already been considered for open corpus adaptive hypermedia [45].  

• Finally, the presence of faceted ontological indexing (multi-faced indexing with 
ontological metadata) allows to generation an exceptionally rich lattice-based 
navigation structure. This case (now typical for many digital libraries) further ex-
tends ontology-based navigation with an opportunity to navigate along several tax-
onomies (switching them on the fly).  A good example of using navigation opportu-
nities provided by multi-faced ontological indexing is the Flamenco browser [67].  

22.3.2 External Models and the Indexing of Open Corpus Resources 

As explained in section 22.2, one of the keys to providing adaptive navigation support 
is the presence of knowledge (adaptation-specific information) behind documents. 
While document and link typing provides us with some knowledge, in classic adap-
tive hypermedia this knowledge is most frequently provided in a different way: by 
connecting documents to external models – such as domain models, pedagogical 
models, or stereotype hierarchies. This process is known as indexing. More informa-
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tion about it is provided in Chapter 8 of this book [8]. Both, the creation of external 
models and indexing are traditionally done by the authors of adaptive hypermedia. To 
apply comparable methods to the open corpus of documents, one needs to resolve two 
related problems: where to find external models and how to index open corpus docu-
ments in terms of these models.  

Existing open corpus adaptive hypermedia systems have explored several ways to 
solve these problems. Quite similar to the case of hypertext construction and typing, we 
can distinguish between manual and automatic technologies, with the automatic tech-
nologies being classified as keyword-based, metadata-based, or community-based. 

The Manual Indexing of Open Corpus Resources. The manual indexing approach 
assumes that all adaptation-specific information is added to documents by humans, 
although not by the system developers and possibly after the core system has been 
created. This approach was explored in a few classic adaptive hypermedia systems 
that attempted to cover open corpus documents: KBS-Hyperbook [34] and SIGUE 
[18]. These systems used the classic kind of external models – domain models in the 
form of a network of concepts (see Chapter 1 of this book [12];) however, their cor-
pus of documents was not closed. Any Web document could be integrated into the 
systems as soon as it is indexed with domain concepts. This approach is limited in its 
applicability yet it can be used in expanding document repositories where the manual 
indexing of incoming documents is feasible. The positive side of this approach is the 
ability to use high-level models: it results in a good quality of indexing. When cou-
pled with concept-level overlay user models, presented in Chapter 1 of this book [12], 
manual concept indexing could support most advanced navigation support techniques. 
The negative side is the high price of model development and indexing. 

A representative example of the manual approach is the KBS Hyperbook system. 
The first prototype of the KBS Hyperbook was developed in 1998 [32]. The funda-
mental concept behind the adaptation component in the KBS Hyperbook system is the 
separation of the adaptation module from the hypermedia system itself. This is real-
ized by a rigorous separation of the reasoning engines and the resulting adaptation 
functionality from the module for organizing and maintaining the hypertext structure.  

The KBS Hyperbook uses an external domain model, which serves various pur-
poses. First of all, the domain model describes the application domain by defining all 
concepts relevant to the domain, as well as the relationships between these concepts. 
The domain model is created manually, and is the only source of knowledge about the 
domain that the system uses. Secondly, the domain model’s concepts are used to link 
the hyperspace to this external domain model. Thirdly, the domain model provides the 
main source for the creation of a Bayesian Network [53], whose main responsibility is 
to estimate the actual knowledge state of a user U at any given time.  

The indexing of hypermedia documents covers two dimensions: the first dimension 
describes the content of the document. This is done by indexing each document 
against a set of concept names from the external domain model. In addition, this in-
dexing step also provides the necessary information for linking the hyperspace to the 
external model. The second dimension contains attributes that state the type of docu-
ment, referring to a so-called conceptual model. The conceptual model defines possi-
ble types of documents found in this domain, e.g., such categories as “problem state-
ment,” “example,” “theory,” etc.  
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Thus, if a document is added or modified, the author has to assign a set of concepts 
describing the type and content of the document (or modify these attributes accord-
ingly). In this way, the system meets the requirement that the metadata annotations for 
the document are independent from the application domain. 

KBS Hyperbook is therefore an early showcase of open corpus adaptive hyperme-
dia, relying on external models (domain model / Bayesian Network, and conceptual 
model) and the metadata arising from them, which is then added to the hypermedia 
documents. Several adaptive e-learning systems have been realized with the KBS 
Hyperbook technology, the most prominent among them being the Hyperbook on 
Java Programming, the Java Hyperbook. The Java Hyperbook is an adaptive system 
which uses course materials from an undergraduate course on Java Programming held 
at the University of Hannover and guides the student through the course by showing 
the next reasonable learning steps, selecting projects, generating and proposing read-
ing sequences, annotating the educational state of information, and then by selecting 
information that will be useful to the user, based on their actual goals and knowledge 
[33]. To prove the openness of the Java Hyperbook, the authors added the content of 
the Sun Java Tutorial [17], a freely available online tutorial, to the Java Hyperbook. 
The Java Hyperbook was capable of adapting to both corpora [34]. A screenshot of 
the Java Hyperbook is displayed in Figure 22.1. 
 

 

 
Fig. 22.1. Example of the KBS Hyperbook for Java Programming, displaying a learning unit on 
methods in Java (on the right hand side). The left side is composed of links to relevant learning 
material. Traffic light annotations of the links recommend to each learner certain navigational 
possibilities over others. The Sun Java pages are enriched with these recommendations, match-
ing the previously annotated materials from the Java course corpus. Along the top, there is an 
array of references links, e.g., to examples, references, the Sun Java tutorial, and courses where 
this learning unit is used.  
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However, the coding of learning dependencies into the external domain model has 
been shown to be a drawback to the simultaneous integration of different corpora: 
Each collection of learning materials may follow their own learning / teaching strat-
egy and therefore may define different learning dependencies, resulting in a different 
structure to the domain model. Thus, the coding of knowledge in an external domain 
model has the clear advantage of making the indexing and integrating of new docu-
ments is very straightforward and cost efficient. In addition, when the chosen domain 
model can be applied successfully to these new documents, the adaptation will work 
immediately. This approach is functioning very well for the Java course and Sun 
Tutorial, since both share the same view of the domain. In cases where this constraint 
is not given, the adaptation may not work correctly. Thus, the KBS Hyperbook ap-
proach is applicable to an open corpus of documents where each of the corpora shares 
a common domain model view.  

To overcome this drawback, the KBS Hyperbook team continued with a focus on 
the following issue [35]: A generic knowledge modeling approach for adaptive, open 
corpus hypermedia systems based on ontology modeling. For each corpus of docu-
ments integrated into the open adaptive hypermedia system, a sub-graph of the ontol-
ogy was calculated, with the goal of estimating the user’s knowledge with respect to 
this corpus. This enables the KBS Hyperbook to maintain different domain models 
(corresponding to these sub-ontologies), which are related to each other via the com-
mon overall ontology.  

Automatic Keyword-Based Indexing. In contrast to the manual approach, automatic 
keyword-based methods offer a low-price solution. These methods use the informa-
tion retrieval approach to document modeling that is presented in Chapter 5 of this 
book [49]. The role of the external model is played here by a set of meaningful key-
words. This is a relatively low-level model, however it can be automatically produced 
by document analysis and supports simple, automatic indexing of documents. Cou-
pled with keyword-level user profiles, presented in Chapter 2 of this book [27], this 
approach is used in the majority of content-based recommendation systems (see 
Chapter 10 of this book [52] for more details). This approach has been successfully 
used in a number of contexts to recommend open corpus resources that are relevant to 
user interests, but its ability to adapt to other user aspects – such as knowledge or 
goals is very limited. Another negative side of this approach, from the educational 
viewpoint, is its lower precision. This reduces its applicability to educational context 
where adaptation to knowledge and learning goals is typically more important than 
adaptation to interest and where reliability of guidance is critical—because students 
typically aren’t capable of judging how relevant an educational resource is. 

An attempt to apply the keyword-level approach in adaptive educational hyper-
media was done in the ML Tutor system [58]. The ML Tutor is a hypertext system 
that provides suggestions to the user on the basis of their recent browsing history, 
indicating pages that are relevant to the user’s current area of interest. The ML 
Tutor was specifically designed to support user navigation in Web-based hyperme-
dia, however, its internal mechanism is not essentially different from Syskill and 
Webert and other “generic” content-based recommender systems presented in Chap-
ter 10 of this book [52]. Like many of these systems, the ML Tutor also applies 
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machine-learning techniques to “learn” the user’s profile of interests by observing 
browsing behavior and then recommends the most relevant pages in ML Tutor’s 
“known” part of the Web.  

The hyperspace used by ML Tutor is constructed manually, but not by the authors 
of the system. Instead, the authors integrated four existing independent Web sites, 
connecting them with additional “bookmark” links to form a joint hyperspace with 
133 nodes. The role of the domain model in ML Tutor is played by a list of domain-
specific keywords that were constructed manually. The indexing process is fully 
automatic. The result of this indexing is a binary vector for every page, where each 
keyword that is present in the page is indicated by 1 and each absent word by 0. The 
page vectors are stored in the internal database along with page IDs and URLs. 

The system is implemented as an applet communicating with the server-side Ma-
chine Learning Component (MLC) of the system. At runtime, the ML Tutor applet 
passes the URL addresses of the last ten hypertext pages visited by a user to the 
MLC. Knowing their page vectors, MLC produces a list of recommended hypertext 
pages that focus on the same “topic” but are not yet visited and sends this informa-
tion to the ML Tutor applet. The list of recommended links is displayed to the user 
in typical recommender-system style, with non-contextual link generation, as shown 
in figure 22.2.  

 
 

 

Fig. 22.2. Adaptive navigation support using non-contextual link generation in the ML Tutor. 
The list of suggested pages is shown in a separate window in the upper left corner. The figure is 
reused from [58] with the publisher’s permission. 
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Metadata-Based Approaches. The goal of these approaches is to improve the quality 
and range of supported adaptation techniques by using higher quality semantic 
knowledge about a document. When metadata is added to a document, it may provide 
important information about the document’s content, intended use, primary reader 
group, difficulty, etc. In the area of e-learning, these metadata-based approaches bene-
fit from the existence of standards for describing learning resources (or so-called 
Learning Objects). An example of an adaptive educational hypermedia system that 
makes use of metadata is the Personal Reader Framework (PRF) [30], which provides 
an environment for designing, maintaining, and running personalization services in 
the Semantic Web. The goal of the framework is to establish adaptation functionality 
as a Semantic Web service, which can be encapsulated and re-used. 

In the run-time component of the framework, Personal Reader instances are gener-
ated by plugging together one or several of these personalization services. Each de-
veloped Reader consists of a browser for learning resources (the reader part) and a side-
bar or remote, which displays the results of the personalization services, e.g., individual 
recommendations for learning resources, contextual information, pointers to further 
learning resources, quizzes, examples, etc. (the personal part). A screenshot of a Per-
sonal Reader for learning the Java programming languages is depicted in Figure 22.3.  

 

 
Fig. 22.3. Screenshot of the Personal Reader for Java programming The Personal Reader con-
sists of a browser for learning resources (the reader part) and a side-bar or remote, which dis-
plays the results of the Personalization Services, e. g., individual recommendations for learning 
resources, contextual information, pointers to further learning resources, quizzes, examples, etc. 
(the personal part). 
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The PRF makes use of recent Semantic Web technologies for realizing the service-
based environment necessary for implementing and accessing personalization ser-
vices. The core component of the PRF is the so-called connector service whose task is 
to pass requests and processing results between the user interface component and 
available personalization services, and to supply user profile information, and avail-
able metadata descriptions on learning objects, courses, etc. In this way, the connector 
service is the mediator between all services in the PRF. 

Two different kinds of services - apart from the connector service – are used in the 
PRF: personalization services and visualization services. Each personalization service 
offers some adaptive functionality, e.g., recommends learning objects, points to more 
detailed information, quizzes, exercises, etc. Personalization services are available to 
the PRF via a service registry using the WSDL (Web Service Description Language, 
[63]). Thus, service detection and invocation take place via the connector service, 
which asks the Web service registry for available personalization services, then se-
lects appropriate services from this list. The task of the visualization services is to 
provide a user interface for the Personal Reader: interpret the results of the personal-
ization services to the user, and create the actual interface, composed of reader and 
personalization sections. 

The PRF refers—as far as possible—to standard metadata annotations: The cur-
rently implemented sample readers (for the domains “Java Programming” and “Se-
mantic Web”) make use of metadata descriptions for documents in accordance with 
LOM [38], while user profile information relies on the IEEE PAPI specification for 
describing learners [37]. Further, domain ontologies are applied: e.g., domain ontolo-
gies for Java programming or the Semantic Web. By using ontologies for describing 
run-time user observations and for adaptation, these models can be shared with other 
applications. The PRF can also implement concurrent personalization services which 
fulfill the same goal (e.g., provide personal recommendations for some learning ob-
ject), but which consider different aspects in the metadata. For example, one personal-
ization service can calculate recommendations based on the structure of the learning 
materials in some course and the user’s navigation history, while another checks for 
keywords which describe the learning objectives of that learning object and calculates 
recommendations based on relationships to the corresponding domain ontology. Ex-
amples of such personalization services are described in [30]. 

The Community-Based Approaches. Community-based approaches to open corpus 
adaptive navigation support are based on the idea of social navigation. Social naviga-
tion tries to solve the navigation problem by taking advantage of the natural human 
tendency to follow the footsteps of other people with similar interests. Similar to 
collaborative filtering systems (see Chapter 9 of this book [56]), these approaches 
ignore the content of the documents, relying instead on information about the usage 
of these documents by a community of users. In a community-based approach, a 
document is “indexed” with all users who paid attention to this document explicitly or 
implicitly (i.e., rated, read carefully, bookmarked, or printed it). Thus, the community 
(or communities) of users of the system serves as an external model.  

The CoWeb system [23; 24] mentioned in the section 22.3.1 above provides a good 
example of a simple social navigation system that works in manually authored hyper-
space or a Wiki system CoWeb. To increase awareness of what is going on in the 
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CoWeb and to guide the users to most recently updated or visited pages all links in-
side the CoWeb were annotated with activity markers (Figure 22.4). An access 
marker showed access information using a metaphor of footprints. Small footprint 
symbols in three different colors (gray, orange, red) were placed right next to links to 
indicate the amount of traffic the page behind that link received in the past 24 hours. 
A novelty marker also in three different levels indicated how long ago that page was 
last modified. 

A more sophisticated example of social navigation support is the Knowledge Sea II 
system [9], which attempts to automate both hypertext construction and indexing. 
Knowledge Sea II relies on SOM technology for the hypertext construction, which 
was introduced by its predecessor system Knowledge Sea [14]. Knowledge Sea ap-
plied SOM to build an 8 by 8 knowledge map from several thousands of Web pages 
belonging to several independent online resources for learning C programming lan-
guage. As was mentioned earlier, SOM technology allowed the placement of similar 
pages into the same or adjacent cells on the map. Using map-based navigation [14], 
the users of the system were able to navigate from a page to the cell it belongs to, to 
connected cells (if necessary), and finally to pages that were similar to the page where 
they began their map-based navigation. 

 

 
Fig. 22.4. Social navigation support in CoWeb. Two kinds of activity markers indicate when 
the page behind the link was last modified and also whether it was recently accessed. Used 
from [23] with the permission from the author.  
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Knowledge Sea II expanded the original Knowledge Sea with two kinds of adaptive 
navigation support, based on social navigation concepts: traffic- and annotation-based 
navigation support. Both kinds of navigation support are provided by generating vis-
ual cues that change the appearance of links on the pages and map cells presented to 
the user (Figure 22.5). The system generates appropriate cues individually for each 
user by analyzing past individual activities of the user and other users belonging to 
the same group. 

Traffic-based navigation support attempts to express how much attention the user 
herself and other users from the same group paid to each of 25,000 pages that the 
system monitors. The level of attention for a page is computed taking into account 
both number of visits and time spent on the page and is displayed to the user through 
an icon that shows a human figure on a blue background. The color saturation of the 
figure expresses the level of the user’s own attention while the background color 
expresses the average level of group attention. The higher the level of attention is, the 
darker the color appears to the user. The contrast between colors allows the user to 
compare her navigation history with the navigation of the entire group. For example, a 
light figure on a dark background indicates a page that is popular among group 
members but remains under-explored by the user. The color of the map cell and the  
 

 

 
Fig. 22.5. Social navigation support in the Knowledge Sea II system. The knowledge map is 
shown on the left and an opened cell on the right. A darker blue background indicates docu-
ments and map cells that have received more attention from users within the same group. Hu-
man icons with darker colors indicate documents and cells that have received more attention 
from the user herself. Similarly, a yellow background indicates density of annotation and a 
thermometer icon measures how positive these annotations were.  
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human figure shown in the cell is computed by integrating attention parameters of all 
pages belonging to that cell.  

Annotation-based navigation support uses a similar approach to represent the num-
ber of page annotations made by the user herself and other users from the same group. 
Each page in the system can be annotated by the user. The user can also indicate that 
this note is praise (i.e., the page is good in some aspect). While users make annota-
tions mainly for themselves, Knowledge Sea II allows all users of the same group to 
benefit from collective annotation behavior. The yellow annotation icon shown next 
to the blue traffic icon shows the density and the “praise temperature” of annotation 
for each page. The more annotations a page has, the darker the yellow background 
color appears to the user. The temperature shown on a thermometer icon indicates the 
percentage of praise annotations. 

Knowledge Sea II provides a good case for stressing the positive and negative 
sides of the use of community-based approaches with implicit feedback for adaptive 
navigation support. On the positive side, Knowledge Sea II requires the least effort to 
add a new document to the system: neither manual nor automatic page pre-processing 
is required for the navigation support part to work (however, note that automatic 
processing is required to add a page to the map since the system uses a keywords-
based hyperspace creation approach). As a result, Knowledge Sea II can instantly add 
any new document to the system as soon as the first of its users encounters it during 
navigation. This gives it a ranking as the most “open” of all the approaches to open 
corpus adaptive navigation support. On the negative side, the navigation support pro-
vided by community-based technologies is relatively weak and is sensitive to the 
system’s ability to identify a group of “similar” users.  

22.3.3 Discussion 

The previous sections demonstrate the existence of a whole range of approaches that 
might be able to overcome two aspects of the open corpus problem in adaptive educa-
tional hypermedia. It’s interesting to note that both the existing hypertext construction 
and page indexing approaches can be grouped into four similar categories – manual, 
keyword-based, metadata-based, and community-based (Table 22.1). While commu-
nity-based hypertext linking approaches have not been analyzed, they do exist [5; 66]; 
the authors have simply failed to find an example of these approaches, used in an 
appropriate context. 

Table 22.1. A Summary of hyperspace construction and document indexing approaches for the 
open corpus, with examples of actual systems 

Approaches Hyperspace construction Document indexing 
Manual KBS-Hyperbook[32]; MT 

Tutor [58]; CoWeb [24] 
KBS-Hyperbook [32]; SIGUE  
[18] 

Keyword-
based 

Knowledge Sea [14] MT Tutor [58] 

Metadata-
based 

COHSE [19]; Flamenco [67] PRF [30] 

Community-
based 

Bollen & Heylighen [5] CoWeb [24]; Knowledge Sea II 
[9] 
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It is important to stress again that these approaches do not contradict but rather com-
plement other since they have different strong and weak sides. So far, a number of 
existing systems have combined different approaches to hypertext construction and 
navigation support. For example, Knowledge Sea II uses the keyword-based approach 
to create the hyperspace and a community-based approach to provide navigation sup-
port. However, it is certainly wise to combine different approaches to achieve the 
same goal – as has already been done by the hybrid recommender systems presented 
in Chapter 12 of this book [16]. Moreover, an interesting challenge is to integrate 
approaches so that they will support each other. For example, the techniques used for 
analyzing social navigation patterns or for identifying Web communities may be used 
to help detect hidden relations between documents, where these relations might ex-
press similarity in content, as well as finding contradicting relations between docu-
ments and others. So, these techniques can be used to gather metadata—based on 
usage, structure, or content—for the hypermedia components, the hypertext docu-
ments, and hypertext relations. This metadata can then be used within a personaliza-
tion service for recommending and visualizing information, as in Personal Reader. 
Vice versa, the metadata used in the Personal Reader can be used to further strengthen 
the pattern-detection algorithms of the social navigation process.  

22.4   The Road Ahead 

In this section, we analyze the effects of the open corpus problem on reusability and 
interoperability issues. As a conclusion to this, we will discuss the open corpus prob-
lem in relation to the Semantic Web, and give possible solutions for overcoming the 
open corpus problem and its implications. Although our starting point has been the 
open corpus problem in the field of adaptive educational hypermedia, many of the 
below considerations are valid for adaptive hypermedia in general. 

22.4.1   Re-usability and the Open Corpus Problem 

Traditional adaptive hypermedia systems operate on some fixed document space, 
where documents and relations between them are known at the design time and adap-
tation strategies are developed with respect to this specific set of documents. Espe-
cially document-to-document relations (see section 22.2.1) can only be validly as-
signed if the complete document space is known. Adaptation algorithms deliver faulty 
results if the document space is altered (e.g., if documents are modified, deleted, or 
new documents are introduced) as the document-to-document relations used in the 
algorithms become invalid. Only sophisticated re-engineering of the metadata (again 
on the complete document space) can recover the situation. One implication of the 
closed corpus in traditional adaptive hypermedia is that adaptive applications conse-
quently fail in exchanging content with other (adaptive or non-adaptive) applications. 
Thus, the re-use of content—a very important aspect, especially when it comes to the 
Web—is not supported. To achieve re-usability, substantial re-engineering of particu-
lar systems is required, which cannot be realized in an on-demand basis. 

In the context of e-learning, recent developments have yielded not only metadata 
standards for e-learning but also large collections / repositories of learning material, 
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where both learners and teachers can store and retrieve learning objects (see section 
22.1). These repositories should enable their different users to retrieve and select 
appropriate learning materials – which is the classic context for adaptation. However, 
successful approaches must include open corpus adaptive hypermedia, for example, 
becoming flexible enough to deal with varying metadata schemes and metadata de-
tails / quality. 

Possible solutions discussed in section 22.3.2 of this paper include the manual in-
dexing approach, which links hypermedia documents to external models and the 
automatic keyword-based indexing approach. Most promising in this context is on-
the-fly metadata identification approach also presented in section 22.3.2. By analyz-
ing usage patterns and signature structures in large hypertexts, metadata-like informa-
tion can be gathered and explored to show relations between documents, rank docu-
ments or relations, and recommend relevant documents or relations for specific target 
groups.  

22.4.2   Interoperability and the Open Corpus Problem 

Apart from the re-use of content, which might be the most obvious implication of the 
open corpus problem, the re-use of adaptive functionality itself can be seen as equally 
important. Currently, most adaptive hypermedia systems are built from scratch, re-
implementing adaptive functionality instead of re-using appropriate software mod-
ules. A first step to arrive at a re-usable adaptive functionality is to analyze and de-
scribe adaptive functionality in a system-independent manner, which, formally stated, 
describes the adaptation algorithms together with the required processing data. This 
processing data pertains to all aspects of the adaptation process: the adaptation-
specific information in the adaptive hypermedia system, the user characteristics and 
models, as well as data that is only available at runtime (e.g., [31], which introduces a 
formal characterization of adaptive functionality in some of the most-cited adaptive 
educational hypermedia systems). 

The re-use of adaptive functionality across applications requires interoperability 
solutions for adaptive systems. Interoperability is a very important aspect of today’s 
systems, not only adaptive systems, and many issues for enabling true interoperability 
remain to be solved. 

In section 22.3.2, we have seen an approach for solving the open corpus problem 
on the level of architectures. A service-oriented architecture with personalization 
services – each of them realizing a certain adaptive functionality – is proposed. Inte-
gration and syndication of the results of the services is realized within a dedicated 
reasoning component, making this reasoning a very important part of the inter-
operation process. 

We claim that solutions to the open corpus problem in adaptive hypermedia con-
tribute to solving general interoperability issues, and on the other hand, interoperable 
adaptive hypermedia systems have—in one way or the other—have tackled and con-
tinue to contribute solutions to the open corpus problem. Furthermore, continuous 
efforts are required to solve re-usability of adaptive functionality and adaptive sys-
tems, and interoperability between adaptive components or systems. As of today, 
adaptive hypermedia systems are mainly developed at universities, with limited com-
mercial use. While evaluations of adaptive hypermedia systems have proven their 
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benefit, the wide use of these methods and techniques in practical systems is still 
pending. One of the reasons for this arises from the missing or limited re-usability. 
Development costs are high, since in the majority of cases the realization of adaptive 
hypermedia techniques starts from scratch instead of extending and re-using existing 
systems. Re-use can help in limiting development costs, and lower development costs 
will make it more attractive for developers and project managers to choose adaptive, 
personalized solutions.  

22.4.3   Adaptive Hypermedia and the Semantic Web 

Overcoming the open corpus problem in adaptive hypermedia receives special impor-
tance in the light of upcoming expectations and research on adding semantics to Web 
information [3]. The need for personalized, adaptive access to Web information will 
be high if semantic-enabled applications want to demonstrate their effectiveness: one-
size-fits-all approaches will not explore the full potential that can be found with 
automated reasoning that is based on machine-processable semantics. On the other 
hand, the information space of the (Semantic) Web can be characterized as highly 
dynamic, open, and heterogeneous: Far from being under control of only a couple of 
system developers, information on the Web can emerge, be modified, altered, or dis-
appear. User-tailored applications in the (Semantic) Web therefore require open-
world solutions.  

The Semantic Web (see also Chapter 23 of this book [26]) aims at machine-
readable and machine-processable semantics for the Web. Metadata, together with 
formal ontologies providing the semantics, are a meaningful source for expressing 
adaptation-specific information.  

As an example, the document-to-concept relations discussed in section 2.3 can be 
expressed in the language of the Resource Description Framework (RDF [62]), with 
direct references to an ontology (e.g., written in the language OWL [61]). The ontol-
ogy itself can be used for expressing the required adaptation-specific information in 
complementary models. The crucial point in document-to-concept relations, the in-
trinsic dependency on specific concept models, can be tackled by using different on-
tologies corresponding to the different concept models, and applying techniques from 
ontology mapping and ontology merging to externalize this intrinsic information. 
Furthermore, the languages of the Semantic Web provide the required add-on to pure 
metadata approaches: For example, by analyzing whether adaptation-specific infor-
mation can be encoded with standard metadata catalogs for learning materials, con-
straints on subject classifications can be identified. The embedding of the subject 
classifier in a concept model can be described with the languages on the Semantic 
Web in a machine-processable way, thus enabling adaptation algorithms to evaluate 
and reason about the subject classifier and its meaning with respect to a referenced 
ontology. 

The layered architecture of the Semantic Web, accompanied by reasoning engines, 
rule languages, logical formalisms, and trust models, provides means for reasoning 
about the adaptation-specific information in a standardized but open environment. 
This facilitates, on the one hand, an adaptation functionality that processes this infor-
mation in order to determine appropriate adaptive treatment. On the other hand, the 
reasoning can—at least to some degree—be proven and externalized to explain to 
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end-users what has been done. This will improve the transparency of the whole adap-
tation process as users can inquire about why a certain recommendation or navigation 
support or whatever adaptive treatment has been determined by the adaptation mod-
ule. In addition, various possibilities thus open up for extending controllability of the 
adaptation process, leading to scrutable adaptation (see the discussion on scrutable 
user models in [39]).  

Overall, we can observe that the Semantic Web, with its languages, formalisms, 
and machine-processable semantics, provides excellent conditions for the use of adap-
tation. The Semantic Web achieves the separation of Web content from its later deliv-
ery and a certain context-of-use by enabling computer programs to reason about this 
Web content and its meaning. Adaptation, on the other hand, allows for the tailoring 
of this delivery according to the specific and individual requirements of users, within 
their current context. In this way, adaptation or personalization is important for opti-
mizing the process of querying for, retrieving, selecting, and accessing information on 
the Web under user-specific constraints, and adaptive methods from the field of Adap-
tive Hypermedia should be realized very well within this Semantic Web architecture. 

22.5  Conclusions 

Since the mid-nineties, techniques in the field of adaptive hypermedia have been 
developed to adapt hypertexts to the needs of individual users. Success stories of 
adaptive hypermedia have especially been reported in the educational field, with the 
delivery of different individual learning paths and recommendations for learning 
goals or exercises, thus providing precisely attuned guidance and support during the 
learning process. 

Despite the fact that techniques from adaptive hypermedia have proven their suc-
cessfulness in providing individually optimized views on large hypertextual informa-
tion spaces, wide-spread use of these techniques in e-learning is still pending. We 
argue that one reason for this can be identified as the open corpus problem in adaptive 
hypermedia. 

This paper provides an in-depth analysis of the open corpus problem in adaptive 
hypermedia within the application area of educational systems. We show how docu-
ment corpora and adaptation techniques are intertwined, and discuss consequences or 
this coupling for applying adaptive hypermedia techniques to open and dynamic in-
formation spaces. We characterize and compare the different approaches to overcome 
the open corpus problem and discuss their benefits and drawbacks. We reveal the 
relations of the open corpus problem to the re-usability and interoperability of adap-
tive systems, and point out the benefits of applying Semantic Web technologies to 
tackle and solve the open corpus problem.  
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Abstract. Ontologies and reasoning are the key terms brought into focus by the
semantic web community. Formal representation of ontologies in a common data
model on the web can be taken as a foundation for adaptive web technologies as
well. This chapter describes how ontologies shared on the semantic web provide
conceptualization for the links which are a main vehicle to access information on
the web. The subject domain ontologies serve as constraints for generating only
those links which are relevant for the domain a user is currently interested in.
Furthermore, user model ontologies provide additional means for deciding which
links to show, annotate, hide, generate, and reorder. The semantic web technolo-
gies provide means to formalize the domain ontologies and metadata created from
them. The formalization enables reasoning for personalization decisions. This
chapter describes which components are crucial to be formalized by the semantic
web ontologies for adaptive web. We use examples from an eLearning domain to
illustrate the principles which are broadly applicable to any information domain
on the web.

23.1 Introduction

Information access on the web is realized through the hypertext paradigm. Hypertext
interlinks related pieces of information (pages) and allows the user to browse through
the information space. The links are provided either explicitly, encoded by authors of the
pages, or they are generated automatically, for example based on the results of a query.

Personalized information access in this context is concerned with user-centered bias
of the hyperlinks to better support the current user context. Generating links automati-
cally, taking user profiles into account, is a very attractive option but creates challenges
as well. According to [5], adaptive web systems extend the adaptive navigation and
presentation techniques from closed corpus adaptive hypermedia to the open corpus
information resources available on the web and thus supporting personalized access
on the web. In this chapter we discuss solutions based on semantic web techniques to
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realize personalized link generation. Key aspects of this solution are ontologies and
reasoning techniques. Ontologies represent shared and agreed upon conceptual models
in a domain, which describe the main concepts of the domain and their relationships.
Ontologies can thus serve as reference models for generating links in this domain, and
represent hypertext, content and user information. Reasoning techniques can then work
on metadata based on these ontologies, and generate links based on content, user con-
text and user background.

As discussed in Chapter 8 [4] of this book, hypertext is a collection of text fragments
interconnected by active links, used to access the information fragments addressed by
them. Research in the hypertext community has concentrated on how to improve navi-
gation in hypertext systems. The hypertext community has been concerned with several
ways of browsing [18, 17]. Information retrieval concepts have been studied together
with hypertext concepts [1, 35].

We can distinguish between two link concepts in hypertext: links maintained within
the text (embedded links) and links maintained externally to the text as first class enti-
ties. Hypertext which utilizes the first view is often denoted as a closed hypertext, the
latter one is denoted as an open hypertext [29]. Hypertext is used also in connection
with hypermedia, i.e. text is augmented with other media types like pictures, video or
audio.

The advantage of the embedded links is that they are bound directly to the informa-
tion which utilizes the links to access related information. The advantage of the second
kind of links is that we can maintain and exchange links which link information in dif-
ferent contexts and possibly for different users, thus providing a more flexible solution
ready for personalized access. This separation of text/media items from link structures
is now widely accepted in hypermedia systems [18, 17].

Information retrieval systems (especially the content-based ones) rely on index
structures with terms from the documents they index. The index structures are used
for making retrieval more efficient (see Chapter 10 [31] of this book for more details on
content-based recommender systems). Advanced information retrieval systems main-
tain additional relationships between the index entries. Such structures can be seen as
document models which are based on conceptual modeling approaches, semantic net
approaches, Bayesian network approaches and so on (see Chapter 5 [6] of this book on
document modeling). Open hypermedia research deals with links which are external to
the content items. Such links can be seen as indexes of the content helping to browse
and navigate the content items they index and map in an efficient way. Therefore, such
conceptual structures are related to the document models and information retrieval ap-
proaches.

A notion of conceptual open hypermedia has been developed [8, 26, 33, 16]. Con-
ceptual open hypermedia deals with knowledge representation of access structures to
content items for particular context from a browsing point of view. Current semantic
web technologies are very close to this notion of hypermedia, i.e. they can be used to
model and represent such link structures and related objects for reasoning, querying,
and processing purposes.

Though the domain ontologies are useful to generate links suited for a particular
domain context, with huge corpuses it might result in too many links. Knowledge about
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a user might help to further constrain the links, in particular to help with some hints
or annotations or simply by hiding links not suitable to his goals. Chapter 1 [6] of this
book reviews several approaches to user modeling for personalized access. Semantic
web technologies can be utilized for representing, sharing, processing, and reasoning
on knowledge about a user in a way similar to the conceptual structures for hyperlinks.

In the following, we will start by reviewing basic hypertext concepts. We will illus-
trate the concepts by two examples, first with links automatically generated for a page
in an eLearning application based on underlying models of content and user, and second
with links generated as search results of a user query, also in an eLearning application.
We will use these examples throughout our chapter to discuss how to support link gen-
eration in those applications. The examples are originally described in [12, 19]. The
examples are from operational systems, the personal reader system described in [11]
and personal learning assistant in [12]. We then summarize basic principles of the se-
mantic web in terms of representation models and reasoning on the semantic web. We
share this idea on reasoning with [14, 10]. Based on this background, we introduce an
ontology for providing ontological hypertext links on the semantic web. The links have
to be bound to specific resources either manually or as a result of reasoning process.
Metadata describing instances of ontological structures are used for the binding pur-
poses as a result of a reasoning process. To support personalized access, knowledge
about a user has to be maintained and provided to the link generation systems, and
an ontology for a user of an eLearning application is introduced for this purpose. The
appropriateness of a resource to be bound to links provided to a user is determined
according to a knowledge about the user described by instantiating the user ontology.
Finally, we show how links can be generated based on these ontologies and metadata
applying semantic web reasoning languages.

23.2 Hypertext and Links

Links in conceptual open hypermedia are usually described as associations between
source and target information fragments. The HTML implementation of a link is a bit
limited because it refers to target only; i.e. the source of the link is the fragment/page
where the link is placed/anchored. The target is identified by the URL which is used
to identify pages and fragments on the World Wide Web. Some more advanced appli-
cations maintain other information together with the link, for example link type. Some
of them allow links to multiple sources and targets and some allow references to other
links used as in sources or targets of the links.

To facilitate exchange and reuse of links across hypertext applications, an open
hypermedia model has been introduced based on the paradigm of links external to frag-
ments. The light version of the fundamental open hypermedia model [25] treats links
as associations between information fragments, as sources of the link and as targets of
the link. Fragments are referenced by anchors which are placeholders for information
nodes.

Figure 23.1 depicts an example of a link generated (externally to the information
fragments) in the Personal Reader framework. The link is generated in the left frame
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of the picture as a complex association consisting of sublinks. Sublinks are typed, pro-
viding different types of resources linked to the currently presented fragment as gen-
eralizations, details, summaries, and exercises. Furthermore, the link is annotated by a
traffic light metaphor to inform the user which of the resources are ready for him to
use, according to his background. The green symbol means that a link is recommended,
red that it is not recommended and yellow means that user has to still acquire some
prerequisite background needed to access the resource.

Such complex links in the Personal Reader system provide a user participating in a
particular course with the context of currently presented information fragments relevant
to his/her learning task.

Fig. 23.1. Screenshot of the Personal Reader, showing the adaptive context of a learning resource
in a course. The Personal Reader is available at www.personal-reader.de

Another example of link generation, this time in the Personal Learning Assistant (PLA),
is depicted in fig. 23.2. Links are generated as search results and point to the resources
relevant for a user query. These links are simpler than the one presented in fig. 23.1.
Besides the identifier of a resource and its title used to generate the HTML link, it
contains further information like the resource description and the concepts described
by the resource. Similar to the Personal Reader links, it also provides personalization
annotations as traffic light symbols. The concepts and resource descriptions are used to
inform a user whether the resource really fits the user query typed at a user interface.
Users formulate queries by using the concepts which annotate the resources.
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Fig. 23.2. A prototype for search user interface.

In both cases, links form more complex structures than the traditional HTML links to
better support users with additional navigation information enabling them to decide
which links to follow. Furthermore, links are ordered based on the knowledge about
the user background. To be able to generate such links, conceptual structures for such
links have to be introduced. In addition, to be able to decide on particular bindings
to resources as targets of such links, information about the resources, domain of the
resources and the user has to be available.

23.3 Metadata on the Semantic Web

Semantic web technologies like the Resource Description Format (RDF) [23] or RDF
Schema (RDFS) [2] provide us with appropriate modeling constructs to model and rep-
resent the domain of resources, the resources themselves, as well as users and links.
RDF is used to describe specific resources, RDFS serves to define domain-specific
vocabularies for the metadata records represented as RDF descriptions. The follow-
ing paragraphs summarize the basic principles of semantic web representation formats
which we will use to describe vocabularies needed for personalized access to web re-
sources. For more information we refer the reader to [9, 34]1.

On the Web, each resource has its own identifier provided, specified as a Unified
Resource Identifier (URI) which is globally unique. Descriptions about resources are

1 A reader who is familiar with the sematic web technologies might skip this section
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represented as triples of subject, object, and predicate. For example, an as-
sertion about the fact that the homepage of Peter Dolog was created by Peter Dolog is
depicted in fig. 23.3.

http://www.cs.aau.dk/~dolog/ Peter Dologhttp://purl.org/dc/elements/1.1/author/

Fig. 23.3. Example of an RDF graph

The subject of this triple is http://www.cs.aau.dk/˜dolog, the predicate is
author and the object is Peter Dolog as a literal. Predicates might be defined
in different namespaces The URL prefix of author is a reference to a Dublin Core
namespace in fig. 23.3. The Dublin Core is a standardization initiative for digital li-
braries metadata and has defined a set of predicates which are used for metadata anno-
tations in the domain.

Object values can be resources or literals. Literals are strings of text, re-
sources are referenced by URIs. Triples can be embedded in HTML files in an appro-
priate XML serialization.

Concepts and vocabularies can be provided explicitly on the semantic web and used
for these RDF descriptions. The semantic web metadata model distinguishes three types
of concepts: fundamental concepts, schema definition concepts, and utility concepts.
Each concept has its own identifier in the form of an URI. The concept definitions
are grouped into schemas or namespaces which are identified by URIs as well. It is
possible to use abbreviated syntax for the concepts where a namespace is abbreviated
into a string and separated from the concept identifier by a colon.

The fundamental concepts define the RDF triples, providing rdf:Resource as a
subject, and rdf:Property as a predicate. A triple statement can be represented by
rdf:Statement for reification purposes. These concepts are mandatory for all agents
which claim to be developed for and operated on the semantic web.

The schema definition concepts are used to define custom vocabularies to be used
with metadata descriptions. These concepts are usually domain specific and will be
understood just by the domain specific agents, e.g. web applications for particular pur-
poses. The new vocabulary is defined by means of classes (rdfs:Class). The classes can
be extended with properties by defining a domain of properties (rdfs:domain), i.e. their
inclusion in a particular class. Properties can be further restricted by defining their range
of values (rdfs:Range). Classes and properties can be specialized by using subclassof
and subpropertyof predicates (rdfs:subClassOf and rdfs:subPropertyOf). Any property
defines a relation between resources. rdfs:subPropertyOf defines a subset of the prop-
erty range. Similarly, rdfs:subClassOf relation between classes is defined as a subset
inclusion. Classes define sets of resources of a certain kind. rdf:type is used to denote
that a resource is an instance of a class or in other words that it belongs to a certain
set of resources. Furthermore, typing the resources gives the resource a meaning in a
certain context, defined and constrained by a schema.

The utility concepts are additional concepts used to define collections and for de-
ploying RDF vocabulary on the web. Collections can be defined by one of the subclasses
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of the rdfs:Container as a bag (rdf:Bag), ordered sequence (rdf:Seq), or alternatives
(rdf:Alt). rdfs:seeAlso and rdfs:isDefinedBy are used to point to alternative descriptions
of a resource. rdfs:label and rdfs:comment are used to add human readable descriptions
of a resource.

The Web Ontology Language (OWL) extends RDFS with restrictions on properties,
equality between classes and properties, intersection of classes, property characteristics,
0 and 1 cardinality restrictions, and versioning in its light version. OWL Full and DL
(relates to description logic) add class axioms, arbitrary cardinality, filler information,
and boolean combinations of class expressions.

23.4 Reasoning on the Semantic Web

Several query and reasoning languages have been introduced to query for, and reason
on, metadata on the semantic web such as QEL [27] or SPARQL [15]. The semantics
of the languages are often based on Datalog, as used in the Edutella Query Language
(QEL) [27, 28], and extended rule and logic programming languages.

QEL offers a full range of predicates in addition to equality, general Datalog rules,
and outer join (see [28]). An example for a simple QEL query over resources is the
following:

s(X, <dc:title>, Y),
s(X, <dc:subject>, S),
qel:equals(S, <java:OO_Class>).

The query tries to find resources where dc:subject equals java:OO Class. The
prefixes qel:, dc:, and java: are abbreviations for URIs of the schemas used. Vari-
able X will be bound to URIs of resources, variable Y will be bound to titles of the
resources, and variable S will be bound to subjects of the resources.

A rule language especially designed for querying and transforming RDF models is
TRIPLE [32]. Rules defined in TRIPLE can reason about RDF-annotated information
resources, translation tools from RDF to TRIPLE and vice versa are provided.

TRIPLE supports namespaces by declaring them in clause-like constructs of the
form namespaceabbrev := namespace, resources can use these namespaces abbrevia-
tions.

sun_java := "http://java.sun.com/docs/books/tutorial".

Statements are similar to frame logic (F-Logic) [22] object syntax: An RDF statement
(which is a triple) is written as subject[predicate → object]. Several statements with
the same subject can be abbreviated in the following way:

sun_java:’index.html’[rdf:type->doc:Document;
doc:hasDocumentType->doc:StudyMaterial].

RDF models are explicitly available in TRIPLE: Statements that are true in a specific
model are written as “@model”, for example:

doc:OO_Class[rdf:type->doc:Concept]@results:simple.
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Connectives and quantifiers for building logical formulae from statements are allowed
as usual, i.e. ∧, ∨, ¬, ∀, ∃, etc. For TRIPLE programs in plain ASCII syntax, the sym-
bols AND, OR, NOT, FORALL, EXISTS, <-, ->, etc. are used. All variables must be
introduced via quantifiers.

23.5 Ontologies and Metadata for Personalized Access

23.5.1 Link Structures

An ontology for link structures is used to describe structures relevant for visualization.
Such an ontology adapted from FOHM [25] is depicted in fig. 23.4.
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Fig. 23.4. An excerpt of the link ontology based on FOHM [25]

The main element of the ontology is the Association which links the informa-
tion fragments/ pages which are relevant. Like in [25], the Association is built
from three components: Bindings, RelationType, and StructuralType (in
FOHM the association is a Cartesian Product of bindings, relation type and structural
type). These three components (classes) are related to association through
hasBindings, hasRelationType, and hasStructuralType properties.

A StructuralType is either a stack, link, bag, or sequence of resources. They
are specialized forms of a general Structure. We use a subItemOf property for
hierarchy specification (see fig. 23.5). The Association is restricted to have exactly
one StructuralType.

Bindings references a particular Resource on the web (document, another as-
sociation, etc.), and Feature-s. A Feature can be a Direction, Shape, etc.
Entries for Direction are depicted in fig. 23.6b, entries for Shape are depicted in
fig. 23.6c. The RelationType has a Name which is a string. The RelationType
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Fig. 23.6. Members of Collection of: (a) Feature Spaces, (b) Direction, (c) Shape.

also points to the FeatureSpaces. Entries for the FeatureSpaces are depicted
in fig. 23.6a.

In addition, Association can have associated events (e.g. click events for pro-
cessing user interactions) through the hasEvent property, and an annotation (e.g.
green/red/yellow icon from traffic light metaphor technique from adaptive hypermedia
[3]) through hasAnnotation property.

The hasEvent property defines an event which is provided within the document
(to be able to get appropriate observation). Whenever the event is generated observation
reasoning rules assigned to this type of event are triggered. The represents property
references a resource, which is stored in observations about the learner, after an event
is generated.

FOHM introduces context and behavior objects. Filtering and contextual restrictions
maintained by the context objects in FOHM are substituted by richer reasoning language
and rules in our approach. On the other hand, interactions and observations together
with events substitute the notion of behavior objects.

Let us recall our two examples discussed in sec. 23.2, the Personal Reader and
PLA. The links which are depicted there can be described using our ontology for link
structures.

Figure 23.7 depicts an excerpt of a link structure visualized in fig. 23.1. The
boxes represent instances (objects) and links represent specific relations between them.
The box slots represent instantiations of the class attributes. The toolbar of the per-
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Fig. 23.7. An excerpt of a link instance for the Personal Reader and resource depicted in fig. 23.1

sonal reader is represented as a complex link (personal reader control flow)
pointing to sublinks for each part: generalizations (collapsed), details
(details control flow), summaries (summaries control flow), and ex-
ercises (exercise control flow). These are treated as targets of the personal
reader link and are instances of the ontology class Association. Furthermore,
the link also contains a source (source personal reader). Each of the asso-
ciations has a binding to its features which point to direct resources. For example,
the detail control flow has a destination feature pointing to resources which
are then used to generate click-able HTML links, i.e. URLs of web pages describing
the JAVA language constructs for branching, exception handling, cycles (e.g., FOR,
WHILE), and so on. The PLA links are represented similarly.

Note that the Personal Reader and PLA are just two examples of visualization agents
of such links. The instantiated links can be stored for exchange and search purposes and
visualized by other user interface agents in many different ways.

The resources bound to the links refer to resource metadata like title, source and
others in this case from Dublin Core namespaces. They have to be selected and bound
to such a link. The regeneration program is invoked whenever a user interacts with the
link, i.e., the link is annotated with additional events to store user behavior and to invoke
a program for regeneration.
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To be able to select and bind resources to the links through its features, they have to
be described in a certain way. The ontologies and metadata serve to represent knowledge
about the resources and users to be used for the generation and visualization purposes.

23.5.2 Information Resources and Users

Specific domain information is usually described by concepts and their mutual relation-
ships. The semantic web vocabularies (ontologies) in RDFS or OWL serve as domain
specific models [19]. Domain ontologies consist of classes (classifying objects from a
domain) and relationships between them.

The ontologies are used in annotations of specific documents/resources. The an-
notation metadata serves as knowledge about domain information, information frag-
ments composition or index, and navigation which involve particular resources. In other
words, the vocabulary defined by the domain specific ontologies are used to anno-
tate/index information fragments, their compositions, and possible navigation directions
in them.

The metadata can be created by the authors of information fragments or in some
cases generated automatically. The ontologies described can be used to bias the de-
scriptions of the resources and index them by the concepts from the ontology based on
document analysis techniques. We have performed an experiment of automatic extrac-
tion of metadata within the framework of Personal Reader for realizing the global con-
text. The external resources (in this case Java API) were indexed by terms from the java
tutorial subject ontology (see Chapter 5 [24] and Chapter 10 [] for details on document
analysis and modeling techniques which can be used to extract terms from document
resources). To improve search results, a JAVA API ontology has been learned and used
to cross annotate the java tutorial pages. In the following we show some examples of
metadata which are created to support link generation and search.

Resource Indexing

Subject Ontologies. Subject ontologies represent organization of concepts, topics,
knowledge items, or competencies in a particular domain. In the eLearning domain,
the subject ontologies represent usually the domain to be taught. The concepts from
ontologies are used to index information to be presented to a user and for retrieval pur-
poses.

Figure 23.8 depicts an example of such a subject ontology, an excerpt of the
java programming domain. We show a fragment of a domain knowledge base cov-
ering Java programming concepts with isa (subConceptOf) relationships between
these concepts. Figure 23.8 depicts the Programming Strategies concept with
its subconcepts: Object Oriented, Imperative, Logical, and Functional.
The Object Oriented concept is further specialized to OO Class, OO Method,
OO Object, OO Inheritance, and OO Interface. Other relations between con-
cepts might be useful for personalization purposes as well, e.g. sequencing or depen-
dency relations.
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Resource Description Ontologies. The resource description ontologies represent the
organization of metadata about resources on the web. They specify attributes which are
used to describe resources and classes which categorize them.
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Fig. 23.9. An excerpt of environment ontology as document types hierarchy for eLearning appli-
cations

An example of a resource description ontology is depicted in fig. 23.9. The ontol-
ogy depicts document types in the educational domain. The most general document
type is EducationalMaterial. EducationalMaterial has two subtypes:
CourseMaterial and ExaminationMaterial. ExaminationMaterial
can be further specialized to ProjectTask, ExamTask, and Exam. The Exam
can consist of the ExamTask-s. CourseMaterial can be further specialized into
Lecture, Example, LectureNote, Course, Exercise, and Project-
Assignment.

An ontology for documents and their relationships to other components is depicted
in fig. 23.10. The ontology represents a context of learning material which is usually
provided as a document. The class Document is used to annotate a resource which is a
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Fig. 23.10. An excerpt of environment domain ontology of documents

document. Documents describe concepts; we use class Concept to annotate concepts.
Concepts and documents are related through the hasKeyword property.

Documents can be ordered by the hasPrerequisite property. There can be
different ordering for and within applications, so multiplicity is allowed. The hasPre-
requisite property is intended for navigation purposes.

Concepts play certain roles in particular document fragments. For example some
concepts represent the crucial information, i.e. they are of the main information serving
goal, while the others can just play a concretization role or role of comparison. In the
ontology, we represent these facts by instances of ConceptRole class and its two
properties: isPlayedIn and isPlayedBy. Document properties can be further ex-
tended by assigning a DocumentType. Similarly, the roles can be further extended
by specifying their types. Concepts, concept role types, and document types can form
hierarchies. We define subTypeOf, subConceptRoleOf, and subConceptOf
properties for these purposes.

Information Composition and Indexing. The topics, concepts or competencies from
subject ontologies represent specific content realization or composition in particular
resources. An example of such a resource is a page describing sun java: ’java/concepts/
class.html’. The following example shows how such a page can be annotated based on
the above mentioned resource and subject ontologies.

sun_java:’java/concepts/class.html’[rdf:type->doc:Document;
hasTopic->doc:OO_Class].

doc:OO_Class[rdf:type->doc:Concept;
doc:subConceptOf->doc:Classes_and_objects].

doc:ClassesIntroduction[rdf:type->doc:ConceptRole;
doc:isPlayedBy->doc:OO_Class;
doc:isPlayedIn->sun_java:’java/concepts/class.html’;
doc:hasType->doc:Introduction].

doc:Introduction[rdf:Type->doc:ConceptRoleType;
doc:subConceptRoleOf->doc:Cover].

The page is a document (RDF type Document). The type specifies which environ-
ment the documents can be accessed through. The document describes information
about classes (OO Class concept). The OO Class concept is annotated with type
Concept and is a subconcept of the Classes and objects concept.
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The relations and roles of concepts in particular information resources are rep-
resented by the ClassesIntroduction resource which is of type Concept-
Role. The OO Class concept plays a role of introduction (the Introduction
role type) in the document which is annotated by using properties isPlayedBy and
isPlayedIn respectively by references to OO Class concept and the document. The
Introduction is of type ConceptRoleType and means that the concept is cov-
ered by the content to a certain extent. Therefore, the Introduction is a subtype
of Cover concept role type — a generic role type for stating that a concept is covered
by document content.

Pedagogical prerequisites are encoded in the metadata to state which knowledge
a user should have when accessing particular resources, (hasPrerequisite or in-
verse property isPrerequisiteFor of a concept or resource). In our example, the
OO Class concept is a prerequisite for the OO Inheritance. Therefore, the above
mentioned example is extended with the instance of this property.

sun_java:’java/concepts/class.html’[rdf:type->doc:Document;
hasTopic->doc:OO_Class].

doc:OO_Class[rdf:type->doc:Concept;
doc:subConceptOf->doc:Classes_and_objects;

doc:isPrerequisiteFor->doc:OO_Inheritance].
doc:ClassesIntroduction[rdf:type->doc:ConceptRole;
doc:isPlayedBy->doc:OO_Class;
doc:isPlayedIn->sun_java:’java/concepts/class.html’;
doc:hasType->doc:Introduction].

doc:Introduction[rdf:Type->doc:ConceptRoleType;
doc:subConceptRoleOf->doc:Cover].

User Modeling with Ontologies

User Ontologies. User modeling is used to gather knowledge about a user for per-
sonalization purposes. Personalization (or user-centered adaptation) decides about the
presentation of variable resources and links on the web based on knowledge about a
user. Data about a user serves to derive contextual structures. It is used to determine
how to adapt the presentation of hypertext structures. In the eLearning domain, an on-
tology for a user profile based on IEEE [20] and IMS Global Consortium (e.g. [21])
specifications can be used. Preference indicates the types of devices and objects, which
the user is able to recognize. Learner Performance and Preference are the main aspects
relevant for personalization. Learner performance may further contain references to his
Portfolio of projects, documents created, and experiences gained. For more discussion
on learner modeling standards see for example [13].

Figure 23.11 depicts an example of an ontology for learner profiles. Learner per-
formance is maintained according to a class Performance. Performance is based
on learning experience (learningExperienceIdentifier), which is supported
by particular documents. Experience implies a Concept learned from the experience,
which is represented by learningCompetency property. Performance is certi-
fied by a Certificate, which is issued by a certain Institution. Perform-
ance has a certain PerformanceValue, which is in this context defined as a float-
ing point number and restricted to the interval from 0 to 1.
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Fig. 23.11. Ontology for learner performance

Observations About a User. At run time, users interact with a web system. User in-
teractions can be used to draw conclusions about possible user interests, user goals,
tasks, knowledge, etc. These conclusions can be used for providing personalized views
on hypertexts. An ontology of observations should therefore provide a structure of in-
formation about possible user observations, and - if applicable - their relations and/or
dependencies.
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ObjectProperty
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domain domain
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Fig. 23.12. Ontology for observations

A simple ontology for observations is depicted in fig. 23.12. The ontology allows us
to state that a Learner interacted (hasInteraction property) with a particu-
lar Document (isAbout property) via an interaction of a specific type (Inter-
actionType). Example of InteractionTypes are access or bookmark. The
information that an interaction has taken place during a time interval is maintained by
beginTime and endTime properties. The ObservationLevel describes particu-
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lar activity types representing the purpose of the interaction. Examples for Observation-
Levels are that a user has visited a page, has worked on a project, or has solved
some exercise.

Runtime User Model. Based on these ontologies, a run-time user model can be derived,
stored, maintained and used for personalization. The run-time user model is an instance
of a user domain model selected for a particular application. For example, if a learner
interacts with a course on JAVA, his learning performance is derived from the pages
he has visited and the concepts he has worked with at particular pages. These concepts
are taken from the metadata which annotate these pages. They are represented in a do-
main ontology for a learning outcome. Furthermore, if a page is linked to a learner
assessment on particular topics, the results taken from such a learner assessment can be
classified similarly as the pages and their metadata used to instantiate a learner perfor-
mance record.

Let’s take an example of a learner maintained as user2 in a system. He has a
performance record (maintained with user2P identifier in a system). Performance
contains learning experience about the KBS Java objects resource. The concept cov-
ered in the resource is also stored in performance. A certificate about the performance
with performance value and institution that issued the certificate is recorded in learner
performance as well. Such a model in an RDF format would look like as follows:

user:user2[rdf:type -> learner:Learner;
learner:hasPerformance -> user:user2P].

user:user2P[rdf:type->learner:Performance;
learner:learningExperienceIdentifier->

sun_java:’java/concepts/object.html’;
learner:learningCompetency->doc:OO_Object;
learner:CertifiedBy->KBScerturi:C1X5TZ3;
learner:PerformanceValue->0.9].

KBScerturi:C1X5TZ3[rdf:type->learner:Certificate;
learner:IssuedBy->KBSuri:KBS].

KBSuri:KBS[rdf:type->learner:Institution].

23.6 Generating Links from Metadata

As discussed above, the link and hypertext paradigm can be employed in searching and
in browsing. Links can be generated with the help of knowledge encoded in metadata,
extracted from resources and biased by agreed upon ontologies and standards. In both
cases, the process of link generation consists of several steps. Figure 23.13 describes
examples of activities which support the interaction with an adaptive eLearning system.
The user has the possibility of defining a learning goal, or the goal is defined implic-
itly by a lecture as in the Personal Reader system. In the Personal Learning Assistant,
the user needs to define a learning goal by selecting some concepts from an appropri-
ate ontology. The ontology contains competencies, skills, or concepts to be learned as
described above.

If the user selects concepts from formal ontologies, a Query in a language appro-
priate for the repository can be constructed directly. If the user typed free text (into
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Fig. 23.13. Activities in adaptive system

fields for competencies) the system has to provide similar concepts from the ontologies
for the purpose of refining his query.

After formulating such a personal learning goal, the system constructs the first ver-
sion of a Repository Query which searches for appropriate learning resources or
services. The query in Personal Reader is based on metadata on the currently presented
resource. In addition, if the user requires personalization features, the query has to be
rewritten taking the user profile into account (Query Rewriting). Such a query can
then be sent to a repository.

Results returned from the repository can be either processed for display (Display-
ing Results), or the results are postprocessed by personalization algorithms (Re-
commendation) and learning path planning algorithms (Computing Learning
Path). In both cases, the returned resources are used for generating bindings in the as-
sociations from the link ontology depicted in fig. 23.4. The sequencing information and
similarities between topics in resources are used to order the bindings in associations
when presented to the user. Associations are generated either based on predefined tem-
plates for user queries (specifying which information to present) or according to the lo-
cal neighborhood given by several relations in the case of browsing. In both cases, anno-
tations are used to express personalization/recommendation information. The structural
types for ordering the resources bound and the visualization types represented by fea-
ture space, direction and shape are part of the specification for a particular application.

Query Rewriting. Since annotations of web resources will often vary (simpler ontolo-
gies, missing metadata, and even inconsistent metadata), we need heuristics to construct
queries that cope with these difficulties. If the exact query returns no or too few results,
the query needs to be relaxed by replacing some restrictions with semantically similar
(usually, more general) ones, or by dropping some restrictions entirely. For this, we also
need a strategy to decide which attributes to relax first (e.g., first relax dc:subject, then
relax type).

The following TRIPLE predicate similar concept(C, CS, D) shows how
to enumerate, for a given concept C, similar concepts CS by traversing the underlying
ontology and extracting superconcepts, subconcepts, and siblings with a given maxi-
mum distance D from C in the ontology. We assume that the predicate direct super
connects concepts with their direct superconcepts.
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FORALL C, CS similar_concept(C, CS, 1) <- // direct super/subconcept
direct_super(C, CS) OR direct_super(CS, C).

FORALL C, CS, D, D1 similar_concept(C, CS, D) <- // recurse
D > 1 AND D1 is D - 1 AND similar_concept(C, CS1, D1) AND
(direct_super(CS, CS1) OR direct_super(CS1, CS))
AND not unify(C, CS).

This predicate is used iteratively to relax the query: get all similar concepts with D
= 1, relax the query (by query rewriting), and send it to the remote repositories. If
the returned result set is empty or too small, increment D and reiterate. The maximum
number of iterations should be significantly smaller than the hierarchy depth of the
ontology to avoid completely meaningless results.

Queries can also be expanded by additional restrictions from the user profile (e.g.
language preferences). We have implemented a query rewriting service which adds ad-
ditional constraints to a QEL query created based on the concepts selected by a user.
These constraints reflect concepts and language preferences maintained in user profiles.

We illustrate query rewriting on the following simple restriction profile, imple-
mented in TRIPLE.

@edu:p1 {
edu:add1[rdf:type -> edu:AddSimpleRestriction;

rdf:predicate -> dc:lang;
rdf:object -> lang:de].

edu:add2[rdf:type -> edu:AddTopicRestriction;
edu:addTopic -> acmccs:’D.1.5’].}

This heuristic is used to extend a QEL query with a constraint which restricts the results
to learning resources in German language (restriction edu:add1).

Another restriction derived from the user profile is a restriction on resources about
object-oriented programming (edu:add2). The ACM Computer Classification Sys-
tem [30] is used to encode the subject. In that classification system, the object-oriented
programming can be found in the category D representing software. The subcate-
gory D.1 represents programming techniques with the fifth subcategory being object-
oriented programming. Heuristics for query rewriting especially in case of concept or
subject restrictions are usually more complex. They depend on concepts being selected
or typed as a user query.

The derived restrictions profile is used in a TRIPLE view which takes as an input the
profile and QEL query model. The following illustrates one of the rules for reasoning
over language restrictions profiles. The view @edu:p1 encapsulates the restrictions
model.

FORALL QUERY, VAR, PRED, OBJ, NEWLIT
QUERY[edu:hasQueryLiteral -> edu:NEWLIT] AND
edu:NEWLIT[rdf:type -> edu:RDFReifiedStatement;

rdf:subject -> VAR;
rdf:predicate -> PRED;
rdf:object -> OBJ]

<-
EXISTS LITERAL, ANY (
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QUERY[rdf:type -> edu:QEL3Query;
edu:hasQueryLiteral -> LITERAL]

AND
LITERAL[rdf:type -> edu:RDFReifiedStatement;

rdf:subject ->
VAR[rdf:type -> edu:Variable];

rdf:predicate -> dc:ANY])
AND
EXISTS A

A[rdf:type -> edu:AddSimpleRestriction;
rdf:predicate -> PRED;
rdf:object -> OBJ]@edu:p1

AND
unify(NEWLIT, lit(VAR,PRED,OBJ)).

Recommendation Annotations. Recommendations can be expressed as an additional
property of a resource; i.e. can annotate learning resources according to their educa-
tional state for a user. The recommendation property can take on the value of recom-
mend, which specifies that a resource is recommended to a specific user, or can take a
weaker value of recommendation like might be understandable. It can be a not recom-
mend learning resource or point out that this learning resource leads to a page that the
user has already visited.

To derive appropriate recommendation annotations for a particular user, prerequi-
site concepts for a learning resource have to be mastered by the user. The lr:is-
PrerequisiteFor relationships of concepts covered in a learning resource are ana-
lyzed for this purpose. On the other hand, a user performance profile and competencies
acquired and maintained in that profile are analyzed in comparison to the prerequisites
of particular learning resource.

One example of a recommendation rule is a rule which determines learning re-
sources which are Recommended. A learning resource is recommended if all prereq-
uisite concepts of all of concepts it covers have been mastered by a user:

FORALL LR,U learning_state(LR, U, Recommended) <-
learning_resource(LR) AND user(U)
AND NOT learning_state(LR, U, Already_visited)
AND FORALL Ck ( prerequisite_concepts(LR, Ck) ->

p_obs(Ck, U, Learned) ).

Predicates used in the rule derive concepts like learning resource, concepts, users, ob-
servations and learning states from metadata based on types taken from ontologies de-
scribed above. We have implemented other rules to compute less strong recommenda-
tions. This includes for example a recommendation that a resource Might be under-
standable if at least one prerequisite concept has been learned.

This kind of recommendation can be used as a link annotation technique in the area
of adaptive hypermedia [7], or to annotate query results with the recommendation infor-
mation. On the user interface side, it is often implemented using the already mentioned
traffic lights metaphor.
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23.7 Discussion and Conclusions

This chapter discussed adaptive navigation support with the help of ontologies. The
information access on the Web is realized through a hypertext paradigm, i.e. through
provision of links. The links which are provided directly by an author usually reflect a
particular context the author had when he created them. On the other hand, link gener-
ation procedures based on pure document analysis techniques may result in too many
links.

The ontologies as shared conceptual models of the domain, provide context of that
domain, i.e. they can be used to generate links relevant for the domain. They may serve
as an input to the document analysis algorithms to take only those terms similar to the
concepts from the ontology into account. Furthermore, the ontologies for a user help to
further restrict the set of links which are generated only to the ones a user is interested
in the most or annotate them appropriately.

The semantic web technologies in this context provide the following advantages:

– improved interoperability,
– explicit semantics,
– formal representation,
– formal reasoning.

Information resources are provided by several independent systems used in a specific
context. The semantic web representation models provide uniform ways to describe,
share and exchange knowledge about information resources, domains (subjects) they
describe, users who use them and further knowledge needed and acquired in those sys-
tems automatically or semi-automatically. Therefore, those systems are able to interop-
erate better providing users with an extended access to information resources. In this
chapter, we have shown how the ontologies represented in the semantic web format
for subject, resource, user, and link can be used to realize the personalized access to
information on the semantic web.

Subject ontologies which are used to index the information resources provide the ex-
plicit semantics about the information resource discourse which helps systems to better
understand how they fit to user query, goal and background. Furthermore, user profile
ontologies in semantic web representation format provide an explicit semantics about
certain user aspects, his activities, and features what helps to improve personalization
and a user satisfaction.

The semantic web technologies provide formal representation for knowledge on the
web, thus enabling formal reasoning on top of them. Therefore, deduction rules can be
employed for personalization. Observations about users are used to bias and reorder re-
sources bound to the links. User models are used for personalized selection of resources.
We have shown how rule-based reasoning techniques can be applied to generate such
links and annotate them with recommendation information. The principles described in
this chapter are general purpose but illustrated for the eLearning domain. For different
domains, different ontologies have to be used, but applied similarly as we have shown
in the examples from the eLearning domain.

There are three main aspects for further research challenges in this area: knowledge
representation, technological, and computational. From the knowledge representation
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point of view, procedural knowledge in addition to the propositional knowledge about
content and user is important especially in business domains and collaborative learning
in workplaces. The procedures which correspond to problem solving and are related to
a user’s activity can be used to guide them through the problem according to real work-
place settings and workflows. The connection between procedural and propositional
knowledge and personalization has to be further studied.

From the technological point of view, heterogeneity of information resource is a big
challenge. Information integration and approximation approaches are possibly relevant
when searching large collections of heterogeneous information sources. From a practi-
cal point of view, another challenge is how to combine statistical, information retrieval
models with reasoning techniques while still employing semantic web technologies.
We have shown certain combinations of document analysis techniques, used to re an-
notate web resources of JAVA API, and formal reasoning on top of generated metadata.
Further investigations are needed in this context.

From the computational point of view, performance of the reasoners is a big issue,
especially when considering large semantically interconnected collections of objects
on the web. For practical applications, the performance issues related with reasoning
should be researched.
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Abstract. This chapter discusses a usability engineering approach for the design
and the evaluation of adaptive web-based systems, focusing on practical issues.
A list of methods will be presented, considering a user-centered approach. Af-
ter having introduced the peculiarities that characterize the evaluation of adaptive
web-based systems, the chapter describes the evaluation methodologies following
the temporal phases of evaluation, according to a user-centered approach. Three
phases are distinguished: requirement phase, preliminary evaluation phase, and
final evaluation phase. Moreover, every technique is classified according to a set
of parameters that highlight the practical exploitation of that technique. For every
phase, the appropriate techniques are described by giving practical examples of
their application in the adaptive web. A number of issues that arise when evalu-
ating an adaptive system are described, and potential solutions and workarounds
are sketched.

24.1 Introduction

Involving users in the design and evaluation of adaptive web-based systems has the
potential to considerably improve the systems’ effectiveness, efficiency and usability.
Many authors have emphasized the importance of empirical studies [32, 64, 65, 96,
154], as well as the lack of suitable examples reported in the literature. Like most sys-
tems, adaptive web-based systems [100] can benefit considerably from user involve-
ment in design and evaluation.

24.1.1 The User’s Perspective for System Design

Designing adaptive web-based systems is challenging from a usability perspective
[65, 73], because some of the inherent principles of these systems (e.g., automatically
tailoring the interface) might violate standard usability principles such as user control
and consistency (see Section 24.4.5).

Usability engineering is the systematic process of developing user interfaces that
are easy to use [109, 159]. A variety of methods have been proposed to ensure that
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the interface of the final product is efficient to use, easy to learn, and satisfying to
use. This includes heuristics and guidelines, expert reviews, and user-centered design
methods. The rational of user-centered design (UCD) is to place the user as opposed
to the software artifact, at the center of the design process [77]. Users are involved
in the development process in very early phases of the software development and in
fact throughout the complete development life-cycle. Involving users from the very
beginning can help to discover their ideas and expectations about the system (the so-
called mental model). Moreover, it can help to identify and analyze tasks, workflows
and goals, and in general to validate the developers’ assumptions about the users.

As usability engineering and user centered design methods focus on cognitive and
ergonomic factors (such as perception, memory, learning, problem-solving, etc.) they
seem particularly suitable for the design of user-adaptive systems. The anticipation and
the prevention of usability side effects should form an essential part of the iterative
design of user-adaptive systems [74]. Many of these methods are described through-
out this chapter. Before applying them though, we strongly encourage readers to still
consult a “practical” textbook on user needs analysis and evaluation, such as [36].

24.1.2 The User’s Perspective for System Evaluation

Evaluation is the systematic determination of merit, worth, and significance of some-
thing. In software development, evaluations are used to determine the quality and fea-
sibility of preliminary products such as mock-ups and prototypes as well as of the final
system. It also has the advantage of providing useful feedback for subsequent redesigns.

Adaptive systems adapt their behavior to the user and/or the user’s context. The
construction of a user model usually requires making many assumptions about users’
skills, knowledge, needs or preferences, as well as about their behavior and interaction
with the system. Empirical evaluation offers a way of testing these assumptions in the
real world or under more controlled conditions [154]. Evaluation results can offer valu-
able insights about the real behavior and preferences of users. They can demonstrate
that a certain adaptation technique actually works, i.e., that it is accurate, effective, and
efficient. Evaluation studies are an important means to convince users, customers or
investors of the usefulness and feasibility of a system. Finally, evaluations are impor-
tant for scientific advancement as they offer a way to compare different approaches and
techniques.

24.1.3 Formative Versus Summative Evaluation

Often evaluation is seen as the final mandatory stage of a project. While the focus of
many project proposals is on new theoretical considerations or some innovative features
of an adaptive system, a summative evaluation study is often planned in the end as
empirical validation of the results. However, when constructing a new adaptive system,
the whole development cycle should be covered by various evaluation studies, from
the gathering of requirements to the testing of the system under development (see Sec.
24.3.2).
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Formative evaluations are aimed at checking the first design choices before actual
implementation and getting the clues for revising the design in an iterative design-re-
design process.

From this perspective, evaluation can be considered as a generative method [43],
since it offers contributions during the design phase by providing the means of com-
bining design specification and evaluation into the same framework. Evaluation results
can offer insights about the real behavior and the preferences of users, and therefore
be adopted in the construction of the user models and system adaptation mechanisms.
Expert and real users are a strong source of information for the knowledge base of the
system and their real behavior offers insight for the intelligent behavior of the system.
Therefore, as will be demonstrated, in adaptive web systems, evaluation is important
not only to test usability and functionality, but also because testing methodologies can
be a knowledge source for the development of the adaptivity components (e.g., user
data acquisition, interface adaptations, inference mechanisms, etc).

The focus of this chapter is on practical issues for carrying out adaptive web-based
system evaluation under a usability engineering point of view, suggesting methods and
criteria to help researchers and students that are faced with evaluation problems. Since
evaluation is still a challenge, we have to promote appropriate testing methodologies
and publish empirical results that can be generalized, in order to check the effectiveness
of adaptive web systems and put them into practice.

The chapter presents a comprehensive overview of empirical and non-empirical
methods focusing on the peculiarities of the web. A detailed list of techniques will
be presented, derived from Human Computer Interaction (HCI). In the evaluation of
adaptive systems, especially in the final evaluation phase, metrics from information re-
trieval and information filtering systems are used (e.g., accuracy of recommendations,
accuracy of system predictions and/or system preferences, similarity of expert rating
and system prediction, inferred domain knowledge in the user model, etc) in order to
evaluate the effectiveness of content adaptations. As far as these methodologies are con-
cerned, relevant surveys are already available [19, 28, 55, 132], and Chapter 12 of this
book shows examples of recommender systems evaluation [29].

therefore the main focus of the chapter will be on those HCI methods which are used
in the iterative design-evaluation process. These are often disregarded in the adaptive
web, even if they can contribute to an improvement in the evaluation of adaptive web
systems.

When designing empirical studies on adaptive web-based systems a number of typ-
ical issues may arise. Section 24.4 provides an overview of these issues and suggests
possible solutions or workarounds.

24.2 The Proposed Approach to the Analysis of Evaluation
Techniques

In order to produce effective results, evaluation should occur throughout the entire de-
sign life cycle and provide feedback for design modifications [109, 159]. Early focus on
users and tasks, continual testing of different solution-prototypes, empirical measure-
ment, and integrated and iterative design can help to avoid expensive design mistakes.
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All the mentioned principles are also the key-factors of the user-centered design ap-
proach [114]: to involve users from the first design decisions of an interactive system
and to understand the user’s needs and address them in very specific ways. Gould and
Lewis [56] originally phrased this principle as follows:

– early focus on users and tasks;
– empirical measurements of product usage;
– iterative design in the production process.

A more direct engagement with final users can help to discover the context in which in-
teraction takes place. This is particularly important both when considering ethnographic
approaches (see Sec. 24.3.3) and when investigating the adaptation to the context in
adaptive web sites for portable devices.

Since we believe that the usability engineering methodologies and the user-centered
approach can become key factors for successful design and evaluation of adaptive web
systems, in this chapter the evaluation techniques will be listed according to the life-
cycle stage in which they can occur: requirement phase, preliminary evaluation phase,
and final evaluation phase.

24.2.1 Classification of Techniques

In order to give some practical suggestions, at the end of every technique we have
specified the following dimension: importance for the adaptive web. This is intended
to help the researcher in the choice of the right technique for a specific situation by
summarizing the way in which the method could be especially helpful for adaptive
web-based systems.

At the end of every section we have also added a table providing criteria which
should be helpful in choosing the most appropriate method to be applied in respect to
that particular temporal phase presented in the corresponding section. For these pur-
poses the table classifies the methods according to the following dimensions:

– Kind of factors, which highlights the factors the methods are most suited to generate
and evaluate.

– Applicability conditions, which underline if there are constraints or particular condi-
tions necessary to utilize methodologies.

– Pros and cons, which summarize advantages and disadvantages deriving from the
application of each method.

24.2.2 Data Collection Methods

Before presenting methods and techniques for evaluation, it is worth describing data
collection methods and how they interact together. Evaluation experts can choose be-
tween different methods and data collection tools depending on a number of circum-
stances (e.g., the type of evaluation techniques, the temporal phase, eventual constraints,
etc). It is possible, in connection with a particular evaluation technique, to use more than
one data collection method (e.g., users can be observed in a controlled experiment and
queried at the end by means of a questionnaire). The data collection methods will be
examined below.
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The Collection of User’s Opinion. The collection of user’s opinion, also known as
query technique, is a method that can be used to elicit details about the user’s point of
view of a system and it can be particularly useful for adaptive web systems in order to
collect ideas and details to produce adaptation.

Questionnaires. Questionnaires have pre-defined questions and a set of closed or open
answers. The styles of questions can be general, open-ended, scalar, multi-choice,
ranked. Questionnaires are less flexible than interviews, but can be administered more
easily (for details see [43]). Questionnaires can be used to collect information useful
to define the knowledge base of the system for user modeling or system adaptations
(especially in the requirement phase, see Section 24.3.1). For instance, questionnaires
and scenarios1 have been used for creating a user modeling component [1].

Since a large number of responses to a questionnaire is required in order to gener-
alize results (which, otherwise, could be biased), existing surveys about the target pop-
ulation (e.g., psycho-graphic and lifestyle surveys, web-users researches, etc) can be
exploited for the knowledge base definition, to build stereotype-based user-modeling
systems (see for example [49] and [61]), or to inspire the adaptation strategies (see for
instance Chapter 16 of this book [57]). Questionnaires (and log files) can also be used
to evaluate the accuracy of system recommendations.

In adaptive web systems and their evaluation, questionnaires can further be ex-
ploited as:

– on-line questionnaires, to collect general users’ data and preferences in order to gen-
erate recommendations. For instance, they can be used to acquire a user interest pro-
file in collaborative [136] and feature-based recommender systems (see [126] and
Chapter 18 of this book [118]). At the beginning, the system can use the user’s rating
to generate recommendations. Then, the data collected through the questionnaires
(and web log files) can also be used to evaluate the accuracy of system recommenda-
tions by comparing the system assumptions with the real user choices [35, 102, 5].

– pre-test questionnaires, to establish the user’s background and place her within the
population of interest, and/or to use this information to find a possible correlation
after the test session (e.g., computer skilled users could perform better, etc). Pre-test
questionnaires can also be useful to gather data in order to classify the user before
the experimental session (for instance in a stereotype [5]).

– post-test questionnaires, to collect structured information after the experimental ses-
sion, or after having tried a system for a while. For instance, Matsuo [98] asked
the users questions about the system functionality using a 5-point Likert scale2, Al-
fonseca and Rodrguezi [2] asked questions concerning usability of their system, Bul
[26] used a post-test questionnaire about the potential utility of their system. Besides,
post-test questionnaires can be exploited to compare the assumption in the user model
to an external test [158].

1 A scenario is aimed at illustrating usage situations by showing step-by-step the possible user’s
actions and options. It can be represented by textual descriptions, images, videos and it can be
employed in different design phases

2 A Likert scale is a type of survey question where users are asked to evaluate the level at which
they agree or disagree with a given sentence
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– pre and post-test questionnaires, exploited together to collect changes due to real
or experimental user-system interaction. For instance, in adaptive web-learning sys-
tems, pre and post-test questionnaires can be exploited to register improvements in
the student’s knowledge after one or more interactions. Pre-test questionnaires can
also be used to group students on the basis of their ability [103], their knowledge
[138], their motivational factors and their learning strategies [70] and then to test
separately the results of the different groups (with post-test questionnaires), or to
propose to the different groups solutions adapted to their cognitive profile [60].

Interviews. Interviews are used to collect self-reported opinions and experiences, pref-
erences and behavioral motivations [43, 109]. Interviews are more flexible than ques-
tionnaires and they are well suited for exploratory studies (see for instance contextual
design, Section 24.3.1). Interviews can be structured, semi-structured, and unstructured.
Structured interviews have been exploited in combination with scenarios to identify
adaptivity requirements [157]. However, in this experiment, results were not satisfac-
tory to their purpose and they suggested alternative approaches to elicit requirements,
such as mock-up prototypes. Unstructured interviews are often used after a test session
to gather user’s opinion, such as the user’s satisfaction with the system [53].

User Observation Methods. This family of methods is based on direct or indirect
user’s observation. They can be carried out with or without predetermined tasks.

Think Aloud Protocols. Think aloud protocols are methods that make use of the user’s
thought throughout the experimental session, or simply while the user is performing a
task. In think aloud protocols the user is explicitly asked to think out loud when she is
performing a task in order to record her spontaneous reactions. The main disadvantage
of this method is that it disturbs performance measurements. See for example [121] who
have encouraged their users to think aloud while performing experimental tasks for the
evaluation of a user modeling system based on the theory of information scent. Another
possible protocol is constructive interaction, where more users work collaboratively
to solve problems at the interface.

User Observation. Observation is a data collection method wherein the user’s behavior
is observed during an experimental session or in her real environment when she inter-
acts with the system. In the former case, the user’s actions are usually quantitatively
analyzed and measurements are taken, while in the latter case the user’s performance is
typically studied from a qualitative 3 point of view. Moreover, as described in Chapter
17 of this book [84] about the evaluation of the GUIDE system, a user study can be
based at the same time on direct observation, audio recording and logging data.

3 “The choice between quantitative and qualitative methodologies depends on the point of view
of the evaluation: while quantitative research tries to explain the variance of the dependent
variable(s) generated through the manipulation of independent variable(s) (variable-based), in
qualitative research the object of the study becomes the individual subject (case-based). Qual-
itative researchers sustain that a subject cannot be reduced to a sum of variables and therefore
a deeper knowledge of a fewer group of subjects is more useful than an empirical experi-
ment with a representative sample. Even if the final goals of both approaches are similar (they
bothwant to come up with predictive theories to generalize over individual behaviours), they



726 C. Gena and S. Weibelzahl

T
a
b

le
 1

. 
D

at
a 

C
o
ll

ec
ti

o
n
 M

et
h
o
d
s 

K
in

d
 o

f 
F

a
ct

o
rs

A
p

p
li

ca
b

il
it

y
 c

o
n

d
it

io
n

s 
P

ro
s 

a
n

d
 c

o
n

s 

D
a
ta

 C
o
ll

ec
ti

o
n

 

M
et

h
o
d

s

Q
u
es

ti
o
n
n
ai

re
s 

an
d
 s

u
rv

ey
s 

D
em

o
g

ra
p

h
ic

 d
at

a,
 u

se
rs

’ 
o

p
in

io
n

s,
 

p
re

fe
re

n
ce

s 
an

d
 a

tt
it

u
d
es

 

A
 s

am
p
le

 o
f 

ta
rg

et
 u

se
rs

 
+

 u
se

rs
 i

n
v
o
lv

em
en

t;
 s

u
b
je

ct
iv

e 
d
at

a 

–
 d

at
a 

m
ay

 b
e 

b
ia

se
d
 b

y
 n

o
n
 

re
p
re

se
n
ta

ti
v
e 

sa
m

p
le

; 
q
u
es

ti
o
n
s 

m
u

st
 

b
e 

p
h

ra
se

d
 c

ar
ef

u
ll

y
 

O
n
-l

in
e 

Q
u
es

ti
o
n
n
ai

re
s 

U
se

r 
o
p
in

io
n
s,

 u
se

r 
sa

ti
sf

ac
ti

o
n
, 
u
se

r 

p
re

fe
re

n
ce

s 
 

A
 s

am
p
le

 o
f 

ta
rg

et
 u

se
rs

; 

w
eb

 a
p
p
li

ca
ti

o
n
 

+
 u

se
rs

 i
n

v
o
lv

em
en

t;
 s

u
b
je

ct
iv

e 
d
at

a 

–
 d

at
a 

m
ay

 b
e 

b
ia

se
d
 b

y
 n

o
n
 

re
p
re

se
n
ta

ti
v
e 

sa
m

p
le

; 
q
u
es

ti
o
n
s 

m
u

st
 

b
e 

p
h
ra

se
d
 c

ar
ef

u
ll

y
; 

li
tt

le
 c

o
n
tr

o
l 

o
v
er

 

p
ar

ti
ci

p
at

io
n
 

P
re

-t
es

t

Q
u
es

ti
o
n
n
ai

re
s 

C
la

ss
if

ic
at

io
n

 o
f 

u
se

rs
 

A
 s

am
p

le
 o

f 
ta

rg
et

 u
se

rs
; 

an
 a

d
ap

ti
v

e 
w

eb
-b

as
ed

 

p
ro

to
ty

p
e/

sy
st

em
 t

o
 b

e 

te
st

ed
 

+
 e

x
te

rn
al

 u
se

r 
cl

as
si

fi
ca

ti
o
n
 

–
 e

rr
o

n
eo

u
s 

cl
as

si
fi

ca
ti

o
n

 

P
o
st

-t
es

t

Q
u
es

ti
o
n
n
ai

re
s 

U
se

r 
o
p
in

io
n
s,

 u
se

r 
sa

ti
sf

ac
ti

o
n
 

A
 s

am
p
le

 o
f 

ta
rg

et
 u

se
rs

; 

an
 a

d
ap

ti
v

e 
w

eb
-b

as
ed

 

p
ro

to
ty

p
e/

sy
st

em
 t

o
 b

e 

te
st

ed
 

+
 s

u
b
je

ct
iv

e 
d
at

a 

–
 d

at
a 

m
ay

 b
e 

b
ia

se
d

 

P
re

 a
n
d

 p
o

st
-t

es
t 

Q
u
es

ti
o
n
n
ai

re
s 

L
ea

rn
in

g
 g

ai
n

, 
ch

an
g

e 
in

 o
p

in
io

n
 o

r 
at

ti
tu

d
e 

A
 s

am
p

le
 o

f 
ta

rg
et

 u
se

rs
; 

an
 a

d
ap

ti
v

e 
ed

u
ca

ti
o

n
al

 

w
eb

-b
as

ed
 

p
ro

to
ty

p
e/

sy
st

em
 t

o
 b

e 

te
st

ed
 

+
 m

ea
su

ri
n

g
 c

h
an

g
e 

o
r 

d
ev

el
o

p
m

en
t 

–
 s

eq
u
en

ti
al

 e
ff

ec
ts

 

are carried out in a different way: while quantitative researchers try to explain the cause-effect
relationships between variables and make generalizations on the obtained results (extensive
approach), qualitative researchers want to comprehend the subjects under the study by inter-
preting their points of view and by analyzing the facts in depth (intensive approach) in order
to propose new general understanding of the reality.” [51]
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Log data have been used to run algorithm with real users data [10, 133], and for
simulations such as reproducing Web surfing [85], simulating e-mail usage [101], and
calculating the accuracy of the system’s predictions. Log file analysis can also sug-
gest the way to design system adaptation on the basis of the behavior of the users (see
also “Automatic usability testing and web usage mining” in Sec. 24.3.3). For instance,
Herder et al. [63] conducted a long-term client study to investigate the design implica-
tion for more personalized browser history support.

Logging Use. The logging use can be considered a kind of indirect observation and
consists in the analysis of log files that register all the actions of the users. The log
files analysis shows the real behavior of users and is one of the most reliable ways to
demonstrate the real effectiveness of user modeling and adaptive solutions [9, 25, 41,
87, 137].

24.3 Phases of Evaluation

The techniques described in this section can be categorized according to the phases of
the development cycle they are usually used in, i.e., the requirement phase, the prelim-
inary evaluation phase, and the final evaluation phase.

24.3.1 The Requirement Phase

The requirement phase is usually the first phase in the system design process. It can
be defined as a “process of finding out what a client (or a customer) requires from a
software system” [125]. During this phase it can be useful to gather data about typical
users (features, behavior, actions, needs, environment, etc), the application domain, the
system features and goals, etc.

In the case of adaptive web-based systems, the choice of relevant features to model
the user (such as goals and plans of the user, the social and physical environment, etc)
and consequently adapt the system, may be aided by prior knowledge of the real users
of the system, the context of use, and domain experts’ opinion. A deeper knowledge
of these factors can offer a broader view of the application goals and prevent serious
mistakes, especially in the case of innovative systems. As Benyon [17] has underlined,
adaptive systems should benefit more than other systems from the requirement analysis
before starting any kind of evaluation, because a higher number of features has to be
taken into account in the development of these systems. The recognition that an adaptive
capability may be desirable leads to a improved system analysis and design.

According to Benyon, five related and interdependent activities need to be consid-
ered in the requirement phase of an adaptive system:

– functional analysis, aimed at establishing the main functions of the system;
– data analysis, concerned with understanding and representing the meaning and struc-

ture of data in the application;
– task knowledge analysis, focused on the cognitive characteristics required by users

of the system such as the user’s mental model, cognitive loading, the search strategy
required, etc.;
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– user analysis, that determines the scope of the user population that the system is to
respond to. This is concerned with obtaining attributes of users that are relevant for
the application such as required intellectual capability, cognitive processing ability,
and similar. The target population will be analyzed and classified according to the
aspects of the application derived from the point mentioned above;

– environment analysis, that covers the environment within which the system is to op-
erate.

The above activities presented by Benyon directly correspond to the following stages
of the requirement analysis [125]. In the following we present techniques for gathering
requirements highlighting the specific contribution for adaptive web systems, according
to Benyon’s proposal.

Task Analysis. Task analysis methods are based on breaking down the tasks of po-
tential users into users’ actions and users’ cognitive processes [43]. In most cases, the
tasks to be analyzed are broken down into in sub-tasks (see for instance Hierarchical
Task Analysis (HTA), [40]). So far, there has been little experience in the application
of this method to adaptive web-based system, even if task analysis could be used to
deeply investigate users’ actions and plans in order to decide in advance in which phase
of the interaction the system could propose adaptations. For instance, if the task anal-
ysis shows that a goal can be reached faster by proposing some shortcut in the inter-
face, adaptation can be proposed at that point in order to anticipate the user’s plans.
Task analysis results can also be useful to avoid the well-known cold-start problem4

of knowledge-based systems by proposing default adaptations at the beginning of the
user-system interaction. For instance, if it is possible to identify different kinds of target
users of the website (e.g., students, teachers, administration staff, etc), task analysis can
investigate the main goals of these typical users (e.g., students want to check course
timetables and examination results, teachers want to insert course slides, etc), analyze
in depth the tasks to be performed, and proposed possible adaptations.

Importance for the adaptive web: useful for functional, data, and task knowledged anal-
ysis of Benyon’s classification.

Cognitive and Socio-technical Models. The understanding of the internal cognitive
process as a person performs a task, and the representation of knowledge that she needs
to do that, is the purpose of the cognitive task models [43, 125]. An example of goal-
oriented cognitive model is the GOMS model (Goals, Operators, Methods and Selec-
tion) that consists of descriptions of the methods (series of steps consisting of actions
performed by the users) needed to accomplish specific goals. For instance, cognitive
models have been applied in the development of a mixed-initiative framework [27], by
investigating the performance implications of customization decisions by means of a
simplified form of GOMS analysis.

Additional methods for requirements analysis also include socio-technical models,
which consider social and technical issues and recognize that technology is a part of a

4 Adaptive web-based systems can suffer from cold-start problem, when no initial information
about the user is available early on upon which to base adaptations.
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wider organizational environment [43]. For instance, the USTM/ CUSTOM [81] model
focuses on establishing stakeholder requirements5. Even if seldom applied in the adap-
tive web, both goal-oriented cognitive models and socio-technical models could offer
fruitful contributions during the design phase since they are strong generative models
[43]. They can help to make predictions respectively about the internal cognitive pro-
cesses and the social behaviors of users, and therefore be adopted in the construction of
the user model knowledge base and the corresponding system adaptations.

Importance for the adaptive web: useful for task knowledge and user analysis of
Benyon’s classification.

Contextual Design. Contextual design is usually organized as a semi-structured in-
terview (see Sec. 24.2.2) covering the interesting aspects of a system while users are
working in their natural work environment on their own work [18, 125]. Often the in-
terview is recorded in order to be elaborated on by both the interviewer and by the
interviewee 6. Contextual design is a qualitative observational methodology that can
be applied in the adaptive web in order to gather social and environmental informa-
tion (such as structure and language used at work; individual and group actions and
intentions; the culture affecting the work; explicit and implicit aspects of the work, etc)
useful to inspire the design of system adaptations.

Contextual design has been used in Intelligent Tutoring Systems, for instance,
through the observations of the strategies employed by teachers [3]. Masthoff [97] has
also exploited contextual design together with a variant of Wizard of Oz studies.

Importance for the adaptive web: useful for user and environment analysis of Benyon’s
classification.

Focus Group. Focus group [58], [109] is an informal technique that can be used to
collect user opinions. It is structured as a discussion about specific topics moderated by
a trained group leader [58]. A typical focus group session includes from 8 to 12 target
users and lasts around for two hours.

Depending on the type of users involved (e.g., final users, domain experts, techni-
cians) focus groups can be exploited to gather functional requirements, data require-
ments, usability requirements, and environmental requirements to be considered in the
design of system adaptations. For instance, during the development of an adaptive web-
based system for the local public adminstration, mock-ups have been developed which
had been discussed and redesigned after several focus group sessions with experts and
final users involved in the project [52]. Focus groups can also be successfully used in
combination with other methods that simulate the interaction phases when the system is
not yet implemented. For instance, van Barneveld and van Setten [149] use focus groups
and creative brainstorming sessions to inspire a recommender systems user interface.

5 A stakeholder is here defined as anyone who is affected by the success or the failure of the
system (e.g., who uses the systems, who receive output from it or provide input, etc) [43].

6 The additional “testing” after-the-fact is also known as retrospective testing, and it is usually
conducted after a recorded user testing session. Retrospective testing consist in reviewing the
tape with the user to ask additional questions and get further clarification.
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Importance for the adaptive web: useful for functional, data, user and environment anal-
ysis of Benyon’s classification.

Systematic Observation. Systematic observation can be defined as a “particular ap-
proach to quantifying behavior. This approach is typically concerned with naturally
occurring behavior observed in a real context” [6]. The observation is conducted in two
phases: First, various forms of behavior, so-called behavioral codes are defined. Sec-
ondly, observers are asked to record whenever behavior corresponding to predefined
codes occurs. The data can be analysed in two ways: either in the form of non-sequential
analysis ( subjects are observed for the given time slots during different time intervals)
or as sequential analysis (subjects are observed for a given period of time).

In the adaptive web, systematic observation can be used during the requirement
phase to systematically analyze significant interactions in order to discover interac-
tion patterns, recurrent and typical behavior, the user’s plans (e.g., sequences of user
actions-interactions, distribution of user’s activities along the time, etc) that can be
modelled by the adaptation. For instance, in order to model teaching strategies in an
Intelligent Tutoring System, Rizzo et al. [128] recorded the interactions taking place
between the tutor and the student in a natural setting or computer-mediated interface.
Then the records were systematically analyzed to find teaching patterns useful to inspire
adaptation mechanisms.

Importance for the adaptive web: useful for task knowledge, user and environment anal-
ysis of Benyon’s classification.

24.3.2 Preliminary Evaluation Phase

The preliminary evaluation phase occurs during the system development. It is very im-
portant to carry out one or more evaluations during this phase to avoid expensive and
complex re-design of the system once it is finished. It can be based on predictive or
formative methods.

Predictive evaluations are aimed at making predictions, based on experts’ judge-
ment, about the performance of the interactive systems and preventing errors without
performing empirical evaluations with users. Formative evaluations are aimed at check-
ing the first design choices before actual implementation and getting the clues for re-
vising the design in an iterative design-re-design process.

Heuristic Evaluation. A heuristic is a general principle or a rule of thumb that can
guide a design decision or be used to critique existing decisions. Heuristic evaluation
[113] describes a method in which a small set of evaluators examine a user interface and
look for problems that violate some of the general principles of good interface design.

Unfortunately, in the adaptive web field a set of recognized and accepted guidelines
to follow is still missing. On the one side, this lack can be filled only by publishing
statistically significant results that can demonstrate, for instance, that one adaptation
strategy is better than another one in a given situation, or that some adaptation technique
should be carefully applied. For instance, Sears & Shneiderman [134] performed an
evaluation on menu choices sorted on the basis of their usage frequency. Their results
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reported that the users were disoriented by the menu choices sorted on usage frequency
because of the lack of order in the adapted menu. A preferable solution could be the
positioning of the most often used choices at the top of the list before all the other
ordered items (the so-called split menu). Therefore, researchers should be careful in
applying this technique. The key point is to carry out evaluations leading to significant
results that can be re-used in other research, and promote the development of standard
measures that would be able to reasonably evaluate the systems’ reliability. To this
purpose, Weibelzahl & Weber [156] promoted the development of an online database
for studies of empirical evaluations to assist researchers in the evaluation of adaptive
systems and to promote the construction of a corpus of guidelines.

On the other side, also general principles have to be considered. For instance,
Magoulas et al. [93] proposed an integration of heuristic evaluation in the evaluation
of adaptive learning environments. They modified the Nielsen’s heuristics [109] to re-
flect pedagogical consideration and then they collocated their heuristics into the level
of adaptation [93]. E.g., the Nielsen’s heuristic “Recognition rather than recall” is spec-
ified in “instructions and cues that the system provides for users to identify results of
adaptations easily”. As sketched in Section 24.3.3, Jameson [73] proposed five usabil-
ity challenges for adaptive interfaces to deal with usability problems that can arise with
these systems.

Importance for the adaptive web: making prediction about the usability and the ap-
plicability of interface adaptations.

Domain Expert Review. In the first implementation phases of an adaptive web site,
the presence of domain experts and human designers can be beneficial. For instance, a
domain expert can help defining the dimensions of the user model and domain-relevant
features. They can also contribute towards the evaluation of correctness of the inference
mechanism [5] and interface adaptations [54]. For instance, an adaptive web site that
suggests TV programs can benefit from audience TV experts working in TV advertising
that may illustrate habits, behaviors and preferences of homogeneous groups of TV
viewers. In this specific case a domain expert review can be beneficial in the requirement
phase.

For example, Chapter 1 outlines how experts can contribute to the development
of an uncertainty-based user model [23]. Experts can also be asked to pick up a set
of relevant documents for a certain query and their judgments are used to check the
correctness of system recommendations. For examples of evaluation of a recommender
system with the estimation of precision and recall returned to a human advisor proposal
see [92]. More metrics for evaluating recommender systems without users are listed in
Chapter 3 [105].

Expert review, as well as cognitive walkthrough, scenario-based design and pro-
totypes, can be used to evaluate parallel designs [109], which consist of exploring
different design alternatives before setting on a single proposal to be developed fur-
ther. Parallel design can very suitable for systems that have a user model since in this
way designers can propose different solutions (what to model) and different interac-
tion strategies (what the user can control) depending on the identified users. Parallel
design is a very useful approach since it lets one to explore adaptive solutions and
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simulate strategies with users before the system is implemented. Design rationale7 and
design space analysis8 can also be helpful in context of exploring and reasoning among
different design alternatives. For details about design rationale see [90], while for de-
sign space analysis see [15]. Experts can be involved in coaching methods, which are
usability testing techniques wherein users are encouraged to ask questions to the ex-
pert/coach, who responds with appropriate instruction. Typical user questions help at
identifying usability problems.

Importance for the adaptive web: predicting the correctness of inference mechanisms
and usability of interface adaptations; simulations of design alternatives.

Cognitive Walkthrough. Cognitive walkthrough is an evaluation method wherein ex-
perts play the role of users in order to identify usability problems [124]. Similar to
heuristic evaluation, this predictive technique should benefit from a set of guidelines
for the adaptive web that should help evaluators to assess not only general HCI mis-
takes but also recognized errors in the design of adaptations.

Importance for the adaptive web: making prediction about the usability and the reli-
ability of interface adaptations that help the user to accomplish tasks.

Wizard of Oz Prototyping. Wizard of Oz prototyping [109, 125] is a form of pro-
totyping in which the user appears to be interacting with the software when, in fact,
the input is transmitted to the wizard (the experimenter) who is responding to user’s
actions. The user interacts with the emulated system without being aware of the trick.

Wizard of Oz prototyping can be applied in the evaluation of adaptive web systems,
for instance, when a real time user-system interaction has to be simulated in the early
implementation phases (e.g., speech recognition, interaction with animated agents, etc).
For example, a Wizard of Oz interface that enables the tutor to communicate with the
student in a computer-mediated environment has been used to model tutorial strategies
[128]. Maulsby, Greenberg & Mander [99] used Wizard of Oz to prototype an intel-
ligent agent, and Masthoff [97] applied a variant of Wizard of Oz under a contextual
design point of view, making users to take the role of the wizard: humans tend to be
good at adaptation, thus, observing them in the role of the wizard may help to design
the adaptation.

Importance for the adaptive web: simulation of a real time user-adapted interaction.

Prototyping. Prototypes are artifacts that simulate or animate some but not all features
of the intended system [43]. They can be divided in two main categories: static, paper-
based prototypes and interactive, software-based prototypes. Testing prototypes is very
common, however they should not be considered to be finished products. Prototypes

7 Design rationale “is the information that explains why a computer systems is the way it is,
including its structural or architectural description and its functional or behavioral description”
[43].

8 Design space analysis is an “approach to design that encourages the designer to explore alter-
native design solution” [125]
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can also be: horizontal, when they contain a shallow layer of the whole surface of the
user interface; vertical, when they include a small number of deep paths through the
interface, but do not include any part of the remaining paths; scenario-based when
they fully implement some important tasks that cut through the functionality of the
prototype. For instance, Gena & Ardissono [52] evaluated an adaptive web prototype
in a controlled experiment with real users. The main aims of the test were to discover
whether the interface adaptations were visible and effective and whether the content
adaptations were consistent and helpful to the task completion. In Chapter 17 of this
book [84] is reported a prototype evaluation of the TellMaris system.

As described above for parallel design, scenario based prototypes can be helpful at
simulating adaptation strategies and design alternatives with real users and expert be-
fore the initial implementations.

Importance for the adaptive web: early evaluation of adaptation strategies; simulations
of adaptations strategies and design alternatives.

Card Sorting. Card sorting is a generative method for exploring how people group
items and it is particularly useful for defining web site structures [129]. It can be used
to discover the latent structure of an unsorted list of categories or ideas. The investiga-
tor writes each category on a small index card (e.g., the menu items of a web site), and
requests users to groups these cards into clusters (e.g., the main item of the navigational
structure). The clusters can be predefined (closed card sorting) or defined by the user
herself (open card sorting).
So far, there has been little experience of card sorting in adaptive web systems. Card
sorting could be carried out with different groups of representative users for the def-
inition of the information architecture of an adaptive web site. It can inspire different
information structures for different groups of users (e.g., how novice and experts see
the structure of the web site information space).

Importance for the adaptive web: definition of different information architectures for
different group of representative users.

Cooperative Evaluation. An additional methodology that can be carried out during
the preliminary evaluation phase is the cooperative evaluation [107], which includes
methods wherein the user is encouraged to act as a collaborator in the evaluation to
identify usability problems and their solutions. Even if seldom applied, cooperative
evaluation is a qualitative technique that could be applied in the evaluation of adaptive
web based systems to detect general problems (e.g., usability, reliability of adaptations,
etc) in early development phases and to explore the user’s point of view to collect de-
sign inspiration for the adaptive solutions.

Importance for the adaptive web: detection of general problems concerning adapta-
tions; design inspirations for adaptive solutions.
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Participative Evaluation. Another qualitative technique useful in the former evalua-
tion phases is the participative evaluation [109, 125] wherein final users are involved
with the design team and participate in design decisions. Participative evaluation is
strictly tied to participatory design techniques where users are involved in all the de-
sign phases [58, 59]. So far, this methodology is rather disregarded in the adaptive web,
however it could be applied to have users directly participating at the design of adapta-
tion strategies.

Importance for the adaptive web: gathering of heterogenous requirement data from real
users and domain experts; users and expert participating at the design of adaptation
strategies.

24.3.3 Final Evaluation Phase

The final evaluation phase occurs at the end of the system development and it is aimed
at evaluating the overall quality of a system with users performing real tasks.

Usability Testing. According to the ISO definition ISO 9241-11:1998 usability is “the
extent to which a product can be used by specified users, to achieve specified goals, with
effectiveness, efficiency and satisfaction, in a specified context of use” [68] . Based
on this definition, the usability of a web site could be measured by how easily and
effectively a specific user can browse the web site, to carry out a fixed set of tasks, in a
defined set of environments [31].

The core of usability testing [109], [130], [44] is to make the users use the web site
and record what happens. In this way it is possible to evaluate the response of a real
user rather than to propose interfaces as designed by the designers. In particular, the
usability test has four necessary features:

– participants represent real users;
– participants do real tasks;
– users’ performances are observed and sometimes recorded (see Sec. 24.2.2);
– users’ opinions are collected by means of interviews or questionnaires (see Sec.

24.2.2).

According to [110] a usability test with 4-5 representative users will discover 80%
of major usability problems of a web site, while 10 users will discover up to 90% of
problems.

One or more usability tests on an adaptive web site should always be performed.
The usability of adaptive interfaces has been widely discussed, this will be reported in
Section 24.4. Due to inherent problems tied to adaptive interfaces and to the importance
of usability in the web, the usability of an adaptive web site should always be tested by
taking into account both interface adaptations and general interface solutions. Some ex-
amples of usability testing in the adaptive web can be found in [2, 16, 131, 133], while
for details on testing procedures see [44, 109, 130].
Jameson [74] pointed out that the anticipation and the prevention of usability side ef-
fects should form an essential part of the iterative design of user-adaptive systems.
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Jameson [73] proposed five usability challenges for adaptive interfaces: (1) predictabil-
ity and transparency, (2) controllability, (3) unobtrusiveness, (4) privacy, and (5) breadth
of experience. He tried to match usability goals and typical adaptive systems proper-
ties to deal with usability problems which these systems can suffer. Transparency and
controllability, nevertheless, could imply involving the user in the personalization pro-
cess and/or adding some adaptability into the system. But sometimes users have dif-
ficulty understanding and controlling personalization. For an evaluation of problems
with transparency and control of adaptive web systems see [72], [38]. However, there
are also examples of learning systems that show systems that expose the user model to
the student enhance learning [78],[104]. It is important to notice that usability tests of
adaptive web sites can only be applied to evaluate general usability problems at the in-
terface. If one would test the usability of one adaptation technique compared to another
one, a controlled experiment should be carried out.

Importance for the adaptive web: usability of the overall web site and of interface adap-
tations.

Automatic Usability Testing and Web Usage Mining. In recent years, interest in auto-
matic tools able to support the evaluation process has been increasing. The methods
for usability evaluation of Web sites has been classified into two types of approaches
[117]: methods based on empirical evaluation, where user’s logs data generated by a
web server are analyzed, and methods based on analytical evaluation, where various
combinations of criteria, guidelines and models are automatically applied.

In the former ones, the analysis of real usage data is considered to be a solution to
discover real user-system interaction. For instance, Web usage analysis [106, 139, 120]
is a long process of learning to see a website from the perspective of its users. By
analyzing Web server log data usage patterns could be discovered (e.g., pages occur-
ring frequently together and in the same order). This may be a signal that many users
navigate differently than originally anticipated when the site was designed. The usage
mining process can involve the discovery of association rules, sequential patterns, page
view clusters, user clusters, or any other pattern discovery methods. After having col-
lected web log data and reached some evidence (confirmed by statistical analysis), the
re-design of the interface may be accomplished in two ways [119]:

– by transformation, improving the site structure based on interactions with all visitors.
– by customization, adapting the site presentation to the needs of each individual visitor

based on information about those individuals.

Between these two alternatives, a third solution could be adopted: personalizing a site
according to a different cluster of users’ behavior (for instance occasional, regular,
novice, expert user, etc) emerged from the data mining process. Finally, to help the
analysis of this large amount of data, logs of user interactions can be analyzed through
graphical tools that visualize the paths followed by the users during the site visit [37].

Analytical methods comprehend automatic tools such as Bobby9, that verifies the
application of accessibility guidelines; WebSat10, that evaluates usability by analyzing

9 http://www.cast.org/bobby
10 http://www.research.att.com/conf/hfweb/ proceedings/scholtz/index.html
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the HTML code through the application of usability guidelines; or Design Advisor11,
which is based on eye-tracking techniques.

Between analytical and empirical methods are mixed approaches that combine the
analysis of browsers logs with usability guidelines and models of user’s actions. See for
example [117].

Importance for the adaptive web: usability of the overall web site and of interface adap-
tations; inspiration for the adaptive behavior of the web site.

Accessibility. According to the ISO definition ISO/TS 16071:2003 accessibility is “the
usability of a product, service, environment or facility by people with the widest range
of capabilities” [69]. This definition strictly correlates accessibility to usability, with
the difference that an accessible web site must be usable for every one, also for people
with disabilities. There are a variety of tools and approaches for evaluating Web site
accessibility. For more details see [150].

Adaptive web sites, which by definition pay more attention to users’ needs, should
respect accessibility guidelines. Moreover, they could adapt to the specific users with
disabilities taking into account their specific problems, since impaired users need their
specific requirement. For example, in the AVANTI project, the system adapted the con-
tent and the presentation of web pages to each individual user, also taking into ac-
count elderly and disabled users [47]. Stephanidis [141] highlighted the potential adap-
tive techniques have to facilitate both accessibility and high quality interaction, for the
broadest possible end-user population.

Importance for the adaptive web: proposing adaptive solutions for different groups of
disabled users to increase the accessibility of the web site.

Controlled Experiments. Controlled experiments [79, 80] are one of the most relevant
evaluation techniques for the development of the adaptive web, and their impact in user-
adapted systems has been largely discussed [32, 51]. Indeed, they are often performed in
the evaluation of adaptive systems (mostly for the evaluation of interface adaptations),
but sometimes experiments are not properly designed and thus they do not produce sig-
nificant results to be taken into account. As will be discussed in Section 24.4 significant
results are necessary for the growth of the adaptive web, because they can be extended
to provide generalizations and guidelines for future works, therefore it is important to
correctly carry out every design step and evaluate results with the required statistics.

The general idea underlying a controlled experiment is that by changing one element
(the independent variable) in a controlled environment its effects on user’s behavior can
be measured (on the dependent variable). The aim of a controlled experiment is to em-
pirically support a hypothesis and to verify cause-effect relationships by controlling the
experimental variables. Therefore, as described in [73], controlled experiments can be
used to evaluate the accuracy of modeling (content layer: e.g. are the system recom-
mendations correct?) and the usability of the adaptive system (interface layer: e.g. do
the interface adaptations enhance the quality of the interaction?). The most important
criteria to follow in every experiment are:

11 http://www.tri.sbc.com/hfweb/faraday/faraday.htm
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– participants have to be credible: they have to be real users of the application under
evaluation;

– experimental tasks have to be credible: users have to perform tasks usually performed
when they are using the application;

– participants have to be observed during the experiment (see Sec. 24.2.2) and their
performance recorded;

– finally, users’ opinions are collected by means of interviews or questionnaires (see
Sec. 24.2.2).

Empirical evaluation takes place in a laboratory environment. Well equipped laboratory
may contain sophisticated audio/video recording facilities, two-way mirrors, and instru-
mented computers. On the one hand, the lack of context, and the unnatural condition
creates an artificial situation, far from the place where the real action takes place. On
the other hand, there are some situations where the laboratory observation is the only
option, for instance if the location is dangerous and sometimes the experimenters may
want to deliberately manipulate the context in order to create unexplored situations [Dix
et al. 1998]. The schematic process of a controlled experiment can be summarized in
the following steps [80], while a more detailed discussion on problems that can arise
will be presented in Sec. 24.4.

Develop research hypothesis. In statistics, usually two hypotheses are considered: the
null hypothesis and the alternative hypothesis. The null hypothesis foresees no depen-
dencies between independent and dependent variables and therefore no relationships in
the population of interest (e.g., the adaptivity does not cause any effect on user per-
formance). On the contrary, the alternative hypothesis states a dependency between
independent and dependent variables: the manipulation of the independent variable(s)
causes effects on the dependent variable(s) (e.g., the adaptivity causes some effects on
user performance).

Identify the experimental variables. The hypothesis can be verified by manipulating
and measuring variables in a controlled situation. In a controlled experiment two kinds
of variables can be identified: independent variable(s) (e.g., the presence of adaptive
behavior in a web site) and dependent variable(s) (e.g., the task completion time, the
number of errors, proportion/qualities of tasks achieved, interaction patterns, learning
time/rate, user satisfaction, number of clicks, back button usage, home page visit, cog-
nitive load measured through blood pressure, pupil dilatation, eye-tracking, number of
fixations and fixation times, etc). See [75] for an example of how these variables are
measured and analyzed during an evaluation of an adaptive web-based system; [13],
[34] for eye-tracking in user modeling systems, and [67] for an experimental method-
ology to evaluate cognitive load in adaptive information filtering.

It is important to notice that it could also be interesting to analyze the correlation
between variables that are characteristics naturally occurring in the subject. Statistical
correlation (for more details see [79]) tells whether there is a relationship between two
variables. In this kind of experiments, namely correlational studies, both variables are
measured because there are no true independent variables. For example [66] an empiri-
cal study of adaptive help system for web-based applications correlated the ACT-value
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of procedural knowledge with subjective and objective measures of performance. For
other examples of correlational studies see [95].

Select the Subjects. The goal of sampling is to collect data from a representative sample
drawn from a larger population to make inferences about that population. A common
problem of most evaluations in adaptive systems is that often the sample is too narrow to
produce significant results. Rules of thumb for the sampling strategies are: i) the num-
ber of subjects has to be representative of the target population, ii) they should fit the
statistics applied in data analysis, iii) they should fit subjects and resources availability.

Select the Experimental Methods and Conduct the Experiment. The selection of an
experimental method consists primarily of collecting the data using a particular exper-
imental design. The simplest design for an experiment is the single factor design in
which one independent variable is manipulated (e.g., is the adaptive version more suc-
cessful or the one without adaptations?). When two or more independent variables are
manipulated the design is called factorial design (e.g., testing the adaptivity and the
scrutability of an adaptive web site). Then, subjects are assigned to different treatment
conditions. In the simplest procedure, the between-subjects design, an experimental
group of subjects is assigned to the treatment (e.g., adaptivity), while another group of
subjects, the control group, is assigned to the condition consisting of absence of a spe-
cific experimental treatment. For example in [91], six users conducted dialogs with the
adaptive version of system, and six other users conducted dialogs with the non-adaptive
one; while Farzan & Brusilovsky [46] have evaluated a course recommendation system
by preparing two different version of the system: one with social navigation support
(experimental group) and the other one without (control group).

There may be more than two groups, depending on the number of independent vari-
ables and the number of levels each variable can assume.

At the other extreme is the within-subjects design in which each subject is assigned
to all treatment conditions (e.g., subjects completing tasks using both the application
with adaptations and the one without). For instance, in the evaluation of a learning
system that adapts the interface to the user’s cognitive style, the same subjects used the
system under three different treatment conditions [147]. Kumar [86] proposed a within-
subject approach categorizing student-concepts as control and test groups instead of the
student themselves. In between are designs in which the subjects are serving in some but
not all the treatment conditions (partial, or mixed, within-subjects factorial design).
For example, in [50] the subjects were split into two groups and every group completed
the tasks with and without system adaptations (the tasks completed without adaptations
by one group were completed with adaptations by the other one, and vice versa).

In an ideal experiment only the independent variable should vary from condition to
condition. In reality, other factors are found to vary along with the treatment differences.
These unwanted factors are called confounding variables (or nuisance variables) and
they usually pose serious problems if they influence the behavior under study since it
becomes hard to distinguish between the effects of the manipulated variable and the
effects due to confounding variables. As indicated by [32], one way to control the po-
tential source of confounding variables is holding them constant, so that they have the
same influence on each of the treatment conditions (for instance, the testing environ-
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ment, the location of the experiment, the instructions given to the participants may be
controlled by holding them physically constant). Unfortunately, not all the potential
variables can be handled in this way (for instance, reading speed, intelligence, etc).
For these nuisance variables, their effect can be neutralized by randomly assigning
subjects to the different treatment conditions.

Data Analysis and Conclusion. In controlled experiments, data are usually analyzed
by means of descriptive and inferential statistics. Descriptive statistics, such as mean,
variance, standard deviation, are designed to describe or summarize a set of data. In
order to report significant results and make inference about the population of inter-
est, the descriptive statistics are not sufficient, but some inferential statistic measure is
required. Indeed, inferential statistics are used to evaluate the statistical hypotheses.
These statistics are designed to make inferences about larger populations. The choice
of the right statistics to be used depends on the kind of collected data and the questions
to be answered.
Parametric statistics are exploited when data are normally distributed. Example of para-
metric tests are: ANOVA (ANalysis Of VAriance) calculated by means of F-test or t-
test, and linear (or non-linear) regression factor analysis. For instances of the use of F
test in adaptive systems see [20, 108], while for examples of t-test see [46, 94, 131].
The non-parametric statistics make no assumptions about the distribution of the scores
making up a treatment condition. Examples of non-parametric tests are Wilcoxon rank-
sum test, rank-sum version of ANOVA, Spearman’s rank correlation, Mann-Whitney
Test. For examples about the use of non-parametric measures in adaptive systems see
[25, 42, 72].
While the above statistics can be applied when the dependent variables to measure are
continuous (they can take values as, for instance, time or number of errors, etc), the Chi
square test (χ2) instead is the common measure used to evaluate the significant values
assumed by categorical data. For example of use of Chi square tests in adaptive systems
see [25, 87, 121].
Sensitivity measures should also be calculated. In this context, sensitivity refers to the
ability to detect any effects that may exist in the treatments population. The sensitivity
of an experiment is given by the effect size and the power. The effect size or treatment
magnitude (ω2) measures the strength, or the magnitude, of the treatment effects in the
experiment. The power of an experiment is the ability to recognize treatment effects.
The power can be used for estimating the sample size. Designing the experiments to
have a high power rating not only ensures greater repeatability of results, but it makes
it more likely to find the desired effects. For an example of sensitivity measures applied
to analyze the evaluation results of an adaptive web site see [52], while for details on
the importance of sensitivity measures in adaptive and user modeling systems see [32].

Ethnography. Sustainers of qualitative approaches affirm that laboratory conditions
are not real world conditions and that only observing users in natural settings can detect
the real behavior of the users. From this perspective, a subject cannot be reduced to a
sum of variables and therefore a deeper knowledge of a fewer group of subjects is more
useful than an empirical experiment with a representative sample. Qualitative methods
of research often make use of ethnographic investigations, also known as participant-
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observation12.
Preece et al. [125] classify the ethnographic investigations under the umbrella term “in-
terpretative evaluation”. The interpretative evaluation can be best summed up as “spend-
ing time with users” and it is based on the assumption that small factors that go behind
the visible behavior greatly influence outcomes. According to [125], the interpretative
evaluation comes in these flavors:

– contextual inquiry (see Sec. 24.3.1);
– cooperative evaluation (see Sec. 24.3.2);
– participative evaluation (see Sec. 24.3.2);
– ethnography.

While the first three techniques have been already described, since they should be used
in former evaluation phases, ethnography can be better performed in the final evaluation
phase.

Ethnography is a qualitative observational technique that is well established in the
field of sociology and anthropology. It involves immersing the researcher in the ev-
eryday activities of an organization or in the society for a prolonged period of time.
Ethnography provides the kind of information that is impossible to gather from the lab-
oratory, since it is concerned with collecting data about real work circumstances. The
ethnographic approach in HCI acknowledges the importance of learning more about the
way technology is used in real situations [107].

Qualitative methods are seldom applied in the evaluation of adaptive web-based
systems. However, statistical analyses are sometimes false, misleading, and too narrow,
while insights and qualitative studies do not suffer from these problems as they strictly
rely on the users’ observed behavior and reactions [111]. Qualitative methods, such as
ethnography, could bring fruitful results, especially in order to discover new phenomena
(e.g., by observing the users interacting with a web site in their context, new solutions
on how to adapt the site can emerge). In fact, qualitative researchers want to compre-
hend the subjects under study by interpreting their points of view and by analyzing the
facts in depth (intensive approach) in order to propose new general understanding of
the reality.

Importance for the adaptive web: collection of data in real situations; exploratory stud-
ies; discovering new phenomena.

The Grounded Theory. The Grounded Theory is “a theory derived from data, system-
atically gathered and analyzed through the research process. In this method, data col-
lection, analysis and eventual theory stand in close relationship to one another. The
researcher does not begin a project with a preconceived theory in mind (...). Rather, the
researcher begins with an area of study and allows the theory to emerge from the data”
[142]. The collected data may be qualitative, quantitative, or a combination of both
types, since an interplay between qualitative and quantitative methods is advocated.

12 In social sciences, and in particular in field-study research, participant-observation is a quali-
tative method of research that requires direct involvement of the researcher with the object of
the study. For more details see [140].
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See Cena, Gena & Modeo [30] for an application of the Grounded Theory methodology
with heterogeneous sources of data (both qualitative and quantitative) in an empirical
evaluation aimed at choosing a better way to communicate recommendations to the
users in the interface for mobile devices. For the development of a cooperative student
model in a multimedia application, Grounded Theory has been applied to understand
the many and complex interactions between learners, tutors and learning environment
by integrating the range of qualitative and quantitative results collected during the sev-
eral experimental sessions [8].

Importance for the adaptive web: combined analysis of qualitative and quantitative data;
exploratory studies; discovering of new phenomena that can inspire adaptation.

24.4 Key Issues in the Evaluation of Adaptive Systems

Choosing appropriate methods for the evaluation of adaptive web-based systems is cru-
cial. However, when conducting an evaluation study on an adaptive system, a number
of issues might arise that are specific for this kind of system. The purpose of this section
is to review these issues in order to raise the awareness for the potential problems and to
sketch possible counter measures where available. A more in depth discussion of these
issues can be found in [154].

24.4.1 Allocation of Resources

Resources required for evaluation studies are frequently underestimated. Set-up, data
collection and analysis require a high amount of personnel, organizational and some-
times even financial resources [96]. In some cases, small-scale experiments (i.e., assess-
ing every participant for a short time) are not feasible, when adaptation does not happen
on the spot, but takes time. The system needs to gather some information about the user
before it actually adapts.

However, there are several ways to either reduce the required resources or to assure
the allocation of resources in advance. First of all, as described throughout this chapter,
it might be useful to spread the evaluation across the whole development cycle. The
summative evaluation would then be only a final validation of previous findings under
real world conditions. Experience with empirical research has shown that it is a good
idea to plan several small experiments or studies rather than a single large one, because
this strategy provides more flexibility and limits the risk of flawed experimental designs.
Nevertheless, a project proposal should not underestimate the required resources.

Second, several aspects of the evaluation may also be covered by expert assessment
rather than user studies. Several of the methods described in this chapter, for instance,
cognitive walkthrough (Section 24.3.1) and heuristic evaluation (Section 24.3.2) have
been shown to be an effective and efficient way to detect many frequent usability prob-
lems with limited resources. There also exist heuristics for the evaluation of adaptivity
[93]. However, it should be pointed out that expert evaluations run the risk of being
biased if they are conducted by researchers who evaluate their own system.
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Third, simulated users might be considered for testing the inference mechanism
[71]. If the system is able to distinguish between groups among these simulated users it
can at least be assumed to work in the expected way. However, to improve the ecological
validity of this kind of study the users should be based on real empirical data.

In the area of information retrieval testing the adaptive system in terms of accuracy,
precision and recall with open data sets is a common research method (e.g., [135]).
Obviously, simulated users require less resources than real user studies, because the
data can be reused in further improvement cycles and even in the evaluation of other
systems. Moreover, the simulation strategy can guarantee that all possible combinations
of user characteristics are covered. Therefore, simulated users can be seen as a variant
of test cases. However, there are also limitations: simulated users can be used to test
the inferences of an adaptive system, but both the user assessment and the effect of the
adaptation on the user are excluded. However, if the sample is not based on empirical
data, it might deviate from real users in essential aspects. For instance it might contain
characteristics or combinations of characteristics that are impossible or that do not exist
in the user group.

Finally, cognitive models have been proposed for the evaluation of adaptive sys-
tems [96]. A cognitive model is basically a computer program that implements process-
oriented specifications of some of the main modules and mechanisms underlying human
cognition and social activity [127]. Such a model may interact with an adaptive system
and demonstrate important characteristics, e.g., cognitive effort or completion time. The
main advantage of this approach is that it facilitates prediction of cognitive processes
with variants of the target system without unwanted side effects such as learning, fatigue
or reaction. However, adapting a cognitive model to a specific task and environment of-
ten requires a lot of effort and expertise even if it is based on an existing cognitive
architecture (i.e., a framework for implementing cognitive models).

The last two types of studies (using simulated users and cognitive models) can be
categorized as in silico experiments [146], a term that has been coined in biology in or-
der to describe experimental settings that are executed in a virtual environment based on
computer models (e.g., [161]). Though there are several threats to the validity of in sil-
ico experiments, they are a powerful and cost-effective strategy if used in combination
with in vivo (real life) and in vitro (laboratory) experiments.

24.4.2 Specification of Control Conditions

Another problem, that is inherent in the evaluation of adaptive systems, occurs when
the control conditions of experimental settings are defined. In many studies the adap-
tive system is compared to a non-adaptive version of the system with the adaptation
mechanism switched off [24]. However, adaptation is often an essential feature of these
systems and switching the adaptivity off might result in an absurd or useless system
[64, 65]. In some systems, in particular if they are based on machine learning algo-
rithms [82, 122, 123], it might even be impossible to switch off the adaptivity.

A preferred strategy might be to compare a set of different adaptation decisions (as
far as applicable). Based on the same inferred user characteristics the system can be
adapted in different ways. For instance, an adaptive learning system that adapts to the
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current knowledge of the learner might use a variety of adaptation strategies, includ-
ing link annotation, link hiding, or curriculum sequencing. Comparing these variants in
terms of relevant criteria sketches a much more complete picture of the adaptation im-
pact than just comparing the standard system with a non-adaptive version. The variants
might also include combinations of existing adaptation decisions. However, the variants
should be as similar as possible in terms of functionality and layout (often referred to
as ceteris paribus, all things being equal) in order to be able to trace back the effects
to the adaptivity itself. Also matching the context of an experimental setting with real
environments seems to be crucial in order to achieve sufficient external validity. Using
the example of a recommender system evaluation, Missier & Ricci [39] suggested that
it will be necessary to reproduce the real decision environment, i.e., the real system
should be tested, with no changes in databases, interface, algorithms, and parameters.
Even if this might be a difficult task for some types of adaptation decisions that have an
impact on the interaction structure, the interpretability of the results relies a great deal
upon these aspects.

24.4.3 Sampling

A proper experimental design requires not only to specify control conditions but also to
select adequate samples. On the one hand the sample should be very heterogeneous in
order to maximize the effects of the system’s adaptivity: the more differences between
users, the higher the chances that the system is able to detect these differences and react
accordingly. On the other hand, from a statistical point of view, the sample should be
very homogeneous in order to minimize the secondary variance and to emphasize the
variance of the treatment. It has been reported frequently that too a high variance is a
cause of the lack of significance in evaluation studies [21, 96, 104]. For instance, learn-
ers in online courses usually differ widely in reading times which might corrupt further
comparisons in terms of time savings due to adaptive features. A common strategy to
reduce this secondary (undesired) variance is to homogenize or parallelize the sample as
much as possible. However, this strategy might be in conflict with the first requirement
of sample heterogeneity. The ideal sample would differ widely in terms of the assessed
user characteristics but would be homogeneous in terms of all other factors.

A second common strategy to reduce undesired variance is using repeated measure-
ment. The main advantages of this kind of experimental design include: less participants
are required, and statistical analysis is based on differences between treatments rather
than between groups that are assigned to different treatments. However, this strategy is
often not adequate for the evaluation of adaptive systems, because of order effects. If
people get used to the first version of the system they might have problems to interact
with the second version, because they have built up expectations (a mental model) about
the system that are inadequate for the second version. Balancing the order of treatments
might alleviate this problem, but the danger of biased results due to unexpected and
undesired interactions between the treatments will remain. A third strategy is to control
for variables that might have an impact on the results and to include these variables in
the analysis. This strategy, sometimes referred to as dicing, might help to explain re-
sults that are diluted by the mean values. E.g., the adaptation decision might be correct
for one subgroup, but it has a negative effect for the other subgroup. While the mean
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value would indicate that there is no effect at all, the detailed analysis demonstrates the
strengths and weaknesses of the system. Moreover, there are obviously other criteria
that have to be considered when selecting the sample in general. In order to generalize
the results the sample should either be representative for the target group or at least
not differ from the target group in terms of factors that are known to affect the results
(e.g., expertise or motivation). Therefore, samples for evaluation studies with adaptive
systems need to be selected carefully.

24.4.4 Definition of Criteria

Current evaluation studies use a broad range of different criteria [153]. The diversity of
these criteria inhibits a comparison of different modeling approaches.

The criteria usually taken in consideration for evaluation (e.g., task completion time,
number of errors, number of viewed pages) sometimes do not fit the aims of the sys-
tem. For instance, during an evaluation of a recommender system the relevance of the
information provided is more important than the time spent to find it. Another good ex-
ample is reported by a preliminary study on evaluation of an in-vehicle adaptive system
[89]. The results showed that adaptivity is beneficial for routine tasks, while perfor-
mance of infrequent tasks is impaired. Furthermore, lots of applications are designed
for long-time interaction and therefore it is hard to correctly evaluate them in a short
and controlled test.

A precise specification of the modeling goals is required in the first place, as this is
a prerequisite for the definition of the criteria. The criteria might be derived from the
abstract system goals for instance by using the Goal-Question-Metric method (GQM)
[148], which systematically defines metrics for a set of quality dimensions in products,
processes, and resources. Tobar [144] presented a framework that supports the selection
of criteria by separating design perspectives.

Many adaptive web-based systems are concerned with some kind of navigation sup-
port. Adaptivity might reduce the complexity of the navigation behavior [75, 155]. Ac-
cordingly, accepted graph complexity measures might be used for analyzing the users’
behavior. However, as argued by Herder [62], the browsing activity is expected to pro-
duce more complex navigation than goal-directed interaction. Therefore, the metrics for
the evaluation of user navigation should take into account both the site structure and the
kind of user’s tasks since, depending on these factors, a reduction in the complexity of
the interaction is not necessarily caused by the adaptive behavior of the system. How-
ever, as claimed by Krug [83], “It doesn’t matter how many times I have to click, as long
as each click is a mindless, unambigous choice”. Therefore, if the web site proposes
some kind of adaptation, the adaptive solutions could help the user to disambiguate her
choices, reducing the feeling of “being lost in the hyperspace”.

Future research should aim at establishing a set of commonly accepted criteria and
assessment methods that can be used independently of the actual user model and in-
ference mechanism in order to explore the strength and weaknesses of the different
modeling approaches across populations, domains, and context factors. While current
evaluation studies usually yield a single data point in the problem space, common cri-
teria would allow integration of the results of different studies for a broader picture.
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So-called utility-based evaluation [62] shows how such a comparison across systems
could be achieved.

24.4.5 Violation of Accepted Usability Principles

While we argue that the evaluation of adaptive systems must not be seen as being a
mere usability testing problem, usability is certainly an important issue. However, sev-
eral discussions have arisen about the usability of adaptive interfaces [65]. As already
sketched in Section 24.3.3 Jameson [73] proposes five usability challenges for adaptive
interfaces. These challenges complicate matters for the evaluation of adaptive systems
even more, because usability goals and adaptivity goals need to be considered concur-
rently. For instance, lack of transparency and control can become a threat to the usability
of an adaptive system [72, 38]. However, under certain conditions it is possible to match
usability and adaptivity goals [74].

24.4.6 Asking for Adaptivity Effects

In many studies the users estimate the effect of adaptivity (e.g., [12]) or rate their satis-
faction with the system (e.g., [7, 45, 48] after a certain amount of interaction. However,
from a psychological point of view these assessment methods might be inadequate in
some situations. Users might have no anchor of what good or bad interaction means for
the given task if they do not have any experience with the ‘usual’ non-adaptive way.
They might not even have noticed the adaptivity at all, because adaptive action often
flows (or should flow) in the subjective expected way rather than in the static prede-
fined way (i.e., rather than prescribing a certain order of tasks or steps, an adaptive
system should do what the user wants to do). Therefore, users might notice and report
only those events when the system failed to meet their expectations.

On the other hand, qualitative user feedback can be of high value, in particular in
early stages of the development. Therefore, surveys and interviews should definitely be
considered when planning the assessment, but in order to avoid interpretation problems
they should be accompanied by objective measures such as performance, and number of
navigation steps. It is highly recommended to at least informally debrief and converse
with participants if possible after the trial both from a ethical point of view in order to
detect problems such as design.

24.4.7 Separation of Concerns: Layered Evaluation

Comparing an adaptive version with the non-adaptive version in terms of their effective-
ness and efficiency might not be a fair test (see Section 24.4.2). Moreover, this design
does not provide insights into why the system is better or not.

When designing evaluation studies, it is fundamental to distinguish the different
adaptation constituents, and sometimes it might be necessary to evaluate them sepa-
rately from the beginning. So-called layered approaches [22, 76] have been proposed
in the literature to separately evaluate the identified adaptation components (layers) of
adaptive systems. The cited approaches identify, at least, two layers: the content layer,
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and the interface layer. This idea comes from Totterdell and Boyle [145], who first
phrased the principle of layered evaluation, “Two types of assessment were made of the
user model: an assessment of the accuracy of the model’s inferences about user diffi-
culties; and an assessment of the effectiveness of the changes made at the interface”.
More recent approaches [116, 152, 153] identified several adaptation components and
therefore more corresponding evaluation layers, and [115] also proposed specific eval-
uation techniques to be adopted in every layer. We can see that layered evaluation is
one of the peculiarities that characterize the evaluation of adaptive systems, as well as
the presence of several typical users of the system, to which the system adapts itself.
Therefore, groups of significant users should be separately observed across the layers,
and the evaluation could underline that adaptive solutions are useful for some users and
for others they are not.

24.4.8 Reporting the Results

Even a perfect experimental design will be worthless if the results are not reported in a
proper way. In particular statistical data require special care, as the findings might not
be interpretable for other researchers if relevant information is skipped. This problem
obviously occurs in other disciplines and research areas dealing with empirical findings.
Therefore, there are many guidelines and standard procedures for reporting empirical
data as suggested or even required by some journals (e.g., [3, 14, 88, 160]. In the special
case of adaptive systems, several other things should be reported. First, the inference
mechanism should be described in detail, or the reader should at least be referred to
a detailed description. Second, the user model should be described in terms of the di-
mensions or characteristics that are modeled. If applicable the report should contain the
theoretically possible values or states of the model as well as the empirically identi-
fied states. This is important to characterize both the sample (cf. Section 24.4.3) and
the potential impact of the treatment. For instance, if the adaptivity is responsive to
user characteristics that occur only once in a while, the impact on the total interaction
will be limited. Third, besides statistical standard identifiers (i.e., sample size, means,
significance level, confidence interval) the effect size [33] of the treatment is of inter-
est, because it estimates the adaptivity effect in comparison to the total variance and
is therefore an indicator of the utility. It enables practitioners to estimate the expected
impact of a new technique or approach and facilitates meta-analyses.

24.5 Conclusions

This chapter has presented a review of methods and techniques for design and evalu-
ation of adaptive web-based systems under a usability engineering perspective. Even
though improvement has been registered in a number of evaluation studies in the recent
years [51], the evaluation of adaptive web systems needs to reach a more rigorous level
in terms of subject sampling, statistical analysis, correctness in procedures, experiment
settings, etc. Evaluation studies should benefit from the application of qualitative meth-
ods of research and from a rigorous and complete application of user-centered design
approach in every development phase of these systems.
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To conclude, we advocate the importance of evaluation in every design phase of an
adaptive web-based system and at different layers of analysis. Significant testing results
can lead to more appropriate and successful systems and the user’s point of view can be
a very inspiring source of information for adaptation strategies. From our point of view,
both quantitative and qualitative methodologies of research can offer fruitful contribu-
tions and their correct application has to be carried out by the researchers working in
this area in every design phase. Finally, since evaluation in adaptive systems is still in a
exploratory phase, new approaches are strongly called for and these can include com-
bining together different techniques, exploring new metrics to assess adaptivity, and
adapting the evaluation technique to the adaptive systems features.
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